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PREFACE

By enrolling in this self-study course, you have demonstrated a desire to improve yourself and the Navy.
Remember, however, this self-study course is only one part of the total Navy training program. Practical
experience, schools, selected reading, and your desire to succeed are also necessary to successfully round
out a fully meaningful training program.

COURSE OVERVIEW: After completing this nonresident training course, you will demonstrate a
knowledge of the subject matter by correctly answering questions on the following broad topics:
fundamentals and operations of computers, computer configurations and hardware, computer operator
controls and controlling units, computer components and circuits, central processing units and buses,
computer memories, input/output (I/O) and interfacing, computer instructions and man/machine interfaces,
magnetic tape storage, magnetic disk storage, CD-ROM storage, printers, data conversion devices, and
switchboards.

THE COURSE: This self-study course is organized into subject matter areas, each containing learning
objectives to help you determine what you should learn along with text and illustrations to help you
understand the information. The subject matter reflects day-to-day requirements and experiences of
personnel in the rating or skill area. It also reflects guidance provided by Enlisted Community Managers
(ECMs) and other senior personnel, technical references, instructions, etc., and either the occupational or
naval standards, which are listed in the Manual of Navy Enlisted Manpower Personnel Classifications
and Occupational Standards, NAVPERS 18068.

THE QUESTIONS: The questions that appear in this course are designed to help you understand the
material in the text.

VALUE: In completing this course, you will improve your military and professional knowledge.
Importantly, it can also help you study for the Navy-wide advancement in rate examination. If you are
studying and discover a reference in the text to another publication for further information, look it up.
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Sailor’s Creed

“l am a United States Sailor.

| will support and defend the
Constitution of the United States of
America and | will obey the orders
of those appointed over me.

| represent the fighting spirit of the
Navy and those who have gone
before me to defend freedom and
democracy around the world.

| proudly serve my country’s Navy
combat team with honor, courage
and commitment.

| am committed to excellence and
the fair treatment of all.”
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SUMMARY OF THE ELECTRONICS
TECHNICIAN TRAINING SERIES

This series of training manuals was developed to replace the Elec-
tronics Technician 3 & 2 TRAMAN. The content is directed to personnel
working toward advancement to Electronics Technician Second Class.

The nine volumes in the series are based on mgjor topic areas with
which the ET2 should be familiar. Volume 1, Safety, provides an
introduction to general safety as it relates to the ET rating. It aso pro-
vides both general and specific information on electronic tag-out pro-
cedures, man-aloft procedures, hazardous materials (i.e., solvents, batteries,
and vacuum tubes), and radiation hazards. Volume 2, Administration, dis-
cusses COSAL updates, 3-M documentation, supply paperwork, and other
associated administrative topics. Volume 3, Communications Systems,
provides a basic introduction to shipboard and shore-based communication
systems. Systems covered include man-pac radios (i.e., PRC-104, PSC-3)
in the hf, vhf, uhf, SATCOM, and shf ranges. Also provided is an intro-
duction to tactical data links (Link-4, Link-11) and the Communications
Link Interoperability System (CLIPS). Volume 4, Radar Systems, is a
basic introduction to air search, surface search, ground controlled approach,
and carrier controlled approach radar systems. Volume 5, Navigation Sys-
tems, is a basic introduction to navigation systems, such as OMEGA,
SATNAYV, TACAN, and man-pac systems. Volume 6, Digital Data Sys-
tems, is a basic introduction to digital data systems and includes dis-
cussions about SNAP 11, laptop computers, and desktop computers.
Volume 7, Antennas and Wave Propagation, is an introduction to wave
propagation, as it pertains to Electronics Technicians, and shipboard and
shore-based antennas. Volume 8, Support Systems, discusses system inter-
faces, troubleshooting, sub-systems, dry air, cooling, and power systems.
Volume 9, Electro-Optics, is an introduction to night vision equipment,
lasers, thermal imaging, and fiber optics.



INSTRUCTIONS FOR TAKING THE COURSE

ASSIGNMENTS

The text pages that you are to study are listed at
the beginning of each assignment. Study these
pages carefully before attempting to answer the
questions. Pay close attention to tables and
illustrations and read the learning objectives.
The learning objectives state what you should be
able to do after studying the material. Answering
the questions correctly helps you accomplish the
objectives.

SELECTING YOUR ANSWERS

Read each question carefully, then select the
BEST answer. You may refer freely to the text.
The answers must be the result of your own
work and decisions. You are prohibited from
referring to or copying the answers of others and
from giving answers to anyone else taking the
course.

SUBMITTING YOUR ASSIGNMENTS

To have your assignments graded, you must be
enrolled in the course with the Nonresident
Training Course Administration Branch at the
Naval Education and Training Professional
Development  and  Technology  Center
(NETPDTC). Following enrollment, there are
two ways of having your assignments graded:
(1) use the Internet to submit your assignments
as you complete them, or (2) send all the
assignments at one time by mail to NETPDTC.

Grading on the Internet:
Internet grading are:

Advantages to

e you may submit your answers as Soon as
you complete an assignment, and

e you get your results faster; usually by the
next working day (approximately 24 hours).

In addition to receiving grade results for each
assignment, you will receive course completion
confirmation once you have completed all the
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assignments. To submit your
answers via the Internet, go to:

assignment

http://courses.cnet.navy.mil

Grading by Mail: When you submit answer
sheets by mail, send all of your assignments at
one time. Do NOT submit individual answer
sheets for grading. Mail all of your assignments
in an envelope, which you either provide
yourself or obtain from your nearest Educational
Services Officer (ESO). Submit answer sheets
to:

COMMANDING OFFICER
NETPDTC N331

6490 SAUFLEY FIELD ROAD
PENSACOLA FL 32559-5000

Answer Sheets: All courses include one
“scannable” answer sheet for each assignment.
These answer sheets are preprinted with your
SSN, name, assignment number, and course
number. Explanations for completing the answer
sheets are on the answer sheet.

Do not use answer sheet reproductions: Use
only the original answer sheets that we
provide—reproductions will not work with our
scanning equipment and cannot be processed.

Follow the instructions for marking your
answers on the answer sheet. Be sure that blocks
1, 2, and 3 are filled in correctly. This
information is necessary for your course to be
properly processed and for you to receive credit
for your work.

COMPLETION TIME

Courses must be completed within 12 months
from the date of enrollment. This includes time
required to resubmit failed assignments.



PASS/FAIL ASSIGNMENT PROCEDURES

If your overall course score is 3.2 or higher, you
will pass the course and will not be required to
resubmit assignments. Once your assignments
have been graded you will receive course
completion confirmation.

If you receive less than a 3.2 on any assignment
and your overall course score is below 3.2, you
will be given the opportunity to resubmit failed
assignments. You may resubmit failed
assignments only once. Internet students will
receive notification when they have failed an
assignment--they may then resubmit failed
assignments on the web site. Internet students
may view and print results for failed
assignments from the web site. Students who
submit by mail will receive a failing result letter
and a new answer sheet for resubmission of each
failed assignment.

COMPLETION CONFIRMATION

After successfully completing this course, you
will receive a letter of completion.

ERRATA

Errata are used to correct minor errors or delete
obsolete information in a course. Errata may
also be used to provide instructions to the
student. If a course has an errata, it will be
included as the first page(s) after the front cover.
Errata for all courses can be accessed and
viewed/downloaded at:

http://www.advancement.cnet.navy.mil

STUDENT FEEDBACK QUESTIONS

We value your suggestions, questions, and
criticisms on our courses. If you would like to
communicate with us regarding this course, we
encourage you, if possible, to use e-mail. If you
write or fax, please use a copy of the Student
Comment form that follows this page.
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For subject matter questions:

E-mail:
Phone:

n315.products @cnet.navy.mil
Comm: (850) 452-1001, Ext. 1713
DSN: 922-1001, Ext. 1713

FAX: (850) 452-1370

(Do not fax answer sheets.)
COMMANDING OFFICER
NETPDTC N315

6490 SAUFLEY FIELD ROAD
PENSACOLA FL 32509-5237

Address:

For enrollment, shipping,
completion letter questions

grading, or

E-mail:
Phone:

fleetservices @cnet.navy.mil

Toll Free: 877-264-8583

Comm: (850) 452-1511/1181/1859
DSN: 922-1511/1181/1859

FAX: (850) 452-1370

(Do not fax answer sheets.)
COMMANDING OFFICER
NETPDTC N331

6490 SAUFLEY FIELD ROAD
PENSACOLA FL 32559-5000

Address:

NAVAL RESERVE RETIREMENT CREDIT

If you are a member of the Naval Reserve, you
may earn retirement points for successfully
completing this course, if authorized under
current directives governing retirement of Naval
Reserve personnel. For Naval Reserve retire-
ment, this course is divided into two units
evaluated at 21 points.

Unit 1: 12 points upon satisfactory completion
of Assignments 1 through 8.

Unit 2: 9 points upon satisfactory completion
of Assignments 9 through 14.

(Refer to Administrative Procedures for Naval
Reservists on Inactive Duty, BUPERSINST
1001.39, for more information about retirement
points.)
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CHAPTER 1

FUNDAMENTALS AND OPERATIONS
OF COMPUTERS

INTRODUCTION

The computer is the heart and soul of any data system. It can be packaged in
many sizes and configurations. It may be a general- or special-purpose type. It
may handle analog or digital data, or both. It may be referred to as a mainframe,
minicomputer, or microcomputer. Regardless of what it is called or how it is
configured, it will share certain common fundamental concepts and principles with
all other computers. All computers gather, process, store, disseminate, and display
data and information. Each computer is housed in a frame or cabinet. Each has a
central processing unit (CPU), memory, input/output (1/0) section, and a power
supply. How these are assembled in each computer will vary from unit to unit.

How much computing power a computer has is defined by the technology it
uses and NOT by its physical size. A more powerful computer means greater speed,
greater capacity and capability to store information, and a greater facility to
accommodate additional peripheral (external) equipment. Our objectiveisto teach
you the basic fundamentals and concepts of a computer, no matter what type you
maintain.

e After completing this chapter, you should be ableto:
e Describe the functions and purposes of a computer

e Differentiate between computer types based on their hardware
characteristics

e Recognize the uses of computers and their functional operation

e Describe the types of computers used with tactical, tactical support, and
nontactical programs

e Differentiate between full capability, reduced capability, and battle
short mode in terms of computer operation and performance

e Compare the operational modes of computers including modes used in
operation and maintenance

e Describe the security requirements associated with computers
Before you begin study of how a computer operates, let’s take alook at the
fundamentals and operations of computers in general. These include their

functions, the different types of computers, and their functional operation. Also
included are their operational uses, configuration/setups, and modes of operation.
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TOPIC 1—COMPUTER FUNCTIONS
AND TYPES

The computers the Navy uses vary from
mainframes to microcomputers. Regardless of the
types of computers and their operational uses, their
functions are basically the same. Depending on the type
of computer and the operational use, the methods will
vary. First, we discuss the functions of computers, the
different ways computers handle data, and the methods
they use to accomplish this. Then we discuss the
functional operation of computers.

COMPUTER FUNCTIONS

All computers must be able to gather, process, store,
disseminate, and display data.

Gather Data

All computers, no matter what their size, must gather
data before they can process the data. The operational
program will dictate how the data is gathered—
manually, automatically, or a combination of both.

Manually, an operator or technician will input the
data to the computer. This can be done either directly
or by adevice external to the computer. The following
are commonly used input devices:

¢ Keyboards

¢ Display consoles

¢ Data terminals

e Computer maintenance panels

e Storage devices (magnetic tape units, disk drive
units, and paper tape units)

As an example, an operator at a console will input data
via the console to the computer and the computer will
process the data for storage, dissemination, or display
depending on the functions of the operational program.
Data may be input from a console using pushbuttons,
switches, toggles, or a combination of these.

Automatically gathering data means the computer
receives data from another system, subsystem, or
equipment.  The computer monitors for external
requests through a series of programmed requests and
acknowledges. The computer first sees the gathered
data when it comes through the input section of the
input/output section of the computer. Then depending
on the operational program, the computer will either
react immediately or store the data for future use. The
following are examples of the sources from which
computers gather the data automatically:

Systems such as the fire control system

Subsystems such as the combat direction system

e Data processing systems (another computer and
conversion devices)

Display systems via sensors (radar)

e Communication systems such as data links and
local-area networks (LANS)

Many computer systems are designed to gather data
using a combination of both the manual and automatic
methods.

Process Data

Processing data is the main function and the
purpose of the computer. There are other systems,
subsystems, and equipment that will work with the
computer to help gather, store, disseminate, and display
data; but processing the data is exclusively the
computer’s function. The heart of the computer—the
place where the data is processed in ac —IS
called the central processing unit (CPU). Figure 1-1

shows the basic configuration of adigital computer.

After the data is processed, it can be stored,
disseminated, or displayed.

Store Data

The computer can store data either internaly or
externaly. Internally, the computer uses memory

CPU
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Figure 1-1.—A basic functional composition of a digital
computer.



banks. These memory banks can hold instructions and
both processed and unprocessed data. Memory access
time and memory capacity are the other main factors
that determine how powerful a computer is.

Externaly, computers can store data on magnetic
disks (hard and floppy), magnetic tape, or paper tape.
Disk drive units offer quicker access to the data than
magnetic or paper tape units. On some systems, the
disks can store more data than the internal memory of
a computer. The amounts of each will depend on the
design and requirements of the data system. Some
systems internally store and process the data. Others
depend heavily on the disks to hold and store the data,
bringing the datainto memory for processing, and then
storing the results back onto disk.

Disseminate Data

After the computer has processed the data, it can
send it to the 1/0O section or an 1/O unit for immediate
or future dissemination to various equipments. The
data will exit the output section of the computer’s
input/output section. It can be sent to an output device
such as a printer, or to one of many storage devices such
as amagnetic tape or disk unit. It can also be sent to a
subsystem, such as a display system, via its associated
equipment.

Display Data

Computer systems display two general types of
data—data related to the mission of the system and
status information related to operation of the system and
hardware performance. The computer relies on
peripheral equipment, such as printers and display
units, to display the processed data—the mission related
output of the operational program. Y our interest in
output generally relates to whether the data is sent
properly by the computer and is displaying properly. In
other words, you want to know the computer system is
functioning properly. The content of the datais usually
a secondary interest to you and a primary interest to the
user/operator.

The other type of data/information that can be
displayed relates to the operation of the system. This
includes operator information, System error messages,
and indications of system problems. You will be
particularly interested in this information. The
maintenance panels and data terminals can display
real-time data and provide you with current status of the
operational program. For example, the maintenance
panels of some computers have registers where the
presence or absence of indicator lamps can indicate to
the technician if the computer is communicating with a
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subsystem such as a display or communication
subsystem. Thisis avery useful tool when you are
performing maintenance, both preventive and
corrective[Figure 1-2 is an example of a maintenance
console panel. Notice the indicator lights for the 1/0
controller, 1/0 timing, Mode, Central Processor
Register, and soon. These will provide you with status
information. For example, you can monitor the 1/0
controller register to see if the computer is interfacing
with a particular subsystem such as display or
communications. Look to see if the indicator of that
channel is illuminated (either flashing or constantly lit).
Or, you could look at the contents of a particular register
in the CPU by selecting that register while installing a
patch to a program using an inspect and change
procedure or utility.

TYPES OF COMPUTERS

In general terms, computers can be classified into
three categories: mainframe computers,
minicomputers, and microcomputers. A computer’s
power is determined by the technology it uses, NOT its
physical size. Greater speed, greater capability and
capacity to store information, and greater facility to
accommodate additional peripheral (external)
equipment will make one computer more powerful than
another regardless of their overall physical sizes. We
do not go into detail on each of the different types of
computers. Rather, we identify examples of each and
point out their physical and internal differences. This
will prove valuable when you are maintaining them.
Let's take a look at the types of computers you will
maintain in the Navy. Later in this manual, you will
study the internal workings of computers—their basic
functional operation.

Mainframe Computers

Mainframe computers are physically the largest
computers you will maintain. Their ruggedness makes
them better suited than microcomputers and
minicomputers to handle the mechanical shock and
vibration, salt spray, temperature and humidity found
aboard Navy vessels. The mainframes you will
maintain are general-purpose, digital data computers
with multiprocessing capability.

Mainframe computers are considered the heart of
the afloat and ashore tactical and tactical support data
systems. These mainframe computers are big, fret,
multiprocessor computers with correspondingly large
memories and multiple 1/0 channel capabilities. They
process large volumes of data and require a lot of
program flexibility. Their operational programs are
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complex, and as systems are updated, the programs
must be revised to meet the new demands of the fleet.
Operational programs for mainframe computers are
supported by technical teams external to the command.
Two examples of mainframes are the AN/UYK-7(V)
and the AN/UYK-43(V) computers. They are
general-purpose, militarized, digital data computers
with large-scale memories, |/O capabilities, and
multiprocessing capabilities that allow a number of
CPUs to operate simultaneoudly in the same system.
They interface with other mainframes and peripherals
in the data processing subsystem, the display
subsystem, and the communication subsystem.
Training is obtained through formal C schools and is
NEC producing. Figure I-B is an example of one of the
Navy’s mainframe computers.

Some physical features of mainframe computers
are highlighted as follows:

e | arge rugged frame or _cabinet —Contains
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Figure 1-2—Example of a maintenance console panel of a digital computer.

and/or adapter unit with /O connectors, heat
exchangers for each module or unit, power supply
unit(s), and blower motors for cooling.

individual modules or units; central processor unit
(CPU), memory modules, input/output controller
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Figure 1-3—Example of a mainframe computer.



® Operator _console —Controls operation of the
computer at the computer. This console/panel is
usually located above the logic chassis but separate
from the maintenance console/pandl. It contains the
controls and indicators necessary to initiate computer
operations. Y ou can turn on power to the system and
load the operational program and start its execution.

e Remote console —Controls operation of the
computer from a remote location. Performs the same
functions as an operator console except it does not apply
power to computer Set.

¢ Maintenance console panel/display control unit
(DCU) —Controls operation of the computer and is
used to perform maintenance (preventive and
corrective).

¢ Specific power requirements (frequency and
voltage).

e Specific cooling requirements (air and/or liquid
cooling).

Minicomputers

Minicomputers are mid-range computers. They are
smaller in physical size than the large mainframes used

for tactical and tactical support operations. They are
also built for ruggedness. Minicomputers are capable
of stand-alone or self-contained operation, or of being
an embedded processor in a system or other type of
digital device. Minicomputers are generally used in
applications that don't require the faster computational
speeds or larger memory capacities available on
mainframes. These computers also have program
flexibility. Minicomputers receive external technical
support for the operational programs they use. The
programs for minicomputers are updated as specific
jobs or applications are updated and revised.

Some examples of minicomputers are the minis
used as interface computers with communications or
radar systems. Minis are also used as the host
computers for the Shipboard Nontactical ADP Program
(SNAPI1, SNAPII, and SNAP I11) Systems. Training
for minicomputers is provided through formal A, C, and
FTC schools and may be NEC producing. SNAP
system training is an example of an NEC-producing
school.[Figure 1-4 is an illustration of a typical
minicomputer.

Some physical features of minicomputers are
highlighted as follows:
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Figure 1-4—Example of a minicomputer.
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¢ | arge to medium rugged frame or cabinet —
Some frames or cabinets use a stationary or dliding
chassis or assemblies or stationary racks or card cages
that contain individual modules or printed circuit
boards. The functional and support areas include a
central processor unit (CPU), memory units,
input/output controller boards for various peripherals,
I/O connectors, power supply unit(s), and blower
motors for cooling. (NOTE: Some minicomputer
frames or cabinets also contain the peripherals-disk
drive units, magnetic tape units, and paper tape units.)

e Control and Maintenance Panel (CMP) or
computer control panel —Controls operation of the
computer and is used to perform maintenance
(preventive and corrective).

e Specific power requirements (frequency and
voltage).

¢ Specific cooling requirements (air and/or liquid
cooling).

Microcomputers

Microcomputers, personal computers (PCs), are
small, lightweight, and portable. Some of them are
more powerful than some of the older, larger
mainframes and minicomputers. Microcomputers are
unique in that the heart of the computer (the CPU) is
contained on a single integrated chip (IC) and the entire
computer system is contained on a handful of printed
circuit boards located inside a small compact frame or
cabinet. In some cases a complete microcomputer is
located on a single chip; the CPU, co-processor, and
memory. Some micros/PCs are high-speed, multi-user,
multi-tasking units. Traditionally micros are used for
word processing, database management, spreadsheets,
graphics, desktop publishing, and other general office
applications. Currently, micros and PCs are being
used for tactical support systems, such as Naval
Intelligence Processing Systems (NIPS) and Joint
Operational Tactical System (JOTS). Micros and PCs
can also be used as a SNAP system for shorebased
operational commands, such as ASWOC. The
operational programs for PCs used for a tactical
support system are supported externally by technical
teams. These operational programs are also updated as
systems are added or replaced. Programs that are used
for word processing, graphics, and so on are abundant
and can be obtained through civilian vendors and
software support teams such as Commander Naval
Computer and Telecommunications Command
(COMNAVCOMTELCOM). Training for micro-
computers is obtained through formal A schools,
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civilian contractor schools, and OJT. Training for
micros is not NEC producing. Figure 1-5 is an
illustration of atypical microcomputer.

The physical features of microcomputers are very
different from mainframes and minis. The following is
abrief description of atypical PC/desktop system.

¢ Small compact frame or cabinet —PCs are uni-
que in that the frame or cabinet contains the majority of
the components for a complete system. A typical PC
frame or cabinet contains the following components:

e Backplane or motherboard for printed circuit
boards

e A central processor unit (CPU) and memory
printed circuit board(s) (pcb) (NOTE: In
some cases the CPU and memory are located
on the same pch.)

® |nput/output pcb
e Disk controller pch
¢ Video controller pcb

e Data storage devices: Hard disk drive units,
floppy disk drive units, and/or tape cassette
units

e |/O connector: Paralel or serial communica-
tions

e A small fan: No special cooling require-
ments; the unit relies on ambient temperature
of the room or space

e Power supply: No specia requirements

e Display monitor — Display monitors are output
devices for visual displays of data, and may have
monochrome or color displays.

/ Ly Y
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Figure 1-5.—Example of a microcomputer.



¢ Keyboard —Keyboards are input devices used to
control operation of a computer.

e Printer —Printers are output devices for
producing printed material.

e Modem —Modems are optional components
used to communicate with mainframes, minicomputers,
and microcomputers through existing phone lines.

e Mouse —Another optional component is a
mouse. A mouse is an input device used to highlight
text, move the cursor, and select commands and
functions without using the keyboard. A mouse can be
used in combination with a keyboard to control
computer operations.

TOPIC 2—FUNCTIONAL OPERATION
OF COMPUTERS

At the heart of every data system is a computer. All
digital data made available on any system has been
processed by the computer. The computer oversees the
operation of any data system. Through a coordinated
series of interrupts, requests, and acknowledges, the
computer exchanges data with other computers,
peripherals, and the subsystems required for that
system.

The signd flow between systems, subsystems, and
equipment is all coordinated by the operational
program of the computer(s). Exchange of signals
between the systems, subsystems, and equipment is
accomplished through a coordinated series of priorities
where interrupts, requests, and acknowledges
determine when the data will be exchanged. The type
of data exchanged includes status signals, control
signals, and data words. Interfacing between the
computer(s) and other systems, subsystems, and
equipment requires some type of cabling-standard
shielded and unshielded cables, fiber-optic cables, and
ribbon cables, and their associated connectors.
Methods of interfacing include parallel and serial data
transfers.

OPERATIONAL USES OF COMPUTERS

You may have the opportunity of maintaining three
basic types of data systems: tactical, tactical support,
and nontactical. All three rely on one or more
computers to make rapid calculations and make
information available.
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Tactical Systems

A computer is the heart of the Combat Direction
System (CDS)/Nava Tactical Data System (NTDS),
which is a subsystem of the ship’s combat system.
CDS/NTDS receives data from ship’s sensors and other
ships using tactical data links. The CDS/NTDS consists
of high-speed digital computers, peripherals, displays,
communication links, and computer programs. The
CDSINTDS hardware is divided into three major
equipment groups (subsystems) as follows:

¢ Data Processing Group
¢ Data Display Group

¢ Data Communications Group

The data these subsystems generate and feed back
to the data processing subsystem is stored, processed,
and distributed by the operational program. The
computer is part of the data processing group and
coordinates the operations within CDS/INTDS and
makes the information available to other major
subsystems within combat systems: radar/IFF, weapons
(guns, missiles, and underwater), electronic warfare,
and navigation. The CDS/NTDS is a real-time system.
The type of computer used in a tactical data system is a
mainframe such as the AN/UYK-7(V) or
AN/UYK-43(V) computer. The number of computers
used in atactical data system depends on the class of
ship and its configuration/setup.[Figure 1-6 is a portion
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Figure 1-6.—Simplified block diagram of atactical data
system (CDSINTDS).



of asimplified block diagram of atypica CDSINTDS
in atactical data system.

Another example of a tactical data system is the
Integrated Tactical Amphibious Warfare Data System
(ITAWDS).

Tactical Support Systems

Tactical support platforms include a variety of
systems. Unlike tactical data systems, tactical support
systems generally use either mainframes or micros as
their operational computers. Depending on the system,
tactical support systems can use a single computer or a
multiple computer configuration. The computers in
tactical support systems aso interface with other
computers, peripherals, displays, communication links,
and operational programs. Let's look at three
examples. ASW systems, IMCIS, and NIPS.

ASW SYSTEMS.— ASW systems deal primarily
with antisubmarine warfare. They provide active and
passive search, detection, tracking, and classification
operations necessary to engage and destroy subsurface
or surface targets. They support ASW airborne
systems. ASW systems include the Antisubmarine
Warfare Operations Center (ASWOC) and Carrier-
Antisubmarine Warfare Module (CV-ASWM) systems.
These systems use a single computer as their central
point of operation.

The computers in these systems interface with the
following subsystems or equipment within their
Subsystem:

¢ Command and Control Subsystem —Controls
the data to and from this subsystem and other
subsystems through the ADP Subsystem and Display
Subsystem.

e Communication Subsystem —Allows com-
munication between Maritime Patrol Aircraft (MPA) or
Surface Units and/or ASWOCs, CV-ASWMs, and
FHLTs. Communication is via secure voice or secure
data networks.

e Fast Time Analysis System (FTAS) Subsystem
(ASWOCs and CV-ASWMs only) —Analyzes acoustic
and nonacoustic data provided by mission aircraft.

JOINT MARITIME COMMAND INFORMA-
TION SYSTEM S.— The Joint Maritime Command
Information Systems (JMCIS) is an informationa data
system used to provide data to designated flagships. It

is used to effectively conduct battle-management of the
tactical situation. The JMCIS consists of a data
processing subsystem and a video processing subsys-
tem. The data processing subsystem includes desktop
computers (DTC/TAC-n") with single and dual
monitors, printer plotters, and printers. The video
processing subsystem includes high and low resolution
monitors, large screen displays, and video switch.
Communication between DTC/TAC-n in the data
processing subsystem and video processing subsystem
is accomplished via a Genser fiber-optic LAN. IMCIS
gathers data from a variety of externa links including
OTCIXS, Flag communication, Fleet Broadcast, and
Link 11 or Link 14.

NAVAL INTELLIGENCE PROCESSING
SYSTEM.— Nava Intelligence Processing System
(NIPS) integrates up-to-the-minute tactical intelligence
with national and fleet-produced database intelligence
information. Data is gathered from the Naval Modular
Automated Communication System (NAVMACYS),
Ocean Surveillance Product (OSP), Generic Front End
Co-Processor (GFCP), Automatic Tracking Point
(ATP), Fleet Imagery Support Termina (FIST), video
diskplayers, and optical disk recorders, and, in turn, is
disseminated to GFCP, ATP, and Tactical Aviation
Mission Planning System (TAMPS). The NIPS uses
the DTC/TAC-n in a LAN configuration as its
operational computers. The other hardware interfaces
include hard drives, color printers, plotters, tape backup
units, a camcorder, and light table. The NIPS uses both
MS-DOS and the UNIX operating system to process
and manage its mapping/imagery workstation and
message handler workstation. Depending on the vessel,
the NIPS can be a basic system, as on a multipurpose
amphibious assault ship (LHD), or it can be a much
larger system with multiple workstations and remotes,
asonacarrier (CV).

Naval Tactical Command Support Systems

Naval Tactica Command Support Systems include
those systems that handle data used for administrative
purposes and office functions. They support
organizational and intermediate-level maintenance,
supply and financial management, and administrative
applications. The types of computers generally used are
minicomputers and microcomputers. Nontactical
systems include the Shipboard Nontactica ADP
Program (SNAP I, SNAP II, and SNAP I11) Systems
and PC.

1n = configuration number.
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SNAP SYSTEM S.— The SNAP systems are used
primarily to reduce the administrative workload
associated with equipment maintenance, supply and
financial management, and personnel administration.

Because the SNAP systems differ in their
subsystem configurations, we are only listing the
equipment with which they are both capable of
interfacing. Some SNAP systems communicate via
modems and specialized interfacing techniques and
hardware. SNAP computers interface with the
following equipment:

e Disk drive units
® Magnetic tape drive units
¢ Keyboard/video display units (KVDTYS)

¢ Printers—High speed, display, line, and word
processing

Some SNAP systems use specialized com-
munications hardware and interfacing methods. They
use processors, adapters, and modems.

PERSONAL COMPUTER/DESKTOP
MICROCOMPUTER SYSTEMS.— Personal com-
puter/desktop microcomputer systems (PC) software
enables PC systems to perform word processing,
database management, spreadsheets, graphics, and
desktop publishing. For these functions, off-the-
shelf software packages can be installed in each PC
system. There are also many programming languages

for programming the PC; they include BASIC,
FORTRAN, COBOL, PASCAL, C, and many others.
These languages alow you to design your own
programs to perform functions exactly the way you
want them. [Figure 1-7lis a smplified block diagram of
a PC system.

A PC can interface with other hardware. The
following are examples:

® Secondary storage units—hard disk drive units,
floppy disk drive units, and/or tape cassette units

e Monitor—color or monochrome
® Printer

e Modem

PCs can be operated as stand-alone systems or as
remote units to a larger system. They can also be
configured in local-area networks (LANS). With
LANS, the PC can talk with other PCS and share data
files, peripherals, and software.

COMPUTER SYSTEMS
CONFIGURATIONS AND SETUPS

The computer system you are working with must
be correctly configured/setup or it will be useless for
operational purposes. You will need to be able to
configure and set up the computer system for both
operational purposes and for maintenance. You need to
be aware of two things—the hardware and the software.
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Figure 1-7—A simplified block diagram of a PC system.

1-9



The type and number of computers that make up a
system have a direct bearing on the configuration and
setup of a system. Some systems require two or three
computers connected in tandem. An example is a
CDSINTDS for a particular class of ship, which may
use a three-bay/one-bay configuration for its
CDS/INTDS. Others have only one computer. An
exampleisaPC in an office setting.

Hardware

When Configuring or setting up a computer system
for operation or maintenance, check your computer’s
technical, system operations, or combat systems
technical operations manuals for the correct physical
setup. Set up includes the following:

¢ Physical design
e Operator controls

e Externa controls

PHYSICAL DESIGN.— The design of the
computer system will predetermine how and where
module units and printed circuit boards need to be
inserted and where cables are to be connected. Once
these items are correctly installed and connected, the
next step is to ensure that all operator controls are in
their correct positions.

OPERATOR CONTROL S.— Computers can be
controlled directly at the computer and in some cases
remotely through panels/consoles. Mainframe and
large minicomputers usually have controls for the
computer at your fingertips. You can control the
computer from severa panels/consoles as follows:

¢ Maintenance panel/console

® Operator panel/console

¢ Remote panel/console (usually only mainframes
for tactical systems have this capability)

The types of controls these units most often use are
discussed in more detail in chapter 3 of this manual.
You can also control the computer's mode of operation
directly from the computer’s maintenance
panel/console or operator’s panel/console. This feature
is not available on all computers.

[Figure 1-8 shows a portion of a maintenance
panel/console of a mainframe computer. For example,
notice the mode select push-button indicator, jump
switches, and stop switches. Y ou can use the jJump
switches and/or stop switches when performing

maintenance to set parameters for a diagnostic on the
computer.

EXTERNAL CONTROL S.— Some computers
use external controls to configure and set up the
computer to enable it to communicate with peripherals
and other systems. These controls work in conjunction
with the software. Unless these controls are configured
and set up properly, the computer cannot perform its
functions correctly. The controls may be set through
digital switchboards or computer switching and control
panels[Figure 1-9 is an illustration of a computer
switching and control panel used on aCDS/NTDS
system. Notice the push-button indicator switches
available. You can use these to control the
configuration and data routing.

Software

Once you have the hardware of the computer
physically configured and set up correctly, the correct
software must be installed and correctly configured/set
up. When we speak about configuring and setting up
the software, we are referring to specifying the
resources the software is to use—what peripherals the
system has, what communications, how much memory,
what options you want set as defaults, and so on. In this
way the hardware and software can talk to each other.
The software and hardware have to work hand-in-hand
with each other. Depending on the type of computer
and type of system application, the hardware and
software have the ability to control and/or are dependent
on each other. Perform the following procedures when
working with software:
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Figure 1-8.—A portion of a maintenance panel/console of a
mainframe computer.
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Figure 1-9.—Computer switching and control panel used on a CDSINTDS system.

Ensure you have the correct software for the type
of system and type of computer

Boot the computer
Load the software via a peripheral device
Initialize the system

Monitor the computer for system operation
and/or maintenance (tests—programmed and
manual)

Y our involvement with the software is directly
dependent on the type of computer. Generaly
speaking, the bigger the computer system, the less
involved you will be with configuring and setting up the
software. All computer systems have an operating
system to control their operations. An operating system
is a collection of many programs the computer uses to
manage its own resources and operations. These
programs control the execution of other programs. The
operating system used will depend on the type of
computer and the systems platform. To communicate
with the operating system of any computer, you need to
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understand the operating system functions and the
commands necessary to talk to it. Thisis also true of
any applications software and utility programs you use.
To communicate with any software, you need to know
its functions and commands.

For mainframe computers used in tactical and
tactical support applications, the software is designed
by an outside support activity. With these systems you
do not have to perform any initial configuration or setup
of the software before using it. This has already been
done by the activity that writes the operational program
for the system’s platform. The system operating
commands you will use to talk to the computer to
initialize and/or reconfigure the operational program
are specific. Refer to your combat systems technical
operations manuals (CSTOMs) or systems operations
manuals (SOMs) for details.

For some minicomputer systems, such as the ones
used for the SNAP | and Il systems, the software has
also aready been configured and set up. You simply
boot and initialize the system. System operating



commands for minicomputers are also specific. Refer
to their system manuals and desktop guides for details.

The operational software a microcomputer uses can
be off-the-shelf software or it can be software designed
by an outside support activity to meet the specific
requirements of a platform or system. Before a
microcomputer may be used, you must configure and
set up the software. When configuring and setting up
the software for a microcomputer, there are severa
things you must be aware of. The operating system
must be customized to the hardware of the computer
system. This can be accomplished by following the
step-by-step procedures in the users’owners manual.
You will use operating system commands to setup the
software to execute the program exactly as you have
specified. For example, you could specify to the
operating system program to automatically load a word
processing program when the computer is turned on.
You may want a beeper to alert you to a given situation
such as when certain error conditions occur. You can
set this. When using applications software with your
operating system, you must ensure that the application
software is compatible with the operating system. The
application software will also use commands to execute
its functions. Refer to operating systems and
application software users manuals for details.

ONLINE AND OFFLINE MODES OF
OPERATION

Modes of operation are designed into the data
systems and can be selected through hardware or
software manipulation. Basically you can operate the
computer either in an online or offline mode. What the
computer can do in these modes depends on the type of
computer and the software.

Online

When a computer is in the online mode of
operation, it is performing operational functions. It is
interfacing with other computers, peripherals, display
systems, and communication Systems to perform many
tasks. And operationally, this means you must rely on
the loaded software for the computer to perform its
functions. The type of software the computer will use
online will depend on the platform of the system
(tactical, tactical support, and nontactical). A computer
may perform the following types of operations in the
online mode:

¢ Operationa (includes application software)
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e Maintenance (only when the computer’'s
memory is large enough to accommodate the
software can maintenance be performed while
the operational program is still running)

Offline

In the offline mode of operation, a computer is
limited to performing maintenance. The computer can
be either powered or unpowered depending on the
maintenance you are performing. When you take the
computer offline, you remove the computer from
controlling awhole system. The computer islimited to
interfacing with only asingle system, such as a display
system or a peripheral system, to perform controlled
tests or a diagnostic to test itself. In this mode some
computers have the capability to not only operate in the
run mode but other detailed steps such as instruction
mode and sequence mode. These modes are quite
useful for troubleshooting malfunctions that can't be
isolated using diagnostics or self-tests.
shows the operating mode selections of a mainframe
computer.

In the offline mode, you can perform the following
types of maintenance:

¢ Preventive maintenance —Testing the computer
using program controlled tests and internal tests such as
diagnostics and self-checks; and cleaning filters, heat
exchangers, and so on.

e Corrective maintenance —Troubleshmting the
computer using program controlled tests and manual
tests to isolate faults; and repairing faults by replacing
bad parts or using solder and solderless techniques.

FCNP0O37 I

Figure 1-10.—The mode selections of a mainframe computer.



BATTLE SHORT MODE OF OPERATION

The battle short mode is used when it becomes
necessary to run the computer continuously even
though an overtemperature condition exists. The
activation of a battle short switch will bypass
overtemperature protection interlocks and power will
be maintained to the computer for continued operation.
An overtemperature condition is a result of a failed
assembly or inadequate cooling. The requirement to
run the computer continuously in an overtemperature
condition usually only exists under battle conditions.
Some computers are also equipped with ahorn to warn
an overtemperature condition exists.

OPERATIONAL CAPABILITIESAND
LIMITATIONS

It is important to know the capabilities and
limitations of the hardware and software of any system
you maintain. It is equally important to know whether
the system can operate at reduced capability and still
accomplish its mission. Some systems are designed
with more than one computer (CPU), sufficient
memory, and enough peripheral devices to enable them
to function even when some devices are down. The

operational capabilities and limitations of a computer
system can be controlled at the equipment through
switchboards or control panels, or through commands
to the software using an 1/O device to talk to the
computer. isanillustration of adigital fire
control switchboard used on a CDS/NTDS to
interconnect the computer to equipments and other
major systems.

To find out the capabilities and limitations of a
computer system, refer to your system operating
manuals (SOMs) or combat systems technical
operations manuals (CSTOMs) for detalls.

CDSINTDS is an example of a system that uses a
three-bay/one-bay computer configuration. This
means it has four CPUs and can still meet its mission
even if one of the CPUs is down. The term reduced
capabilities means the computer system can perform its
mission with fewer resources. Resources may be
unavailable as a result of a casualty to a computer. If
the memory of the computers allows it, you can take
one of the computers offline to perform training. Y ou
can reduce the operational capability through the
software using an /O device to take the computer
offline. This can be accomplished using operating
system functions (commands). An example would be
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Figure 1-11—A digital fire control switchboard used on a CDSINTDS.
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a CDS/NTDS that normally uses a three-bay/one-bay
computer configuration to operate at full capability.
Because of a casudty to the one bay, that bay is dropped
offline. The CDS/NTDS can still perform its basic
mission, but the system is reduced because not all four
computers are being used.

Devices that are used to bring the computer to
reduced capability are switchboards and computer
control panels. The operational program (software)
must also be reconfigured to reflect the hardware
reconfiguration. This can be accomplished at an 1/O
device using operating system functions (commands).
Again refer to the SOMs or CSTOMs for exact details
of your system’s capabilities and limitations and the
hardware and software required to reconfigure it.

OPERATIONAL REQUIREMENTS OF
COMPUTER SYSTEMS

Effective operation of computer systems aso
depends on security and on controlling electromagnetic
disturbances. You'll need to pay particular attention to
ADP security and electromagnetic interference (EMI).
Lack of attention to these factors can seriously
jeopardize the security and operation of a computer
system.

ADP Security

The security of computers depends on
administrative and physical controls. The
administrative requirements (directives and
instructions) will provide the policy and procedures to
follow to meet the physical requirements. Let's
highlight some of the things you will handle on a regular
basis that require protection to ensure the security of the
computer system.

¢ Data and information —For tactical and tactical
support systems, the data the computer handles and
makes available is classified. (Includes COMSEC
material for tactical datalinks).

® Passwords —Used with nontactical systems
(SNAP) to ensure only authorized users gain access to
the computer system.

¢ Operational _programs on magnetic tape, disk,
and disk packs—For tactical and tactical support
systems, these programs and any revisions (program
patches) are classified. For nontactical systems, the
operational programs may be copyrighted and require
protection to avoid misuse.
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e Safe combinations —For controlled spaces
where computers are used.

¢ Computer —Computers must be safeguarded;
they are an ADP asset.

Be sure you know where the emergency destruction
procedures for the computer system are. They should
be readily available. For more detailed information on
guidelines that will aid in the security of computers,
refer to OPNAVINST 5239.1, Department of the Navy
Security Program for Automatic Data Processing
Systems and OPNAVINST 5510.1, Department of the
Navy Information and Personnel Security Program
Regulation.

Electromagnetic Interference

Electromagnetic interference (EMI) is an
electromagnetic or electrostatic disturbance that causes
electronic equipment to malfunction or to produce
undesirable responses or conditions that do not meet the
requirements of interference tests. You must be more
aware of the problems EMI causes and the solutions
required to resolve these problems. No magic is
involved in reducing or eliminating EMI. Everyday
common sense approaches to maintaining equipment
will resolve many problems caused by EMI.

TYPES OF EMI.— There are three types of
EMI-natural, inherent, and manmade.

Natural EMI.— Natural interference is caused by
natural events, such as snowstorms, electrical storms,
rain particles, and solar radiation. It can cause problems
with rf data links between shore, ship, and air, but few
problems with modem digital data equipment.

Inherent EM|.— Inherent interference is noise
within apiece of electronic equipment and is caused by
thermal agitation or electrons flowing through circuit
resistance.

Manmade EM|.— Manmade EMI is produced by
a number of different classes of electrical and electronic
equipment. The equipment includes, but is not limited
to, transmitters, welders, power lines, motors and
generators, lighting, engines and igniters, and electrical
controllers. A number of these devices can cause severe
EMI, which can degrade the operation of shipboard and
shorebased computer systems.

EMI can be classified by its spectrum distribution.
It can be either broadband or narrowband interference.
These terms refer to the frequency spectrum the
interference covers.



Narrowband EMI consists of a single frequency or
a narrowband of interference frequencies. Narrowband
EMI usually has a minor effect on communications
or electronic equipment. It can be tuned out or filtered
out.

Broadband EMI is not a discrete frequency. It
occupies a relatively large part of the electromagnetic
spectrum. It causes the majority of EMI problemsin
digital data equipment. It will be especially noticeable
data on Link 11.

CONTROL OF EMI.— EMI can be controlled or
eliminated if some simple procedures are followed and
good installation practices adhered to. Let's look at
control and reduction for shipboard and shorebased
installations. Many of the problems are the same for
both installations.

Shipboard EMI Control.— Shipboard EMI
control is greatly simplified for the typical digital data
installation. Because of the ship’s steel hull and
construction, a great deal of shielding and isolation are
provided the typical shipboard computer room or digital
equipment space. This blocks out the majority of
broadband interference generated both internally and
externally. Five major factors are considered in a
shipboard computer and digital equipment installation.
They are equipment location, equipment shielding,
system and equipment grounds, interconnection
cabling, and power source.

¢ Equipment |ocation —Computers should be
located in spaces that are free of sources of EMI. They
should not be located in spaces that contain radars, radio
transmitters, generators, or other rotating machinery.

e Equipment shielding —Digital computers
should never be operated with drawers extended, cover
plates removed, or doors open. Modem computers
contain EMI-reducing gaskets and shields that enclose
the equipment. Always reinstall cover plates with all
the fasteners in place. If a cover plate or shield has to
be removed in the course of corrective maintenance,
ensure that the EMI reducing contacts or wire gaskets
on the equipment opening are in good condition before
the cover or shield is replaced.

e System and eguipment grounds —System and
equipment grounds are extremely important in digital
computer installations. All cabinets should be
grounded together on a common system ground bus.
Each equipment cabinet is connected to the system
ground by a heavy ground cable. The system ground is
securely attached to the hull of the ship and provides a
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good ground reference for the system. Paint on ground
straps or on the metal decks where the ground straps are
mechanically attached will result in poor electrical
connections.

e |nterconnecting cables —All interconnecting
cables used in a shipboard digital data system should be
shielded cables. They shoud be assembled correctly
according to installation drawings. The shield and
connector shell should be eectrically connected and
properly secured at either end. The cables should never
be run in the same cableways as cables carrying rf
signals or high-power pulse cables. The shielding
protects the data cables from EMI to a great extent.

e Power source —Power lines for digital
computers can provide a transmission path for EMI
from machinery spaces. The maority of input power
passes through noise elimination filters asit enters
computers.  Unusual random problems in digital
computers can sometimes be traced to defective line
filters.

Shorebased EMI Control.— Control of EMI at a
shorebased installation requires the same consideration
or the same factors as a ‘shipboard system with two
additions-site location and soil quality.

e Site location —Shorebased digital data
equipment sites are sometimes built where the need
dictates or where a convenient building is available.
They are not always ideal sites. Sites built near alarge
industrial complex such as a shipyard repair facility
(SRF) or anava depot (NADEP) may be subjected to
EMI. They also can cause power line fluctuations if the
power source of the shore site and the SRF and NADEP
are the same. Additional line filters and regulators for
power lines may also be required to reduce EMI and
provide line power within the limits prescribed by
equipment manufacturers.

¢ Soil_quality —At a shore installation, a system
ground bus is usually attached to a grounding rod driven
into the soil. If the soil is dry, sandy, rocky soil as found
in the Southwestern United States and some places
overseas, you will have a poor ground. A suspected
system ground can be checked with an oscilloscope and
1.1 probe. Refer to Electromagnetic Compatibility,
NAVELEX 0967-LP-624-6010, for more information.

DIRECTIVES.— Many directives provide
guidelines to follow for avoiding or reducing the
effects of EMI. The EIMB handbook entitled
Electromagnetic Interference Reduction, NAVSHIPS
0967-LP-000-0150, includes topics of shipboard EMI



tests and operating practices for EMI reduction.
MIL-STD-1310 entitled Shipboard Bonding,
Grounding, and Other Techniques for Electromagnetic
Compatibility and Safety, is amilitary standard for the
proper construction of bonding straps and grounding,
cables. It is the reference for all shipboard
electromagnetic capability (EMC) installations. It
contains drawings that depict the proper shape of and
lists materials required to construct bonding straps and
grounding leads for shipboard electrical/electronics
installation.

The Nava Shore Electronics Criteria handbook,
Electromagnetic Radiation Hazards, NAVSEA OP
3565 Volumes 1 and 2, (parts 1 and 2) (NAVELEX
0967-LP-624-6010) has information on the reduction
of EMI at shorebased facilities. All facets of grounding,
shielding, and equipment bonding are contained in this
highly informative handbook.

The Handbook of Shipboard Electromagnetic
Shielding Practices, NAVSEA S9407-AB-HBK-010,
provides specifications for cable spacing/shielding
requirements and installation procedures that will
minimize the effects of electromagnetic interference
(EMI) on electronic equipment installed in naval
vessels. It isintended for use by ship designers,
planning engineers, personnel engaged in the
installation of electronic equipment, overhaul and
repair shipyards, tenders, and other repair and
installation activities.

SUMMARY—FUNDAMENTALS AND
OPERATIONS OF COMPUTERS

This chapter has introduced you to computer
functions, types of computers (mainframe computers,
minicomputers, and microcomputers), operational
uses, modes of operation, capabilities and limitations,
and operational requirements. The following
information summarizes important points you should
have learned:

COMPUTER FUNCTIONS— Computers gather,
process, store, disseminate, and display data. Data may
be gathered manually or automaticaly or by a
combination of both. Once processed, it can be stored
either internally in memory banks or externally on disk
or tape. Data maybe disseminated and stored, or it may
be sent to a display device.

MAINFRAME COMPUTERS— Mainframe
computers are large computers. Those used aboard
Navy vessels are designed for ruggedness and are
general-purpose, digital data computers with
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multiprocessing capability. They usually have operator
and remote consoles and a maintenance panel/display
control unit (DCU). They have specific power and
cooling requirements.

MINICOMPUTERS— Minicomputers are mid-
range computers. They are capable of stand-alone
(self-contained) operation, or they maybe an embedded
processor in a system or other type of digital device.
They usualy have a control and maintenance panel
(CMP) or computer control panel. Like the mainframe,
they have a rugged frame when used aboard ship, and
they have specific power and cooling requirements.

MICROCOMPUTERS— Microcomputers (per-
sona computers) are small, lightweight computers.
Their central processing unit is contained on a single
integrated chip (1C) and the entire computer system is
contained on a handful of printed circuit boards in a
small compact frame or cabinet.

FUNCTIONAL OPERATION OF COM-
PUTERS— Computers exchange data with other
computers, peripherals, and subsystems through a
coordinated series of interrupts, requests, and
acknowledges. The signal flow is coordinated by the
operational program.

INTERFACING— Interfacing between the
computer and other systems, subsystems, and
equipment includes cabling and associated connectors.
Methods of interfacing include both parallel and serial
data transfers.

OPERATIONAL USES— Operationa uses of
computers include tactical and Naval Tactical
Command Support Systems.

COMPUTER SYSTEM CONFIGURA-
TIONS— Each system must be configured for
operation and maintenance. The hardware and
software must be compatible and must be set up to work
together.

MODES OF OPERATION— Computer systems
may be operated in online, offline, and battle short
modes. Maintenance may be performed online if there
is enough memory; otherwise it will be performed
offline. Battle short mode is used when it is necessary
to run the system continuously even though an
overtemperature condition exists.

OPERATIONAL SYSTEM REQUIRE-
MENTS— The operationa capabilities and limitations
can be controlled at the equipment, or through
switchboards, control panels, or commands to the
software. Effective operation depends on adherence to



ADP security requirements and reducing You will also need to be able to operate the computer

electromagnetic interference. using maintenance and operator panels, display control
Study the block diagrams and technical manuals units, and keyboards. You need to be familiar with
and learn al you can about how the computer operates. operating the computer locally and remotely.
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CHAPTER 2

COMPUTER CONFIGURATIONS AND
HARDWARE

INTRODUCTION

Asatechnician you must be able to recognize the different types of computers
to maintain them. The functional units of any computer are consistent, no matter
what type of computer you are maintaining. Y our main concern will be the
architecture of the computers you maintain. Mainframe computers and
minicomputers are usually housed in large- to medium-sized frames or cabinets
suited for ruggedness. Microcomputers are housed in compact frames built more
for their portability. If you can understand the architecture and general physical
makeup, then you can maintain any type of computer. Technical manuals, owners
manuals, desktop guides, and system operating manuals are all excellent sources
of information that you can use to learn the configuration of a specific computer

system and its physical makeup.

After completing this chapter, you should be able to:

e [nterpret the varioustypes of diagramsand layouts used to specify unit

configurations

e Describe the major hardware parts of a computer system

e Describethe unit connectors and cables of computer systems

e Describe the types of cooling systems used with computers

TOPIC 1—COMPUTER
CONFIGURATIONSLAYOUTS

To be an effective technician, you must be familiar
with the computer-inside and out. You must be able
to understand the hardware as well as each of the
functiona units by using technical documents. The
computer’s technical manual will be your most reliable
and effective source. Technical manuals usually start
with a general description of the computer and become
more detailed when discussing the hardware and each
functional area of the computer. As a reminder, you
must ensure you use the most current documentation
when you perform maintenance on a computer. Thisis
aMUST.

In our discussion of the computer in this topic, we
examine the computer from two aspects—the
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functional layout and the physical layout. Let’s begin
by examining how computers are functionally
configured.

FUNCTIONAL BLOCK DIAGRAMS OF
COMPUTERS

A functional block diagram provides you with a
general analysis of the principles of operation of the
overall equipment, types of signals and their directional
flow, and the major functional areas. Functional block
diagrams can be of two types—the overall functional
block diagram of the computer and the individual
functional block diagrams of each functional unit.
You can use both to gain a better understanding of the
computer.



Overall Functional Block Diagrams

Overall functiona block diagrams will show the
functional areas of the computer and the supporting
functions, such as power, cooling, and control of the
computer. They will also show the types of signals
exchanged between the functional areas and the
supporting functions and the direction of signal flow.

is an example of an overall functional block
diagram of a computer.

Overall functional block diagrams are very useful
when you perform corrective maintenance. After you
have identified and elaborated on a problem, you can
use the overall block diagram for the “listing of
probable faulty functions.” This will help you in your
next step in the troubleshooting process— “localizing
the faulty function.” The overall functional block
diagram can help you stay in the right area when
troubleshooting.

Individual Functional Block Diagrams

Once an overall description has been presented, the
technical manual will give a general description of each

115-OR 208-VAC 3¢, 400-Hz POWER

functional area separately. These will include the major
functional areas (CPU, 1/0, and memory); the
supporting functional areas (power supply and any
specia cooling requirements); and control of the
computer (maintenance console/panel or display
control unit and remote console/panel). When each
functional area is described individually, an
accompanying functiona block diagram of that area
will follow. Individual functional block diagrams can
help you in your troubleshooting once you have
“localized the faulty function.” They provide a more
detailed analysis of how that specific area of the
computer operates. as an example of an
individual functional block diagram of a CPU.

FUNCTIONAL LAYOUTS OF
COMPUTERS

Functional layouts will show the major functional

areas of the computer—CPU, 1/0, and memory. Figure

is an example of an individual functional layout for
abasic single cabinet configuration.

Systems that use a multiple configuration with
more than one computer will also be depicted using an
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Figure 2-1—Example of an overall functional block diagram.
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overall functional layout.[Figure 2-4is an example of
afunctional layout of a multiconfiguration computer
system.

PHYSICAL LAYOUTS OF COMPUTERS

Physical layouts provide you with a “picture” of the
computer. They are designed to show what the
computer looks like and where each assembly, module,
or console (maintenance and operator) of the computer
is located. Physical layouts do NOT depict detailed
descriptions of signal flow. Let's take a look at some of
the ways computers are physically laid out.

Overall Physical Layout of Computers

Overdl physical layouts will show you where each
of the major parts of a single computer/computer set is
located. The physical layouts and the terminology will
vary with the type of computer and the manufacturer.
The technical manual of each computer will provide
you with the physical layout of that computer. Let’'s
take alook at four types of physical layouts—maodular,
chassis or assembly, cage or rack, and motherboard or
backplane.

MODULAR.— The functional areas of the
computer are modularized. In other words, the
functional areas only contain the hardware for the
function specified. For example, the module

designated as the CPU only contains the subassemblies
or printed circuit boards for the CPU functions. Figure
is an example that depicts the physical layout of a
single mainframe computer set. Notice the modular
layout. Also keep in mind that data systems that employ
a multiple configuration will depict the minimum
physical layout configuration AND the full physical
layout configuration.

CHASSIS OR ASSEMBLY.— Chassis or
assemblies usualy are door mounted or slide mounted.
Computers that use chassis or assemblies may contain
one or more chassis or assemblies for the whole system.
For example, one chassis may be dedicated only for
memory, one for the power supply, and a third chassis
or assembly for the rest of the computer (the CPU and
the 1/0). One to several subassemblies or printed circuit
boards (pch’'s) may comprise the CPU, I/O, or memory.

is an illustration of a chassis used in a
minicomputer.

CARD CAGE OR RACK.— A card-cage or
rack-designed computer will generally contain the
major functional areas of a computer. The card cage or
rack is usually centrally mounted in the overall
computer chassis. The number of subassemblies or
pch’s contained in a card cage or rack can vary from just
afew to many depending on the technology of the
computer. One or more pcb’s may comprise a
functional area. A card cage or rack isfixed inasingle
position; it does not slide out or swing open like a door.
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Figure 2-4—Example of a functional layout of a multiconfiguration computer system.
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Figure 2-7.—Physical layout of a card cage or rack used in a minicomputer.

is an example of acard cage or rack used in
a minicomputer.

BACKPLANE OR MOTHERBOARD.—
Backplanes or motherboards are stationary and are
generally located inside the computer’s chassis. In this
arrangement, all the subassemblies or pcb’s needed to
run the computer are contained on a single backplane
or motherboard. The number of fictional areas
contained on a single subassembly or pcb may vary
according to the technology of the computer.
Computers that use a backplane or motherboard are
compact. Figure 2-8 is an example of a backplane used
in a microcomputer.

Individual Physical Layouts of
Computer Parts

Using individual physical layouts, the technical ETFC0005
manuals depict each part of the computer separately.
By separating each major part of the computer, you can Figure 2-8—Example of a backplane used in a
break down the computer from a whole unit to the microcomputer.
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frame/cabinet to see how subassemblies or printed
circuit boards are laid out in each assembly, chassis, or
module. Check your computer’s technical manual for
specific details.

Examples of the parts of a computer that are
depicted in individual physical layouts are the
following:

e Maintenance and operator console/panel
location and its identification of individual
computer controls

e Display control unit location and identification
of itsindividual controls

¢ Remote console/panel location and identifica
tion of itsindividual computer controls

Mainframe or cabinet and its contents
Assemblies or chassis and their contents

e Subassembly or printed circuit card locations
and their component |ocations

[Figure 2-9is an example of an individual physical
layout of a module used in a mainframe computer.
Notice how the contents of the module are physically
laid out.

For some computer units/parts, individual physical
layouts are not provided in the technical manual. For
example, a layout would not be provided for a power
supply in a microcomputer that is sealed. You only need
to determine that the power supply has a faulty output
and turn the power supply in for a replacement. If you
never have a reason or are never required to open a
unit/part to repair it, there is no need to have an
individual physical layout.

We have discussed unit configurations, now let’'s
focus our attention on the hardware of a computer. We
start with the frame/cabinet, some of the parts that are
contained in a frame/cabinet, computer connectors,
cables, and finally computer cooling hardware.

TOPIC 2—COMPUTER HARDWARE

The hardware makeup of each computer will vary.
Generally speaking, the type of computer and platform
of the data system will dictate the physical makeup of
the computer. Large computers tend to be more rugged
and the modules or assemblies more tightly assembled
than a microcomputer (PC), which is generally more
adapted for portability and not for ruggedness. Let's
take alook at some of the hardware used in computers.
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Figure 2-9.—Example of an individual physical layout of a
module used in a mainframe computer.

We'll start with the frame or cabinet and work our way
down to the pcb’s, subassemblies, and the support
hardware.

COMPUTER FRAMESCABINETS

The frame or cabinet (often called the chassis)
houses the computer. It holds or supports al the parts
(the functional areas) of the computer. Asyou will see
there are different designs based on the different types
of computers and the types of systems on which they
are used. These dictate the type of arrangement the
frame or cabinet has. In most cases, the frame or cabinet
also contains the support areas-the power supply
module or unit and hardware for cooling.

The frame or cabinet can provide limited protection
for the computer against such hazards as shock,
moisture, and EMI or RFI. As ageneral rule of thumb,
except for PCs, all computers aboard ship are shock
mounted to withstand the constant motion of the ship
as well as sudden impact. For computers that are used
ashore, the frame or cabinet is secured to the floor. The



size of the frame or cabinet of a computer is a general
indication of the type of computer and the type of data
system the computer is used on. Consult your
computer’s technical manual or owner’s manual for
parts, tools, and test equipment needed in the
maintenance of the computer.

Let's take a look at the designs or types of
frames/cabinets—modular, chassis or assembly, cage or
rack, and motherboard or backplane. Some computers
use combinations of these designs.

Modular-Designed Computer Frames/Cabinets

A frame or cabinet of modular design uses the
concept that a functiona area maybe composed of one
module or several modules. An example of several
modules that comprise one functional areais memory.
It may take four modules to make up one functional
area, memory. Modular frames or cabinets contain the
following:

e External connections for data, control, and I/O
cables

Modules with test blocks on some types of
computers

e Module mounting slides and retaining hardware

Module electrical connector receptacles and
interconnecting wiring harness

e An operator’s control panel

A blower unit and a system of air ducts allowing
cooling air to circulate through all module heat
exchangers

Gaskets for electronic shielding, moisture
protection, air ducting, and electrica connectors

e Filtersfor electronic shielding

Each module is made up of subassemblies and/or
pcb’s and a heat exchanger for air-to-air cooling.
Modular-designed computers that are watercooled will
have the necessary hardware fixtures for liquid cooling.
A maintenance panel can be located up to 15 feet from
the frame or cabinet that houses the functional areas or
it may be affixed over the top of the frame or cabinet.
In the modular setup, the power supply will be
contained in a module just as the magjor functional areas
are.[Figure 2-10 is an illustration of a modular setup
used in alarge mainframe computer.

The modular-designed frame or cabinet is the most
rugged. Each module fits into a compartment. The
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modules dlide into the compartments of the frame or
cabinet and are secured with retaining hardware to
prevent the module or assembly from sliding back out.
At the rear of each compartment of the frame or cabinet
for each module, there is an electrical connector
receptacle for data and power. The receptacle is keyed
so0 the module can only go in one way. You must secure
the power when removing and replacing a module or to
gain complete access to al the subassemblies or pch’'s
inside amodule.

Each module contains al the electronic parts and
circuitry that make up one functional area or a portion
of afunctiona area. Examples of modules used in a
modular design of alarge mainframe computer are the
CPU, 1/0, memory, and power supply. The CPU
usually consists of only one module, whereas the
memory of a computer may require multiple modules
to form the memory. Each module will consist of
electronic subassemblies and/or printed circuit boards
that are color coded for easy identification. The printed
circuit boards will fit into keyed slots that are in close
proximity to each other. In this way one module can
hold over 200 pcb’s. The pcb’s are configured in rows.
Check the computer’ s technical manual for the chassis
map of the pcb’s and other major subassemblies. Refer
back td figure 2-9 for an illustration of a module with
the cover removed.

Other items found on a module are test blocks for
maintenance, a time meter to monitor powered-on time,
gaskets for electronic shielding, and a heat exchanger
for cooling. The functional areas that are basic to most
modularly designed computers include the following:

Central processing unit (CPU)
[nput/Output controller (10C)
[nput/Output adapter (10A)

Memory

Power supply

Chassis- or Assembly-Designed Computer
Frames/Cabinets

The design concept of computers that use the
chassis or assembly arrangement is for the whole
computer system to be located on one or more chassis
or assemblies. Chassiss or assembly-designed
computers are smaller than modular frame or cabinet
housed computers, but they are also very rugged.
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Figure 2-10.—Example of a modular-designed frame computer.

The chassis- or assembly-designed computer
contains the following:

Chassis or assemblies

Chassis or assembly mounting and retaining
hardware

Chassis or assembly electrical connector
receptacles and interconnecting wiring harness

Externa connections for data and power cables
Printed circuit boards (pch'’s)
An operator’s control or maintenance panel

A blower unit with air filter and heat exchanger,
which allows cooling air to circulate through all
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the chassis or assemblies inside the frame or
cabinet

® Gaskets for electronic shielding, moisture
protection, air ducting, and electrical connectors

o Filter unit for electronic shielding
e Test blocks for maintenance

¢ Time meter to monitor powered-on time

Chassis or assemblies use the same basic concept
as modules except they are not readily removable and
usually contain more than one functional area of the
computer. The functiona areas are usually grouped
together in blocks of two or more pcb’'s. The
subassemblies or pcb’s that make up a functiona area
are grouped together in a chassis or assembly rather than



having a single module dedicated to one specific
functional area.

The chassis or assemblies can be mounted in one of
several ways inside the computer’s frame or cabinet.
These include brackets that permit the chassis or
assembly to slide in and out of the frame or cabinet;
doors that swing out from one side of the frame or
cabinet; or a fixed chassis or assembly similar to a cage
or rack inside the frame or cabinet. In some cases, a
combination of two or more of these methods is used
by a single computer. Chassis can slide out on
mounting hardware, swing open like a door, or be fixed.

is an illustration of a chassis or
assembly-designed computer.

The pch’s inside a chassis or assembly are arranged
in the same way as inside a module-in close proximity
and configured in rows. Again refer to the computer’s
technical manual for a chassis map that outlines the
location of al parts of the computer.

Each chassis or assembly contains subassemblies,
pch’s, and a power supply unit. Some computers use
small brackets to secure the subassemblies or pch's
inside each chassis or assembly. Each chassis or
assembly is secured with retaining hardware. Check the
computer technical manual to see if you can leave the
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power on while the assembly or chassis is extended or
IS being extended; it varies with the computer. This will
affect the ability to extend subassemblies or pch’s on an
extender card with the power on.

Support functions, such as power supplies and
blower units, for chassis- or assembly-designed com-
puters are usually located on afixed chassis or assembly
in the computer’s frame or cabinet. Chassis- or
assembly-designed computers can also be water cooled.

Thefunctional areas that are basic to most chassis-
or assembly-designed computers include the following:

e Central processing unit

[nput/output controller

[nput/output adapter
e Memory
e Power supply

Cage- or Rack-Designed Computer
Frames/Cabinets

Computers that use cages or racks contain the
following:

® A cage or rack
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Figure 2-11.—Example of a chassis or assembly-designed computer.
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e Subassembly or pcb mounting slides and
retaining hardware

e Subassembly or pcb electrical connector
receptacles and interconnecting wiring harness

e Printed circuit boards

e External connections for data and power cables
e An operator’s control or maintenance panel

e Power supply unit

e Blower unit

o Air filter

In a cage or rack arrangement, only the functional
areas of the computer are contained in the cage or rack.
The cage or rack contains pcb’s that only house the
major functiona areas, such as CPU, memory, and |/0O.
Sometimes more than one functional area will be
contained on a pch. The pch's slide into slots inside the
cage or rack. The connector receptacles for each
subassembly or pcb are usualy located at the rear of the
cage or rack. The pcb’s are not always keyed, so you
must exercise care when installing them. The pcb's are
secured in each slot by retaining hardware. The cage or
rack is generaly fixed and cannot be extended as a
whole unit. The pcb’'s can usually be accessed with
power on, but power must be secured when you remove
and replace a pcb. The pcb’'s can be extended
individually for maintenance.
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The other main parts of the computer, such as the
power supply unit and cooling unit, are located in a
different part of the frame or cabinet, not in the cage or

rack with the pcb’s] Figure 2-12 is an illustration of a
cage or rack setup.

Motherboard- or Backplane-Designed
Computer Frames/Cabinets

Computers that use a motherboard or backplane
design are built more for their portability and
compactness. They are the least rugged. The frame or
cabinet contains the following:

e A motherboard or backplane with the connector
receptacles for each pcb, the keyboard, and in
some types of micros. single inline memory
modules (SIMMs), single inline packages
(SIPS), and single inline pin packages (SIPPs)

e Wiring harness for the motherboard or
backplane

e Pcb’swith the necessary 1/0 connectors
e External connections for the power cables

¢ Retaining hardware for the motherboard or
backplane

e A power supply unit
e A smal fan with an air filter for cooling
e A small speaker
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Figure 2-12—Example of a cage- or rackdesigned computer frameor cabinet.
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Also contained in the frame or cabinet of the
computer is the peripheral equipment-floppy and/or
hard disk units. Computers that use motherboards or
backplanes use a keyboard external to the frame or
cabinet as their method to control the computer. With
some micros, however, the keyboard is part of the
cabinet assembly. The motherboard or backplane
usually rests on the bottom of the frame or cabinet of
the computer. The motherboard or backplane contains
al the pcb’'s for the whole computer, a keyboard
connector, a battery backup circuit, and power supply
status LEDs. A motherboard has IC chips included on
the motherboard; a backplane does not. Each pcb
contains one or more functional areas. is
an illustration of a motherboard or backplane design
used in a computer.

It is easier to perform maintenance on computers
with motherboards or backplanes than on modular- or
chassis-designed computers because of their size and
the easy accessibility to the interior of the computer.
Extending pcb’s for maintenance is usually not
necessary because everything can be readily accessed
once the cover is removed; this includes maintenance
with the power still applied. Remember, you must still
exercise safety precautions when removing and
installing any parts inside the frame or cabinet by
securing power to the computer.

SYSTEM/EXPANSION BOARD
POWER CONNECTORS

PCB'S

MOTHERBOARD /BACKPLANE
WITH PCB'S
MOUNTED
)

38NV0083

Safety and Security Design Features of
Computer Frames/Cabinets

The frame or cabinet can provide limited protection
for a computer by use of gaskets and filters. Gaskets
and filters are not used on al types of computers, but
they serve important safety and security functions on
those where they are used.

GASKETS— Gaskets are used for two main
purposes on computers. Gaskets provide moisture
sealing protection and protection against interference
(radio frequency interference [RFI] and
electromagnetic interference [EMI]). The gaskets are
usually located around the edges of an item to protect
its contents or internal parts. For example, gaskets are
used in heat exchangers for a module to protect the pch’s
inside the module from moisture and electronic
interference.  Gaskets are also used in electrica
connectors inside a frame or cabinet to protect the
connection from electronic interference.

FILTERS.— There are two types of filters you will
encounter. They are electronic (EMI and RFI) and
environmental (foreign particles such as dust and dirt)
filters. Both filters provide protection for the computer.
The computer’s technical manual and/or the Planned
Maintenance System (PMS) will provide you with the
requirements for the maintenance of these two filter

types.
POWER SUPPLY

- HARD

FLOPPY

NTQK
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Figure 2-13—Example of a motherboard- or backplane-designed computer.



CAUTION

DEVICES USED IN COMPUTERS
ARE SENSITIVE TO ESD (ELEC-
TROSTATIC DISCHARGE). ENSURE
THAT YOU ARE FAMILIAR WITH THE
COMPUTER’S SAFETY PRECAUTIONS
THAT DEAL WITH ESD AND TAKE THE
NECESSARY STEPS TO PROTECT THE
COMPUTER. YOU CAN FIND THE
REQUIREMENTS IN THE COM-
PUTER’S TECHNICAL MANUALS.

SUBASSEMBLIES USED IN
COMPUTERS

Subassemblies are electronic parts of the computer
that are a portion or part of a functional area. A
subassembly can contain pch’s or just electronic parts.
Two or more components combined into a unit will
form a subassembly. Each subassembly can contain
components, such as transistors, resistors, capacitors,
and the like, and/or pcb’s to make one individual
Subassembly.

We use a power supply module and a memory
module of alarge computer as our examples.

A power supply module in a large computer usually
has six or seven subassemblies. Each of these
subassemblies contains transformers, transistors,
diodes, resistors, capacitors, and the like.

A memory module may need up to four memory
stacks to make it complete. Each stack contains only
the electronic components necessary to make it
complete.

Some of the items you will find in subassemblies
of computers are as follows:

® Memory stacks of a memory unit
e Dc-to-dc converters in modules

¢ Dc switching regulators of a power supply

KEYED SUBASSEMBLIES— Subassemblies
are keyed to assure that only the connect subassembly is
inserted into a slot and that each subassembly is
inserted properly (not backwards). The manufacturer
will either cut a slot into the plug-in side of the pcb or
put plastic sleeving on one or more of the connector
pins. With the pin/plastic sleeving method, the
connector receptacle must match the pin(s) with the
seeving to accommodate the pch’s connector pin(s).
The arrangement of the subassembly’s connector pins
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(plugs) can aso act as a guide when you install the
Subassembly.

MAINTENANCE OF SUBASSEMBLIES—
Subassembly units can be sealed or unsealed. With the
sealed units, you cannot break them down any further
for repair purposes. You'll have to discard the sealed
subassembly unit and replace it or turn it in for a new
subassembly. A subassembly may or may not have test
points for maintenance purposes.

PRINTED CIRCUIT BOARDSUSED IN
COMPUTERS

Printed circuit boards (pch’s) makeup the majority
of the computer’s functional areas. They vary in size
from small pcb’s used in modular designs to large ones
used in some cage-or rack-designed computers. Let's
take a look at the functions and physical characteristics
of pcb’s.

Functions of Printed Circuit Boards

It doesn’t matter what type of computer we are
talking about, the computer’s printed circuit boards
process al the data the computer processes. The pch’'s
contain the circuitry that electronically manipulates the
data that enters and leaves the computer. The functional
areas of the computer are contained on the pcb's.

Physical Characteristics of Printed Circuit
Boards

The physical characteristics of a pch depend on the
type of computer. Let's examine some general
characteristics.

SIZE AND NUMBER OF PRINTED CIRCUIT
BOARDS.— The size and number of pcb’s vary from
the computers that require many small pcb’s for one
functional area of the computer, to the computers that
need only a single medium to large pcb to handle one
functional area. Take a computer's CPU as an example.
Larger militarized computers may use up to 200 small
pch’s to perform the functions of the CPU. Whereas a
microcomputer needs only a single “chip” on asingle
pch to perform the functions of the CPU; thus requiring
less circuitry to perform the CPU functions.

ARRANGEMENTS OF PRINTED CIRCUIT
BOARDS.— Again the type of computer will dictate
the arrangement of pcb’s. The computer’s technical
manual will provide the information on how the pcb’'s
are arranged inside the computer’s frame or cabinet.
Computers that are modular in design have al the pcb’s



for a functional area located in one or more modules.
In computers that use a chassis/assembly, cage/rack, or
motherboard/backplane design, the functional areas are
located on a single pcb or agroup of pch’slocated in a
single area. The pcb's generally face in one direction
whether they are used in a modular, chassis/assembly,
cagelrack, or motherboard/backplane design. Some
equipment provides card guides or brackets and locking
or tiedown bars, so pcb’s will not suffer intermittent
problems as aresult of shock and vibrations.

KEYED PRINTED CIRCUIT BOARDS—
Pcb’s are keyed to ensure that a different card type is
not inserted into aslot or the correct pcb is not inserted
backwards. The manufacturer will either cut aslot into
the plug-in side of the pcb or put plastic sleeving on one
or more of the connector ping[(fig. 2-14] frame A). With
the pin/plastic sleeving method, the connector
receptacle must match the pin(s) with sleeving to

A. CUT SLOTS IN PCB

accommodeate the pch’s connector pin(s) (plug[s]) (fig.

frame B).

COLOR-CODED PRINTED CIRCUIT

BOARDS.— Pcb’s are identified by numbers. Some
pcb’sin computers show the number(s) with color
bands using the standard color code (also shown on fig.
frame B). With the color-code technique, you can
check the card number. The color code is aso very
convenient when you are working with groups of cards
that have the same card number. Refer to NEETS,
Module 19, The Technician’s Handbook, for the
standard color code.

MAINTENANCE FEATURES OF PRINTED
CIRCUIT BOARDS.— Some pcb'’s have indicators
and test points that are very helpful when you perform
mai ntenance.

COLOR-CODED
SIGNIFICANT

FIGURES

st
———]
4th. )

\ /

\ /
B. PLASTIC SLEEVING ON PINS
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%

Figure 2-14—Keyed pcb’s: A. Cut dotson a pch; B. Plastic sleeving on pins.
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Maintenance Indicators or Diagnostic
Light-Emitting Diodes (L EDs).— Maintenance
indicators or LEDs provide you a readily visible
indication to tell you when the equipment is operating
normally and when it is operating abnormally. Refer to
your computer’s technical manual or owner’s manual
for their locations and operation.

Test Points— Test points are usually located on the
outer edge of pcb’s. They can provide you with status
or operational information with voltage levels and/or
waveforms. Refer to the computer’ s technical manuals
for details.

COMPUTER CONNECTORS AND
CABLES

Computers must have an organized way to
exchange and route data and power signals internally
and externally. Computers must have a place where the
signals leave the computer externally and talk to other
computers and/or other equipments, peripherals,
displays systems, and/or communication systems. The
computer’s technical manual or owner’s manual
provides parts replacement information, recommended
tools and test equipment, internal and external signal
distribution, and 1/0O interface. The following
documents also provide information useful in the
maintenance of computer connections and cabling.
They define the standards and specifications of the
interface(s) that the computer uses as well as the
standards and specifications of the actual repairsto the
internal and external connectors and cables.

* MIL-STD-2000, Standard Requirements for
Electrical and Electronic Assemblies— Provides
associated standards and specifications that can be used
when making solder repairs to connectors and their
conductors. MIL-STD-2000 provides the standards for
the actual solder terminations.

e MIL-STD-2036. General Requirements for
Electronic Equipment Specifications— Provides a list
of the standard external interfaces, parallel and serial
interface formats and metallic and fiber optic cabling.
The interfaces listed in MIL-STD-2036 define the
requirements of each standard: mechanical, elec-
trical, functional, procedural, and any other
requirements that do not fall into any of the four listed
categories.

e NEETS, Module 4, Introduction to Electrical
Conductors, Wiring Techniques, and Schematic
Reading— Provides information on conductor and
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cable (includes coaxial) architecture and
characteristics, wiring and repair techniques, and signa
interpretation and distribution.

e NEETS, Module 19, The Technician’s
Handbook— Provides connector and cable information;
references, types and construction/description, gen-
eral application data, identification, and insert
arrangement.

o NEETS, Module 24. Introduction to Fiber
Optics— Provides fiber optic theory and operation and
connector and cable information.

e FIMB, Installation Sandards, NAVSEA
0967-LP-000-0110— Provides connector and cable
information; references, identification for
interpretation and distribution, and installation and
repair (includes MIL-STDs of specialized tools).

o Naval Shore Electronics Criteria, Installation
Sandards and Practices, 0280-L P-900-8000 —
Provides connector and cable information; references,
identification for interpretation and distribution, and
installation and repair (includes MIL-STDs of
specialized tools).

e Miniature/Microminiature (2M) Electronic
Repair Program, NAVSEA TEO00O-AAA-HBR
010/2M, Vol. 1; 020, Val. 2; 030, Vol. 3 —Provide the
same type of information as MIL-STD-2000
concerning solder repairs to a connectors and their
conductors.

Remember, when making repairs to the connectors
and cables, use identical replacement parts or suitable
substitutions. This is very important. Let’s start with
the computer’s internal connectors, then external
connectors, and finally the cables.

Connector Architectures

In electronics, connectors are designed to terminate
pcb’s, conductors, and cables between electronic
circuits within a system, between systems and
subsystems and their power sources. Connectors
interconnect circuits on circuit boards with
backplanes/backpanels, motherboards, or wiring within
aframe or cabinet of a computer (set). Connectors also
terminate the cables interconnecting the external
equipment and the computer. They come in many
shapes and sizes. The interfaces listed in
MIL-STD-2036 dictate the requirements needed for
connectors. A connector consists of a connector



receptacle (jack) and a connector plug (fig. 2-15). The
receptacle can be located at the end of a cable or
mounted stationary. The plug can be located at the end
of pcb or cable. The actual connection (mating) of a
connector consists of pcb card-edge, electrical pins (flat
or round) and contacts, or soldered (wire to card-edge
connector). Let’s examine the types of connectors.

SINGLE-PIECE PCB OR CARD-EDGE
CONNECTORS.— Single-piece pcb or card-edge
connectors are used internally. They are the most
widely used connectors for making connections from a

pcb (plug) to a receptacle; cable, another pch, or alarger
item such as a backplane receptac e. shows
asingle-piece pcb or card-edge connector. Connection
can aso be made from the pch edge to a wire (soldered).
Terminations of conductor to receptacle include solder
and solderless (wire wrap, crimping, pin remova and
insertion, or Mass-Termination Insulation
Displacement Connection (MTIDC) or Insulation
Displacement Connection (IDC).

TWO-PIECE PLUG AND RECEPTACLE PCB
CONNECTORS.— Two-piece plug and receptacle pcb
connectors are used internally. Two-piece pcb
connectors are basicaly the same as one-piece pcb
connectors except the pch is designed with a plug (male
or female) on the card edge that plugs into a receptacle
(male or female). Pins or contacts located on either
receptacle or plug can be flat or round.
Two-piece connectors are preferred over one-piece
because they provide more resistance to shock and
vibration. Terminations of conductor to receptacle

CONNECTOR
RECEPTACLE

ETFC0009

Figure 2-15—A connector: a plug and a receptacle.
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Figure 2-16—Single-piece pcb or card-edge connector.

include solder (2M or basic) or solderless (wire wrap,
crimping, pin remova and insertion, or MTIDC or IDC

fig. 2-18]).

RECTANGULAR MULTIPIN CON-
NECTORS.— Rectangular plastic- or metal-shell
receptacles and plugs can be used for internal and
external connectors. They can be flat with a single row

_7~CONNECTOR
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Figure 2-17.—Two-piece plug and receptacle pch connector.
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Figure 2-18—Insulation displacement connection (I1DC).

of conductors or have multiple rows of many
conductorg (fig. 2-19). Rectangular connectors can
have over 100 pins or contacts. Contacts or pins located
on either the receptacle or plug can be flat or round and
can be male or female. Hardware is used to secure the
connection to provide more stability against shock and
vibration. Telephone jack connectors can be used to
connect the conductor to a rectangular multipin
connector. This is very useful in microcomputers; it
makes it easy to disconnect and connect connectors.

Externally, provisions can be made for shielding
these connectors from EMI and RFI. Terminations of
conductor to receptacle include solder (2M or basic) and

CONNECTOR
RECEPTACLE

PIN 25\\':3:-_.

/ WX
\TO SECURE WITH
HARDWARE
CONNECTOR
PLUG
ETFC0011

Figure 2-19—Rectangular multipin connectors.

solderless (wire wrap, crimping, pin removal and
insertion, MTIDC or IDC, and AMP TERMI-
POINT). Terminations of conductor to plug include
solder (2M and basic) and solderless (crimping, pin
removal and insertion, and MTIDC or IDC).
Combinations of termination are often used (fig. 2-20).
For example, to secure a conductor to a connector
receptacle pin or contact; it may be crimped or
soldered, and then inserted into the connector
receptacle.

CIRCULAR OR CYLINDRICAL (SHELL)
MULTIPLE-PIN CONNECTORS.— Circular
plastic- or metal-shell receptacles and plugs can be used

Solder plug or lug
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Figure 2-20—Combination of various terminations.
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for internal and external connectors[(fig. 2-21).
Circular connectors can have over 100 pins or contacts.
The contacts or pins located on either the receptacle or
plug are usually round and can be male or female.
Circular connectors can be secured to protect against
shock and vibration with either complete or partially
threaded shells (breech lock) or bayonet-style (pin and
curved slot); neither kind requires internal or external
screws for securing the mating parts.

Externally, provisions can be made for shielding
these connectors from EMI and RFI. Terminations of
conductor to receptacle include solder (2M or basic) and
solderless (wire wrap, crimping, pin remova and
insertion, MTIDC or IDC, or AMP TERMI-POINT).
Terminations of conductor to plug include solder (2M
and basic) and solderless (crimping and pin removal and
insertion). Combinations of termination are often used.

Fiber optic connectors fal into the circular
connector category. Refer to NEETS, Module 24,
Introduction to Fiber Optics, for a discussion of the
mating of fiberoptic connectors.

COAXIAL CONNECTORS.— Coaxia con-
nectors are designed for single, twin (twinax), and triple
(triaxial) conductord (fig. 2-22). Refer to MIL-C-17 for
connector specifications. Contacts or pins located on
either the receptacle or plug are round and can be male
or female. Coaxial connectors are secured
bayonet-style (pin and curved slot) to protect against
shock and vibration and for quick removal and
replacement.

INSULATED  ELECTRICAL CONTACT (PIN)
CRIMPED AND INSERTED
CONDUCTOR ELECTRICAL CONTACT
| CONNECTOR | CRIMPED AND INSERTED
RECEPTACLE = INSULATED

“B1 CONDUCTOR
(CABLE SIDE)

\

\

RMNRAW

THREADING
ETFC0012

Figure 2-21.—Circular multipin connector.
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Figure 2-22—Coaxial connector.

Externally, provisions can be made for shielding
these connectors from EMI and RFI. Terminations of
conductor to receptacle include solder (2M or basic) and
solderless (wire wrap, crimping, and pin removal and
insertion). Terminations of conductor to plug include
solder (2M and basic) and solderless (crimping, and pin
remova and insertion). Combinations of termination
are often used.

COMPONENT CONNECTORS— Although we
may not think of it as a connector, awire attached to a
component’s lead also forms a connection. The most
commonly used methods of securing a wire to a
component’s lead are soldering and wire wrapping. For
example, pushbutton indicators use wire wrap
connections to secure a conductor(s) to its pin(s). Wire
wrapping is often preferred because it is quick to
remove and install, and it is strong. Also, you do not
have to apply heat to the conductor. This prevents
damage to the conductor’s insulation that can be caused
by using a soldering iron.

Internal Connectors

Rather than have wires running everywhere inside
the computer frame or cabinet and between the units,
various methods are used to connect the conductors
from point to point and to organize the conductors.

Connectors are used inside the computer to
interconnect the major individual units of the computer.
Individual conductors are used to route each signal
between the connectors of the major units and to



provide power throughout the computer. For example,
we want a signal to go from a CPU module or pcb to a
memory module or pcb. A signal will leave the CPU at
its plug, which is plugged into a connector receptacle.
A conductor will route that signal from the CPU’s
connector receptacle to the memory’s connector
receptacle, where the signal will go from the connector
plug to its destination inside a memory module or pch.

INTERNAL CONNECTOR RECEP-
TACLES.— Internal connector receptacles receive the
connector plug of an individual unit (module,
subassembly, or pcb) or wiring harness. Connector
receptacles can have mae or female electrical contacts.
The sizes and shapes of the electrical contacts vary.

HOLD-DOWN
STRIPS

PCB
PLUG

Refer to your computer’s technical manual for details.
Receptacle connectors are used in the following places.

e Frame or cabinet to receive a module or wiring
harness

® Module to receive a subassembly or pcb

¢ Chassis or assembly to receive a subassembly y or
pch

¢ Rack or cage to receive a pcb

¢ Motherboard or backplane to receive a pcb
Examples of connector receptacles are illustrated in

and 2-24. [Figure 2-23]shows the connector

receptacles of a module for receiving pcb’'s. Figure
illustrates the connector receptacles of a
motherboard.

INTERNAL CONNECTOR PLUGS.—
Individual units and wiring harnesses will have a plug
that connects into an internal connector receptacle.
Again depending on the design, the plug can have male
or female electrical contacts. The connector plugs on
the following units will be plugged into connector
receptacles:

e Module
¢ Subassembly
e Pcb

¢ Wiring harness
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Figure 2-23—Connector receptacle of a module for a pch.
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Figure 2-24—Connector receptacles of a motherboard.



Remember that internal connector receptacles and
plugs are keyed for each other; or in some cases, they
will have guide pins. The receptacle and the plug must
match to be connected properly. Pay attention to this
because you can cause extensive damage if the
connection is reversed or if you force the connection.
Also, remember that connections should be made with
the power secured to the computer.

INTERNAL CONDUCTORS (WIRES).— The
wires will take individual signals or mass data and route
them for distribution throughout the computer. Signal
names used by a computer can be found in the wire
listings, computer prints, or the description of each pch.
Learn to interpret the computer’s wire listings and
prints. This skill will prove invaluable when you have
to trace signals from point to point when diagnostic
testing does not prove conclusive in finding
mafunctions. To find information on how to interpret
signals and signal distribution, look in the computer’s
technical manuals. The wires can be connected
between two plugs, between two receptacles, between
a receptacle and a plug or vise versa, or they can
originate and terminate on the same receptacle, plug, or
indicator/switch. They are used in every part of the
computer and any type of computer. The following are
some examples of where conductors are terminated:

e Wiring harness plugs

e connector receptacles of a modular frame or

cabinet

Between a connector receptacle and a plug inside
amodule

Connector receptacles inside a chassis-,
assembly-, rack-, or cage-designed frame or
cabinet

e Connector receptacles of a motherboard or
backplane

¢ |ndicators and switches throughout the computer
e External connector receptacles

Conductors used internally in a computer are
insulated with a plastic coating. Be careful when
making repairs. If the repair calls for soldering, the
fumes from heating the plastic coating can be toxic.
Remember, conductors can originate and/or terminate
from or to the same connector receptacle, indicator, or
switch.

Because wiring must be neatly organized, wire
bundles in computers are used to route the conductors

2-20

from point to point. The wire bundling method of
organizing the wires is used for interconnections inside
of amodule, in a cage or rack, in a chassis or assembly,
and inside a frame or cabinet. The wire bundles are
secured by either lacing, spot tying, or self-clinching
cable straps. The conductors are arranged in what is
called awiring harness. The wiring harness may
include terminations. A wiring harness allows the wires
to be neatly organized and uses the limited space more
effective] y.

shows a wiring harness used inside a
computer’s cabinet to secure the conductors in bundles.
Notice how the wire bundles of the wiring harness are
secured to keep the wiring neatly organized. Figure

is an example of a wiring harness connector
(rectangular) assembly. Notice the plug and the
connector pins (electrical contact). The plug is used to

ETFCO0016

Figure 2-25.—Example of wire bundling inside a computer’s
cabinet using a wiring harness.
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Figure 2-26.—Wiring harness connector plug (rectangular)
assembly.

connect to an internal connector receptacle as part of the
cabinet wiring harness.

NOTE

IF A CONDUCTOR MUST BE
COMPLETELY OR PARTIALLY
REPLACED, REPLACE IT WITH THE
SAME GAUGE (AWG) AND TYPE OF
CONDUCTOR. SEE THE TECHNICAL
MANUAL FOR EXACT ORDERING AND
REPLACEMENT INFORMATION.

External Connectors

The external connectors of a computer are designed
to receive electrical power from power sources, send or
receive data (input/output) to or from other computers
or digital equipment, and to interconnect units of the
same computer together. For example, the computer
uses external connectionsto load operational programs
and test programs that are stored externally on a
magnetic tape unit. It also uses external connections to
communicate with other computers or peripherals
and/or other systems (display and/or communication).
The computer’s prints, wire listings, owner’s manual,
CSTOMs, SOMs, and/or systems doctrine or equivalent
will provide the exact jack, channel or port, and pins
assignments of where power and/or data enter or leave
the computer.
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CAUTION

WHENEVER CONNECTIONS FOR
POWER AND DATA ARE DIS-
CONNECTED OR RECONNECTED,
ENSURE THAT THE POWER TO THE
COMPUTER AND THE POWER
SOURCE HAVE BEEN SECURED AND
THE PROPER TAG-OUT PROCEDURES
HAVE BEEN FOLLOWED FOR
SECURING THE POWER SOURCE.

POWER REQUIREMENTS OF COM-
PUTERS.— The power requirements for computers
vary. The requirements depend on the type of computer
and/or where the computer is used-on ship or ashore.
Compuiters are designed to accept different combina-
tions (voltage, frequency, and phase) of primary power.
A couple of examples: for alarge NTDS computer
aboard ship, the requirement is 115 Vac, 400 Hz,
3 phase; whereas, a microcomputer computer ashore
uses 115 Vac, 60 Hz, single phase.

Y ou need to know the primary power source for
your computer system. Become very familiar with the
location and operation of your computer’s power
source. Know the exact location of power panels in
your spaces and know which circuit breakers to secure
for routine maintenance and emergency situations. We
discuss computer power suppliesin chapter 4.

EXTERNAL CONNECTOR RECEP-
TACLES— External connector receptacles receive the
plug of a cable (conductor). The cables carry power and
data. External connector receptacles and their plugs
come in al sizes and shapes. Like internal receptacles
and plugs, they, too, are keyed or because of their
physical shape, can only be mated one way. Power
cables and cords are fairly standard. We, therefore
concentrate our discussion on some of the I/O
connections used for parallel and serial data transfers.
The physical shape (architecture) of these connectors
does not have anything to do with the standard or the
format (parallel or serial) used for the data transferred.
Some of the more common series of connectors used
for paralel and serial data transfer include the
following:

Parallel —MIL-C-series—M 28840, M38999, and
M81511; Centronics Pardld; MTIDC or IDC; “D”
series; and Nonstandard series
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Serial—MIL-C-series-M 28840 and M49142; and 2-28 are examples of external 1/0
MIL-C-series (fiber optics) M83522(ST) and M28876;  connections that computers may use. In figure 2-27,
ST 506 (fiber optics); “D” series; and Nonstandard notice that the connector receptacle (jack) is keyed; this
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Figure 2-29.—Example of 1/0 Hacks and other connections
located on the rear of a microcomputer.

to make a connection. In figure 2-28, you'll notice that
the jacks are not keyed; but because of their shapes, the
connector can only fit one way.

A. Shell variety, no hardware B.
required for securing.
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External connector receptacles vary in location on
the computer; it depends on the type of computer.
However, they are usually located on the top or the rear
of the frame or cabinet. Take a microcomputer for
example, the I/O jacks and all other connections are
located in the rear of the microcomputer. Look at figure
[2-29; you'll notice the 1/0 jacks and other connections
are located in the rear of the microcomputer’s frame or
cabinet. Some of the more common I/O external
connectors used for the parallel and serial input/output
of data are shown in Notice the shape of
each connector receptacle; the connector plug can only
be inserted in one way.

Cable Architecture

A cable consists of two or more insulated
conductors in a common jacket. Cables are used to
receive electrical power from power sources, to send
data to (input) or receive data from (output) other
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computers or digital equipment, and to interconnect
units of the same computer together. We limit our
discussion to /O cables. The interfacing standards
provide guidelines on the type and maximum cable
length to be used for the 1/0 data cables. The number
of conductors in each cable varies with type of
computer. A cable can have from 2 to 120 conductors.
The cable is grounded with a signa ground and/or to its
common connector ground. If it has shielding, the
shielding is also grounded to the connector((fig. 2-31).
The cables must also be protected (shielded) from EMI
and RFI. Thisis accomplished with a solid or braided
covering of nonferrous conductive material, preferably
copper. The cableis completely covered throughout its
length. Thisinsulated conductor or conductors provide
high levels of RF attenuation to potential sources of
compromising emanations (CE), such as RFI. Thisis
not required for all cables; a shipboard environment and
land-based operational sites, such as an ASWOC, are
two examples of situations in which cables must be
protected. We discuss some of the more common types
of cables used for I/O transfer of data. They are flat,
ribbon, twisted component, coaxial, and, fiber optic
cables.

FLAT CABLES.— Flat cables consist of
multiconductors. They can have individually insulated
round conductors (solid or stranded) or bare conductors
sandwiched between layers of insulation. See figure
[2-32]for an example. Flat cables can be terminated with
single-piece pcb or card-edge connectors, two-piece
plug and receptacle pcb connectors, rectangular
multipin connectors, or IDCs. They can be used for
parallel and serial transfer of data. They are used
extensively with microcomputers.

REAR NUT ASSEMBLY OF
CONNECTOR PLUG

MULTI CONDUCTORS

GROUND WIRE 38NV0093

Figure 2-31.—Grounding a cable.
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ETFC0018

Figure 2-32—Flat cable.

RIBBON CABLES.— Ribbon cables are flat
multiconductor cables with individual insulated
conductors (usually solid) that can be easily separated.

[Figure 2-33]is an example of aribbon cable. Ribbon
cables are extremely flexible and can be bent around
sharp turns. They can be terminated with single-piece
pcb or card-edge connectors, two-piece plug and
receptacle pcb connectors, rectangular multipin
connectors, or IDCs. Ribbon cables can be used for
parallel and serial datatransfer. They are also used
extensively with microcomputers.

CONDUCTOR
INSULATION

25

CONDUCTORS

ETFC0019

Figure 2-33—Ribbon cable.
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Figure 2-34—Twisted component or multiconductor cable.

TWISTED COMPONENT OR MULTI-
CONDUCTOR CABLES— Twisted component
cables consist of multi-insulated wires (solid or
stranded), with up to 120 conductors. They can be
single wires or twisted pairs. The cable is concentric in
shape and the larger cables are usually semi-rigid to
provide support and put less strain on the cable itself
and its connector] (fig. 2-34). Depending on the length
of the cable, popular cable types for large main-
frames and minis include 2U/2UW/LS2U or
2AU/2WAU/LS2AU. The construction and a
description can be found in NEETS, Module 19, The
Technician’s Handbook. Twisted component cables
can be terminated with rectangular multipin connectors
or circular multipin connectors. They can be used for
parallel and serial data transfer and in all types of
computers.

COAXIAL CABLES.— Coaxia cables are
designed to transmit signals efficiently between 1 kHz
and 4000 MHZ with minimum loss and little or no
distortion. A coaxial cable is made of a central signal
conductor covered with an insulating material (the
dielectric core), which in turn, is covered by an outer
tubular conductor (the return path). The cableis called
coaxia because the conductors, usualy two or three,
are separated by the dielectric core. The inner core can
be solid or stranded wire that is bare, tinned, or silver
coated. Coaxial cables always have an outer shielding;
refer to MIL-C-17 for specifications. Commonly used
coaxial cablesinclude RG-12A, RG-58, and RG-59 for
coaxial and TRF-8 and TRF-58 for triaxial. Coaxial
component cables are terminated with circular multipin
connectors. Coaxia cables are used for serial transfer
of data.[Figure 2-35]shows examples of two types of

coaxia cable: single and triaxial.
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FIBER OPTIC CABLES— Refer to NEETS,
Module 24, Introduction to Fiber Optics, for a detailed
discuss of the fiberoptic cabling. Fiberoptic cables are
used for seria transfer of data.

CAUTION

CARE SHOULD ALWAYS BE
EXERCISED WHEN HANDLING
CABLES. SEVERE BENDING AND
HANDLING OF THE CABLE BY ITS
CONNECTOR CAN CAUSE DAMAGE.

A, JACKET CABLE

/T \%vam_f
( (22027 B =,

INNER
SHIELD CONDUCTOR
(STRANDED)
B. OUTER
JACKET INNER
JACKET
[ (R D &=
/ / INNER
OUTER INNER CONDUCTOR
SHIELD SHIELD (STRANDED)
ETFCO021

Figure 2-35.—Coaxial cable: A.Single; B. Triaxial.



COMPUTER COOLING SYSTEMS

The computer itself is the most critical piece of
equipment in any data system. Because the contents of
any computer generate alot of heat, the computer must
have a cooling system and it must be maintained at ALL
times. The computer’s cooling system must be
operating properly to ensure the computer will operate
properly. The cooling system may be air cooled, liquid
cooled, or a combination of air and liquid cooled.
Remember, there are four methods of
cooling— convection, forced air, air-to-air, and
air-to-liquid. Examples of computer cooling systems
are as follows:

e Heat sinks use convection cooling to dissipate
heat in computer power supplies.

e Small box fans with a filter mounted in the rear
of PC/desktop microcomputers use forced air
cooling.

e Heat exchangers mounted on a module, the
frame, or the cabinet and air filters for blower

units use air-to-air cooling. isan
example of a heat exchanger used on alarge
computer. Notice it is mounted on the side of a
module.)

4

CHANGER 9 o 53:_:; s
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I
il.
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Figure 2-36.—Example of a heat exchan?er used by a large
computer mounted on the side of a module.
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e Type Ill, Chilled Water/Distilled Water
(CW/DW) Heat Exchanger with a CW/DW Heat
Exchanger Standby is the liquid cooling system
used for large water-cooled computers—
primarily aboard ship.

Learn how your computer is cooled, and who is
responsible for the maintenance. Remember, of the
four methods, shore stations use a combination of the
first three—convection, forced air, and air-to-air
methods of cooling. Shipboard systems use a
combination of al four method—convection, forced
ar, ar-to-air, and air-to-liquid.

SUMMARY—COMPUTER
CONFIGURATIONSAND HARDWARE

In this chapter you have studied the various
diagrams and layouts used to specify computer
configurations and units, the major hardware parts of a
computer system, the unit connections and cables, and
the need for cooling systems. The following
information highlights the important points you should
have learned.

FUNCTIONAL BLOCK DIAGRAMS—
Functional block diagrams provide you a detailed
analysis of the principles of operation or the overall
equipment, types of signals and their directional flow,
and the mgjor functional areas.

FUNCTIONAL LAYOUTS— Functiona layouts
show the major functional areas of the computer.

PHYSICAL LAYOUTS— Physical layouts show
where each element/part of the computer is located.
They do not show signal/signal flow.

COMPUTER FRAMES/CABINETS— The
computer is housed in aframe or cabinet. The frame or
cabinet may also contain the support areas (power
supply and hardware for cooling). Frames and cabinets
provide some protection against hazards such as shock,
EMI or RFI, moisture, and personnel mistakes.

SAFETY AND SECURITY DESIGN
FEATURES— Gaskets provides moisture sealing
protection and protection from RFI and EMI. Filters
provide electronic (RFI and EMI) and environmental
(dust and dirt protection).

SUBASSEMBLIES— Subassemblies are the
electronic parts of the computer. They contain
components such as transistors, resistors, and
capacitors, and/or pcb’s. They may be sealed or
unsealed. They may or may not have test points.



PRINTED CIRCUIT BOARDS— Printed circuit
boards (pch’s) make up the majority of the computer’s
functional areas. They contain al the circuitry that
electronically manipulates the data that enters and
leaves the computer. The number, size, and
arrangement of pcb's varies from computer to
computer. Pcb’s maybe keyed to ensure they cannot be
inserted incorrectly. Some pcb’s are color coded. Pch's
have indicators and test points to help with
maintenance.

COMPUTER CONNECTIONS— The computer
must have an organized way to exchange and route data
and power signalsinternally and externally.

CONNECTOR ARCHITECTURE— Con-
nectors consist of a connector receptacle (jack) and a
connector plug. They are designed to terminate pcb's,
conductors, and cables between electronic circuits
within a system, between systems and subsystems, and
thelr power sources.

INTERNAL CONNECTORS— Connections are
used inside the computer to interconnect the major
individual units of the computer.
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EXTERNAL CONNECTORS— External con-
nectors receive electrical power from power sources,
send and receive data to and from other computers or
digital equipment, and interconnect units of the same
computer system together.

CABLE ARCHITECTURE— A cable consists of
two or more insulated conductors in a common jacket.
Cables are used to receive electrical power from power
sources, to send data to and receive data from other
computers and digital equipment, and to interconnect
units of the same computer.

COMPUTER COOLING SYSTEM— Cooling
systems are needed because the contents of any
computer generate alot of heat.

Become familiar with the technical manuals,
diagrams, and layouts for the computers you have
responsibility for maintaining. Know how the
computer system is configured and housed. Know the
types of connections and cabling used.






CHAPTER 3

COMPUTER OPERATOR CONTROLS AND
CONTROLLING UNITS

INTRODUCTION

Although the computer can operate automatically under program instruction
control, provisions to operate the computer manually are available. You may use
keys and switches to affect overtall computer operation, control parts of the
operation, provide specific jump or stop conditions, or govern the speed of
operation. You may use pushbutton indicators to modify all or part of the
contents of registers. The computer’s technical and owner’s manuals, desktop
guides, and system operating manuals are al excellent sources of information you
can use to learn the operations of a computer and the functions of a particular system.
Learn how to operate the computer in al modes to enhance your abilities as a
technician.

After completing this chapter, you should be able to:

e List thewaysatechnician can interface with a computer—the operator
controls generally available

e Describethetypes and functions of controls, indicators, keys, and
switches usually available on operator and maintenance panels, display
control units, keyboards, and teletypes to control computers and how
they work

® Describe the controls and indicators used to monitor computer power
and temperature

e Describe remote operator consoles and the ways to interface with the
computer from aremote console

Let’s start your study of controls with the types you will find with computers.
We examine how they work. Then we discuss the different types of controlling and
monitoring units with which you will be working. When we discuss these
controlling and monitoring units, we discuss the different types of functions usually
associated with each unit and the types of controls used to activate these functions.

TOPIC 1—TYPES OF COMPUTER
OPERATOR CONTROLS

To monitor operations or perform maintenance on
a computer, you must understand how to manipulate the
computer’s controls to initiate operations and to
accomplish maintenance. Controlling units vary with
the different types of computers; but if you understand
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the basics, you can initiate operations and perform
maintenance on any type of computer. Let’s take a look
at the types of controls used—their functions and uses.

POTENTIOMETER CONTROL

As a rule, potentiometers are associated with
a control. Potentiometers are usually used to vary



the speed of an internal computer clock or to vary
the intensity of indicators used on a controlling
device.

DISPLAYS

Some computers use a display of aphanumeric
characters to provide computer status of the functional
areas and for operator interfacing. You can find the
interpretation of displayed information in the
technical manual or owner’s manual. The displays can
be used when the computer is in an operational
mode or a maintenance mode. Some computers use a
dot matrix display; others use light-emitting diodes
(LEDs) to display the alphanumeric characters.
Some computers use a small three- or four-digit
display to display an address and its contents. Other
computers use larger displays. For example, one
computer has a large display consisting of up to 44
aphanumeric characters per line and up to 6 lines. One
portion of the display, when used for status, does
not vary. The other portion, the operator interfacing
part, varies in accordance with the types of
operations being run at the time. The technology
used with the operator interfacing portion of the
display is ac plasma. This enables you to monitor
operations.

HOURS (TIME TOTALIZING
METER)

Time totalizing meters show the total number of
hours power has been applied to a unit or module. They
usually use a four-digit display to indicate the number
of hours. The display is similar to the odometer of an
automobile.

INDICATORS (LIGHTS)

The simplest way to show the status of an
operation or a selected item is to turn on a light.
Indicators usually come in several varieties—
backlit indicators, color indicators, and clear in-
dicators.

¢ Backlit indicators —The light bulbs are covered
by aflat lens cover with clear aphanumeric cutouts that
appear lit when the lamp is on.

¢ Color indicators—The light bulbs are inserted in
asmall solid colored casings with or without |etters or
characters. The whole casing glows when the lamp is
lit. The casing can be square or round.
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e Clear indicators —Clear indicators are the same
as the colored variety, but the casing is clear and usualy
round.

PROTECTIVE DEVICES

Protective devices can serve as controls. They are
used in computers to prevent damage to the computer
or to warn you of conditions that could be potentially
dangerous. Circuit breakers and guards are two ways
we can protect the computer. Audible alarms are
sometimes used to alert usto potential problems.

e Circuit breakers —Circuit breakers remove ac
input power when current becomes too high (i.e.,
internal short circuit).

¢ Guards —Guards are used to prevent accidental
activation of selected keys and switches. A guard can
be aclear lens that covers the key/switch or it can be a
red cover. In either instance, the cover must be flipped
up to gain unrestricted access to the key or switch.

e Audible alarms —Computers often use an
audible device, installed internally. These devices can
provide awarning that an abnormal condition is about
to take place, or they can sound an alarm when an
abnormal condition isin progress.

SWITCHES

Switches are used to turn a unit on or off, to activate
afunction, or to set a parameter. You can activate
switches by depressing them or flipping them up or
down. Some switches are combined with an indicator
to tell when they are activated.

Switches can activate an immediate response in
computer operations. They can also be used to set
parameters when the computer is being operated. Let's
take alook at the different types of switches associated
with computers. They include key switches, position
switches, pushbutton switches, toggle switches, and
two-position switches. for examples.

Key Switches

To activate key switches, you lightly depress the
keys. Some keys are combined with an indicator. Two
types are generally found on computer controlling
units—alternate-action keys and momentary-action/
contact keys.
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Figure 3-1—Examples of switches used with computers.

e Alternate-action key switches —When you
depress a key, it activates that function. Alternate-
action keys come in a couple of varieties. With one
variety, you simply depress the key to activate the
function. To deactivate the function, you depress the
key again. The second variety is the inward/outward
variety. The function is activated when the key is
latched inward and disabled when the key is unlatched
outward. Some alternate-action keys have an indicator
light telling you the function is active. These are called
indicating keys/switches. Non-indicating lamp keys are
the same as indicator keys except no indicator light
shows the function is active.

e Momentary-action/contact key switches —
Momentary-action/contact key switches operate on the
principle that depressing them one time momentarily
activates a function or sends data to the computer.
Some momentary-action/contact keys are designed so
that when you hold down the key, it repeats the function
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continuously. Also some momentary-action/contact
keys are backlit to indicate they are actuated.

Position Switches

Two types of position switches are used on
computer controlling units. They are the rotary and
thumbwheel switches.

¢ Rotary switches —Rotary switches usually have
several positions the operator can select by turning a
knob. The values for the positions are usually marked
on the controlling unit’s cover. The position selected
by the operator can be locked in that position until the
operator selects another position.

¢ Thumbwheel switches —Thumbwheel switches
are rotary position switches with alphanumeric
characters built into the switch to indicate their position
or value setting. You dial the alphanumeric settings on
the switch in a manner similar to dialing the numbers
on a thumbwheel combination lock. Each position is
locked until you select another position.

Pushbutton Switches

Pushbutton switches may or may not have
indicators.

e Pushbutton non-indicator switches —
Depressing a pushbutton non-indicator switch usually
activates a function instantaneously. On some units and
depending on the function, holding the pushbutton
down continuously will have no effect. On other units,
the function will be continuous until the pushbutton is
released.

¢ Pushbutton indicator switches —Pushbutton
indicator switches can be used manualy to select a
function or mode, to input data to the computer, or to
indicate status automatically when under the control of
the computer’s software. Lens colors vary on
pushbutton indicator switches. Also, on some
pushbutton indicators switches, the lamp and switch are
separate. This enables you to replace either the lamp or
switch. On other pushbutton indicator switches, you
must replace the whole item; the lamp and switch are
not separate.




Toggle Switches

Toggle switches work in several different ways:
Let’s examine the three most common types—
alternate-action; momentary-action/contract,
two-position; and three-position.

¢ Alternate-action togale switches —Alternate-
action toggle switches can be permanent up and return
to neutral, or they can be permanent up or down.
Placing the switch in a permanent up position will turn
aunit on or off, activate a function, or set a parameter.
Returning the switch to the center position (neutral)
may or may not interact with the computer’s software.
Placing the switch in permanent up or down position
can also cause an immediate or delayed response from
the computer’s software.

¢ Momentary-action/contact, two-position toggle
switches —Momentary-action/contact, two-position
toggle switches are usually used to initiate an operation
or perform a function. Depressing the switch down
momentarily activates this switch, and it will then return
to a neutral position (center) when not being used.

e Three-position togale switches —Three-position
toggle switches operate basically the same way as the
momentary action/contact, two-position toggle
switches except one more variable has been added.
These switches can be placed in a locked up position,
left in the center position (neutral), or in the down
position, which can be a momentary-action or locked
down position. The center position may be used to set
a parameter, or it may be used to disable the locked
up/down position.

Two-Position Switches

Two-position switches can be left in an up or down
locked position. In either position there will an
immediate response.

TOPIC 2—TYPES OF COMPUTER
CONTROLLING UNITSAND THEIR
CONTROLS

We have discussed the types of controls that are
associated with controlling units. Next you'll study the
different types of controlling units associated with
computers. It is important to note that not all types of
controlling units are used to control every computer.
Y ou will not find each and every one of these controlling
units on every computer you operate and maintain.
However, some computers have a combination of two
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or more of these controlling units to enable you to
operate and perform maintenance on the computer. To
show you how controls and indicators are generally
labeled on drawings, we selected several examples and
have presented them in figures. These examples point
out many of the controls and indicators used on
controlling units.

Learn the capabilities and limitations of each of
these controlling units to enhance your abilities to
operate and maintain any type of computer. We do not
go into a detailed discussion of these controlling units,
but rather we discuss the tasks they are capable of
performing.  You will find the operation of the
controlling units in the computer’s technical or owner’'s
manual. In the operation or initial setup section of the
technical or owner’s manual, you will find a genera
description of the controlling unit or units on your
system. It will give the operation, an illustration, and
tables and figures to describe each control and indicator
used by the computer or associated equipment.
Manuals that have a functional description section
provide all details of operation. Controlling units are
also supported by circuit diagrams (prints) that contain
information you can use to perform maintenance.

All controls and indicators are important; be
particularly aware of controls that when activated
interact with computer operations. Computer
operations include those operations that are executed by
programs/software as well as manual operations
activated when performing corrective maintenance.
The programs and software include the diagnostics used
to perform preventive maintenance as well as the
operationa programs. An example of a manual
operation would be a short maintenance program you
would assemble and manually load into the computer
and run to check a specific function of the computer.

Know and understand the controls and indicators
thoroughly. They are your means of monitoring
computer operations and an aid when you perform
maintenance. Detailed information of every control
and indicator will include the following:

e The name of the control or indicator
® Type of control or indicator

¢ Function and use of the control or indicator

[Figure 3-2|is an example of a
typical controlling unit for a computer.
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Table 3-1-Part of a Table Detailing Controls and Indicators of a Typical Controlling Unit

CONTROL OR TYPE FUNCTION AND USE
INDICATOR
DCU PWR Alternate-Action Controls application of computer power to DCU
Switch with power supply line repiaceable unit (LRU). With
Indicator power on, switch is maintained depressed. Lit
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Figure 3-3—Example of a power/temperature panel (P/TP).

[Table 311 is an example of a table that contains detailed in-
formation about the controls and indicators—the name,
type, and function and use of the controls and indicators.
Other documents that are useful and provide informa-
tion are system operating manuals and desktop guides.

Let's take alook at some of the controlling units
used to control the computer. We begin with the units
that only control the computer’s power and move to the
units you can use to remotely operate a computer.

POWER/TEMPERATURE PANELS

Power/temperature panels (P/TPs) provide power
controls and indicators and temperature indicators.
They may aso provide a running time meter, a lamp
test, a battle short switch, and an alarm to notify you of
an overtemperature condition. Refer td figure 3-3 for
an example Power/temperature panels aIIow for the
powering down and up of the individual modules within
the computer’s frame or cabinet. This enables you to
remove a designated module for repair.

On any computer controlling unit that has
provisions for controlling the computer’s power, you
must become familiar with the correct procedures for
routine powering up/down and emergency Situations.
These procedures can be found in the computer’s

technical or owner's manual, system operating
manuals, desktop guides, or locally generated system
doctrine. In our example, the power/temperature panel
islocated on the front of the computer’s frame/cabinet
for easy access and monitoring. This power/
temperature panel has four levels of controls and
indications. They are as follows:

¢ Primary power
e Computer power
¢ Module power

¢ Overtemperature indications
OPERATOR PANELS

Operator panels contain the controls and indicators
necessary to initiate computer operations including
powering the computer up and down. They also enable
you to monitor the computer during operations for logic
power status, overtemperature conditions, programmed
stops, and faults (power, program, and hardware), and
test indicators. You can enable or disable the audible
device and put the computer in a battle short condition.
Sed figure 3-4. You can divide the operator panel into
the following four areas:
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Figure 3-4—Example of an operator panel.
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Figure 3-5—Example of a control and maintenance panel (CMP).

e Power controls and indications
e |nitiate computer operations controls
e Operations and temperature indications

e Battle short controls and indications

The operator panel only allows for powering
up/down the maintenance console and the modules
within the computer’ s frame or cabinet. It does not
alow for powering up/down individua modules. Just
like the power/temperature panel, you must become
familiar with correct procedures for routine powering
up/down and emergency situations. You will find these
procedures in the computer’s technical or owner’s
manual, system operating manuals, desktop guides, or
locally generated system doctrine.

The operator panel is located in the frame or cabinet
above the logic chassis. The operator panel has five
levels of controls and indications as follows:

e Power (blower, logic, and battle short)
e Logic power indications

e Overtemperature indications

e |nitiate computer operations

e Monitor computer operations
CONTROL AND MAINTENANCE PANELS

Control and maintenance panels (CMPs) have
controls for powering up/down the computer, loading
and operating programs, initiating computer
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operations, and testing the computer. Again review the
procedures for routine and emergency power up/down
procedures. You can divide control and maintenance
panels and their controls and indicators into seven
physical areas. They are as follows:

e Ac power controls

e Program controls

Operator interfacing (displays and keyboard)
Built-in-test (BIT) controls and indicators

Battle short controls and indicators

Cooling fault controls and indicators

e Dc power controls and indicators

The panel in our examplel(fig. 3-5) also lists some
of the information that can be displayed in the Display
Select or Fault. You can monitor operations using the
display and indications; and you can interface (using
inspect and change procedures or manual operations)
with the CPU/IOC and memory using the display and
keyboard. Computer monitoring capabilities during
operations and maintenance include switch settings,
hardware availability, halts, jump stops, and operator
input. Remember that key settings can interact with
computer software.

This control and maintenance panel is usually
located in the front of the frame/cabinet. It has six levels
of controls and indications. They are as indicated:

¢ Power (primary, logic, and battle short)
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Figure 3-6.—Example of a display control unit (DCU).

e | oading and initiating operations

¢ Operator interfacing

¢ Testing

® | ogic power indications

¢ Overtemperature indications
DISPLAY CONTROL UNITS

Display control units (DCUs) have controls and
indicators for powering up/down the DCU, loading and
operating programs, initiating and monitoring
computer operations, battle short operations, and
testing the computer. Although you can only control

DCU power, it is a good idea to review the power
up/down procedures for the computer set. DCUs have
operator panels and alphanumeric displays and can be
divided into four physical areas. They are as follows:
e Display
e DCU panel control

e CPU (bootstrap) and 10C (Real-Time Clock
[RTC] Select)

e Operations and testing

Sed figure 3-8 for an illustration. You can control up to
two CPUs and 10Cs with this DCU. The keys used by
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the DCU have surrounding barriers and interlocks to
prevent accidental key action. The DCU display
visually helps you to make the correct entries. The dot
matrix display has six 44-character lines of status and
maintenance data. Y ou can monitor operations using
the ac plasma display and the indicators. Interfacing
(inspect and change and manual operations) with the
CPU/IOC and memory is accomplished using the key
switches. Monitoring capabilities include switch
settings, hardware availability, halts, jump stops,
breakpoints, and operator input. Remember that key
settings can interact with computer software.

This DCU is located in the front of the frame/
cabinet. The DCU has a built-in microprocessor with
five levels of controls and indications. They are as
follows:

¢ | oading and initiating operations
e Monitoring operations

e Status indications

e Operator interfacing

e Testing (self)

COMPUTER CONTROL PANELS

Computer control panels are used to power up the
CPU and for manual START, HALT, CLEAR, register
display, and bootstrapping. The controls can initiate and
monitor computer operations and load diagnostics
contained on magnetic tape from an externa peripheral
unit. Then, from a data terminal, you can perform
diagnostics on the computer. Monitoring capabilities
include switch settings and display registers.
Remember that key settings can interact with computer
software. Some computer control panels limit their

access to authorized personnel only. A locked security
cover must be removed to gain access to the panel’s
switches[ Figure 3-7 is an illustration of a computer
control panel. This computer control panel has three
levels of controls and indications. They areas follows:

¢ CPU power

e |nitiate computer operations (includes
maintenance)

e Monitor computer operations
MAINTENANCE CONSOLES

Computer logic test sets (maintenance consoles)
alow you to operate the computer set under expanded,
and varied conditions, and at various speeds and various
operating modes. The maintenance console's primary
purpose is to enable you to monitor instruction words
and input/output commands and their execution, and to
view the contents of various arithmetic and control
registers.  Monitoring capabilities include switch
settings, hardware availability, halts, jump stops,
breakpoints, and operator input. Remember that switch
settings can interact with computer software. The
maintenance console can be divided into three physical
areas. They are as follows:

Maintenance console control and indicator status
CPU portion

|OC portion

Refer to[ figure 3-8 for an illustration. This
maintenance console may be located up to 15 feet from
the computer set; but it is not designed to be mounted
permanently atop the computer’'s cabinet. The
maintenance console receives its power from the
operator panel when online. When the maintenance
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Figure 3-7.—Example of a computer control panel.
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Figure 3-8—Example of a maintenance console.

console is operational, its controls override those of the
operator panel but not the remote operator console. The
registers on the maintenance console are represented by
pushbutton indicators. During operations, the registers
provide status. Signals generated by the maintenance
console, CPU, and 10C are displayed by the pushbutton
indicators. The indicators can indicate that the
computer is talking to other subsystems, such as the
display or link subsystems. Monitoring the registers
and controls is aso performed during periods of
preventive maintenance or when a computer
malfunction occurs.

During maintenance you can set parameters or you
can manually control the computer using different
modes and varying speeds. Another useful function is
inspect and change, where you can manually interface
with the CPU and 1OC for software enhancement. The
maintenance console has the following four levels of
controls and indications:
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¢ Console indications
¢ [nitiate computer operations
¢ Monitor computer operations

e Testing (automatic and manual)
KEYBOARDS

Keyboards are your primary means of controlling
the operations of microcomputers. They are also used
in minicomputers and mainframe computers. They will
probably be your main means for inputting programs
and data into microcomputers/PCs. A monitor (color
or monochrome) is used with the keyboard to view and
monitor the operations. A monitor is amicrocom-
puter’s principal means of providing information to
you. The monitor allows the microcomputer to
communicate its actions to you, so that you can act upon
those actions using the keyboard to accomplish
whatever job you are doing. From a keyboard,



operation and maintenance of a microcomputer can be
accomplished.

Keyboards come in many shapes and sizes, have
different numbers and arrangements of keys, differ in
respect to touch, and have special keysto alow you to
communicate specific software commands. Most
manufacturers have designed their keyboards as
separate devices so you can place them wherever it is
convenient (even in your lap). Other manufacturers
have designed their keyboards into the display/monitor
device or system unit. Refer t¢ figure 3-9 for an
illustration of atypical keyboard used with a PC.

The important things you need to know about
keyboards are the types of keys and the function and the
placement of each key. All keyboards have the
aphabetic characters (upper and lower case), numbers,
and some specia characters. In addition, keyboards
have special function keys and control keys that are
defined by the operating system or the program. It is
important to remember that any key or combination of
keys can be assigned special meaning by a program.
Therefore, the keys may have different meanings and
functions depending on the program you are using.
Once again, we remind you, read all the documentation
that comes with each program and with the computer
system. The keyboard has the following three levels of
controls and indications:

¢ |nitiate computer operations

e Control computer operations
® Testing

In addition to a keyboard, a microcomputer may
have a mouse. The mouse can be used with the monitor
as a controlling device after the computer has been
booted and the operating program has been initialized.
The operational program must be specially designed to
interface with a mouse.

TELETYPES

Teletypes can be used as input/output communica-
tions consoles (I0OCCs). They are used primarily as
means of inputting information to the computer and
recelving information from the computer. Teletypes
have a keyboard for inputting and a printer for
outputting.  Once you have loaded the programs/
software (operational or maintenance) into the
computer, an IOCC or terminal of control (TOC) is used
to initialize the programs and communicate with the
computer when operating during operations or
maintenance. You use the keyboard to give the
computer commands and parameters and the printer
portion to repeat back commands and parameters and
provide status of equipment or software and test
completions.

The commands used to communicate with the
computer are specific to the operating system and the
operational or maintenance programs. You can find the
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Figure 3-9—Example of a typical keyboard used with a PC.
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Figure 3-10—Example of a teletype.

commands to communicate in the system operating
manuals (SOMs) and the documentation used for
testing. The keyboard used with an IOCC is similar to
a stand-alone keyboard except there are no special
function and control keys[Figure 3-10 is an illustration
of ateletype used with a computer. The teletype has
two levels of controls and indications. They are as
follows:

e [nitiate computer operations

e Control computer operations

REMOTE CONSOLES AND
REMOTE OPERATOR CONTROL
UNITS

Remote consoles and remote operator control units
(ROCUs) have controls and indicators you can use to
initiate, control, and monitor computer operations. You
cannot power the computer set up/down from this unit.
From some remote units you can initiate, control, and
monitor up to two CPUs. Other remote units only allow
you to initiate, control, and monitor one CPU at a time.
Some remote units have a built-in microprocessor to
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indicate faults and perform self-tests on the remote unit.
Remote units can also indicate an overtemperature
condition. More sophisticated remote units can control
their own power supply, indicate if the computer isin a
battle short condition, and monitor and indicate
individual module status.

Remote units can be located from 150 to 300 feet
from the computer. Remote consoles monitoring
capabilities include switch settings, hardware
availability, hats, jump stops, breakpoints on some
computer sets, and operator input. Remember, key
settings can interact with computer software.
Depending on the technology of the remote unit, it can
have up to four levels of controls and indications as
follows:

o Self-testing and fault indications
¢ |nitiate computer operations
e Control computer operations

e Monitor individua module status and overal
computer status
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Figure 3-11.—Example of a remote operator control unit (ROCU).

Refer tolfigures 3-11 and 3-12 for illustrations of
remote (operator control unit) consoles of computer
Sets.

You have studied the various ways you can control
different types of computers. Y ou must master the
controls and indicators to operate and maintain the
computers and related equipment to which you are
assigned.

SUMMARY—COMPUTER OPERATOR
CONTROLS AND CONTROLLING
UNITS

This chapter has covered computer controls and
controlling units. The following information
summarize important points you should have learned:
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COMPUTER OPERATOR CONTROLS— You
may use operator controls to manually operate the
computer, affect the operation, and/or control parts of
the operation.

INDICATORS— Indicators show status by
turning on a light.

PROTECTIVE DEVICES— Protective devices
can prevent damage to the computer or warn you of
conditions that are potentially dangerous.

SWITCHES— Switches are used to turn a unit
on/off, to activate a function, or to set a parameter.
There are many types. Some you press, some you flip
up and down, and some are combined with indicators.

COMPUTER CONTROLLING UNITS— Each
computer or computer system has one or more
controlling units. These units enable you to manually
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control the operation of the computer to some extent or
to provide parameters that affect the operation. To learn
the capabilities and limitations of the units on your
system, look in your technical manual or owner’s
manual in the operation or initial setup section.

3-15

Study your technical manuals and owner’'s

manuals. Learn al you can about the ways you can
interact and control a computer from controlling units.
Remember all controls and indicators are important;
know what they do before activating them.






CHAPTER 4

COMPUTER COMPONENTS AND CIRCUITS

INTRODUCTION

The computer’s functions and operations can be very complex. However,
fundamentally they are based upon simple building blocks that are repeated many
times in the computer. The computer uses a binary system: it has two, and only
two, states. The digital functions and operations of the computer are based upon
logic algebra (Boolean algebra), which is a perfect fit for the binary (base 2) number
system. Let’ s take these two concepts—Iogic algebra and binary—and apply them
to the computer’ s number systems, logic, circuits, and data types and formats.

To maintain computers effectively, you must understand their components
(number systems, logic, circuits, data types and formats, and power supplies) and
how they make up a computer’s functional areas. You must understand their
functions in a computer and be able to determine if a computer’s components are
functioning properly.

This topic will refresh your knowledge of computer components. Keep in mind
that the technology is ever changing, but the components are common to all
computers, an AND gate works the same in a microcomputer as it doesin alarge
mainframe. A computer performs arithmetic and logical functions on the input
data, and then outputs data to the appropriate computer or device.

Thelogic circuits used in acomputer will be based on the requirements of the
computer and on what logic circuits best fulfill the requirements. lists
manuals and documents that provide information on circuits; integrated circuits
(ICs) (linear and digital), their types, identification, methods of production,
packaging, size integration, logic family, and specifications; standard cells
(symbols); circuit types, operations and uses; Boolean algebra; and number
systems. If you want to refresh your knowledge of any of these areas, we
recommend you study the appropriate manuals and/or documents.

After completing this chapter, you should be able to:

e Describe how number systemsare used in computers

e Describe how Boolean algebra can be applied to computers

e Describe how I Cs are packaged and their variousintegration sizes
e Describethe families of digital logic and differentiate between them
e [nterpret digital logic gate waveshapes

e Describe digital |Cs—their groups, logic gates, flip-flops, and functional
uses



e Describe linear 1Cs—their families, groups, functions, and uses

e Describe timing circuit components and functions

e Describe computer data types and formats

e Describe power supply functions and how they work

Table 4-1—Sources of Information on Circuits, Symbols, Boolean Algebra, and Number Systems

NEETS Module 7

..... A 4262~

Introduction to Soiid-State Devices and Power .)uppues—cncults iCs
uugudl and linear), their identification and pau\agxug, and circuit,

NEETS Module 8

Introduction to Amplifiers—ICs (linear), their types and standard cells
(symbols); and circuit types, their operations and uses

Introduction to Wave-Generation and Wave-Shaping Circuits—ICs
(linear and digital), their types and standard cells (symbols); and circuit
types, their operations and uses

Voo Tt a ATei b oo Cusctsacc moad Taoin flwncideta TG (AZa2ea1
inroauciion 1o iNumper syJsiemy ana IC CITCULLY—ILDS (Ulglldl),
thoair tunac and ctandard ralle feymhnle): pcircnit tunace thair nnaratinne
wuivil l.’ O ALIU DlAlivual U w110 \O] 111UVU10 )y VvilivuiL l-]l.~0’ Wivian vlhluuuno
and uses; Boolean algebra; and number systems

NEETS Module 14

Introduction to Microelectronics—ICs (linear and digital), their types,
methods of production identification, packaging, size integration,

RPN PR R, | PRSI T DI WS I SR DY

lOglC Iamuy, and SpCClI]Cﬁ[lOIlS standard cells \bym[)ms), and circuit

tuemao thale Amarntinng and yv1onag

LY PeDd, uicit Up1auulnd ald udod

NEETS Module 19

The Technician’s Handbook—ICs (linear and digital), their types,
identification, packaging, and specifications; standard cells (symbols);
and circuit types, their operations and uses

IEEE Standard Graphic Symbols for Logic Functions—standard cells

L7700 Woty JUr LAJELL L daliudl

(symbols); and circuit types, their operations and uses

IEEE Standard jor LOglC Circuit Utagrams, 6—standard cells

\bylllUUlb), dllU Lllbull lyw&, UlUll VXL dUUllb auu udxC>»

Military Specifications MIL-M-38510

Microcircuits, General Specifications for—ICs (linear and digital),
their types, identification, methods of production, packaging, logic
family, and specifications; and circuit ty pes, their operations and
uses

Military Standards MIL-STD-1562

List of Standard Microcircuits—circuits; ICs (linear and digital), their
types, logic family, and specifications; and circuit types, their
operations and uses

TOPIC 1—COMPUTER NUMBER decimal circuits, the computer uses binary numbers to

SYSTEMS

represent digital codes for instructions and data
maintained internally. Digital computers use

Because digital logic circuits can be designed for  derivatives based on binary numbers. The two most
more efficient operation using binary circuits instead of popular derivatives used by digital computers today are



DECIMAL (BASE 10) BINARY (BASE 2) OCTAL (BASE 8) HEXADECIMAL
(BASE 16)
0 00000 0 0
1 00001 1 1
2 00010 2 2
7 ; o 00011 3 ] 3
4 00100 4 4
5 00101 5 ] 5
6 00110 6 6
7 00111 7 7
8 01000 10 8
9 01001 11 9
10 01010 12 A
11 01011 13 B
12 01100 14 C
13 01101 15 D
i4 01110 16 E
15 Oliili ) 17 F B
16 16000 20 10
Examples
255 111 377 FF
256 100000000 400 100

Figure4-1.—Illustration equivalences between binary, octal, hexadecimal, and decimal numbers.

the octal and hexadecimal number systems[ Figure 4-11
illustrates the equivalences between binary, octal,
hexadecimal, and decimal numbers.

Although the computer works well with binary
numbers; typically, we humans do not. For one thing it
takes too many bits to represent a number. Remember,
in the binary number system, a bit is the smallest
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representation of a number, either O or 1. For that
reason, the octal and hexadecimal number systems are
used for functions and mechanization of the logic
circuits. Octal numbers can be represented in groups of
three bits and hexadecimal numbers can be represented
in groups of four bits. These groupings can then be used
for printouts or displays to represent the computer’s



internal contents rather than binary.
illustrates how binary numbers can be displayed using
the octal and hexadecimal representations of numbers.
You will find this information very useful when
performing maintenance because many of the
maintenance panels and display control units rely on
octal and hexadecimal displays.

The binary system is used in computers to represent
machine codes used for program instruction and
execution; and for computations (logical and
mathematical operations).

TOPIC 2—COMPUTER LOGIC

Y ou know the two digits of the binary number
system can be represented by the state or condition of
electrical or electronic devices. A binary 1 can be
represented by a lamp that is lit or a switch that is on—a
true condition. And the opposite, a binary 0, would be
represented by the same devices in the opposite
direction, the lamp is off or the switch is off—afase

condition. Boolean algebra, the logic mathematics
system used with digital equipment, takes the two logic
levels, 1 and 0, and applies them to basic logic gates.
Truth tables are frequently used to show the gate output
for al possible combinations of the inputs. The basic
logic gates, AND, OR, and NOT, are used indifferent
variations and combinations to form the basic building
blocks used in a computer, the combinational and
sequential digital logic circuits. Later in this chapter,
we discuss the different uses of these combinational and
sequential logic circuits in the computer. In chapter 5,
we discuss how the functional areas of the computer use
the combinational and sequential logic circuits to
process data.

TOPIC 3—COMPUTER CIRCUITS

The computer relies on electronic circuits
throughout; from circuits that convert input power to
the desired requirement to the circuits used for the
functional areas. Today's computers rely heavily on the
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Figure4-2—!llustration of how binary numbers can be displayed: A. Octal display using indicator lamps; B. Hexadecimal
display using character/digital display.
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Figure 4-3.—examplesof IC packaging.

use of integrated circuits. Therefore, we focus on the
use of ICsin the computer.

The integrated circuit is a complete electronic
circuit, containing transistors and perhaps diodes,
resistors, capacitors, and other electronic components,
along with their interconnecting electrical conductors.
ICs provide three major advantages: small size, low
cost, and high reliability.

IC PACKAGING

How ICs are packaged is determined by how they
are integrated in a computer system. Packaging
includes but is not limited to the following:

e Dual-in-line packages (DIPs); plastic and
ceramic

o Flat-packs, metal and ceramic
® Metal cans (transistor-outlines [TOs])

e | eadless chip carriers (LCCs); plastic (PLCCs)
and ceramic (CLCCs)
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e | eaded chip carriers
® Small-outline ICs (SOICs)
e Pin grid arrays (PGAS)
¢ Single inline memory modules (SIMMS)
® Single inline packages (SIPS)
¢ Singleinline pin packages (SIPPs)
ed figure 4-3|for |C packaging examples.
IC SIZE INTEGRATION

The reason ICs are packaged in various Sizes is not
the chip they require, but the number of leads; the more
leads, the larger the package. The number of gates of
each IC determines the integration sizes. The types of
integration are summarized as follows:

e Small-scale integration (SSI)—ICs with up to 9
gates.

¢ Medium-scale integration (MSI)—ICs with 10
to 100 gates.
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Figure 4-4—example schematics of bipolar ICs.
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e | arge-scale integration (LSI)-1Cs with more
than 100 gates.

e Very large-scale integration (VLSI)-I1Cs with
more than 1000 gates.

IC FAMILIES

The types of IC families are identified by the dif-
ferent ways in which the elements are connected and by
the types of elements used (diodes, resistors, transistors,
and the like). The two families of ICs in widespread use
today are bipolar and metal-oxide semiconductor (MOS).
They can be used in both digital and linear ICs. They
can also be combined on the same IC chip to obtain the
advantages from each technology. ICs that combine the
technology of bipolar and MOS are referred to as Bipolar
MOS (BIMOS). Refer to the glossary for a brief de-
scription of bipolar, MOS, and BIMOS if you need to.

IC CATEGORIES

To perform their functions, digital computers use
two broad categories of 1Cs—digital and linear. Digital
| Cs contain switching-type circuitry. Linear |Cs con-
tain amplifying-type circuitry. You can say that the
computer uses digital ICsto perform the decision-
making functions internally and linear ICs to perform
the regulating and sensing functions internally and
externally. The digital and linear ICs rely on and work
with each other. Most ICs contained in a computer are
digital; hence, the computer is referred to as being
digital. The larger building blocks of the computer will
use these smaller building blocks that digital and linear
ICs provide to perform the functions of the computer.

TOPIC 4—DIGITAL IC'S

Digital ICs handle digital information by means of
switching circuits. They can also be used to control and
regulate power for working devices such as a power
supply. Digital 1Cs are used to process and store
information in computers.

DIGITAL IC FAMILY TYPES

Digital IC family types include bipolar and
metal-oxide semiconductors.

Bipolar ICs
Digital bipolar ICsinclude:
¢ DTL (Diode-Transistor-Logic)

e TTL (Transistor-Transistor Logic), the most
widely used packaged IC. Variations of TTL
include TTL-H (high-speed TTL), TTL-S
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(TTL-Schottky), and LP TTL-S (low-power
TTL-9)

e ECL (emitter coupled logic), also called CML
(current mode logic)

e |IL or I°’L (Integrated injection logic)

e Advanced Schottky (AS)

e Advanced Low-Power Schottky (ALS)
Sedfigure 4-4lfor example schematics of bipolar ICs.
M etal-Oxide-Semiconductor (MQOS) ICs

Digital MOS ICs include:

¢ CMOS (Complementary metal-oxide semi-
conductor)

NMQOS (N-channel MOS)
PMOS (P-channel MQS)
CD (CMOS Digital)

TTLC (Bipolar TTL series in CMOS tech-
nology)

e QMOS (Quick MOS)
e HCMOS (High-Speed CMOS)

ed figure 4-5|for example schematics of MOS ICs.
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Figure 4-5.—Example schematics of MOS ICs.



DIGITAL IC CONVENTION

The theorems of Boolean algebra are applied to the
AND, OR, or NOT logic gates, or any logic gates, on
the basis that only two possibilities exist as far as any
statement of their outputs is concerned. Their
statements are either true or false. A 1 symbol is true
and a 0 symbol is false. In digital logic circuits, the 1
and the O are represented by different voltage levels and
the particular logic convention must be specific. When
the logic levels for a computer are defined, the two
voltages will be relative to each other when determining
if it is positive or negative logic.

Digital computers can use either positive or
negative logic. There are advantages and
disadvantages to both types. Depending on its
application in a system, the specific logic convention is
consistent throughout the entire computer. The concept
of positive and negative logic is more than a matter of
voltage levels. Positive logic indicates that the voltage
level for a 1 will be more positive than the voltage level
for a 0. Negative logic indicates that the voltage level
for a1 will be more negative than the voltage level for
a0. The following examples are given:

® Positive logic: True = 1=HIGH = +5 volts

0 volts

(o]

vnlte
YUIW

=
D
7
)
4

= -5 volts

True =1=HIGH = 0 volts

False =0=LOW = +5 volts
OR

True =1=HIGH = -5 volts

False =0=LOW = (0 volts

e Negative logic:

When it is necessary to use a piece of test equipment
in performing maintenance on the computer, you will
need to know the logic convention the computer uses.

DIGITAL LOGIC GATE INPUT AND
OUTPUT WAVESHAPES

The waveshapes of the inputs and outputs of digital
logic gates are important when analyzing the operation
of digital logic gates. They can provide you valuable
information when you perform maintenance. All dig-
ital logic gates produce waveshapes on the input or the
output of the gate(s). The input and the output can be
monitored individually or they can be monitored at the
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Figure 4-6.—Examples of waveshapes: A. Non-symmetrical;
B. Symmetrical.

same time. Learn what the waveshapes mean and learn
how to analyze them. Remember, the clock pulses and
timing signals play an important role in the operation of
the digital logic gates, combinational and sequential.
Waveshapes come in two types: non-symmetrical and
symmetrical. Refer t¢ figure 4-6 for examples.

Three characteristics of waveshapes can play an
important role in your understanding of computers.
You can use them to monitor and/or anayze
waveshapes. The following examples of each will help
you see how they are calculated:

¢ Pulse width (PW) —PW is the time interval
between specified reference points on the leading edge
and trailing edges of the pulse waveform. Pulse widths
are usually further defined as a positive PW and a
negative PW. Refer td figure 4-7 for an example.

® Pulse-repetition time (PRT) —The PRT of a
signal refers to the time period from the starting point
of arepeating waveshape until the starting point of the
next repetition. Refer td figure 4-8 for an example
measurement.

POSITIVE
pw [
ssnvotz2 —®|  NEGATIVE PW  |e—

Figure 4-7—Examples of pulse width (PW) measurements.
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Figure 4-8—Example of pulse-repetition time (PRT).

® Pulse-repetition frequency (PRF) —The PRF of
a signa is the number times per second that a complete
cycle of the signal occurs and is expressed in hertz (Hz).

Learn the relationships between PW, PRT, and PRF.
They can be very helpful and can save you vauable time
when you analyze waveshapes. Y ou can apply them to
non-symmetrical and symmetrical waveshapes. The
basic formulais asfollows: PRF = 1/PRT.

Using[figure 4-8] we can calculate the PRF. Since
the PRT is 30 msec, then using the formula would give:
PRF = 1/PRT = 1/30 msec = 33 kHz.

DIGITAL 1C GROUPS

The basic building blocks of digital logic circuits
contained in a computer are logic gates. The logic
circuits contained in digital logic circuits can be
classified into two groups. combinational and
sequential.

¢ Combinational digital logic circuits —The basic
building block for combinational digital circuitsis the
logic gate.

® Sequential digital logic circuits —The basic
building block for sequential digital circuitsis the
flip-flop. Flip-flops are formed from variations of the
combinational digital circuits.

Digital Logic Gates

Digital logic gates are the basis for operationsin a
digital computer. The digital logic gates you will
encounter operate with binary numbers; hence, the term
digital logic gates. They are combinational and
sequential logic elements.

The AND, OR, and NOT logic gates are the basis
for al logic gates. These three logic gates are used in
different combinations and variations to form logic
gates that perform decision-making functions
throughout the computer. Included in our discussion

are the symbols associated with the logic gates. The
basic logic gates with their symbols are as follows:

A —
AND
oL -

A

OR = ,
B—__~

IN;'{“I_EQ_;I_;EH A l/[\" X

38NV0184

Simple variations of the three basic functions AND,
OR, and NOT gates are used as building blocks for the
other types of logic gates used in the computer. These
logic gates with their symbols are as follows:
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Another variation of the three basic functions is the
tristate logic gate. It has three states: the standard O
and 1 and athird state, which disengages the gate from
the system. In tristate logic, the third state is an open
circuit. A tristate device allows the connection of the
outputs of devices in paralel without affecting circuit
operation. An example of a tristate inverter and its truth
table is provided in[figure 4-91 When the enable signal
corresponds to logic 0, the circuit operates as a normal
inverter; if Vinisalogic O, Voutisalogic 1, and vice
versa. If, however, the circuit is enabled (enabled = 1),
the output is an open circuit regardless of the states of
the input signal.

Flip-Flops

Flip-flops are sequential logic elements. Their
operation is influenced by their previous condition, or
by the sequentia application of clock pulses that set the
timing of all computers. More about timing later in this
topic. Flip-flops are also called bistable multi vibrators.
The output of aflip-flop (0 or 1) remains the same until
a specific input signal changes its output state.
Flip-flops are used to store data temporarily, perform
mathematical operations, count operations, or to
receive and transfer data. They have only two distinct
outputs and can have up to five different inputs
depending on the type of flip-flop. They can represent
one bit or more than one bit. Refer to[figure 4-10 for an
example of abasic flip-flop.

Vin —‘BOiVout

ALA M F=
NADLE

-\

A. LOGIC SYMBOL

ENABLE | Vin Vout
0 0 1
0 1 0
1 0 OPEN CIRCUIT
1 1 OPEN CIRCUIT

B. TRUTH TABLE L5010

Figure4-9.—Exampleof atristateinverter: A. Logic symbol;
B. Truth table.

4-10

(]|

|

Q

2|

5

ETFC0035
Figure 4-10.—Example of a basic flip-flop.

FLIP-FLOP CHARACTERISTICS AND
TYPES.— Flip-flops share one characteristic that is
consistent with the various types of flip-flops. They
have two, and only two, distinct output states. Some
basic terms used with flip-flops for the output labels and
input labels as follows:

e The output labels are Q and Q, and always
complementary to each other. When Q = 1, then
Q==0; and vice versa.

e Theinput labels are R= reset; S = set; T=toggle;
CLK = clock; PS = preset; CLR = clear; and J,
K, or D = data.

The four types of flip-flops(fig. 4-11) are as
follows:

¢ R-S (Reset-Set) flip-flop —Temporarily holds or
stores information until it is needed

\4
-4

R-S FLIP-FLOP TOGGLE (T) FLIP-FLOP

PS
—a> CLK
—pCK SGp— Qr——
CLR
D FLIP-FLOP I
J-K FLIP-FLOP
38NV0099

Figure 4-11.—Examples of types of flip-flops.
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Figure 4-12—Example of a synchronous operation with a
flip-tlop.

e T (Togdle) flip-flop —Changes state on
command from a common input terminal

e D (Data) flip-flop (latch) —Uses a data input and
clock input

e JK flip-flop —May perform the function of an
R-S, T, or D flip-flop (the most versatile)

FLIP-FLOP OPERATIONS.— Some of the
operations associated with flip-flops are as follows:

¢ Synchronous operations —This term describes
the operation of logic functions that are controlled by
the occurrence of a specific timing signal. Usually the
timing signd is the computer’s timing signa and is
commonly referred to as the clock pulse. See figure
4-12

¢ Asynchronous operations —This term describes
the operation of logic functions that are not controlled
by the occurrence of a specific timing pulse. Refer to

0
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ol | | L T
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Y 4 Y  / i
D c B A
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OUTPUTS
ETFC0037

Figure 4-13—Example of f;la_n %wnchronous operation with a
ip-flop.

¢ Gated (latched) operations —This term is used
when describing logic functions that can be turned on
or turned off, dependent upon an input control signal
(command or enable).

FUNCTIONAL USES OF
DIGITAL IC'S

We can divide the functiona uses of digital ICsinto
two distinct areas. There are those IC circuits that make
decisions based on their inputs, and there are IC circuits
that hold the data in memory-type circuits. They are
used together to route the data throughout the computer.
Let’s begin with the decision-making functions.

Decision-M aking Functions

Decision-making functions consist mainly of
combinational gates. For every combination of bitsin
the various input wires, there is a definite, prearranged
combination in the output wires to be decided upon.
The output combination is the same every time a
particular input combination occurs. Gates are grouped
together in various combinations to form the
decision-making circuits. Decision-making functions
in the computer can be separated into two distinct
classes—code converter circuits and data routing
circuits.

CODE CONVERTER CIRCUITS.— Code
converter circuits are capable of encoding datato a
usable form for the computer and decoding the data so
it can be displayed or used by a peripheral. An example
of encoding and decoding on a microcomputer is given

| PRIMITIVE |
| FLIP-FLOP |
| (R-S LATCH) | COMPLEMENT
i | outPut

|

]

(o]

N
vv LATCH

G 1= UNLATCH

Figure 4-14—Example of a gated operation.
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Figure 4-15.—Example of a code converter processto encode and decode data.

in[figure 4-15] When you depress the “G” on the
keyboard, it is encoded, processed, and decoded so a

“G” is displayed on the computer’s monitor.

DATA ROUTING CIRCUITS— Data routing
circuits actually route data (the information being
processed) inside the computer from various sources to
various destinations. Examples in a computer include
adders and subtracters, command signals (enables),
comparators, demultiplexers, selectors, and tranglators.
A few of the uses areas follows:

¢ Adder and subtracter circuits —In their simplest
form, these circuits are capable of logical (AND, OR,
NOT) operations, addition, and subtraction.
Multiplication, division, and square root and the more
complicated calculations, such as hyperbolic and
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trigonometric functions, require additional support
circuitry such as shift registers and holding registers.

HALF-ADDER_‘

-

CARRY IN;

Figure 4-16.—Example of a full-adder circuit.
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Figure 4-17.—Example of command enable used in a circuit.

Adders and subtracter circuits can be serial or paralel.
for an example of a full-adder circuit.

¢ Command signals (enables) —These circuits
provide the enable to route information from one
destination to another, such as transferring the contents
of one register to another. Other examples are to set a
condition, start a timing chain, or select an address. See
A closer look indicates that the only time
aset side of the B register will bealiswhen aset side
of the A register is set and the A register — B register
command is enabled (H).

¢ Comparator —Comparator circuits can be used
to compare incoming binary numbers after
mathematical operations have been performed on them;
for example, to check if two numbers are equal and so
on. They can also perform any of several logic gating
operations on bits of two binary bits coming in, such as
AND and OR operations. In addition, they perform a
wider range of comparison operations, such as
less-than-or-not and equals-or-not, and these
comparisons can be applied to individual bits of two
input numbers. is an example of a
comparator circuit (an arithmetic detection cir-
cuit).
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Figure 4-18.—Example of a comparator circuit (an
arithmetic detection circuit).
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Figure 4-19.—Example of a demultiplexer circuit.

¢ Demultiplexer —A data demultiplexer routes
data from one input to any one of several outputs. Refer
to/figure 4-19

e Selectors —Some registers have no input
selection capability and require the selection of source
information to be made before actual input gating.
They expand the number of input data paths to aregister.
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Figure 4-20—Example of a selector circuit.

e Translators —This type of circuitry in a
computer can be used to trandate bits of datainto a code
to be used in different parts of the computer. An
example is a function code translator used to trandlate
machine octal codes into function codes so the
computer can execute instructions. Different parts of a
translator provide partial translation to initiate certain
preliminary operations connected with instruction

Refer tdfigure 4-20] execution.  Other parts of a translator provide the
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Figure 4-21.—Example of preliminary trandator circuitry.
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specific code after the code has been through the
preliminary circuitry. depicts preliminary
translator circuitry.

Memory-Type Functions

Memory-type circuits can store information
derived from previous combinations of inputs. So the
combination of output bits depends not only on the
input signals at the moment, but also on previous com-
binations of bits. These memory-type circuits are called
sequential circuits. This is because the outputs depend
on a sequence, or chain, of inputs at different times. The
sequential logic circuits are made up of combinational
gates and are commonly called flip-flops (FFs). They
provide the control and timing in the computer. Let’'s
examine FFs and their uses in computers. The types we
cover are counters and registers.

COUNTERS.— Counters are classified by
function and circuit design. The function classification
refers to how the counter works and is usualy the same
as the counter name.  Counters are used to count
operations, quantities, and periods of time; or for
addressing information in storage. As an example, the
program counter keeps track of where the next
instruction is located in memory. Another exampleisa

ring counter, which is used in the computer’s timing
circuits, where a pulse is output at specific intervals.

The circuit design classification refers to the man-
ner in which the signal being counted affects the flip-
flops in the counter. Counters can be designed for seria
or parallel operations. If the input signal affects the
flip-flops one after another in sequence, it is given the
additional classification of asynchronous serial counter.
When the signal being counted affects the flip-flops at
the same time, it is further classified as a synchronous
parallel counter. Whether a counter is asynchronous or
synchronous will dictate its usein the circuit.

A counter can be designed to count to any power of
2; or a counter can be designed with a modulus. The
modulus of a counter is the maximum number of
numbers or stable combinations the computer can
indicate. You can make a counter with any modulus you
need to fit a particular application. For example, a
binary counter consisting of five orders or stages will
have a modulus of 100000,(32,,) since it has the
capability of registering and/or indicating al binary
numbers from 00000 through 11111.

The three classes of counters (fig. 4-22) are as
follows:
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RO | R 5—-' ROl
RESET ) 4 + 1
A. UP COUNTER (SERIAL)
CLOCKPULSE  TP1 P2 ™3
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-~ 'TFFA M TFFB I‘(’lf__'__cl
i R I &
113 224
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B. DOWN COUNTER (PARALLEL)
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N Q I- | Q u I g
g ol T Taddr I'rs\—c T
£ FFA FFB I'L/ FFC
SR o 5—I | 3
veser>— o
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C. UP-DOWN COUNTER (PARALLEL)
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Figure4-22.—Examples of counters: A. Up counter; B. Down counter; C. Up-down counter.
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e Up counter
¢ Down counter

e Updown counter

REGI STERS.— Registers are built ssmply by
combining groups of flip-flops to act as a unit. The
length of a register corresponds to the number of bits or
flip-flops within this grouping. Three aspects of
registers must be considered. A register must be able
to:

e Receive information from one or more sources

® Preserve the information without alteration until
it isneeded

e Deliver the information to one or more
destinations when it is required (command or
enable)

Registers can represent one bit or more than one bit.
Multiple bits can be represented in various sets such as

4, 8, 16, 32, and 64; the maximum is usually the
computer’'s word size. Registers take on different
names depending on their functional use in the
computer. They are used throughout the computer.
You will learn about some of the specific functional
names when you study the functional areas of the
computer: central processing unit (CPU), memory, and
input/output (1/0).

A register has two parts: the control and the actual
flip-flops. The control (enable) portion contains the
logic gates (AND, NAND, and the like) and any input
signals or control functions that are common to all the
flip-flops in the register.

Some registers can be accessed by programmers
and/or directly monitored and accessed on some
computers by the front panel. The front panel will
either have a display of numbers (some converted for
an octal, decimal, or hexadecimal display by LEDS).
Other front panels simply display the numbersin binary.
These binary numbers can be represented in
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Figure 4-23—Example of a register.
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binary-coded octal (BCO), groups of three LEDs or
lamps; binary-coded decimal (BCD), groups of four
LEDs or lamps; and binary-coded hexadecimal (BCH),
groups of four LEDs or lamps. Through man-machine
interfacing, the technician can directly interface with
the computer through the direct access of the registers
on the computer’ s front panel.

Let's look at the two types of registers most
commonly used throughout the computer—storage and

shift registers. Refer to figure 4-23

Storage Registers.—General storage-type
registers do not ater the contents; by this we mean, what
enters the register is generally the same as what |eaves
the register and is received by another register.

The transfer of data to and from a storage register
is done in parallel; al the data is transferred at the same
time. The methods used to transfer data in storage
registers are as follows:

¢ Single-line paralld transfer (direct method)—
Only 1's or O's are moved in a bit-for-bit, order-for-
order method. The receiving register is cleared of its
contents before the transfer occurs. If 1's are
transferred, it is referred to as aone-side transfer. If 0's
are transferred, it is refereed to as a zero-side transfer.
and 4-25 as examples.

¢ Double-line (dual) paralel transfer (also called
forced method)—1's and O's are moved. This transfer
is faster than the single-line parallel transfer; however
it requires more logic gates. With this method the
receiving register is forced to assume the state of
corresponding flip-flops of the sending register. This
eliminates the need to clear the recelving register’s
contents before the transfer. Refer to[figure 4-26]
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Q Q Q Q Q Q
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Figure 4-24—example of a single-line parallel one-side
transfer.
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Figure 4-25—Example of a single-line parallel zero-side
trandfer.
LSD
S R S R R
X1 X2 X3
Q a Q Q a
s TRANSFER | _ - - -
12 .2 2 1,2 é #j
3
S R S R S R
Y1 Y2 Y3
Q Q Q Q Q [+
ETFC0043

Figure 4-26.—example of a double-line paralle transfer,

o Complement —Similar to the single-line parallel
transfer except that the recelving register’s set side of
the flip-flops will receive the clear side of the sending
register's flip-flops; thus the data has been
complemented after the transfer is complete. Refer to
| figure 4-2/]
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Figure 4-27.—Example of a single-line parallel complement
trandfer.
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Figure 4-28—Example of a single-line parallel displaced
trandfer.

e Displaced —Displaced is aso similar to the
single-line parallel transfer except the set side outputs
of the sending register are gated to the set side inputs of
the receiving register one or more ordersto the right or
left. Refer to[figure 4-28]as an example of a displaced
transfer.

Shift Registers.—A shift register has the ability to
store information the same as the storage register;
however it is designed to do more than just store
information. A shift register is even more versatile than
a storage register.  The shift register is capable of
receiving, rearranging, and retaining binary data that
can be extracted for later use in the computer. It can
receive information either in serial or parallel form, and
information may be extracted in either serial or pardlel
form. When the information is extracted in serial form,
it may be shifted to the right or left. The shifting is
useful in many operations, such as multiplication,
division, comparing binary bits, and sequencing a series
of events. Remember, shift registers handle both serial
and parallel information. Specifically, information can
be moved in the following ways:

® Serial in-serial out right shift
® Seria in-parallel out left shift
e Parallel in-seria out left shift
e Paralel in-seria out right shift

shows an example of a serial in-serial
out right Shift.

TOPIC 5—LINEARIC’S

Linear circuits are amplifying-type circuits in
integrated form. The term linear is simply another way
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Figure 4-29.—Example of a serial in-serial out right shift
register.

of expressing the concept of regulating as opposed to
switching, found in digital ICs. The output of a linear
circuit changes in a smooth, even manner as the input
is changed at a constant rate, so that a graph of output
versus input is approximately a straight line; hence, the
name linear. In contrast, the output of digital ICs jumps
suddenly from one level to another.

LINEAR IC FAMILY TYPES

Linear ICs use bipolar and/or M OS technology.
Among the different types of linear ICs you may
encounter are the following:

® Bipolar

¢ BIFET—A combination of bipolar and junction
field-effect transistor (JFET) technology

BIAS OFFSET
SELECT Vbp OUTPUT NULL N2
8 7 6 5

'__V
1 2 3 4
OFFSET INV NON- INV GND
NULL N1 INPUT INPUT 38NV0105
Figure 4-30.—Example of a Lin CMOS—Silicon gate
MOSFET.



BIDFET—High voltage bipolar field-effect
transistor; MOS technology added to the BIFET
approach

N-FET-MOSFET N-channel FETs

BIDMOS—Diffused metal-oxide semicon-
ductor (DMQOS) and bipolar technology

Lin CMOS—Silicon gate MOSFETs

Lin CMOS allows for linear and digital logic on
the same IC. Sedfigure 4-30}

LINEAR IC GATES

The basic gate for alinear IC is an operational
amplifier (op amp). Itsbasic functionistoincrease the
power, current, or voltage applied to itsinputs. It isthe
basis for other amplifiers used in linear 1Cs. Atypical
op amp has three basic characteristics as follows:

¢ \VVery high gain
e High input impedance
¢ Low output impedance

A typical op amp has two inputs caled the
inverting input (—) and the non inverting input (+).
The inverting input provides a 180-degree phase shift
at the output. The noninverting input is in phase with
the output. Two power-supply terminals are provided.
They are usually called V_ (the collector terminal) and
V_ (the emitter terminal). This arrangement enables

+V,
oCC

OUTPUT

N
>__o
-~

—VEE

A. WITH POWER SUPPLY REQUIREMENTS
38NV0106

B. WITH ONLY INPUT AND OUTPUT TERMINALS

Figure 4-31.—Example of an op amp: A. Shows power supply
requirements; B. Shows only input and output terminals.
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the op amp to produce either a positive or negative
output. The schematic symbols for an op amp are
shown in[figure 4-31] View A shows the power supply
requirements, while view B shows only the input and
output terminals. An op amp can have either a
close-looped operation or an open-looped operation
depending on its application. Refer td figure 4-32 for
an example of a closed-loop op amp.

LINEAR IC GROUPS

The linear |Cs contained in a computer can be
classified into four groups: analog signal conversion
circuits, regulator integrated circuits, driver integrated
circuits, and line driver and receiver integrated circuits.
The operational amplifier is the key building block in
all of these linear ICs because of its ability to amplify
without the need for inductors or transformers. Basic
variations of the operational amplifier are included in
the classification of the four groups of linear circuits.

Analog Signal Conversion Circuits

Analog signal conversion circuits convert an
electrical or non-electrical variable to digital. These
linear circuits include analog-to-digital (A/D)
converters, comparators, memory drivers, sense
amplifiers, and timers.

Regulator Integrated Circuits

Regulator integrated circuits provide a constant
voltage or current supply. They can accomplish this
from a constant or variable power source. Regulator
integrated circuits include voltage regulators and
switching regulators.

Driver Integrated Circuits

Driver integrated circuits generate large voltage or
current output digital signals from small voltage and
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Figure 4-32.—Example of a closed-loop op am



current bipolar or MOS digital signals. Driver
integrated circuits include peripheral and display
drivers used inside an equipment.

Line Driver and Receiver Integrated Circuits

Line driver and receiver integrated circuits are used
to transmit digital information from one subsystem or
system to another. A line driver is used at the
transmitting end and a matching line receivers required
at the receiving end. Line drivers and receivers provide
areliable transfer over short and long distances for the
high-speed digital signals, which are degraded by noise
and attenuation (especially over long distances). They
accomplish this by the line driver converting the input
digital signasto current pulsesin the transmission line
(cable). During the course of travel, the current pulses
produce very low voltages at the receiver. The receiver
detects the signals using high gain and a very low
threshold.

FUNCTIONAL USESOF LINEAR IC’S

The functions of linear circuits can be classified
into three groups. genera linear circuits, systems
interface circuits, and consumer-and-communications
circuits. The first two types, general linear circuit and
system interface circuit functions, are used in the
architecture of computers.

Vee
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Figure 4-33—Example of a comparator symbal.

General Linear Circuits

Genera linear circuits perform the amplifying
functions inside the computer. They are used for a
variety of functions in the computer’s memory, 1/0, and
power supply. Some of the functions are
analog-to-digital converters, comparators, voltage
regulators, switching regulators, and timers.

ANALOG-TO-DIGITAL (A/D) CON-
VERTERS.— These circuits are used to input analog
data to digital data so the data can be processed by the
computer’sdigital logic circuits.

COMPARATORS, VOLTAGE REGULA-
TORS, AND SWITCHING REGULATORS.—
These circuits are used in power supplies to regulate
output power and to detect abnormal input power
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Figure 4-34.—Example of a timer circuit for astable operation.
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variations and overtemperature conditions. Protection
circuitry to shut down the computer set before
com

4-33

TIMERS.— Timers use abasic comparator circuit
to drive aflip-flop. They can be used to produce a
circuit known as an astable multivibrator, which is used
to generate digital pulses of known widths and to
provide known time delays in digital circuits. These
timer circuits are used in the computer’s timing and
control section.

shows an example of a comparator symbol.

Systems Interface Circuits

Systems interface circuits amplify data signals
entering or leaving the computer. They act asago
between, or interface that alows the various functional
areas or subsystems of a computer system to be coupled
together. The systems interface circuits of a computer
can be classified into the following areas: memory
drivers and sense amplifiers; peripheral and display
drivers; and line drivers and receivers.

MEMORY DRIVERS AND SENSE
AMPLIFIERS (DC AMPLIFIERS).— Thesecircuits
serve as writing and reading units for magnetic
memories. Specifically they perform the following:

e Memory drivers —The memory drivers write
information into magnetic memories.

¢ Sense amplifiers —The sense amplifiers get the
data out. They sense when a core flipsfromaOtoal
or vice versa. This reduces the chances of interference
from stray signal sources.

PERIPHERAL AND DISPLAY DRIVERS—
These drivers are smilar to memory and line drivers.
They drive digital information in computer, peripheral,
and display equipment. They do this by receiving a
small voltage and current digital signal(s) from bipolar,
MOS, or CMOS logic gate output and generating large
voltage or current output digital signal(s). Specifically
these circuits perform the following:

e Peripheral drivers —Peripheral drivers receive
an input from bipolar or MOS logic gate output and
drive the output stage so that relatively large output
currents can be controlled with low-level logic signals.
Peripheral drivers use a single input and output
application. They are very useful for driving indicator
lamps or drive relays.

e Display drivers —Display drivers use amultiple
input and output application. Three types of displays

ponent damage occurs is also included.
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Figure 4-35—Example of a peripheral driver 1C.

have drive requirements; they are the ac plasma
display, the electroluminescent (EL) display, and the
vacuum fluorescent (VF) display. Each of the three
display driversrequires high voltages but each has
unique voltage and current requirements.

LINE DRIVERS AND RECEIVERS. — Line
drivers and receivers are used in the transmission of
digital signals over both long and short distances. Line
drivers are used at the sending end and line receivers
are used at the receiving end. They are used in serial
and pardlel applications for sending and receiving data
in 1/O operations of the computer. There are two types
of line drivers and receivers asfollows:

e Single-ended line drivers and receivers —
Single-ended line drivers and receiver$ (fig. 4-36) are
used for short distances. They have a single input and
output at both the transmitting and receiving end. They
are usualy wire cables, possibly with an outer shield
connected to ground. They are used for local
transmission to external equipments (including
computers) and for remote communications with
modems.

1 DRIVER - 1 RECEIVER
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Figure 4-36.—Example of a single-ended line driver and
receiver.
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e Differential drivers and receivers —Differentia
drivers and receivers are used over long distances for
high-speed communications. They are usually twisted
pairs of wires or coaxia cables. Differential types can
be point-to-point] (fig. 4-37) or multiple source and
destination[(fig. 4-38).

Single-ended and differential line drivers and

receivers are commonly used by some of the following
interfaces:

o NTDS Input/Output (MIL-STD 1397)
* RS-232 (EIA RS-232)
* RS-422 (EIA RS-422)

* RS-449 (EIA RS-449)

Line drivers drive digital information over both
long and short distances to other equipments in a
computer system. Line drivers do this by generating
large voltage or current output digital signals from small
voltage and current TTL or MOS digital signals to travel
over transmission lines.

32 DRIVERS - 32 RECEIVERS
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Figure 4-38. Example of differential multiple source and
degtination line drivers and receivers.
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Line receivers receive digital information from
both long and short distances from other equipments in
a computer system. By the time the data reaches the
line receiver from aline driver, the voltages are very
low. The receiver operates with a very low threshold to
detect these signals. Line receivers are usually used for
long distances for parallel transmission.

TOPIC 6—TIMING CIRCUITS

Control and timing circuits comprise a very
important area of acomputer. A computer’s operations
rely on commands/instructions being controlled
(enabled and disabled) at specific times. Timing
circuits are used to ensure the proper timing of enables
and disables throughout the computer. Timing pulses
are used to enable and disable specific circuits. This
permits specific operations to begin and others to be
ended. The return of these pulses a short time later
could cause an enabled circuit to be disabled and
another circuit to be enabled. In this way, operations
previously begun are ended and anew set of operations
is started.

When a program is installed and operating, circuits
are enabled and disabled through a sequentia process
that continues until one of the following events occurs:

® The program is completed
e A programmed stop is reached

e A fault condition occurs

A pulse generator of a type determined by computer
design provides the main timing signals for any given
type of computer. These pulse generators are
commonly termed master clocks or reference
generators. They usually operate at a frequency or
pulse repetition rate determined by the maximum rate
at which the computer handles data. The master clock
isthe key to the timing circuitsin the computer. It will
set in motion the computer’s main timing circuits.
From the main timing circuits, other timing circuits for
the various other areas (arithmetic, memory, and 1/0)
can be enabled or disabled. The clock will produce
electrical pulses with extreme regularity. The speed of
the computer’s clock is determined by an oscillator.

TIMING CIRCUIT COMPONENTS

Timing circuit components consist of wave
generators and wave shapers. In computers, waveforms
must be turned on and off for specific lengths of time.
The time intervals vary from tenths of microseconds to
several thousand microseconds. Square and
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Figure 4-30.—Example of a delay line oscillator.

rectangular waveforms are normally used to turn such
circuits on and off because the sharp leading and
trailing edges make them ideal for timing purposes.
The components used to accomplish this depend on the
complexity of the computer. The components you will
most frequently encounter in timing circuits are
oscillators and multivibrators.

Oscillators

Oscillators are used in computer timing circuits for
their output and frequency stability characteristics.
The more important quality of the two for use in
computers is their frequency stability. The speed of a
clock is determined by the oscillator using a
resistance-capacitance (RC) or inductance-capacitance
(LC) network and/or crystal combination. An oscillator
can use bipolar or MOS technology. Crystal-controlled
oscillators are used in computers because they are stable
even a extremely high frequencies. Master clocks in
computers often use an oscillator with a delay line to
deliver the basic clock phase and any additional clock
phases. Sed figure 4-39)

Multivibrators

Three types of multivibrators are used in timing
circuits. They are astable (free running), bistable
(flip-flop), and monostable (one-shot) multivibrators.
We have already discussed bistable flip-flops and their
uses in a computer. How they are used will depend on
the technology of the computer. Generally speaking,
when used for timing circuits, we can say:

e Astable (free running) multivibrators provide

the voltage pulse to trigger a one-shot
multi vibrator.

e Monostable (one-shot) multivibrators shape the
pulse to be used to enable and disable circuits,
logic gates, and specia registers. They can be
used in single- or multiple-phase systems.

e Bistable (flip-flops) multivibrators are used as a
specia register to count clock pulses from a
one-shot multivibrator or an oscillator.
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TIMING CIRCUIT FUNCTIONS

The uses of astable and monostable multivibrators
depend on the complexity of the computer. The
multivibrator can be used to provide the pulse and/or
pulse shaper. Let’ s discuss their two types of uses.
They are single-phase clock systems and
multiple-phase clock systems.

SINGLE-PHASE CLOCK SYSTEMS— A
single-phase clock system consists of a free running
multivibrator and a single-shot multivibrator. A free
running multivibrator provides the pulse and the
single-shot multivibrator shapes the pulse. An
oscillator could also be used to provide the trigger pulse
for asingle-shot multivibrator. The pulse is the output
of the pulse shaper, which is then used to enable and
disable circuits in whatever sequence is necessary to
properly execute the computer program. Refer to
4-40/for a simple diagram (block and timing) of a
single-phase clock system.

MULTIPLE-PHASE CLOCK SYSTEMS— A
multiple-phase clock system on the other hand
provides multiple pulses that can be used to
dternately enable and disable circuits. This permits
functions involving more than one operation to be
completed during a given clock cycle, or a given
operation to be extended over more than one clock
cycle. A multiple phase clock system can consist
of an oscillator or free running flip-flop, and single-
shot multivibrator combination, or a delay line
oscillator and flip-flop combination. Remember a
crystal-controlled oscillator will provide better
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Figure 4-40—Example of a single-phase clock system.




frequency stability[ Figure 4-41 is an example of a
timing circuit (block and timing diagram) using an
oscillator and flip-flop combination. Notice how with
the use of aring counter (flip-flops), we can generate
additional phases that can be used for more complex
functions involving multiple operations.

CAUTION

REMEMBER, COMPUTER CIR-
CUITSCONTAIN ESDSDEVICES. ONLY
PERSONNEL WITH ESDS TRAINING
SHOULD HANDLE ESDS DEVICES!

TOPIC 7—COMPUTER DATA TYPES
AND FORMATS

Different types or kinds of data can be processed by
acomputer. The types are as follows:

e Bit —The smallest data element or operand is the
bit. Individual bits are used primarily in status
indicating and flag registers. The two possible states (0
or 1) indicate either ON/OFF, TRUE/FALSE, or other
two-state conditions.

()

Depending on the type of computer, single bits in a
memory word can be addressable by a single
instruction. Larger computers and some of the newer
microcomputers have this capability. Most mainframe
computers and some newer microprocessors have
machine instructions that allow for single-bit operations
(set, clear, or test). If a processor cannot address a single
bit, there are software agorithms (small programs) that
can combine a number of microinstruction to perform
single bit operations.

e Nibble —The next larger data element or
operand is the nibble. A nibble is a 4-bit grouping or
half-byte of data. Nibbles are used to store a single
binary coded decimal (BCD) digit.

¢ Byte —Probably the most commonly accessed
data element isthe 8-bit byte. Microcomputer
memories can use a single byte, two bytes, or more.
Bytes form the basis for operand operations. In
addition, each 8-bit byte can store a single a phanumeric
character in American National Standard Code for
Information Interchange (ASCII) format or another
coding system. It can also hold a binary number
equivaent to 255,

¢ Word —For computers with 16-bit or larger
computer words, there are two more data €lements. The
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Figure 4-41—Example of an oscillator and flip-flop combination: A. Block diagram; B. Timing diagram.
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first of these is the word or single word. A word
contains exactly the same number of bits as the
computer’s registers (16, 30,32, or 64bits). In 16-bit
microprocessors with 8-bit memory words, a 16-bit
word is assembled from two bytes of memory [(fig]
The word forms the basis for most operand/data
operations in 16-bit and larger word size computers.

e Double word —Large numbers are often a
problem in digital computers. There are a number of
mathematical operations in which the size of the result
would be greater than the length of either of the two
registers used to provide inputs to the arithmetic logic
unit (ALU) or the operands being input to the ALU are
larger than a single word. For these situations, double
length memory words or double words are often used
in computers. A double word is an addressable data
element that can be stored in memory (two sequential
memory words), or loaded into registers (two sequential
registers), and used as an operand for mathematical
operations dealing with extremely large numeric
values.

TOPIC 8—POWER SUPPLIES

All digital computers have an internal power
supply. The power supply in the computer does not
supply power. It receives ac voltage from a source and
convertsit into useable dc voltage(s). Most computers
require multiple dc voltages and levels. The dc is then
distributed to where it is needed. The power supply in
acomputer is a switching power supply. This means
the power supply can handle quite a range of power
supply irregularities with minimal difficulties. Itis
designed to provide precision voltages, sense
irregularities (input and output), and protect the
computer from serious damage. Let’s see how the

MEMORY BYTES  ADDRESS
16-BIT WORD
UPPER  LOWER
HALF HALF 11001100 25004
0 T — 100110011 25005
|L———

l | 10100101 25006
01011010 25007
00000000 25008
11100011 25009

DS24-42

Figure 4-42—Assembling a 16-bit word from two bytes.
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computer’s power supply accomplishes this; we begin
with the operations.

The basic operation of any computer’s power
supply is accomplished by four basic sections. a
transformer, arectifier, afilter, and a regulator.
How each computer performs this operation depends
on the computer’ s requirements[ Figure 4-43 is a block
diagram of a basic power supply. Because of their
general makeup, digital computers use power supplies
and, in some cases, external devices that allow the
power supply to provide precision voltage and internal
protection. The four basic sections of a power supply
make up the foundation used to provide additiona
circuitry. The computer will receive the precision
voltage and protection. For a detailed description of
power supply operations in general, consult NEETS,
Module 7, Introduction to Solid-State Devices and
Power Supplies. For a detailed description of your
computer’s power supply, consult its technical manual.

INPUT

The computer can handle arange of input voltages
and frequencies. The computers aboard ship receive
their power from a main switch board via a load
center(s), a power panel(s), and outlets.

WARNING

SHIPS USE AN UNGROUNDED
ELECTRICAL DISTRIBUTION SYS
TEM; THEY ARE DEADLY. BE SAFE,
KNOW YOUR SOURCE OF POWER.

Computers ashore receive power from a centralized
source, and the power is distributed via power panels
and outlets. The different ranges depend on the type of
computer and/or where the computer is used. These
inputs include:

® 440 vac, 60 Hz, 3 phase A
¢ 115 vac, 60 Hz, 1 phase A
e 115 vac, 60 Hz, 3 phase A

TRANSFORMER

RECTIFIER FILTER REGULATOR

ETFC0048

Figure 4-43—Block diagram of a basic power supply.



¢ 115 vac, 400 Hz, 3 phase D
¢ 220 vac, 60 Hz, 3 phase D
¢ 115/200 vac, 400 Hz, 4 phase Y

¢ 230 vac, 50 Hz, 3 phase D

Mainframe and minicomputers aboard ship and
ashore are preset to receive a specific line voltage.
Microcomputers aboard ship use 115 vac, 60 Hz, 3
phase D. Microcomputers ashore generally use 115 vac,
60 Hz, 1 phase D. However, they have aline select
switch located on the back of the micro’s chassis to
select an alternate line voltage, if needed ashore. In
some cases a microcomputer is equipped with a feature
that automatically switches over to aternate 220 vac,
50 Hz power. Your ship’s electronics doctrine or
equivalent document ashore provides the specific
voltage and frequency values, as well as the location of
power. For reference when dealing with input power,
refer to MIL-STD-1399, Section 300A, Interface
Sandard for Shipboard Systems, Electrical Power,
Alternating Current for Shipboard, and
MIL-HDBK-411, Power and the Environment for
Sensitive DOD  Electronic Equipment, Volume |
(General), and Volume |1 (Power), for ashore.

COMPUTER POWER SUPPLY
CONTROLLING DEVICES

Before the input line voltage goes to the transformer
section of the primary power supply, it must first go to
the computer’s man/machine interface, a controlling
device. This controls the power supply of the computer,
and will vary with the type of computer. Some have an
ON/OFF switch at the rear of a computer where
blower/fan power and logic power are controlled by one
switch. Others have an operator’ s panel where you can
control blower power and logic power separately. Still
others have a separate unit where the power is
controlled to every major unit in the computer including
blower power and the modules in each of the functional
areas. Y ou should be thoroughly familiar with the
power up and down procedures for your computer.
Consult your computer’s owner/technical manual
and/or electronics doctrine or equivalent.

COMPUTER POWER SUPPLY
COMPONENTS

Computer power components include a
transformer, arectifier, afilter, and aregulator.
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Transformer

The transformer receives the line voltage from the com-
puter’s power controls. Thisinput line voltage is stepped
up or stepped down. The transformer isolates the power
supply from the input line voltage. Most computers use
some means of sampling the input power and/or provide
protection before the line voltage is received by the
transformer section. Examples are as follows:

e AC linefilters —AC line filters eliminate high
frequency noise from the input power. They also
filter returns from the regulator section.

e Circuit breakers —Circuit breakers protect the
transformer when an overcurrent or power fault
condition occurs.

Rectifier

The rectifier section converts the ac input signal to
apulsating dc voltage or ripple. This pulsating voltage
is not desirable and must be filtered. In some
computers, this section provides the power necessary
for the following:

¢ System and calendar clock for the computer set

¢ Display control unit (DCU) interface and power
panel control

e Termination resistors for the bus system
Filter

The filter section removes the ripple sent from the
rectifier section and produces it into a use able dc
voltage. There will still be a small amount of ac ripple
on the filtered dc voltage.

Regulator

The final section, the regulator, maintains the
output of the power supply at a constant level in spite
of large changesin load current or input line voltages.
For microcomputers, thisisthe final section before the
power is distributed throughout the computer. For
larger computers, the regulator section can provide
regulated power to additiona circuits where it is further
filtered and/or converted. Converters include the
following types:

e Regulating converters —Regulating converters
provide dc power to the backplane wire harness,
and to remote, operator, and maintenance
consoles

e Module DC-to-DC converters —Module
de-to-de converters provide the required dc




power to the CPU, 10A, 10C, and memory
modules

e Secondary power converters —Secondary power
converters provide the required de power to the
CPU, IOA, I0OC, memories, remote operator
unit, and display operator unit

OUTPUT

As stated, the rectifier (in some cases) and the
regulators distribute the required power throughout the
computer. The outputs are used for the following:

e Logic circuits (includes computer’s master
clock)

e System buses

¢ |ndicators and switches
¢ Fans (micros)

® Peripherals (micros)

The logic convention and voltage levels vary for
each computer type. Consult your owner/technical
manual; this is very important when performing
maintenance.

COMPUTER POWER SUPPLY
PROTECTION

The computer’s power supply must protect the
computer from the incoming power, the distributed
power, and/or the temperature inside the computer’s
cabinet and/or module(s). Computer protection is the
one area Where there is a distinct difference between
mainframe/minicomputers and microcomputers. We
provide general block diagramsto illustrate our point.

Mainframe/Minicomputers

Mainframe and minicomputers are generally
equipped with circuitry that will sense the incoming
power and monitor power while the computer is up and
operating. The incoming power must reach a certain
level before the power controlling device will alow you
to apply power to the computer and light the appropriate
indicators on the power controlling device. The
minimum voltage level will vary; consult your
computer’s technical manual. The regulators of a
power supply will generally shut off the computer in the
event of uncorrectable power variations.

[Figure 4-44]is a basic block diagram that illustrates
a power supply for mainframes and minicomputers.

STEPPED PULSATING
UP-DOWN bc VDC WITH
N N\ N\ NNN AC RIPPLE DC VOLTS
[\ A [ f.\ (1 1]l ooy '
P\ /] ) ./ v\ | i !
: N Fe———- H \,,{____1 i i i 1 ]
tpower | AC 1 i domourt i ool 1 | geom. | | : REGU- | _|
LINE r—t—! (CB) +—1—>p - by - 1 FILTER . - L
I 30 ':' FILTER | EREANER FORMER FIER LATOR
I [ S [ S, 4
1
POWER v
CONTROLLING DEVICE/
COOLING FANS CONVERTERS
- o INDICATORS/SWITCHES
e BUS
»| PROTECTION % |% o MODULES/PCBS
»| CIRCUITRY OVER VOLTAGE/CURRENT
LOGIC POWER SENSOR
L
MC
STOP |
ON-OFF
BATTLE SHORT

nnnnnnnnnnnnnnnnnnnnn
ITEMFERAITURE OCNOURO

o

Figure 4-44—Basic block diagram to illustrate a power supply for mainframesminicomputers.
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A power supply will generaly shut off while the
computer is running under the following conditions:

e Overtemperature condition (Two overtem-
perature conditions can occur. A low overtem-
perature condition provides a visual and/or audio
warning that can be overridden with battle short
switch. A high overtemperature condition will
shut off the power supply.)

e Qvervoltage or overcurrent condition

Let's discuss three signals—power interrupt,
master clear, and stop. These are the signals a computer
can use to provide protection. These signals or their
equivalents are used in some computers that also have
apcb dedicated to monitoring power. They monitor ac
line voltage to generate signals that allow orderly power
start-up and power shutdown sequences. These signals
can aso be used to provide recoverability.

POWER INTERRUPT (PI).— A Pl is generated
from the following conditions:

® Source power falls below specifications and
returns to normal

® Source power is lost

e Computer set or cabinet is shutoff

A Pl will generate aclass | power interrupt; thisis
the highest priority of any CPU interrupt and cannot be
locked out except by certain instructions. It aerts the
software to a potential power loss. Logic power will
remain to parts of the computer for an established time
period to alow the software to prepare for the potential
power loss. The class | interrupt will give control of the
CPU to a subroutine in memory. The subroutine will
store certain CPU registers and control memory
necessary for program restart. This allows the software
to reestablish the conditions that existed before the Pl
occurred.

MASTER CLEAR (MC), AUTOMATIC.— An
automatic master clear signa is generated a specific
period after a Pl occurs when the logic power falls out
of tolerance and when power is lost or the computer set
or cabinet is shut off. The MC signal is sent to all parts
of the computer and will result in master clearing the
CPU, 1/0O (including disabling acknowledgements in
[/O, and main memory). The purpose of the MC signal
is for a computer initialization after power has been
applied. When the computer power comes to within
specifications, the MC will be released and control will
go to the auto-restart program if AUTO-START is

selected on a controlling panel. Otherwise the
computer will be stopped in a cleared condition.

STOP.— A stop signal is generated when the logic
power goes out of tolerance. It occurs whether or not a
Pl signal is present and will send to memory to prevent
any new memory references. The purpose of this signal
is to prevent the loss of any memory data should logic
power be lost faster than a normal turn-off sequence (P!
or MC) can occur.

Microcomputers

Microcomputers do not have the temperature
requirements that mainframe and minicomputers have.
They rely on the temperature of the room they occupy.
They can, however, be affected by temperature if they
are run when the room temperature is too high;
generally above the 80°F mark. We, therefore,
concentrate our discussion on the power requirements.

[Figure 4-45]is a basic block diagram of a
microcomputer’s power supply. It has the same basic
components as mainframes and minicomputers.
Microcomputers generate digital active signals out of
the final stagesto indicate that the power requirements
have been met—one for ac and one for dc.

These signals are provided to the backplane/
motherboard. Some computers have power supply
LEDS on the backplane/motherboard to monitor the
power supply output voltages and the power supply
status signals. If a problem exists in the power supply,
these LEDs should indicate the problem by remaining
off. The ac and dc status signals must be present to reset
the computer. If equipped with power supply LEDS,
they are used as part of the power-up diagnostic.

AC SIGNAL.— A signd is sent to indicate that the
ac input voltage is within specifications. If a minimum
of 75 vac isapplied to the input for at least 1 second, a
signa indicating it has been met goes active. When the
input voltage drops to 60 vac or less, the signal goes low
and remains low for at least 1 second.

DC SIGNAL.— A signal is sent to indicate that the
dc output voltages are within specifications. This
signal goes active between 100 ms and 500 ms after the
low-to-high transition of the ac signal. The dc signa
remains active at least 5 ms (usually the minimum
hold-up time for the dc outputs) after the high-to-low
transition of the ac signal.
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Figure 4-45—Basic block diagram of a microcomputer’s power supply.

EXTERNAL COMPUTER PROTECTION
DEVICES

Most computer systems are equipped with some
sort of external protective device(s) that may include
backup power. They are provided in-line with the input
power source.  We discuss protection devices and
backup power.

Protection Devices

Protection devices are placed in-line with the power
source. Compensators are connected to a power panel;
compensators and line conditioners use an outlet as their
source.

COMPENSATORS.— Electrical compensators
provide ac input voltage regulation to ensure reliable
operation during voltage changes because of brownouts
(where the voltage may dip below the level needed to
run the computer) and transient voltage spikes.
Electrica compensators do not contain batteries or a
power invertor and, therefore, do not regulate or control
the frequency of the ac line voltage. Variations in input
frequency of the electrical compensator have a direct
effect on output voltage regulation.

LINE CONDITIONERS— Line conditioners
filter the input power, bridge brownouts, suppress
over-voltage and over-current conditions, and generally
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act as a buffer between the power source and the
computer. It isarea “surge suppressor.” The line
conditioner is an active device as opposed to a passive
surge-protector device. It contains circuits that bridge
brownouts or low-voltage situations temporarily.

SURGE PROTECTORS.— These devices are
designed to accept voltages as high as 6,000 volts and
divert any voltages above 200 to ground. They can
accommodate normal surges; but surges, such as a
direct lightning strike, blow right through them. These
devices can lose their effectiveness with successive
Surges.

NOTE

APPROVED LINE CONDITIONERS
AND SURGE PROTECTORS ARE
LIMITED FOR USE ABOARD SHIPS;
CHECK NAVY SAFETY REQUIRE-
MENTS FOR USE ABOARD SHIPS.

Backup Power

Backup power devices provide protection to a
computer in the event of a complete power loss of the
primary power. They provide the time needed for an
orderly shutdown or continued operations.



AUTOMATIC BUS TRANSFERS (ABT'S).—
ABTSs are devices that transfer primary power from one
source to another in a minimal amount of time. Some
computer power supplies can accommodate this
feature. This allows the computer to continue
executing software during ABTs or other power
absences of up to 100 ms.

STANDBY POWER SUPPLY (SPS).— A
standby power supply uses specid circuitry that can
sense the ac line current. If the sensor detects a power
loss on the line, the system quickly switches over to a
standby battery and power invertor. The power invertor
converts the battery to ac power, which is supplied to
the computer.

UNINTERRUPTIBLE POWER SUPPLY
(UPS).— An uninterruptible power supply provides
power that is completely uninterruptible. It is
constructed in much the same way as an SPS with the
exception of the switching circuit. Your computer is
running off a battery; therefore, no switching takes
place and no system disruption takes place. If equipped
as such, after a specified time period, a diesel-powered
generator is automatically started; this conserves the
battery.

SUMMARY—COMPUTER
COMPONENTSAND CIRCUITS

This chapter has presented material on computer
components and circuits. These include computer
number systems, computer logic, and integrated
circuits, both digital and linear. It aso has presented
information on the functions of circuits, the types of
data and formats, and the power supplies used by
computers. The following information summarizes
important points you should have learned:

COMPUTER NUMBER SYSTEM S— Digital
computers use derivatives based on binary numbers.
The two most commonly used are the octal and the
hexadecima number systems. These number systems
are used for functions and mechanization of logic
circuits.

INTEGRATED CIRCUITS (ICs)— Computers
rely heavily on ICs. An integrated circuit is a complete
electronic circuit, containing transistors and perhaps
diodes, resistors, capacitors, and other electronic
components, along with their interconnecting electrical
conductors. The types of integration are small-scale
(SS1), medium-scale (MSI), large-scale (LSI), and very
large-scale (VLSI). ICs are packaged in many ways.
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IC FAMILIES— The IC families are bipolar and
metal-oxide semiconductor (MOS). They can both be
used in digital and linear ICs. They can also be
combined and are called bipolar MOS (BIMOS).

DIGITAL IC’'S— Digita 1Cs handle information
by means of switching circuits. They are used to
process and store information. The basic building
blocks of digital logic circuits contained in a computer
are logic gates. The logic circuits contained in digital
logic circuits are classified as combinationa digital
circuits and sequential digital logic circuits.

LOGIC GATES— Threelogic gates are the basis
for al logic gates. They are the AND, OR, and NOT
logic gates. These three logic gates are used indifferent
combinations and variations to form logic gates that
perform decision-making functions throughout the
computer.

FLIP-FLOPS— Flip-flops are sequentia logic
elements. They have only two output states, either 0 or
1. Flip-flops controlled by atiming signal (commonly
called the clock pulse) are called synchronous
operations. Flip-flops not controlled by timing are
called asynchronous operations. Other flip-flops have
gated (latched) operations. This means the logic
function is turned on or off dependent upon an input
control signal (command or enable).

FUNCTIONAL USES OF DIGITAL
IC’S— Digital ICs may be used for decision-making
functions. These include code converter circuits and
data routing circuits. They are aso used for
memory-type functions.

LINEAR IC’S— Linear ICs are amplifying-type
circuits in integrated form. They are regulating as
opposed to switching. The output of a linear circuit
changes in a smooth, even manner as the input is
changed at a constant rate, so that a graph of output
versus input is approximately a straight line; hence the
name linear. Linear ICs use bipolar and MOS
technology. The basic gate for a linear IC is the
operational amplifier (op amp).

FUNCTIONAL USESOF LINEAR IC'S— In
computers, linear ICs are used as generd linear circuits
to perform amplifying functions inside the computer.
They are also used as system interface circuits to
amplify data signals entering and leaving the computer
or interna parts of the computer.

TIMING CIRCUITS— Timing circuits are used
in a computer to ensure the proper timing of enables and
disables throughout the computers. Timing circuit



components consist of wave generators and wave
shapers. In computers, waveforms must be turned on
and off for specific lengths of time.

COMPUTER DATA TYPES AND FOR-
MATS— The smallest data element is the bit. Next
comes the nibble, which isfour bits. The byte is 8 bits.
The word lengths vary depending on the computer and
are the same length as the registers used in the computer,
usualy 16,30,32, or 64 hits. The double word is twice
the length of the word.

POWER SUPPLIES— All digital computers have
an internal power supply. The power supply in the
computer does not supply power. It receives ac voltage
from a source and converts it into useable dc voltage(s).
Most computers require multiple dc voltages and levels.
The dc is then distributed to where it is needed. The
power supply in a computer is a switching power
supply. This means the power supply can handle quite
a range of power supply irregularities with minimal
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difficulties. Power supplies have four basic sections.
They can handle a range of input voltages and
frequencies.

COMPUTER POWER SUPPLY PROTEC-
TION— The computer’s power supply must protect the
computer from the incoming power, the distributed
power, and/or temperature inside the computer’s
cabinet and/or modules. When overtemperature,
overvoltage, or overcurrent conditions occur, the power
supply will generally shut off.

EXTERNAL COMPUTER PROTECTION
DEVICES— Extema computer protection devices
include protection devices and backup power.

Learn all you can about the internal operation of
computers and their circuits. You will need this
information to test computer circuits—digital and
linear, to identify faulty components and circuits, and
to remove and replace (or repair) faulty components and
circuits.






CHAPTER 5

CENTRAL PROCESSING UNITS AND BUSES

INTRODUCTION

Digital computers have three mgjor functional areas. central processing unit
(CPU), memory, and input/output (I/O). This applies whether the computer is
an 8-bit microprocessor or a 32-bit mainframe. Two other areas must be considered:
the system buses and the power supply. They, too, play a mgor role with the
functional areas of the computer. The buses are the means by which the CPU,
memory, and I/O communicate with each other. The power satisfies the dc voltage
requirements of the computer as you learned in chapter 4.[Figure 5-1] shows a
typical block diagram of a computer. To complete the computer system, the
computer uses instructions to perform its operations. Through the man/machine
interfaces, you can control the computer’s operations to perform maintenance.

In this chapter, we discuss the CPU and buses. In chapter 6, we discuss memory.
In chapter 7, we discuss input/output and how the computer interfaces externally
with other computers, peripherals, and subsystems. In chapter 8, we examine
computer instructions and the man/machine interface.

You can find a computer’s functional areas and their operations, functional
descriptions, logic implementation, interpretation of logic, and functional
schematics in your computer’s technical maintenance or owner’s manuals. The
technical manuals and MRC documentation provide you information on the
required and/or recommended tools (standard and specialized), test documentation,
and test equipment to perform preventive maintenance. The technical manual or
owner’'s manual documentation provides information to perform all aspects of
corrective maintenance. This includes test documentation and procedures; test
equipment; and tools for disassembly, assembly, and repair. Repair tools include

CONTROL CPU ALU
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POWER MAIN Bus
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Figure 5-1.—Example of a typical block diagram of a computer.
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standard and specialized tools. The specialized tools include solder and solderless
repair tools.

Become familiar with your computer’s publications and required
documentation before you jump into the computer’s hardware. This will enhance
your abilities as atechnician. To perform thisjob effectively, you must understand
how a computer is organized internally. Y ou must be able to recognize the
functional areas and what their capabilities are. You must understand how buses
function internally to transfer information internally.

The CPU is the computer’s brain. All the computational operations (logical
and arithmetic) and operational decisions are made in the CPU. The CPU controls
al computer operations. The organization of the central processor becomes
increasingly more complex as you move from a relatively simple microprocessor
to a mainframe computer. But basically CPU functions are the same whether you
are talking about a mainframe, a minicomputer, or a microcomputer.

The CPU comprises two interacting sections: the control section and the
arithmetic logic unit (ALU). The control section directs the sequence of CPU
operations, interprets the instructions, and provides the timing and control signals
to carry out the instructions. The arithmetic logic unit implements arithmetic and/or
logical operations required by these instructions. The CPU generally consists of
timing circuits, registers, translators, selectors, comparators, adders, and
subtractors.

After completing this chapter, you should be ableto:
e Recognizetheinternal parts and functions of a computer
e Describe how a control section of a CPU oper ates

e Describe how the functions of the arithmetic logic unit (ALU) are
performed

e Describe the types of buses and how they operate

TOPIC 1—CONTROL SECTION

Like a traffic director, the control section decides
when to start and stop (control and timing), what to do
(program instructions), where to keep information
(memory), and whom to communicate with (1/0). It
controls the flow of al data entering and leaving the
computer, from the beginning to the end of operations.
It does this by communicating or interfacing with the
ALU, memory, and 1/0 aread (fig. 5-2). It is also
capable of shutting down the computer when the power
supply detects abnormal conditions. In some
computers it sends a signal to the control section to
initiate computer shut-down.

Specifically the control section manages the
operations of the CPU, be it a single chip
microprocessor or a full-size mainframe. The control
section of the CPU provides the computer with the
ability to function under program control. Depending
on the design of the computer, the CPU can also have
the capability to function under manual control through
man/machine interfacing. The man/machine interface
operating modes, the operations, and the functions,
along with the control section, will allow you to control
the operations and perform maintenance on the
computer(s). NEETS Module 13, Introduction to
Number Systems and Logic Circuits, and chapter 4 of
this volume provide an excellent review of some of the
circuits used in the control section.
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Figure 5-2—Representative block diagram showing the relationship of the control section to the other functional areas of a
computer.

The control section consists of several basic
logically defined areas. These logically defined areas
work closely with each other. They are the basis for the
operations of the control section in most computers.
They include:

® Timing

e Instruction and control

e Addressing

® |nterrupts

e Control memory

¢ Cache memory

e Read-only memory (ROM)

TIMING

Timing in a computer regulates the flow of signals
that control the operation of the computer. Without
timing, events in a computer would not take place. The
computer’s operations rely on both synchronous and
asynchronous operations. Synchronous operations
means that certain events happen at regularly timed
intervals. An example of thisis the computer’s master
clock. Asynchronous means that the completion of one
event triggers the next event. An example of thisis the
execution of instructions located sequentialy in
memory. After an instruction is executed, the next
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instruction cannot be executed until the program
counter has been incremented to fetch it. Timing gets
the computer going. Timing circuits are used
throughout the computer, as you will see when we
discuss each of the functional areas.

Not al computers rely on a sophisticated timing
system. Some timing systems are very simplistic and
rely only on the computer’s master clock and one or two
other timing signals derived from the master clock to
start and stop events.  Still other more sophisticated
computers rely on the master clock and timing circuits
in each of the functional areas to start and stop
operations.

Some of the more common timing circuits you will
encounter include the following:

e Master clock

e Main timing chain

e Maintiming signals

® Timing sequences

® Sequence enables and control
¢ Real-time clock

e Monitor clock

e Programmable interval timers

e Arithmetic timing



is an example block diagram of timing
circuitry used in a computer’s CPU.

Master Clock

From our discussion in chapter 4, you learned that
the master clock can be either a single- or multiple phase
master clock. A single-phase master clock can then be
used to trigger a single-shot multivibrator that is used
throughout the computer to enable and disable circuits
in whatever sequence is necessary to properly execute
the computer’s operations. Multiple-phase master
clocks can use a pulse generator or delay line oscillator
to generate two or more clock phases. A delay line
oscillator will generate two basic clock phases and any
additional phases are derived from taps on the delay line
oscillator.

Whether a pulse generator or delay line oscillator
is used, they generate multiple phases sometimes
referred to as odd g1 (CP1) and even phases g2 (CPO)
or lettered phases (gA, gBor (QBA).These phases from

the master clock are then used to initiate the main timing
chain flip-flops. The master clock in a computer can be
suspended under certain conditions; the way it can
happen varies with the type of computer. With a
microcomputer, it is usually done by removing power
to the computer. With a larger mainframe or
minicomputer, you will need to remove the power
works, too. However, certain types of HOLDS,

MASTER CLEARS, and operating M ODES selected
at a console can also suspend master clock oscillations.

Refer to your computer’s technical manual for details.

Refer again td figure 5-3|for an example.

Main Timing Chain

The main timing chain consists of flip-flops
arranged in aring counter. It is used to count master
clock phases. The flip-flops used in the main timing
can be set and cleared by the two basic master clock
phases and any additional master clock phases. The
design of the computer determines how this is
accomplished. The main timing (MT) chain is often
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Figure 5-3—Example block diagram of timing circuitry used in a computer’s CPU.
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designed so that the odd flip-flops (MT11, MT21, and
so on) are set and cleared by odd phases or |ettered
phases and the even flip-flops (MT12, MT22, and so
on) are set and cleared by the even or lettered phases.
The timing chain uses the set and/or clear sides of the
flip-flops to enable and disable circuits throughout the
computer and to generate main timing signals (phases)
such as MTOl or MT02. Main timing signals can be
used to generate other commands, such as starting
arithmetic timing for computers with more
sophisticated mathematical operations.

Main Timing Signals

Main timing signals are used in the CPU to enable
and disable circuits or generate command enables that
are used for control or arithmetic operations. The
majority of data transfers affecting the registers and
associated circuitry in the control section derive their
enables from main timing signals. An exampleisa
main timing signal used to generate a command enable
such as sending data from one register to another.

Timing Sequences

Timing sequences are used to issue a series of
commands to perform a particular instruction or
operation. The minimum number of sequences per
instruction or operation is determined by the
requirements of the computer. An example is the
command to enable an instruction sequence, which is
used to acquire the instruction for translation.

Some computers have separate control sections for
each functional area. In that case, each function will
operate independently of the others. That is, a computer
that uses a controller for 1/0 operations has its own
master clock/main timing chain/main timing signals,
which are independent of the CPU’s master clock/main
timing chain/main timing signals.

Sequence Enables and Control

Circuitry to control the sequence enables and to
generate commands depends upon the type of
instruction and method of addressing.

Real-Time Clock (RTC)

The real-time clock (RTC) is used to keep track of
units of real time. The RTC can be loaded, read,
enabled, and disabled by machine instruction. The
register itself is incremented at a rate determined by the
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RTC oscillator circuit setting or the external RTC input
frequency.

The RTC is only incremented when the CPU is
running. It allows the computer, through machine
instructions, to keep track of the passage of time using
readily processed units of time. To prevent register
overflow from causing errors in the timekeeping
process, most RTCs generate register-overflow
interrupts when the register contents increment around
to zero (change from al ONEs to all ZEROs). The RTC
can be enabled and disabled, and updated internally or
externaly.

Monitor Clock

The monitor clock register is used to keep track of
time intervals by counting down from its loaded value
to zero. The monitor clock can be loaded, enabled, or
disabled by machine instruction. The monitor clock is
decremented in the same manner as the RTC is
incremented and only when the computer is running.
When the enabled monitor clock reaches zero, a
monitor clock interrupt is generated. A monitor clock
interrupt usually indicates that a designated computer
operation timed out before it was properly completed.
This usually occurs when memory or 1/0 cannot honor
arequest for reasons of priority or hardware failure.
There must be a time limit established to release the
hold on CPU main timing or an indefinite period of
inaction could occur. By using the monitor clock
register to keep track, atime limit isimposed.

Programmable Interval Timers

For those microprocessors that do not have an RTC
or monitor clock registers, there is an additional logic
chip available called a programmable interval timer.
This chip provides up to three counters or count
registers that are software controlled. These registers
can perform the RTC, the monitor clock, or any other
time interval measurements.

The timer communicates with the CPU over the
control and data buses. The count registers are
independent of each other, addressable (0, 1, or 2), and
can be loaded with count values or have their current
vaues read and sent to the CPU. These counters are
decrementing or down counters only. They operate off
of separate clock signal inputs so they can be configured
to count at the same or different clock rates. They can
aso be programmed to interrupt the CPU when the
count in a selected register reaches zero.



Arithmetic Timing

Arithmetic timing is initiated by a command from
the CPU’s main timing chain. How far arithmetic
timing advances is dependent upon the specific
instruction.

INSTRUCTION AND CONTROL

The instruction execution and control portion of the
control section includes the combinational and
sequentia circuits that make up the decision-making
and memory-type functions. First we discuss some of
the functions, operations, operand addressing, and
operating levels. We include those items most common
in al computers and any that are unique to a specific
type of computer.

Instruction and Control Functions

In chapter 4 we discussed the circuits that are used
by computers. In this topic we discuss some of the more
common functions used by these decision-making and
memory-type circuits to execute instruction and control
operations. Some of the more common functions of the
circuits in this area include the accumulators, index
registers, instruction register, program counter, and
status indicating registers.

The registers (memory-type functions) work with
decision-making functions (primarily data routing
circuits) to channel the data inside the computer. Their
functions are many in the CPU; therefore, we do not go
into detail. Refer back to chapter 4 for their basic
functions. These data routing circuits are capable of
providing input to the registers and/or using their
outputs to route data elsewhere in the computer.
Among some of the data routing circuits included in the
CPU’ s control section are the following:

e Adders

e Command signals (enables)
e Comparators

¢ Demultiplexers

e Selectors

e Translators

These are by no means all the functions contained
in all computers, but they represent a general overview
of the common functions needed to execute instructions
and control operations.
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Let's look at the more common functions of the
memory-type circuits that the CPU uses.

ACCUMULATORS.— Located in the CPU are a
number of general-purpose registers called
accumulators that are used to temporarily store data or
memory addresses. They are generally the same length
(number of bits) as a memory word. There are typicaly
8-, 16-, or 32-bit accumulators, numbered from O,
depending on the size and type of computer or
MiCroprocessor.

These registers are accessible to a computer
programmer. In other words a programmer can control,
by machine instruction(s), what datais placed in these
registers and what manipulations take place on the data
In addition to the operation (op) code, instructions
contain one or two multibit fields that specifically
identify the accumulator register to be operated upon.

In older computers each bit position’s flip-flop
circuit had indicator lamps to indicate the contents of
the register to the computer programmer/technician. In
the newer computers, the majority of registers are
noting more than memory addresses in local storage
areas. The register contents, however, are still
accessible to the technician through the computer’s
man/machine interface.

INDEX REGISTERS.— Most CPUs contain a
number of index registers (8-, 16-, or 32-hit). Index
registers are addressable registers that are used for two
purposes: address modification and counting. The
vaue contained in a particular index register can be
used to modify the operand address of a machine
instruction without changing the instruction itself in
memory. In this way a single instruction can be used to
specify alarge number of operands, indirectly.

The count in an index register can aso be modified
by fixed values (incremented or decremented) to
control program repetitions or iterations.

INSTRUCTION REGISTER.— To translate and
execute the instructions, the outputs of the instruction
register are fed to logic circuits (selectors and/or

translators) that are used to trandlate the binary codes

into commands for the CPU to execute((fig. 5-4).
PROGRAM COUNTER.— The program counter

controls the selection of machine instructions. It holds

the address of the next instruction to be executed.
Adders and registers are used to perform this function.
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Figure 5-4—Example of instruction trandation and execution circuitry.

STATUS INDICATING REGISTERS— The
CPU must have some way to monitor the status of the
computer’s internal operations. The name of these
register or registers may differ between computers, but
the general functions performed are the same. Some of
the most common names are as follows:

¢ Condition code
e Status and control
® Program status

e Active status

e Flag

These registers use the condition of individual
bits in the register to indicate the status of opera-
tions in the computer[ (fig. 5-5). Within the register,
individual and sometimes groups of bits (2 or 3
bits) are hardwired to the computer logic. The 1 or O
value in each bit position indicates the status of a
particular activity or specia function of the com-
puter.

The specific activities monitored by these registers
varies between computers, but consist of the following
general areas. arithmetic operation or comparison
results (carry, overflow, zero, negative, and so forth)
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Figure 5-5—Example of a status register; indication of a
program fault.




[(fig. 5-6), avariety of interrupt conditions, task or
executive state status, and har dwar e status (memory
lockout, hardware faults, and so forth). These registers
are often used with instructions where branching
conditions are used to change the sequence of
instruction execution.

The status indicating registers’ contents can be
sensed, loaded with new data bits, or stored into
memory by machine instruction. Many machine
instructions, particularly branching instructions, are
designed to sense the condition of specified register hits
to determine how the instruction itself is to be executed.
Other instructions are designed to modify the contents
of the register(s) to change state (executive or task) or
to enable/disable classes of interrupts; this is

accomplished by indexing. The contents of the status
indicating register(s) is/are normally stored into
memory as part of the interrupt processing operation.

Instruction and Control Operations

The control portion of the CPU for computers is
responsible for fetching, trandating, and executing all
instructiond (fig. 5-7). The CPU calls up or reads the
instructions one at a time either from consecutive
addresses or as dictated by the program from main
memory or read-only memory (ROM). The general
process of execution of a machine instruction can be
divided into four major parts. fetch (read) the
instruction, update the program counter or equivalent,
trandlate the instruction, and execute the instruction
specified by the function or op code.
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Figure 5-6.—Example of an arithmetic detecting circuit used to indicate a subtraction overflow condition.
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Figure 5-7.—Basic operation of a fetch and decode (trandate)
of an ingtruction in a CPU.

FETCH (READ) THE INSTRUCTION.— The
instruction is fetched by reading the instruction from the
memory (main memory or ROM) address specified by
the contents of the program counter or equivalent. The
instruction is temporarily stored in an instruction
register, while the program counter is being
incremented to the next instruction’s address.

UPDATE THE PROGRAM COUNTER.— The
program counter controls the selection of the
instruction. The program counter contains the memory
address of the next machine instruction to be executed.
Most of the time machine instructions are executed
sequentially. The program counter is incremented to
the address of the next instruction. Usually an index
adder is used to perform this function. When an
instruction is completed, the new count in the program
counter points to the next instruction to be fetched from
memory and executed in turn.

The memory word size of the computer has an
effect on the value that is used to increment the program
counter. For those computers in which the mgjority of
instructions are contained in one memory word, the
program counter is incremented by one (1) for each
instruction. For computers with smaller memory words
(8-hits), instructions are often assembled from several
sequential bytes and the program counter must be
incremented by a value that will point to the first byte
of the next instruction to ensure correct translation of
that instruction’s operation code.

There are times, however, when a change in the
sequence of instruction execution, called branching or
jumping, is required. Branching or jumping can be
accomplished through the man/machine interface by
using switches on the controlling consoles. Examples
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Figure 5-8—Block diagram of an operation to determine an
absolute address.

are the stop and jump switches. In these cases instead
of being incremented, the address in the program
counter is changed to anew address to start sequential
execution of a different section of machine instructions
in the program. Branching or jumping can aso be
accomplished through program instructions.

In some computers, the program counter contains
the relative or offset address of the instruction being
executed. An additional set of registers caled base
registers are used to provide the base address of a block
of memory. The program counter value must be added
to a selected base register valug/(fig. 5-8) to determine
the absolute address of the next sequentia instruction.

TRANSLATE THE INSTRUCTION.— An
instruction register holds the machine instruction while
it is trandated by other CPU logic (trandators). The binary
data that makes up the instruction op code determines
the operation the CPU isto perform. The derived func-
tion codes are then sent to other parts of the control section
of the CPU to execute the instruction. The translation
of the instruction determines which command
sequences will be used to execute the instruction.

EXECUTE THE INSTRUCTION.— Execution
of the instruction will generate command enables that
are used throughout the computer to transfer data
between registers and other parts of the computer. The
logic consists of gating and amplifying circuits, which
produce or inhibit control signals appropriate to the
combination of conditions at their inputs. The
controlling conditions are supplied by the timing
circuits (master clock, main timing chains, and timing
sequences) and function code translator and associated
circuitry (selectors, registers, adders, and comparators).

An execution technique used in newer
microprocessors contains a logic assembly called an
instruction queue. It is used to speed up computer
operations and increase efficiency. The instruction
queue allows the microprocessor to fetch a number of
sequentia instructions or instruction bytes and hold
them in a queue for execution by the execution unit of
the microprocessor. The instructions are fetched by the
bus when the memory section is available for access and
in some cases pretranslated while the processor is



executing other instructions. Instructions or instruction
bytes are added to the rear of the queue until the queue
is full. When the execution unit has completed an
instruction, it simply takes the next instruction or
severd instruction bytes from the front of the queue.

Instruction Operation Levels

The CPU executes instructions at two levels or
states: the executive state and the task state. Data bits
in the status indicating registers(s) are used to select the
desired active state.

o Executive state —Executive state, also called inter-
rupt state, instructions are designed to process what are
known as executive functions (primarily 1/0 and inter-
rupt processing) for multiprogramming operations. These
functions are included in the operating system programs.
There may be as many as four separate executive states
in newer computers, one for each class of interrupts.

o Task state—Task state instructions execute what
are called application functions. These functions
actually perform the work, such as solving the fire
control problem in a CDS/NTDS platform or
computing a sonobuoy pattern on a TSC platform.

The mgjority of machine instructions can be
executed in either the task or executive states. There
are alimited number of instructions that can be executed
only in the executive states. An exampleis privileged
instructions that are part of interrupts, which you will
learn more about later in thistopic.

Those computers that have task and executive states
have at least one set of addressable registers for each
state. These addressable register types (accumulators,
index registers, base registers, and the like) are only
accessible by machine instruction when the computer
isin the applicable state. The register sets are enabled
and disabled automatically as the computer changes
states. In computers with four executive states, there
are five sets of addressable registers, one for the task
state and one for each executive state.

INSTRUCTION OPERAND ADDRESSING

Addressing is the process of locating the operand
(specific information) for a given operation. It is
similar to the process of obtaining your address so that
information can be sent to you. Once the computer
knows where to obtain the location of the operand, the
instruction can be carried out. If for instance, the
operand is in memory, the addressing technique
determines how to obtain the memory address of the
operand and how to use this address to locate the
operand and fetch it. If the operand isin one of the
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CPU’s registers, addressing is the means by which the
instruction specifies the selected register and the
operand is fetched. Because the length of instructions
and the number of bits per memory cell vary between
types of instructions and computers, there is a variety
of ways the operand may be obtained.

INTERRUPTS

Up to this point we have covered timing and instruc-
tion control and execution. The following information
is designed to tie together the overall operation of the
computer through the study of interrupts and interrupt
processing. We first cover the definition of an interrupt
and the types and classifications of interrupts you will
encounter in computer systems. Then, we cover how
computers handle interrupts and what happens within
the computer hardware and software.

An interrupt is defined as a break in the normal flow
of operation of acomputer caused by an interrupt
signal. The break occurs in such a way that the
operation can be resumed from the point of the break at
a later time with exactly the same conditions prevailing.

Interrupts are a method of diverting the attention of
the computer from whatever process or program it is
performing to the special condition or event that caused
the interrupt signal. Interrupts allow the computer to
respond to high priority demands and still be able to
perform normal or lower priority processing. When the
condition that caused the interrupt signal to occur has
been addressed or processed, the computer’s attention
can be returned to the process or program it was
executing before the interrupt with the exact same
conditions prevailing. Interrupts can occur either
asynchronoudly or synchronously within the CPU
program. The handling of a synchronous interrupt
occurs with the actual event that caused the interrupt;
whereas the handling of an asynchronous interrupt may
occur much later in time than the actual event that
caused the interrupt. We discuss the classification,
types (micro, mini, and mainframe computers),
priorities, codes, and handling processes of interrupts.

Classifications of Interrupts

There are two major classifications of interrupts:
internal interrupts and external interrupts.

e Internal interrupts —Internal interrupts occur as
aresult of actions or conditions within the sections of
the computer (CPU, 10Cs, or memory). Internal
interrupts tend to indicate the completion or termination
of 1/0 operations, or the ending of defined time periods;
or they signal some type of error.



e External interrupts —External interrupts are
received from external peripheral devices. They are
used to synchronize the execution of computer
programs to the readiness of the peripheral device to
transmit or receive data. They are also used to identify
periphera equipment problems/errors to the computer.

Now let'slook at how interrupts work in each major
type of computer.

MICROCOMPUTER INTERRUPT TYPES—
The microcomputer receives both internal and external
interrupts. Internal interrupts are received from the
real-time clock, system clock, and other conditions that
effect the operation of the microprocessor. External
interrupts are received from disk drives, CD-ROM
drives, sound boards, etc. These are classified as
external interrupts, even though the devices are
physically installed in the microcomputer case.
Microcomputer interrupts fall into two basic categories:
maskable and non-maskable. The CPU of the
microcomputer has two interrupt signal lines, one for
each category of interrupt.

External hardware interrupts are maskable inter-
rupts. The interrupt request signal indicates the pres-
ence of one or more of these interrupts. The specific
interrupt type is defined by accompanying interrupt code
words. Theinterrupt code and a ROM or program-
mable ROM (PROM) lookup table are used to direct the

processor to the address of the interrupt processor pro-
gram for the particular interrupt type. Maskable inter-
rupts can be masked out or locked out for short periods
of time by the software to alow the CPU to perform
critical operations. The programmer is responsible for
ensuring that interrupts are managed in a timely manner.

Nonmaskable interrupts cannot be masked ouit.
They are used for conditions that require immediate
attention by the microcomputer. Examples include
interrupts from the internal hard disks, modems, fax
cards, and sometimes a power out-of-tolerance
condition. If this feature is available, a power out-of-
tolerance condition will force the microcomputer to
execute its save data program.

The interrupt request (IRQ) line provides the
input signal path for all interrupts. If the interrupt
enable bit in the status indicating register is set, the
interrupt is processed at the end of the current
instruction cycle. If the interrupt enable bit is clear, the
interrupt signal is ignored by the microcomputer and
the next sequential instruction is executed.

Each hardware interrupt has a unique IRQ channel
assigned. Some of these channels are preassigned and
cannot be changed, while several are available for the
user to install additional hardware into the
microcomputer[ Table 5-1 lists the hardware interrupt
channels used by most microcomputers. Note that in

Table 5-1.—Common IRQ Assignments for Microcomputers

IRQ Channel INTERRUPT FUNCTION BUS SLOT/SIZE

0 System Timer No

1 Keyboard Controller No

2 Cascade to IRQ 9 Yes/8 or 16 bit
3 COM?2 or COM4 Yes/8 or 16 bit
4 COM1 or COM3 Yes/8 or 16 bit
5 Parailel Port 2 (LPT2) Yes/8 or 16 bit
6 Floppy Disk Controller Yes/8 or 16 bit
7 Parallel Port 1 (LPT1) Yes/8 or 16 bit
8 Reai-Time Ciock No

9 Available 9May appear as IRQ 2 Yes/8 or 16 bit
10 Available Yes/16 bit

i1 Available Yes/16 bit

12 Motherboard Mouse Port Yes/16 bit
13 Math Coprocessor No
14 Hard Disk/Primary IDE Controller Yes/16 bit
15 Secondary IDE controller/Available Yes/16 bit
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[Table 5-1, IRQ5 is assigned to parallel port 2; this port
is generally available in most microcomputers and is
commonly used by most sound cards. When
microprocessors expanded from 8-bit to 16-bit proces-
sors, the amount of hardware supported also grew. This
required the addition of more IRQ channels. Manufac-
turers added an additiona 8-channel processor and cas-
caded them by connecting IRQ2 on processor to IRQ9.

The latest development in microcomputer technol-
ogy concerning interrupt processing is the Plug-n-Play
feature. A true plug and play system requires three
components to work together; the hardware, the BIOS,
and the operating system. During the power-on cycle
of computers that are Plug-n-Play capable, the firmware
contained in the basic input/output system (BIOS)
interrogates each component in the system to determine
the type of board, IRQ channel requirements, DMA
channel requirements, and ROM requirements. The
board responds with the specifications it requires, then
the BIOS assigns IRQs, DMA, ROM resources, etc., to
all the boards, ensuring that there are no conflicts. The
functions of the BIOS are covered in detail later in this
chapter. This process is repeated every time the
computer is turned on. Controllers that are not
Plug-n-Play compatible can be installed by using the
standard configuration program and locking the
resource to those unique settings.

MINI AND MAINFRAME INTERRUPT
TYPES.— Within larger computers, interrupts are
divided into a number of separate classes. Multiple
classes of interrupts are needed because there are
several levels of processing within these computers and
many different types of operations and conditions that
have to be monitored. Some operations and conditions
are more important than others.

There are generally three or four classes of
interrupts, which we designate class |, I1, 111, and IV.
Interrupts are prioritized by these classes and by the
types of interrupts within a class. Class | interrupts are
the highest priority or most important interrupt class as
far as the computer is concerned. The other classes (11,
[11, and IV) arein turn lower in priority than Class|.

Class| Interrupts.— Class | interrupts function
during all computer operations; in other words, they
will interrupt any computer program or instruction.
These are the highest priority interrupts. Known as
fault and hardware or hardware error interrupts,
these interrupts indicate there is a serious hardware
problem with the computer, or more accurately within
the CPU or its communication buses. The following are
some of the more common class | interrupts:
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Power fault or power tolerance

e Memory parity errors

e Memory resume errors

e Bus communication errors

The most common class | interrupt is the power
fault or power tolerance interrupt. This interrupt
indicates that the power supply voltage has fallen below
a certain tolerance level and that the computer should
execute its power failure processing routines before
there is a total loss of power. The actua routines will
vary from computer to computer based on the device's
automatic restart and backup storage power
capabilities.

Class 1l Interrupts— Class 1 interrupts are used
to identify faults and errors within the CPU or 10C
instruction execution and program timing processes.
These softwar e interrupts can indicate the following
conditions:

e Execution of illegal instruction operation (op)

codes (CPU or IOC instructions)

Execution of privileged instructions in the task
mode

Floating-point math underflow or overflow
conditions

Real-time clock (RTC) overflow

e Monitor clock timeouts

Class Il Interrupts— Class Il interrupts are
primarily 1/0 operation interrupts. They indicate
such functions as the following:

e External interrupts

® |nput or output chain interrupts

e Intercomputer timeouts

Input data ready or output data ready interrupts

Class 1V Interrupts— In some computers, there is
aclass IV interrupt that indicates executive state
entrance. In others, the executive state entrance is a
class Il interrupt. A limited number of instructions can
be executed only in the executive states. Among them
are privileged instructions.

MINI AND MAINFRAME INTERRUPT
LOCKOUT OF CLASS I, II, I1l, AND IV
TYPES.— Computers that operate with different levels
of interrupts are equipped with the logic circuitry to



lockout or disarm classes of interrupts and often
specific interrupts within a class. Lower levels of
interrupts (class 11 through V) can be locked out
(disarmed) or enabled (armed) by machine instruction.
The terms prevent/allow are also used in place of
enable/disable with some computers. The lower
priority interrupts are locked out so that they do not
interfere with higher level computer operations
(executive state or class | interrupt processing) while
they arein progress.

There are usually several specific class | interrupts
that cannot be locked out by instruction. These
interrupts would normally include any of the following:

e Power fault
e CPU instruction fault

¢ |OC ingtruction fault interrupts

INTERRUPTS AND INTERRUPT CODES—
Interrupt signals, as a rule, cause the computer to
reference a freed address in memory and execute the
subroutine (a series of instructions) identified by the
contents of the address. The interrupt signal only
identifies the class of interrupt. Multiple interrupt types
within a class are usually defined by an accompanying
interrupt code or interrupt code word.

In older and smaller computers, the interrupt code
parallels the interrupt signal. In other words both the
interrupt signal (class |, 11, or 111) and identifying code

are recelved and processed by the CPU at the same time.
Since the interrupt processor tends to lockout interrupts
of the same class, this process tends to hold up or even
lose interrupts of the same or lower priority classes that
occur while the first interrupt is being processed.

Newer computers retain multiple interrupt codes of
the same class in an interrupt stack or interrupt
gueue, usually contained in the 1/O section. There
usualy is a stack or queue for each interrupt class (I, I1,
or [11). Interrupt queues store their codes in first-in,
first-out (FIFO) order.

The interrupt signal would indicate to the CPU the
presence of at least one interrupt of the particular class.
The stack and queue arrangements allow the CPU to
sample the interrupt codes at its convenience. As each
code is processed, it is removed from the stack or queue
until the stack or queue is empty. The interrupt signal
would only drop if the stack or queue becomes empty.
New interrupt codes would simply be added to the stack
or queue as they occur. An empty stack or queue would
generate an interrupt signal when the first new code is
added to the stack or queue by the 1/O circuits.

INTERRUPT HANDLING PROCESS.— CPUs
follow a specific sequence of events when processing
an interrupt. Remember interrupt processing has
priority over normal program execution. We discuss
the general interrupt handling process in order of its
sequencel Figure 5-9 illustrates the general sequence

CPU MEMORY
PROGRAM COUNTER
(MEMORY ADDRESS OF [—y
NEXT INSTRUCTION)
)
INCREMENT ADDRESS
PROGRAM > INSTRUCTION
COUNTER R
[ INSTUCTION CONTROL l—' cOTRD
SIGNAL

rll}

INSTRUCTION DECODE

IﬁSTRUCTION REGISTER I‘-

DATA BUS

ETFCO0051

Figure 5-9.—General sequence of an interrupt response.
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of an interrupt response by the CPU. Refer to this figure
as we describe the process.

Terminate Current Program Execution.—
Computers are not designed to instantly stop all current
operations when an interrupt signal is received. They
do not halt the current operation until the machine
instruction (macro or micro) being processed has been
completed. Interrupt terminations effectively occur
between instructions. There is usualy a check for
interrupt signals at the end of the current instruction
execution cycle. In our example, an interrupt is
received during the execution of the third instruction.

At this time, the program counter has been
incremented to the next instruction’s address, and all
register operations are complete from the execution of
the instruction in the instruction register, the third
instruction. The program counter reflects the address
of the next instruction in the current program and the
register contents are stable. It is at this point that the
interrupt process will be initiated.

Lock Out All Interrupts— The first event that
takes place in interrupt processing is the locking out of
al new interrupts. This is done to protect the integrity
of the process that ensures returning to the same
conditions after processing the interrupt. There are a
few machine instructions and other processes that must
be performed to save the current register data so that it
can be restored to the preinterrupt conditions. The
interrupt lockout prevents any new interrupts from
interrupting this process and potentially losing data or
even worse losing track of where the computer was in
the interrupted program.

Store Program and Register Data— Once all
interrupts have been locked out, the computer can store
the current process sregister datain the applicable
memory locations. Each class of interrupt is assigned
a block of memory locations to store at least the
following register contents: program counter and status
register(s).

The program counter data will alow the interrupted
process to be restarted as if the next instruction is being
executed as in normal operation. The status register
contents are saved to be able to reinstate the computer’s
operational status at the time of the interrupt once the
interrupt has been processed. In our example, the data
from the three previoudly executed instructions is stored
in memory. The address of the fourth instruction of the
current program is also saved.

In newer computers, the accumulator, index, and
other addressable registers do not require saving since
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there is a separate register set for each task and
executive state. When a new state is entered, the
instructions being executed can only address or modify
the registers assigned to that state. Any other task or
executive state registers are disabled and their contents
are protected until the appropriate state is reentered.

Retrieve Interrupt Processor Data— After the
register data is saved, the new executive state’s registers
are loaded with the interrupt processor program data.
The program counter is loaded with the starting address
of the processor program (instruction number 1 of the
interrupt routine), the status register(s) is/are loaded
with the operational status data required by the
program. The interrupt processor data for each class of
interrupts is stored in an assigned block of memory cells
where it can be retrieved for each interrupt.

Enter Executive State and Enable Desired
Interrupts. — The loading of the status register(s)
allows the computer to enter the required executive state
and enable the interrupts that can in turn interrupt the
interrupt processor. The data bits loaded into the status
register(s) effectively change the executive state class
(1, I, 11, or 1V), and enable the active status register set.

The new status register bits also set or clear
interrupt lockouts to enable or disable specific interrupt
classes. The new data in the status register(s) would
only enable higher priority interrupts than the interrupt
being processed.

Execute Interrupt Processor Program.— The
address in the active state's program counter will now
alow for the execution of the interrupt processor
program, instruction number 1 of the interrupt routine.
The interrupt processor samples the interrupt code
words and determines the appropriate action in
response to the interrupt.

Return to Original Process— Upon completion
of the interrupt processor routine, the active state will
be switched to the next lower state, either task state or
a lower priority executive state, and the program
counter and status register(s) for that state will be
reloaded with the saved data. The program counter can
then call up the next sequential instruction (instruction
number 4 of the current program) in the interrupted
process and the program will continue as if no interrupt
had occurred. The computer will normally return to the
task state program only when al executive state
procedures have been completed.



CONTROL MEMORY

Control memory is a random access memory
(RAM) consisting of addressable storage registers. It is
primarily used in mini and mainframe computers as a
temporary storage for data. Access to control memory
data requires less time than to main memory; this speeds
up CPU operation by reducing the number of memory
references for data storage and retrieval. Accessis
performed as part of a control section sequence while
the master clock oscillator is running.

The control memory addresses are divided into two
groups: atask mode and an executive (interrupt) mode.
Addressing words stored in control memory is via the
address select logic for each of the register groups.
There can be up to five register groups in control
memory. These groups select a register for fetching
data for programmed CPU operation or for maintenance
console or equivalent display or storage of dataviaa
maintenance console or equivalent. During
progranmed CPU operations, these registers are
accessed directly by the CPU logic. Data routing
circuits are used by control memory to interconnect the
registers used in control memory.

Some of the registers contained in a control
memory that operate in the task and executive modes
include the following:

e Accumulators

® |ndexes

e Monitor clock status indicating registers
e [nterrupt data registers

CACHE MEMORY

Cache memory is a small, high-speed RAM buffer
located between the CPU and main memory. Cache
memory buffers or holds a copy of the instructions
(instruction cache) or data (operand or data cache)
currently being used by the CPU. The instructions and
data are copies of those in main memory.

Cache memory provides two benefits. One, the
average access time for CPU’s memory requestsis
reduced, increasing the CPU’s speed by providing rapid
access to currently used instructions and data. Two, the
CPU’s use of the available memory bandwidth is
reduced. This allows other devices on the system bus
to use the memory without interfering with the CPU.
Therefore, cache memory is used to speed up the flow
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of instructions and data into the CPU from main
memory.

This cache function is important because the main
memory cycle timeis typicaly slower than the CPU
clocking rates. To accomplish this rapid data transfer,
cache memories are usually built from the faster
bipolar RAM devices rather than the slower
metal-oxide-semiconductor (MOS) RAM devices.
The RAMs used for cache memory may be either
dynamic RAMs (DRAMS) or static RAMs (SRAMs).
Cache memories are not part of the memory section and
they are transparent to programmers (i.e., not accessible
by machine instruction). Their size varies with the type
of computer; usualy they are no more than 64K.

PROPERTIES OF CACHE MEMORY .— All
caches share the following properties:

¢ A buffered memory or cache memory consists of
a small high-speed memory with main memory
information. This information may be addresses, data,
or instructions. The speed of the small memory is
usually on the order of one magnitude faster than main
memory, and its capacity istypically one or two orders
of magnitude less than main memory.

¢ A cache memory system requires an identifier
or tag stor e to indicate which entries of main memory
have been copied into it. Such an area is usually
referred to asthe directory or tag store.

¢ A cache memory requires a logical network and
method of replacing old entries.

e A cache memory uses timing and control.

CACHE PROCESS.— The cache process takes
place when a CPU with a cache initiates a memory
reference. The address of the needed item is generated
and the cache is searched. The method of search
depends on the type of cache mapping used by the
computer system. We can generalize the cache process
into three areas as follows:

® Searches —Reads from the cache directory with
a hit indicating that the data from the requested address
is present, while a miss indicates that the data is not
present.

¢ Updates —Writes to the cache data as well as to
the directories with new informationo

¢ |nvalidates —Writes only to the directories; this
effectively removes an address that previously resided
in cache.



If the particular address is found in the cache, the
block of datais sent to the CPU, and the CPU goes about
its operation until it requires something else from
memory. When the CPU finds what it needs in the
cache, a hit has occurred. When the address requested
by the CPU is not in the cache, a miss has occurred and
the required address along with its block of datais
brought into the cache according to how it is mapped.

Cache processing in some computers is divided into
two sections: main cache and eavesdrop cache. Main
cache is initiated by the CPU within. Eavesdrop is done
when a write to memory is performed by another
requestor (other CPU or 10C). Eavesdrop searches
have no impact on CPU performances.

CACHE MAPPING TECHNIQUES.— Cache
mapping is the method by which the contents of main
memory are brought into the cache and referenced by
the CPU. The mapping method used directly affects the
performance of the entire computer system.

¢ Direct mapping —Main memory locations can
only be copied into one location in the cache. Thisis
accomplished by dividing main memory into pages that
correspond in size with the cache [fig. 5- 10).

¢ Fully associative mapping —Fully associative
cache mapping is the most complex, but it is most
flexible with regards to where data can reside. A newly
read block of main memory can be placed anywherein
a fully associative cache. If the cache is full, a

| MAIN MEMORY PAGES |||

N

h

BLOCK FRAME
DATA SET (0)
CACHE SET(1)
CONTROL —P SET (2)
LOGIC °
[ ]
[ ]
o
L JSET (s-1)
\5
CPU
ETFCO0053

Figure 5-10.—Example of direct mapping used in cache
memory.
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Figure 5-11.—Example of fully associated mapping used in
cache memory.
replacement algorithm is used to determine which block
in the cache gets replaced by the new data[fig. 5-11).

e Set associative mapping —Set associative cache
mapping combines the best of direct and associative
cache mapping techniques. As with a direct mapped
cache, blocks of main memory data will still map into
as specific set, but they can now be in any N-cache block
frames within each set[(fig. 5-12).

CACHE READ.— The two primary methods used
to read data from cache and main memory are as
follows:

MAIN MEMORY

by
BLOCK FRAMES
BLK(0) BLK(1) BLK(2) BLK(n-1)
eese e SET(O)
SET(1)
SET(2)
[}
(]
| 1 | | [ | SET(a-1)
CACHE
CONTROL [¢—» CPU
LOGIC

Dss-12

Figure 5-12—Example of set association mapping used in
cache memory.



¢ | ook-through read —In look-through read, the
cacheischecked first. If amiss occurs, the referenceis
sent to main memory to be serviced. Thisis known as
a seria read policy.

¢ | ook-aside read —A look-aside read presents
both cache and main memory with the reference
simultaneously. Since the cache will respond faster, if
ahit occurs, the request can be terminated before main
memory responds. Thisis known as a parallel read
policy.

CACHE REPLACEMENT POLICIES.— When
new datais read into the cache, a replacement policy
determines which block of old data should be replaced.
The objective of replacement policies is to retain data
that is likely to be used in the near future and discard
data that won't be used immediately. The replacement
policiesinclude the following:

o FIFO —The first block that was read into cache
isthefirst one to be discarded.

e LRU —The block that hasn’'t been used in the
longest period of timeis replaced by the new block.

¢ Random. —Blocks are replaced randomly.

¢ Optimum— This cache replacement algorithm is
psychic and has perfect knowledge of the future.
Optimum replacement is what the other three strive for,
with LRU coming the closest.

CACHE WRITE.— Since the cache contents area
duplicate copy of information in main memory, writing
(instructions to enter data) to the cache must eventualy
be made to the same data in main memory. This is done
in two ways as follows:

e Write-through cache— Writing is made to the
corresponding data in both cache and main memory.

¢ Write-back cache— Main memory is not updated
until the cache page is returned to main memory.

READ-ONLY MEMORY (ROM)

Every computer comes with a set of software
instructions supplied by the manufacturer. This enables
the computer to perform its I/O operations. These
permanent instructions (routines) reside in a read-only
memory (ROM). ROM is often referred to as
firmware: software permanently contained in
hardware. The instructions are considered permanent
or nonvolatile, since they are not erased each time the
computer loses power or is turned off. The ROM
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contains the program that defines its uniqueness
compared with all other types of computers.

The ROM is programmed at the time of
manufacture and cannot be altered. It istailored to
system requirements. It cannot be altered except by
removing and replacing it—either amodule or I1C chip
on aboard. The contents of the ROM are electrically
unalterable. Other variations of ROMs called PROMS
can be reprogrammed as required. This and other
variations are covered in further detail in chapter 6 on
memory.

In connection with the ROM, you will hear the term
boot procedure used. The ROM initiates the boot
procedure—a sequence of steps followed when you
turn on the power to the computer or initiate the boot
procedure. The steps required to successfully boot the
computer depend on the type of computer. Other terms
that have the same meaning as boot include boot up,
booting, or bootstrap. They al refer to the process of
loading the software. Consult your computer’s
technical or owner’s manual for the exact procedures
for your computer system. We use two types of ROMs
to discuss some of the programs associated with the
ROM: nondestructive readout (NDRO) memory and
basic input/output system (BIOS).

Nondestructive Readout (NDRO) Memory

A nondestructive readout (NDRO) memory is
usually associated with a militarized mainframe or
minicomputer. The NDRO is a small module that
occupies two or more slots. For mainframes, it is
located in the CPU module. For minicomputers, it is
located in the chassis that contains the CPU’s pcb's.
The functions of an NDRO are controlled from the
computer’s controlling device: a maintenance console
or equivalent. The sizes of the NDRO addresses vary
with the type of computer and its requirements.
Selection of a particular word in the NDRO is viathe
NDRO address select, line selector, and current switch
logic. AN NDRO consists of hardwired circuits to
create the bootstrap programs or a ROM or PROM.
Some of the programs contained on an NDRO include
the following:

® Two bootstrap programs—Used to load
programs from peripheral equipmentsinto main
memory

e Autostart programs



Computer start programs—Used to start a
program from a controlling device, locally or
remote

Interrupt routines

Diagnostic programs—Load failure analysis,
memory test, interface test, and computer
interconnection system

Program development memory
User-specified programs

Inspect and change programs
Basic InPut/Output System (BIOS)

A basic input/output system (BIOS) is usually
associated with “amicrocomputer. The BIOS performs
the same basic function that an NDRO does in larger
computers except for afew maor differences. The
BIOS is located in the CPU/memory pcb. It is
contained on one or more IC chips on the pch, and the
functions of the BIOS are initiated when the computer
is powered on. Among the tasks performed are
diagnostic testing, environmental inventory, and boot
procedure] Figure 5-13 is a basic diagram of installing
aBIOS along with the operating system into RAM of a
microcomputer.

DIAGNOSTIC TESTING.— Diagnostic testing
or Power-on Self Test (POST) is initiated when you
initially power up the micro. These tests generally do
the following:

e Test CPU registers and flags

SYSTEM —

*BASIC INPUT/OUTPUT «INPUT / OUTPUT
SYSTEM (BIOS) L ROUTINES
________________ i +
«iNPUT / OUTPUT
ROUTINES | RSl
eSYSTEM STARTUP | [~~~ 777777]
ROUTINES
READ-ONLY RANDOM-ACCESS

MEMORY (ROM)  DSs13  MEMORY (RAM)

Figure 5-13—Basic diagram of installing a BIOS.

5-18

Compute and check a checksum for the ROM
Check the direct memory access (DMA)

Test the interrupt controller

Test the timer

Perform a checksum test on the BASIC
(programming language) ROMs

Test the video
Test the CRT interface lines

e Test the memory

Test the keyboard

ENVIRONMENTAL INVENTORY.— This
portion of the BIOS includes, just as the name implies,
taking inventory of the presence or absence of key
items. It includes the following tasks:

e |nitialize installed adapters if necessary and
return to BIOS startup. Adapters include hard
disk controllers, enhanced graphics adapter
(EGA), and local-area network (LAN) adapters.

® Check disk controllers for floppy and hard
drives.

e Determine the number of printers and seria ports
attached.

BOOT PROCEDURE.— Once the testing and
inventory are complete, batch files are executed. These
are the files that have been written to execute the
sequence of instructions needed when the system is
powered up and the system configuration files are
loaded. The ROM chip program searches for the
operating system files on either the floppy drive diskette
and/or the hard disk depending on the system setup. As
soon as the operating system is located, it is loaded into
memory and control is turned over to the operating
system. To let you know the microcomputer is ready to
use, an opening message (a prompt) is displayed.

TOPIC 2—ARITHMETIC AND LOGIC
UNIT (ALU)

The arithmetic and logic unit (ALU), also called the
arithmetic section, is designed to perform the arithmetic
and logical operations for the CPU. The data reguired
to perform the arithmetic and logical calculations are
inputs from the designated CPU registers and operands.
The ALU relies on basic items to perform its operations.
We have discussed some of these basic items in previous



chapters and topics. They include the number
systems, data routing circuits (adders/subtractors),
timing, instructions, and operand/registers.

In this topic, we discuss the instructions, timing,
and operand/registers and how they apply to the ALU
and the ALU operations. shows a
representative block diagram of an ALU of a
microcomputer. Chapter 4 of this volume and NEETS
Module 13, Introduction to Number Systems and Logic
Circuits, provide a review of number systems,
adder/subtractor circuits, timing, instructions, and
operands/registers. Also refer to NEETS 13 for detalled
information of the types of number systems and
information basic to al number systems; their
identification, operations (addition and subtraction
including radix-minus-1 complement and
radix-minus-2 complement computations), and
conversion. They are discussed in more detail, and it
would benefit you to review them to gain a better
understanding of how they apply in the ALU
operations.

INSTRUCTIONS

The instructions tell the CPU which type of
mathematical or logical calculation the ALU will
perform. They will also tell the CPU the location of the
data on which the ALU will perform the calculations
and where to store the results. Results can be used
immediately or stored for use later. Special codes
within the instructions can also affect arithmetic or
logical operations. They can be used for branching or
setting flag registers.

TO DATA BUS

OUTPUTE INPUT

| AL
¥| REGISTERS |

ALU
SWITCHING
CIRCUITS

CIRCUITS
(DECIDE)

e

ARITHMETIC’
CIRCUITS

—

(COMPUTE)

FROM TIMING & CONTROL

ARITHMETIC LOGIC UNIT FEATURES DS5.14

Figure5-14.—Representative block diagram of an AL U.
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TIMING

Timing in the ALU is provided by the CPU’s timing
circuits. Larger computers have their own arithmetic
timing circuits independent of the CPU’s timing
circuits. In this case, arithmetic timing isinitiated by a
command from the CPU’s main timing chain and the
length of the arithmetic timing chain is dependent upon
the specific instruction.

OPERANDS/REGISTERS

The registers and operands provide the computer
the sources of the data needed to perform the
calculations. They also provide the destination for
results. Computers can be designed to include the use
of whole-word, half-word, and quarter-word
operands and the use of single-length and
double-length word/operands to carry out the
arithmetic operations. Double-length memory words
or operands will be used for mathematical operations in
which the size of the result would be greater than the
length of either of the two registers used to provide
inputs to the ALU or the operands being input to the
ALU are larger than a single word. The sign bit in
double-length memory words or operands is the most
significant bit (msb). Flag registers of one to three bits
may be used by the ALU to indicate the status of the last
arithmetic or logical operation. The last arithmetic or
logical calculation used to set a flag register is often
followed by a branching operation. Some of the items
indicated by flag registersinclude the following:

¢ Equal to zero (= 0)
e Greater than (>)

e Less than (<)

¢ Positive sign (+)

¢ Negative sign (-)
e Carry or borrow

e Overflow

Other items used in the ALU include selectors and
counters. The selectors are used to transfer the data
between the various registers (accumulators) used in the
ALU. Counters are used to keep track of shiftsused in
the various arithmetic and logical calculations.



ALU OPERATIONS

ALU operationsin the CPU include calculations of
integers and/or fractions. All the computations are
performed using the binary number system. ALU
operations aso include signed arithmetic operations.
First we discuss how the binary equivalents of decimal
numbers are represented in fixed-point representation
(integers), then we discuss floating-point
representation (fractional). Fixed- and floating-point
operations are important for the computer. They make
the computer versatile when performing arithmetic and
logical types of ALU operations.

Fixed-Point Operations

Fixed-point arithmetic operations are performed on
integral or whole numbers where the binary point is
assumed to be to the right of the least significant bit
(bit 0). For example, if we have an 8-bit register, we
may express integer decimal numbers between 0 and 2°
minus 1 (or 255), by converting the decimal number to
its binary equivalent. If we have a 16-bit register, we
can store integer decimal numbers between 0 and 2°
minus 1 (or 65535). Because the binary point is fixed
and always to the right of the least significant digit,
fractions are not represented. The magnitude or
absolute value of the number is always represented by
2"minus 1 where N is the number of bits within the
register or memory cell where the number isbeing
stored.

In fixed-point operations, the computer can
perform calculations on signed numbers (positive and
negative). The most significant bit (msb) isused as a
sign bit. A zero (0) in the msb indicates a positive or
true form number, and a one (1) in the msb indicates a
negative or one's complement/radix-minus-1 form
number.

When dealing with binary numbers, we can take
this one step further; we find the two’s complement or
radix-minus-2 of the number. It is important to
understand the concepts behind 1's and 2's
complement. It isthe basis by which the computer
performs arithmetic and logical calculations. Now if
you want to accommodate an equal amount of positive
and negative numbers, a 16-bit register can contain
numbers from —32768 to +32767 or —2°to 2° minus
1. The reason they are not both 2*is because one
combination is taken up for the zero value. Thisis more
easily seen if we examine a 4-bit register. The
combinations are shown intable 5-2|
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Table 5-2—Binary and Decimal Values of a 4-Bit Register

(MSB)

Bit Bit Bit Bit Signed
Position | Position | Position | Position | Decimal
2’(Sign | 2° 2! 2° Value

Bit)

0 1 1 1 +7
0 1 1 0 +6
0 1 0 1 +5
0 1 0 0 +4
0 0 1 1 +3
0 0 1 0 +2
0 0 0 1 +1
0 0 0 0 0

1 1 1 1 -1

1 1 1 0 -2
1 1 0 1 -3
1 1 0 0 4
1 0 1 1 -5
1 0 1 0 -6
1 0 0 1 -7
1 0 0 0 -8

That is, there are 2°or 2" combinations and one
combination is for the number zero. Negative numbers
are represented by their two’s complement and the most
significant bit (regardless of the word or operand size)
isthe sign bit. Fixed-point operations can include
double-length arithmetic operations, where operands
contain 64 bits and bit 2%is the sign bit.

Floating-Point Operations

Floating-point operations are used to simplify the
addition, subtraction, multiplication, and division of
fractional numbers. They are used when dealing with
fractional numbers, such as 5.724 or a very large
number and signed fractional numbers. When
performing arithmetic operations involving fractions or
very large numbers, it is necessary to know the location
of the binary (radix) point and to properly align this
point before the arithmetic operation. For
floating-point operations, the location of the binary
point will depend on the format of the computer. All
numbers are placed in this format before the arithmetic
operation. The fractional portion of the number is
called the mantissa and the whole integer portion,
indicating the scaled factor or exponent, is caled the
characteristic.



By rewriting the number in an exponent form, it is
often much easier for the computer to manipulate; but,
as noted, we give up the digits that were rounded. Asa
result, some resolution (the number of digitsin the
fraction) isusualy lost. For instance, the number
325786195 could be expressed as 3.26 x 10°or
32579 x 10°.  Still, this concept is useful. The
computer, however, is limited by the hardware in the
number of bits its registers and memory cells can
accommodate.

FLOATING-POINT FORMAT.— The format
for the characteristic and mantissa during floating-point
operations will vary with the register size. However,
the binary (radix) point is usually located between the
sign bit and the msb of the mantissa. Typically,

RADIX POINT'I r MsB

floating-point numbers use a 32-bit word size. Let's
illustrate a couple of examples—one with a fractional
number and another with a very large number. Refer to
frames A and B, during our discussion.

We use one’'s complement in our examples with
32-bit size words. We'll use the number 6.54321"as
our example of a fractional number[(fig. 5-15 frame A).
Our fractional number will require two 32-bit words. In
this case, notice the integral characteristic can have a
maximum positive or negative value of 2°minus 1 and
comprises the least significant 16 bits of the word. Bit
15 contains the one’s complement sign, which is
extended through the most significant 16 bits of the
word. The mantissaisthe fractional part of the number
and is processed as a 32-bit number including the sign.
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Figure 5-15—Floating-point numbers: A. Fractional number; B. Very large number.
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The second example is a very large number
7665543322211111,; refer to[figure 5-15] frame B.
After the number has been put in exponent form, it, too,
will require two 32-bit words.

FLOATING-POINT PRECISION.— Floating-
point formats include the use of single- and
double-precision (refer td figure 5-16, frames A and B).
The names single- and double-precision imply their
usefulness: precision. Notice the double-precision
floating-point format, two 32-bit words where the
characteristic is small compared to the mantissain
which precision accuracy is required.

FLOATING-POINT ROUND.— Floating-point
operations aso include rounding instructions, which
are used for rounding the mantissa’'s results; rounding
up when the mantissais equal to or greater than one-half
of one and rounding down when it less than one-half of
one. Rounding can aso be applied to double-length

results of mantissas. If the sign bit is destroyed
(overflowed into) during mantissa rounding or division,
the computer will make corrections to the mantissa or
quotient.

FLOATING-POINT INTERRUPTS— Float-
ing-point interrupts can be generated when certain
improper conditions are detected. The interrupts
inform the program of these conditions and permit
either notation or corrective procedures. Some
conditions include:

e Underflow (negative excess) or overflow (posi-
tive excess—When a floating-point char-
acter exceeds an absolute value of 2'-1 where

N isthe msb.
e Divisor —Equals zero in adivide instruction

The control section will be notified and an interrupt
will be generated.
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Figure 5-16.—Floating-point numbers: A. Single precision; B. Double-precision.
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Operation Types

From the simplest microprocessor (8-bit) to alarge
mainframe with an embedded microprocessor, the types
of ALU operations range from basic add and subtract
operations to sophisticated trigonometric operations
and separate coprocessor and math pacs, which
operate independent of the ALU. The types of
instructions most ALUs can perform can be divided into
two categories: arithmetic oper ations and logical
operations. The ALU uses the logical products of the
logic gates to perform the arithmetic and logical
instructions. Depending on the sophistication of the
computer, the logic gates are arranged to perform the
instructions included in the computer's set of
instructions.

Computers can be designed to have an adder to
perform its adding and subtracting or a subtracter to
perform its adding and subtracting. Or they can have a
combined adder/subtracter system. Because a
computer can really only add or subtract, the add and
subtract capabilities allow the computer to perform the
more complicated arithmetic operations: multiply,
division, and square root functions. Addition and
subtraction functions are embedded in division, square
root, and the more complicated arithmetic functions,
such as trigonometric and hyperbolic, to name a couple.

The computer can be designed where a single
instruction will accomplish the results or a series of
instructions can be written to produce the results. The
only drawback to a series of instruction is they consume
more time to accomplish the results. The multiply,
divide, square root, and trigonometric instructions are
examples.

Computers can multiply by repetitive adding or
they can use a series of |eft shift instructions both using
a compare instruction, which may be how a computer
with a dedicated multiply function accomplishes the
function anyway. The same principle can be applied to
the divide and square root functions. A divide can use
repetitive subtractions or a series of right shifts with a
comparison function. A square root would use a
combination of additions/subtractions and comparisons
for the multiplying and dividing necessary to
accomplish a square root function. A trigonometric
function using separate instructions would use logical
instructions to accomplish the same results that a single
trigonometric instruction would accomplish. ALU
operations include signed operations.

Depending on the sophistication of the computer,
ALU functions can include the following functions:
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e Arithmetic —Add, subtract, shift, multiply,
divide, negation, absolute value. (The more
sophisticated ALUs can perform sguare root,
trigonometric, hyperbolic, and binary angular
movement or motion (B AM) functions.)

¢ | ogicdl —AND, OR, NOT (complement), and
EXCLUSIVE OR (compare).

Also depending on the design, numeric data
coprocessor and math pacs are used in some computers
in addition to the normal arithmetic instructions
available. They execute the arithmetic instructions the
CPU’s ALU cannot, and they are still controlled by the
CPU’s program control. These additional logic circuits
can be used to amplify the capabilities of the ALU and
arithmetic section in general. Remember, the ALU is
part of a CPU module or a microprocessor chip on a
printed circuit board. The numeric data coprocessor
and math pac are separate modules or chips.

NUMERIC DATA COPROCESSOR.— The
numeric data coprocessor is a special-purpose
programmable microprocessor designed to perform up
to 68 additional arithmetic, trigonometric, exponential,
and logarithmic instructions. The coprocessor
performs numeric applications up to 100 times faster
than the CPU alone and provides handling of the
following data types: 16-,32-, and 64-bit integers; 32-,
64-, and 80-hit floating-point real numbers; and up to
18-digit binary coded decimal (BCD) operands.

The numeric data coprocessor operates in parallel
with and independent of the CPU using the same data,
address, and control buses as the CPU. In effect, the
coprocessor executes those arithmetic instructions that
the CPU’s ALU cannot. The CPU is held in await
mode, while the coprocessor is performing an
operation. The CPU still controls overall program
execution, while the coprocessor recognizes and
executes only its own numeric operations.

MATH PAC.— Math pac isamodule used as a
hardware option for some militarized minicomputers.
The math pac module provides the hardware capability
to perform square root, trigonometric and hyperbolic
functions; floating-point math; double-precision
multiply and divide instructions; and algebraic left and
right quadruple shifts.

TOPIC 3—COMPUTER INTERNAL
BUSES

To transfer information internally, computers use
buses. Buses are groups of conductors that connect the



functional areas to one another. This is how the
functional areas communicate with each other. A bus
is a paralel data communication path over which
information is transferred a byte or word at atime. The
buses contain logic that the CPU controls. The items
controlled are the transfer of data, instructions, and
commands between the functional areas of the
computer: CPU, memory, and 1/O The type of
information is generally similar on all computers; only
the names or terminology of the bus types differs. The
name of the bus or its operation usualy implies the type
of signal it carries or method of operation.

The direction of signal flow for the different buses
isindicated on figures in the computer’ s technical
manuals. The direction may be unidirectional or
bidirectional depending on the type of bus and type of
computer. Consult the computer’ s technical manual for
details. After becoming familiar with the basic
functions and operations of buses, you'll see that
regardless of the names, their basic concepts are
consistent throughout the computer. They provide
avenues for information to be exchanged inside the
computer.

BUSTYPES

The preferred method for data/information transfer
between system components is by a common data bus.
Where point-to-point data transfer is required, the
digital format is the preferred method. General
Requirements for Electronic Equipment Specifications,
MIL-STD-2036 series, provides a list of the industry
accepted standard internal data buses. They include
the standard and the interface as follows:

e |EEE 696—IEEE Standard 696 Interface
Devices, S-100

e |EEE 896.I—IEEE Standard Backplane Bus
Specification for Multiprocessor Architecture,
Future Bus

e |[EEE 961—Standard for an 8-bit
Microcomputer Bus System, STD Bus

e |EEE 1014—Standard for a Versatile Backplane
Bus, VMEbus

e |EEE 1196—Standard for a Simple 32-Bit
Backplane Bus, NuBus

e |EEE 1296—Standard for a High-Performance
Synchronous 32-Bit Bus, Multibus 11
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All computers use three types of basic buses. The
name of the bus is generally determined by the type of
signdl it is carrying or the method of operation. We
group the buses into three areas as you see them in their
most common uses. They are as follows:

e Control (also called timing and control bus),
address, and data (also called a memory bus)
buses

e |nstruction (1), Operand (O), Input/Output
Memory (I/0 MEM) or Input/Output Controller
(10C), and Computer Interconnection System
(CIS)

e Time multiplexed bus
Control Bus

The control bus is used by the CPU to direct and
monitor the actions of the other functional areas of the
computer. It is used to transmit a variety of individual
signals (read, write, interrupt, acknowledge, and so
forth) necessary to control and coordinate the
operations of the computer. The individual signals
transmitted over the control bus and their functions are
covered in the appropriate functional area description.

Address Bus

The address bus consists of all the signals necessary
to define any of the possible memory address locations
within the computer, or for modular memories any of
the possible memory address locations within a module.
An address is defined as alabel, symbol, or other set of
characters used to designate a location or register where
information is stored. Before data or instructions can
be written into or read from memory by the CPU or I/O
sections, an address must be transmitted to memory
over the address bus.

Data Bus

The bidirectional data bus, sometimes called the
memory bus, handles the transfer of al data and
instructions between functional areas of the computer.
The bidirectional data bus can only transmit in one
direction at atime. The data busis used to transfer
instructions from memory to the CPU for execution. It
carries data (operands) to and from the CPU and
memory as required by instruction trandation. The data
bus is also used to transfer data between memory and
the /O section during input/output operations. The
information on the data bus is either written into



memory at the address defined by the address bus or
consists of data read from the memory address specified
by the address bus.

is an example of a computer’s bus
system; control, address, and data buses.

Instruction (1) Bus

The instruction (I) bus allows communication
between the CPU and memory. It carries to the CPU
the program instruction words to be operated on by the
CPU from memory or returns instructions to memory.
The | busis controlled by the CPU. It is capable of
sending or receiving data while the operand(O) bus is
receiving or sending data at the same time, but only in
one direction at atime.

Operand (O) Bus

The operand (O) bus alows communication
between the CPU and memory or the CPU and an I/O
Controller (I0C). The CPU controls the operation in
both cases. The O bus is capable of sending or receiving
data, while the | busis receiving or sending data at the
same time, but only in one direction at atime. The
direction of the data depends on whether the CPU is
reading data from memory or data is being written back
into memory.

[/O MEM Bus or Input/Output Controller
(10C) Bus

The I/O memory bus allows communication
between an I/O controller (10C) and memory. It is

Figure 5-17.—Exam(PIe of a computer’s bus system; contral,
address, and data buses.
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controlled by the IOC. To respond to the CPU, the I/O
MEM bus must use the O bus.

is an illustration of communications
between a CPU, memory, and an 10C without a
computer interconnection system. Pay close attention
to the direction of signal flow and which buses allow
communication between functional areas.

Computer Interconnection System

The Computer Interconnection System (CIS)
provides the complete functional replication of the
computer intraconnection among CPUs, 10Cs, and
memories in separate computers. This alows the
internal buses to be extended beyond their own
enclosure. The CIS consists of two independent halves:
the requestor extension interface (REI) and the direct
memory interface (DMI).

REQUESTOR EXTENSION INTERFACE
(REI).— The requestor extension interface (REI) is a
bus extender. It extends the bus up to 15 other computer
cabinets providing an interconnected system of
memory modules, CPUs, and |OCs. The REI takes the
requests from the requestor ports and goes through a
priority network to determine the order in which it is to
respond to the requestors. Once the REI has responded
to a request, it puts the address onto the output bus,
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Figure 5-18—Bus system between a CPU, memory, and 10C
without CIS.



checks parity, and examines a code to determine the
correct sequence. After the sequence is established, the
REI broadcasts the requests and the address to al DMIs
connected to it. The signals on the REI external
interface are expanded to guarantee capture at the DMI
operating synchronously to the REI, which can be
located up to 500 cable-feet away. Once the REI makes
areguest, it can send write data if it is performing a write
operation or wait for a response and pass it to the
requestor. The REI responds to the requestor just as
memory does, including faults and aborts (terminates a
process before it is completed).

DIRECT MEMORY INTERFACE (DMI)
BUS.— The Direct memory interface is a responder or
dave on the REI bus. The DMI busis used in some
computersthat use an I, O, and |OC bus. The DMI bus
is used to send requests from other enclosures
(computers) to the module (CPU or 10C) requested. It
acts as the requestor and makes requests to the CPU.
When it requests an 10C, it uses |OC read and write
requests. When it requests memory, it uses operand
read or write, instruction read, or replace.

Time Multiplexed Bus

Another variation of the address and data bus is the
time multiplexed bus. This single bus transmits both
addresses and data using a four cycle clock (t1, t2, t3,
and t4). The address is transmitted during the t1 clock
cycle, the direction of data movement is selected during
t2, and the data is transmitted during t3 and t4.

BUSOPERATIONS

The bus control function is performed by a bus
interface unit or logic circuitry similar to it. Control of
abus line and the proper protocol of requesting a bus
depends on the design of the computer. In computers
with no 10C, the CPU has control of the bus lines. In
computers with an 10C, the CPU will control the
instruction and operand buses and the |OC will control
the memory buses. Bus control is necessary to handle
the large number of bus transactions that take place in
avery short period of time in the computer. There are
basically two factors that must be taken into
consideration in bus communications: transfer
priority and sour ce/destination of the data being
transferred.

Bus transfers are done on a priority basis. The
priorities of bus transfers are determined by the design
of the computer’s firmware. What part makes the
request is also determined by the design of the
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computer’s firmware; requests may be made by a CPU,
an 10C, and/or a DMI. Examples of priorities that a
computer must deal with include the following (these
examples are not in any type of priority and do not cover
the full range of priorities you may encounter):

e Transfers from memory to the CPU, these
transfers move instructions and operands to the
CPU for execution and modification

e Transfers from the CPU to memory

e Transfers by the /O in and out of memory

The specific request will identify the source and the
destination of the data. The computer’s controlling bus
continually and repeatedly checks the bus signal lines
for requests. When it receives arequest, it provides the
control signals needed to initiate the transfer. Since
most transfers deal with memory, each transfer consists
of an address exchange and a separate data exchange.
The data will either parallel the address asin a write
operation or move in the opposite direction after the
data has been read from the memory word identified by
the address.

In some computers, the bus systems use holding
registers in both the source and destination sections to
prevent data loss and to help coordinate the data
exchange. In the source logic, the datais placed in a
holding register until it is accepted by the destination
logic. The outputs of the holding register feed the bus
circuitry. In the destination logic, the bus inputs to a
holding register. After accepting the data, the
destination logic can then move the data from the
holding register to other parts of the logic for
processing.

A variety of command signal names are used to
coordinate the exchange of data on the buses by both
the source and the destination logic. The source logic
generates aready or signal equivalent when the datais
in the holding register and on the bus. The destination
logic sends an accept or equivalent signal when it has
sensed the ready signal and captured the data on the bus
inits holding register or other logic circuits.

MICROCOMPUTER ARCHITECTURE
AND BUSES

The microcomputer has uses four main types of
buses. These are the

® Processor bus

e Address bus



e Memory bus

® |/O bus

The I/O bus has historically been the slowest of all
buses, and the main focus when computer design
engineers try to improve bus speeds.

Processor Bus

The processor bus is communications path between
the CPU and the main bus. It is also used for
communications between the CPU and the processor
support chipset. The processor support chipset includes
chips such as an externa memory cache and the bus
controller chip found on some microcomputers. The
size of the processor bus matches the size of the data
words used by CPU. For example, the 80486DX chip
uses 32-bit words; therefore the processor bus has 32
data lines, 32 address lines, and the control lines. The
Pentium processors have 64-bit words and use 32-hit
addresses. Processor buses can have a maximum data
transfer rate of the motherboard clock.

Memory Bus

The memory bus transfers data between the RAM
and the CPU. This bus can be the processor bus or will
be implemented by a dedicated chipset that controls the
memory bus. In most computers that have a
motherboard clock that is faster then 16MHz, a specia
memory controller chipset will control the memory bus.

Address Bus

The address bus transfers the next memory or 1/0
address to be used in the next data transfer. The address
busin 486 and Pentium systems is 32 bits wide.

/O Buses

To thoroughly understand the 1/0 buses used in
modern microcomputer systems, an understanding of
the development and evolution of bus systems is
required. The microcomputer’s architecture is directly
related to the type of buses in the computer. Originally,
microcomputers used a bus system called the S-100 bus.
Using this system, any board could be plugged into any
open slot. The S-100 bus has 62 lines, each connect to
each of the 62-pin connectors. This system dedicated
eight linesfor the eight data bits used in the Intel 8088
microprocessor.  Twenty lines are used for memory
addressing. The same 20 lines are also used to address
I/O devices. A contral line determines whether the data
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on these 20 lines will be a memory address or an 1/0
address. There are also several control lines and power
distribution lines.

The S-100 bus aso provided four lines to designate
channels for Direct Memory Accessing (DMA). A
DMA channel allows a device, such as the hard drive,
to transfer data directly into RAM, vice transferring
data to the CPU and then having the CPU transfer it to
the RAM. The DMA channel number identifies which
device is requesting and transferring data on the data
bus.

Buses also need to be clocked to properly transfer
data. The early microcomputer buses were designed to
run a the speed of the microprocessor that was installed
on the board. The 4.7 MHZ 8088 microprocessor clock
was also used to clock the bus. The 7.16 MHZ
microprocessor clocked the bus at the same rate. The
ISA standard set the bus clock speed at 8 MHZ. To
maintain compatibility with the older controller boards,
this speed is still common in many computers today.
This speed is fine when getting input from a mouse or
akeyboard, even for most disk drives. The biggest
problem with bus speeds has occurred because of the
increase in video resolution, the development of video
capture boards and some network interfaces.

INDUSTRY STANDARD ARCHITECTURE
(I1SA).— As the microcomputer evolved, the eight data
lines and 20 address lines became insufficient to handle
the increased data capacity of the 16-bit processor. This
led to the development of the Industry Standard
Architecture (ISA). To be compatible with the boards
used in eight-bit computers, an additional 36-wire
connector was added to the circuit boards and the bus.
This added eight more data lines, four more address
lines, four more DMA channels, and five more IRQ
channels.

LOCAL BUSES.— A local busisabusthat isa
dedicated path between the processor and a specific
board. There are severa local buses built into various
types of computers to increase the speed of data
transfers. Local buses for expanded memory and video
boards are the most common. Some high-end
computers also provide alocal busfor the hard drive.

The VESA Loca Busis one of the more popular
buses and was developed to increase the speed of data
transfer between memory and the video processing
board (video graphics adapter). VESA stands for Video
Electronics Standards Association. The VESA Local
Busis a direct bus that connects the video processor



with the processor bus. The VESA Local Bus operates
at the speed of the video processor.

Severa other bus systems have been developed,
many of which have not found widespread acceptance
in the PC world. Each of these has introduced some
technology that is common in the modem bus systems.

MICROCHANNEL ARCHITECTURE
(MCA).— The MicroChannel Architecture (MCA) bus
was developed by IBM in 1987 and increased the bus
speed to 10 MHZ. The MCA Bus also introduced the
ability to configure the boards IRQ and DMA channels
through a software configuration program. MCA was
the first system to use bus mastering. Bus mastering is
a system that allows an intelligent controller board to
take control of the bus system for a specified period of
time. This allows operations to be completed quickly.
Bus mastering differs from DMA in that DMA alows
for direct transfer from a periphera controller to RAM,
Bus mastering allows for direct transfers between
controllers. An example of bus mastering is the ability
of a hard drive to transfer graphics directly to the
graphics driver, bypassing the CPU and RAM.

The major disadvantage of MCA was that it is not
compatible with the old ISA standard. Therefore, if you
have an MCA machine, the old ISA controller boards
will not work.

EXTENDED INDUSTRY STANDARD
ARCHITECTURE.— To compete with MCA, The
Extended Industry Standard Architecture was (EISA)
developed. The EISA Bus included the following

features:
[ ]

32-bit data path
64K of 1/0 address

e Capability to address up to 4 giga-bytes of
memory

Software configuration of boards

Bus mastering

Unfortunately, the EISA Bus still operates with an 8
MHZ clock, and did not add any additional DMA or
interrupt channels.

PERIPHERAL COMPONENT INTERCON-
NECT (PCl).— The Peripheral Component
Interconnect (PCI) system was designed to increase /O
bus speeds while still maintaining compatibility with
previous ISA and EISA boards. A PCI computer has
two separate banks of expansion slots, one bank for PCI
boards and one bank for the older ISA/EISA boards.
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The PCI bus uses a “bridge circuit” to isolate the
processor bus from the main 1/O bus. This bridge
circuit is designed so that I/O functions can run
independently from the CPU.

The PCI bus is a 64-bit data bus, but can also
support 32-bit computers. This makes the PCI bus
useful in both Pentium and 486 systems. The PCI bus
can operate a speed up 33 MHZ and also supports bus
mastering. Finally, the PCI bus supports the
Plug-n-Play standard for software configuration of
periphera boards.

SUMMARY—CENTRAL PROCESSING
UNITSAND BUSES

This chapter has introduced you to central
processing units (CPUs) and buses. The following
information summarizes important points you should
have learned:

CENTRAL PROCESSING UNITS— All the
computational operations (logical and arithmetic) and
operational decisions are made in the CPU. The CPU
controls all computer operations. The CPU has a
control section and an arithmetic logic unit (ALU).

CONTROL SECTION— The control section
directs the sequence of CPU operations, interprets the
instructions, and provides the timing and control signals
to carry out the instructions.

TIMING— Thing in a computer regulates the
flow of signals that control the operation of the
computer. Computer operations rely on both
synchronous and asynchronous operations. Timing
circuits are used throughout the computer.

INSTRUCTION AND CONTROL— The
instruction execution and control portion of the control
section includes the combinational and sequential
circuits that make up the decision-making and the
memory-type functions. The general process of
execution of a machine instruction is fetch the
instruction, update the program counter or equivalent,
trand ate the instruction, and execute the instruction.

INTERRUPTS— Interrupts are a method of
diverting the attention of the computer from whatever
process or program it is performing to handle the specia
condition or event that caused the interrupt signal.
Interrupts allow the computer to respond to high
priority demands and still be able to perform normal or
lower priority processing. An interrupt is defined as a
break in the normal flow of operation of a computer
caused by an interrupt signal. The break occurs in



such away that the operation can be resumed from the
point of the break at a later time with exactly the same
conditions prevailing. CPUs follow a specific sequence
of events when processing an interrupt. Interrupt
processing has priority over normal program execution.

CONTROL MEMORY— Control memory
consists of addressable storage registers. Itisused asa
temporary storage. Access to control memory data
requires less time than access to main memory. This
speeds up CPU operation by reducing the number of
memory references for data storage and retrieval .

CACHE MEMORY— Cache memory isasmall,
high-speed RAM buffer located between the CPU and
main memory and used to hold a copy of the instructions
or data currently being used by the CPU. It is used to
speed up the flow of instructions and data into the CPU
from main memory.

READ-ONLY MEMORY— Every computer is
supplied with a set of software instructions to enable the
computer to perform its 1/O operations. These
permanent instructions (routines) reside in a read-only
memory (ROM). ROM is often referred to as
firmware: software permanently contained in
hardware. The instructions are considered permanent
or nonvolatile, since they are not erased each time the
computer loses power or is turned off. The ROM is
tailored to system requirements and initiates the boot
procedure —the steps followed when you turn on
computer power.

ARITHMETIC LOGIC UNIT— The arithmetic
logic unit (ALU) implements arithmetic and/or logical
operations required by the instructions. The
instructions tell the CPU which type of mathematical or
logical calculation the ALU is to carry out. The
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registers and operands provide the computer the sources
of the data needed to perform the calculations. Timing
inthe ALU is provided by the CPU’ stiming circuits.

ALU OPERATIONS— ALUs can perform
arithmetic and logical operations. An ALU can be
designed to perform arithmetic operations in
fixed-point representation (integers) and floating-point
representation (fractional). The types of arithmetic
operations range from add and subtract operations to
sophisticated trigonometric operations. Some
computers have a separate numeric data coprocessor or
math pacs to perform arithmetic functions independent
of the ALU.

INTERNAL BUSES— Buses transfer information
internally in computers. A bus is a parallel data
communication path over which information is
transferred a byte or word at a time. The direction of
signal flow may be unidirectional or bidirectional.

BUS OPERATIONS— The bus control function is
performed by abusinterface unit or logic circuitry
similar to it. Control of a bus line and the proper
protocol of requesting a bus depend on the design of the
computer. Bus transfers are done on a priority basis.
Basically two factors must be taken into consideration
in bus communications: transfer priority and
source/destination of the data being transferred.

By studying this chapter, you should have learned
how the CPU works through its control section and its
arithmetic logic unit. You also should have learned how
buses are used to transfer instructions, data, and
information throughout a computer. These concepts are
important to understanding how to troubleshoot and
diagnose malfunctions and repair or replace CPU parts.






CHAPTER 6

COMPUTER MEMORIES

INTRODUCTION

The memory of a computer holds (stores) program instructions (what to do),
data (information), operands (affected, manipulated, or operated upon data), and
calculations (ALU results). The CPU controls the information stored in memory.
Information is fetched, manipulated (under program control) and/or written (or
written back) into memory for immediate or later use. The internal memory of a
computer is also referred to as main memory, globa memory, main storage, or
primary storage. Do not confuse it with secondary or auxiliary memory (also called
mass storage) provided by various peripheral devices. In newer computers you also
will encounter a number of small and independent local memories that are used for
avariety of purposes by embedded microprocessors. You have aready learned
about cache memory that lies between the CPU and main memory.

After completing this chapter, you should be ableto:

® Describe the organization of memory

¢ Describe the operation of main memory

¢ Recognize the types of memory and describe how they function

TOPIC 1—MEMORY ORGANIZATION
AND OPERATION

The main memory of a computer is used for storing
programs, data, calculations, and operands.
Memory isused in al types of computer systems includ-
ing mainframes, minicomputers, and microcomputers.
The amount of main memory each type of computer has
varies according to the configuration. A wide variety
of memory types is being used. To simplify our
discussion, we have divided memory into two general
categories: read/write (random access) memory and
read-only memory. Within the read/write group, we
discuss magnetic (core and film) memories and semi-
conductor (static and dynamic) memories. Read-only
memory can be subdivided into factory programmed
parts called read-only memory (ROM) and user pro-
grammable devices called programmable read-only
memory (PROM). This classification system isillus-
trated i figure 641. Let's take a look at some of the termi-
nology used with regard to the computer’s memory.

6-1

TERMINOLOGY

The following terms need to be explained at this
point:

¢ Memory —Memory generaly refers to the actual
hardware where the programs, data, calculations, or
operands are stored.

® Memory address—A memory address is a
particular location of alarger memory array. Usually
one memory address contains one word of data. A
word is one packet of information for the computer and
Is usually composed of many bits. Computers exist that
use 1-bit words, 8-bit words, 16-bit words, 32-bit
words, and 64-bit words. Handling computer data in
8-hit words is so common that the 8-bit word has its own
name, the byte. Half of a byte is caled a nibble (4 bits).

® Capacity (memory size) —Capacity is an
important aspect of system performance; it is a useful
and convenient way to describe the size of memory. At
the individual part level, acomputer’s memory may be
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described as containing 65,536 bits; or, alternately, it
may be called an “8K by 8" memory. Most computer
memory sizes are described as a specific number of
words. It is assumed that the word size is geared to the
particular computer that is used with the memory.
Computer memory sizes are given in K increments, or
roughly 1,000 word blocks. The exact size of a 1K
block is 1,024, which is 2°.

¢ Access time —Access time is a measure of the
time required to read from or write the data to a
particular address in the memory. It is the interval from
the instant at which a request for data is initiated until
the data is available for use. It can range from a few
nanoseconds (ns) to microseconds (Ls).

¢ Destructive readout —When data is read from
memory, the stored data is extracted (removed) from
memory and in the process the data is erased in the
source. Because the datais lost, the process is referred
to as destructive readout. If it is desired to restore the
same data at the same storage location, the word must
be rewritten after reading. Read/write memory such as
acore memory is an example of destructive readout.

e Non-destructive readout —If the data in a
memory is not destroyed in the reading process, the
system has non-destructive readout. Thismeans the
data can be read over and over again without being
rewritten. A flip-flop is an example of nondestructive
readout. Sensing the output voltage (reading) from a
given side of aflip-flop generally does not change the
state of the flip-flop and the stored data s retained.
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e VVolatile memories —Volatile memories are
memories that lose their contents when the power is
turned off. A semiconductor memory is an example.

¢ Nonvolatile memories —Nonvolatile memories
are memories that do not lose their contents when
power is removed. Core memory is an example.

MEMORY ORGANIZATION

Memory organization is two-fold. First we discuss
the hardware (physical) organization, then the internal
architecture. The type of computer and its size do not
reflect the type of memories that the computer uses.
Some computers have a mixture of memory types. For
example, they may use some type of magnetic memory
(core or film) and also a semiconductor memory (static
or dynamic). They also have aread-only memory
which isusually a part of the CPU.

Memory in acomputer can vary from one or more
modules to one or more pcb’s, depending on the
computer type. The larger mainframe computers use
the modular arrangement, multiple modules (four or
more), to make up their memories. Whereas,
minicomputers and microcomputers use chassis or
assemblies, cages or racks, and motherboard or
backplane arrangements. Minis and micros use
multiple components on one pcb or groups of pch’s to
form the memory.
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Figure 6-2—Memory modul€/unit.

Memory Modules

Memory modules are made up of multiple pcb’'s
(support circuitry) and memory components (stacks
[core or film] or semiconductor pcb’s with support
circuitry) to form one memory module or unit.
isan illustration of alarge memory module; one of
four to a single computer set. Memory modules are
interchangeable with other modules of the same type
and size in the same computer set. Each module
provides a fixed number of memory words with a fixed
number of bit positions for each word. Some memory
modules are designed with the capability to receive
requests from more than one central processing unit or
I/0 section. These multiported memory modules
process memory requests on a priority basis. While the
module is processing a request from one section, the
remaining possible requesters are locked out, so to
speak, by the module logic until the completion of the
pending request. If two requests are received
simultaneoudly, then the highest priority requester is
cycled first. Memory modules may contain magnetic
or semiconductor memory types. Some computers use
both but in different modules. The size of memory in
terms of bits and arrangement contained on each of
these types depends on the requirements and design of
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the computer. Consult your technical manual for the
exact size and arrangement.

Memory Pcb’s

Computers that use a small number of pcb's as their
memories are usually of the semiconductor type. In
mainframe semiconductor memory, pcb’s and support
circuitry are contained in a module or unit. In
minicomputers and microcomputers, memory can be
contained on as few as one pcb, or as many as
half-a-dozen pcb’s. When there is more than one pcb,
they are usualy arranged in a group together in the
computer’s frame or cabinet. Micros can also use a
bank of 1C chips for their memories. The IC chips are
mounted on single inline memory modules (SIMMs)
[(fig. 6-3), single inline packages (SIPS), or single inline
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Figure 6-3—Illustration of a 30-pin single inline memory
module (SIMM).



pin packages (SIPPs). Memory pcb’s also operate on a
request basis, but unlike memory modules, there is not
apriority sequence to go through. The request is made
by requestor, the control circuitry selects either a read
or a write operation, and the timing circuitry initiates
the read and/or write operations.

Memory Architecture

The memory architecture, regardliess of the
memory type, is consistent. Memories are typically
organized in square form so they have an equal number
of rows (x) and columns (y)[(fig. 6-4). Each intersection
of arow and column comprises a memory word
address. Each memory address contains a memory
wor d. The selected memory address can contain one
or more hits. But for speed and practicality, for agiven
computer design, the word size typically relates to the
CPU and is usually the size of its registers in bits. Word
sizes typically range in increments of 8, 16, 32, or 64
bits[ Figure 6-3 represents an address with an 8-bit
word. The methods used for the arrangement of the
rows and columns vary in a given type of memory. The
rows and columns are arranged in arrays, memory
planes, or matrices.

MEMORY OPERATIONS
Memories operate on a request, selection, and

initiate basis. A memory request or selection and a
memory word location are transmitted from the

ADDRESS SELECTION
REGISTER

(WORD)

.....

.......
-------

o
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Figure 6-4—Row (X), column (Y) organization.
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requestor (CPU or 1/0O sections) to the memory section.
The computer’s internal bus system transmits the
memory request or selection and location to the
memory section. The memory operations, regardless of
the computer type, share some basic commonalities.
Key events must occur to access and store data in
memory. Some items only occur with certain types of
memories, and we discuss these as you study each
different type of memory. We aso discuss the items that
are common to most memories: control circuits,
timing circuits, and memory cycle. In addition, we
present methods used for detecting faults and
protecting memory.

Memory Interface Circuits

The memory interface circuits include all the lines
of communication (buses) and the interfacing register
between the requester (CPU or 1/0(C)) and memory.
The communications lines include some of the
following:

e Data (bidirectional bus)

Contral lines (write byte and interleave [for large
computers|)

Memory request
Read and write enables
Data ready

e Dataavailable

Theinterface (data) register (often designated as
the “Z” register) functions as the primary interfacing
component of memory. Before the read/write
operation, this register transfers the selected memory
address to the address register. All data entering and
leaving the memory is temporarily held in this data
register. In awrite operation, this register receives data
from the requester; and in a read operation, this register
transmits data to the requester. For computers with
destructive readout, it routes the data back to memory
to be rewritten.

Control Circuits

The control circuits set up the signals necessary to
control the flow of data and address words in and out of
memory. They screen the request or selection by units
external to memory—the CPU and/or 10(C).
Depending on the computer type, some of the more
common uses of the control circuits include:
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Figure 6-5.—Memory address with an 8-bit word.

® | ogic that evaluates priorities of memory
reguests

® | ogic that selects read/write operations

® |nterface logic that acknowledges reading data
from memory and generates enables that write
data into memory

Timing Circuits

The timing circuits provide the enables to manage
the control circuits of the memory cycle—read and/or
write. For some computers, this means use of the
computer’s master clock and one or two other timing
signals derived from the master clock to control the flow
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of datain memory. Microcomputers are an example of
this. In more complex computers, each of the
functional areas has its own master clock and timing
circuits. Memory timing is usualy initiated only when
a read/write operation has been requested or selected.
Some of the more common uses of the timing circuits
are as follows:

e Toinitiate read and/or write operations

e Toclear registers used for read/write operations

To enable selection of memory address using
selectors and translators

To enable and strobe or gate memory address and
data into registers used for read/write operations



Memory Cycle

Main memory is a read/write memory that allows
data to be retrieved (read) and stored (written) in what
is known as the memory cycle. The memory cycle
includes reading the data out of memory and/or writing
the data into memory, either by a read/write operation
or by separate read and write operations. The memory
cycleis based on fixed (constant) time periods for
reading and/or writing data from and into memory. As
soon as read and/or write operations are initiated,
amost simultaneously, address translation occurs,
then the read and/or write cycle or cycles begin.

MEMORY ADDRESS TRANSLATION.— One
of the most important processes that must occur before
aread or write cycle begins is the memory address
trandlation. Look at memory as a sequence of memory
locations starting at address 0 and extending to the
maximum memory address available to the requester
(CPU or 10(C)). Receiving or sending mail uses a
similar concept. Before mail can be received or sent,
there must bean address on the envelope. Memory uses
the same principle. Memory logic identifies the
memory address where a memory word is to be read
from or written into in memory. A memory address
can be anyone of the entire range of memory addresses
(0 to maximum). To identify the desired memory
address, the memory logic uses aregister designated as
the address register and/or trandators or decoders. The
memory logic receives the logical address from the
CPU or 1/0 and temporarily storesit in the address
register, and then converts it to a physical address that
can be read from or written into.

Memory Address Register and/or Trandator
(Decoder).— The address register and/or trandator
identifies the exact location from which to read the bits
or write them. The contents of the address register or
trandator identifies the memory address. The memory
logic is designed to make its selection based on the type
of memory it uses. It can be designed to identify a
memory address of a single memory pcb or it can be
designed to identify an address located in one of four or
more memory modules.

Memory Address Word.— As stated in the
architecture of memory, the word contained in the
memory address can be one or more bits, most
computers have words with at least 8 bits and some up
to 128 bits in length. Variations of reading and/or
writing from and to memory can include the upper or
lower half of the word, or any other variation within the
design of a given computer. Variations are based on the
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instruction types and the program. Also, if a computer
isidentified as an 8-bit computer and a 16-bit word is
required for a read or write operation, then two
consecutive memory addresses would have to be used
to complete the operation. There are many other
variations; the instruction repertoire set of your
computer and the technical manual will provide details
of your computer's memory operations and limitations.

Here are two examples of memory address
trandation. For the first example, usgfigure 6-6 as a
reference; it shows a 4-bit memory address. The
memory address register or trandator contains 16,as
follows:

16g= ADDRESS SELECTED

/1\ MEMORY
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Figure 6-6.—4-bit address.



For our second example, refer td figure 6-1. It
shows an 8-bit memory address, a memory module
decoder, and four memory modules (each with 100,
addresses). In the figure, the memory address register
or trandlator contains 372,. When a memory reference
takes place, the address trandation logic decodes the
two most significant bits of the 8-bit logical address to
determine and select the applicable memory module.
The lower six bits of the logical address are passed to
al the memory modules to determine the row (x) and
column (y) intersection, but only the selected memory
module decodes the address. In this example, memory
address 72,0f memory module 3 is addressed. This
means a word will be read from (or written into) this
address. The following is a breakdown of the address:

MEMORY ADDRESS
72g OF MEMORY MODULE 3 SELECTED

MEMORY
7 6 5 4 3 2 1 0 | ADDRESS
] clalal1]oel 0 gEGISTER
TRANSLATOR
MEMORY ROW 7 COLUMN 2
MODULE {X) ) ETFCO060
3
MEMORY
MODULE X Y
AN NN 8-BIT
ADDRESS =t 111 010 ApDRESS
— A 4 |
MEMORY
MODULE
DECODE )
o [1 12 Ia
\ 2R ] v J 4 4 . ¥
MEMORY| |MEMORY| |MEMORY| | MEMORY
MODULES 0 1 2 3
ETFC0061

Figure 6-7.—8-bit addresswith memory module.

READ CYCLE.— Processing a read request
requires memory to read data from the addressed
memory location and transmit the data via a bus to the
requesting section of the computer where it is used for
calculations or output to another device. The
information read from memory can be part of a
program, general data, calculations, or operands.
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Remember, information read from a destructive readout
memory has to be written back into memory or it will
be lost. Also remember, for some memory types, read
and write operations are separate. Depending on the
computer’s instruction set, the information can be read
from anywhere in memory or any part of a memory
address.

WRITE CYCLE.— A write request, on the other
hand, causes memory to accept information from a bus
and to store (write) the information in the addressed
memory location. Again the information can be part of
a program, data, calculations, or an operand. The
information can come from the CPU or another device.
For those memories that are destructive, the write cycle
is a must to retain the original data after a read.
Otherwise, it is a separate operation. Just asin aread
cycle, the computer’s instruction set alows the
information to be written into any memory address or
part of a memory address in a read/write memory.

INTERLEAVE.— A large memory may be
organized in several modules, each covering a portion
of the addressable space. The effective speed of this
memory can be increased if memory access cycles in
different modules are overlapped. In such a system, the
CPU requests aread or write operation in one module.
Then, it requests other memory operations in other
modules before the result from the first module
becomes available. Because program instructions are
usually fetched from successive locations in the main
memory, overlapped operation may be achieved by
arranging memory addresses such that successive
addresses refer to different modules. For example, if
there are four modules, the first module should contain
words 0, 4, 8, . . . etc; the second module words
1,509, ... etc; and so on. The increase in speed with
memory interleaving is achieved at the expense of
increased complexity in the CPU and memory control
circuitry.

Memory Fault Detection

A variety of methods is used to ensure the accuracy
of data written into and read from the memory section.
The methods include parity check and error bit
detection and/or correction.

PARITY CHECK.— Parity check is one of the
simplest methods used to detect read/write errors in core
memory. The strategy is simple; the computer counts
the number of ones in a memory word, then adds an
extra bit to make the total number of ones either an even
number or an odd number depending on whether the



computer uses even or odd parity. The process relies on
the exclusive-OR operation to count the ones. Parity
checks are designed to identify the loss (1 to 0) or gain
(0 to 1) of asingle bit during the read/write process.
When the data is read from memory, it is checked for
an even number of bits for even parity computers or an
odd number of bits for odd parity computers. A
difference causes the generation of a parity error
signal or other type of error to the requestor. If no error
condition exists, the parity bit is dropped and the
computer continues processing. Parity checks do not
provide for correction of the error condition.

ERROR BIT DETECTION AND/OR
CORRECTION.— Newer computer designs use error
detection and correction circuitry for their
semiconductor memories, modules, or pch’s. The error
detection and correction circuits alow for the detection
and correction of single bit errors and the detection of
double and sometimes 3-bit errors during read/write
operations.

The error detection and correction circuits use a
Hamming code to identify the configuration of ones
and zeros stored in a particular memory location or
group of bits. Additional storage for check bits is
required for each memory address. The number of
check bits varies with the number of data bits being
tested. For instance, six check bits are used for a 16-bit
data word. The check bits are generated by the error
detection and correction circuits during the write
operation and are written into the memory address with
the data.

During read operations, the stored check bits are
compared with the error detection and correction
generated check hits of the data read. Differences in the
check bit patterns can be used to correct single bit data
errors and at least identify the presence of double bit or
greater errors.  The error detection and correction
circuitry will indicate the detection of any error to the
CPU. In computers with the error detection and
correction capability, the correction circuits can be
enabled or disabled by CPU instruction. The error
detection circuits, however, function at all times.

Memory Protection

Many computers provide controlled access to
specified segments of memory through the use of
memory protection registers. The memory protection
register set (usually three registers) is used to restrict
read/write operations in the protected area. In one form
of the memory protection register set, the boundaries of
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the protected area are defined by the memory protect
lower limit register, which contains the lower
boundary address and the memory protect upper limit
register, which contains the upper boundary address.
All addresses between the upper and lower limits are
protected. The memory protection control register
contains three control bits that determine the allowable
operations in the protected area. The memory
protection control bits are set (1) to allow each of the
following three operations (in any combination):

e Read instruction (execute protected)
® Read operand (read protected)

® Write operand (write protected)

After arequest has been accepted, the memory
protection logic checks the address to determine if it is
in the protected area.  If the address is within the
boundaries, the operation being requested is checked to
see if it is allowable. An allowable operation is
executed. In the event an attempted operation is not
alowed, a memory protect fault interrupt issent to
the requestor.  Other forms of memory protection
registersidentify the following:

e Starting address
e Block size (number of addresses)
e Protection function

The basic protection functions are the same for all
computers; however, some computers may have an
additional control bit to allow indirect addressing
within the protected area.

Another form of memory protection called
memory lockout is used by larger computers to prevent
access to particular areas of memory by task state
instructions. Memory lockout prevents task state
programs (application programs) from accessing
segments of main memory reserved for interrupt
processing and other executive functions. The lockout
feature is disabled when the CPU enters a particular
executive or interrupt state and enabled when the CPU
entersthe task state.

MEMORY TYPES

As stated at the beginning of this topic, we have
divided the memory types into two categories.
read/write and read-only memories. You will learn
more about these in the next two topics.



TOPIC 2—READ/WRITE
MEMORIES

In read/write memories, the data can be retrieved
from memory, altered, and written back into memory.
This can be done either independent of a write operation
or as part of the first half of a read/write operation where
the information must be rewritten back into memory to
restore the original data. Read/write memories are
random access in nature. They are categorized
according to the materials they are constructed from;
not by their basic operations. Their physica makeup
can be magnetic or semiconductor. Both types have
advantages and disadvantages. Semiconductor
memories cost less, are faster in terms of storage and
access time, and use nondestructive readout. They also
require less space for the same number of bitsas a
magnetic memory. Magnetic memories are relatively
low in cost, require less power, and are nonvolatile (they
retain the information after the power is removed).

In our discussion of the two types of memory, you
will study specifics about their architecture, address
selection, and read/write cycles, how address selection
and the read/write cycle are performed; and any
circuitry that is peculiar to that type of memory. First
we discuss two types of magnetic memory (core and
film), then semiconductor memory.

Magnetic memories use magnetic material asa
means of recording binary data. Basically, a magnetic
field is applied to a memory cell (bit); the magnetic field
IS generated by passing a current through the conductor.
Magnetic memory is a non volatile form of storage. It
retains its magnetic state (direction of flux lines) in the
absence of current flow through the conductors on
which the core or film is assembled. Only current flow
in the opposite direction of sufficient magnitude to
overcome the magnetic field of the core or film and to
magnetize it in the new direction will change the state
of the core or film. Loss of power should not cause loss
or the dataretained in core or film memory.

The major difference between core memory and
film memory technology is the physical structure of the
material used. Mated film memory is easier to
magnetize, which increases the speed of read/write
operations. Also, less power is required for these
operations. Mated film memory is also more compact
and durable, and twice as many mated film memory
cells can be put in the same space as ferrite core memory
cells for the same amount of power.
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CORE MEMORY

Core memory is used as one of the primary storage
media of digital computers. It is used primarily on large
mainframes and minicomputers. Depending on the
mainframe or minicomputer, core memory is contained
in memory modules; usualy two to four large memory
modules to a mainframe computer set or one to four
small modulesin a minicomputer.

Core Architecture

Magnetic core storage is composed of hundreds of
thousands of very small doughnut-shaped ferrite cores
[(fig. 6-8). The ferrite cores are strung together on grids
of very thin wires known as core planes. Each core can
store one binary bit (O or 1) of data. A core is
magnetized by current flow through the wires on which
the core is strung. A core magnetized in one direction
represents a binary zero, and when magnetized in the
opposite direction, abinary one. The direction the core
Is magnetized is dependent on the direction of current
flow through the wires on which it is strung.[Figure 6-8
shows the magnetization of a core based on the direction
of current flow.

CORE WINDINGS (FOUR-WIRE).— Magnetic
cores are strung on several fine wires to alow for the
reading and writing of data in core. Two basic methods
are used to string cores, the four-wire method and the
three-wire method. Core windings strung through
each core using the four-wire method consist of 2
drive lines (X and Y), 1 sense line, and 1 inhibit line.
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Figure 6-8—Magnetizing a ferrite core.



An example of a four-wire core with all windingsis
shown infigure 6-91

¢ Drive lines—Each drive line provides 1/2 of the
current necessary to change the state of the core. In
other words, current must flow in the same direction in
both drive lines to change the direction of magnetic flux
in the core (zero to one or one to zero).

e Senseline—The senseline is used when reading
data from cores. The sense line detects the change in
state of the core from one to zero.

¢ |nhibit line —The inhibit line is used during the
write or restoring process. Current flow in the inhibit
line opposes or inhibits the drive line currents
attempting to change a core from zero to one. Simply
put, the inhibit line inhibits writing ones.

THREE-WIRE CORES.— A three-wire core
uses adigit line, aword line, and a sense line. The
digit and word lines combine to perform the functions
of the X and Y drive lines and the inhibit line. The sense
line performs the same function as in the four-wire
COres.

CORE STORAGE LAYOUT.— As each core can
store but one binary bit of data, large numbers of cores
are required for effective storage of large amounts of
data. Core storage or core memory is designed to store
afixed number of memory words. Each core stores
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Figure 6-9.—Four-wire magnetic core.
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one bit position of one of the memory words. The
length of a memory word (number of bit positions)
varies from system to system, but common lengths
include 8, 16,32, and 64 hits. The size of core storage,
or itsmemory capacity, is determined by the number
of memory words that can be used or addressed to store
and retrieve data.  To accommodate the memory
capacity of any size, the memory words are organized
into matrices.

Matrices— Magnetic cores are arranged into
matrices to simplify addressing, reading, and writing
operations. An example of a basic four-wire magnetic
core matrix is shown in[figure 6-10] Each core in the
matrix must have 2 drive lines (X and Y), an inhibit line,
and a sense line intersecting through the center of the
core. The most common four-wire core matrix is the
64 by 64 array. We base our discussion of matriceson
this size.

Arrays — A 64 by 64 array 