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Raster images 1

This chapter introduces the basic features of the pixel
array. | explain how the pixel array is digitized from the
image plane, how pixel values are related to brightness
and color, and why most imaging systems use pixel
values that are nonlinearly related to light intensity.

Imaging

In human vision, the three-dimensional world is imaged
by the lens of the eye onto the retina, which is popu-
lated with photoreceptor cells that respond to light
having wavelengths ranging from about 400 nm to

700 nm. In video and in film, we build a camera having
a lens and a photosensitive device, to mimic how the
world is perceived by vision. Although the shape of the
retina is roughly a section of a sphere, it is topologi-
cally two dimensional. In a camera, for practical
reasons, we employ a flat image plane, sketched in
Figure 1.1 below, instead of a section of a sphere. Image
science concerns analyzing the continuous distribution
of optical power that is incident on the image plane.

Eﬁﬁ\@\/'

Figure 1.1 Scene,
lens, image plane



Figure 1.2 Aspect ratio of video,
Widescreen SDTV, HDTV, and film are compared.
Video Video HDTV Aspect ratio is properly written
image 4:3 16:9 width: height (not height:width).
1.33:1 1.78:1
Film 35 mm still film
image 3:2 Cinema film Cinema film
1.5:1 1.85:1 2.39:1

Schubin, Mark, "Searching for the
Perfect Aspect Ratio," in SMPTE
Journal 105 (8): 460-478 (Aug.
1996). The 1.85:1 aspect ratio is
achieved with a spherical lens (as
opposed to the aspherical lens
used for anamorphic images).

The 2.39:1 ratio for cinema film is
recent; formerly, 2.35:1 was used.
The term anamorphic in video usually
refers to a 16:9 widescreen variant
of a base video standard, where the
horizontal dimension of the 16:9
image is transmitted in the same
time interval as the 4:3 aspect ratio
standard. See page 99.

Aspect ratio

Aspect ratio is simply the ratio of an image's width to its
height. Standard aspect ratios for film and video are
sketched, to scale, in Figure 1.2 above. Conventional
standard-definition television (SDTV) has an aspect ratio
of 4:3. Widescreen refers to an aspect ratio wider than
4:3. Widescreen television and high-definition televi-
sion (HDTV) have an aspect ratio of 16:9. Cinema film
commonly uses 1.85:1 (“flat,” or “spherical”). In Europe
and Asia, 1.66:1 is usually used.

To obtain 2.39:1 aspect ratio (“Cinemascope,” or collo-
quially, “scope™), film is typically shot with an aspher-
ical lens that squeezes the horizontal dimension of the
image by a factor of two. The projector is equipped
with a similar lens, to restore the horizontal dimension
of the projected image. The lens and the technique are
called anamorphic. In principle, an anamorphic lens can
have any ratio; in practice, a ratio of two is ubiquitous.

Film can be transferred to 4:3 video by cropping the
sides of the frame, at the expense of losing some
picture content. Pan-and-scan, sketched in Figure 1.3
opposite, refers to choosing, on a scene-by-scene basis
during film transfer, the 4:3 region to be maintained.

Many directors and producers prefer their films not to
be altered by cropping, so many movies on VHS and
DVD are released in letterbox format, sketched in
Figure 1.4 opposite. In letterbox format, the entire film
image is maintained, and the top and bottom of the 4:3
frame are unused. (Either gray or black is displayed.)

DIGITAL VIDEO AND HDTV ALGORITHMS AND INTERFACES



4:3
—16:9

Figure 1.3 Pan-and-scan
crops the width of widescreen
material — here, 16:9 — for

a 4:3 aspect ratio display.

1-D sampling

2-D sampling

CHAPTER 1

4:3

—4:3 . —16:9
Figure 1.4 Letterbox Figure 1.5 Pillarbox format
format fits widescreen (sometimes called sidebar) fits
material — here, 16:9 — to narrow-aspect-ratio material

the width of a 4:3 display. to the height of a 16:9 display.

With the advent of widescreen consumer television
receivers, it is becoming common to see 4:3 material
displayed on widescreen displays in pillarbox format, in
Figure 1.5. The full height of the display is used, and the
left and right of the widescreen frame are blanked.
Digitization

Signals captured from the physical world are translated
into digital form by digitization, which involves two
processes, sketched in Figure 1.6 overleaf. A signal is
digitized by subjecting it to both sampling (in time or
space) and quantization (in amplitude). The operations
may take place in either order, though sampling usually
precedes quantization. Quantization assigns an integer
to signal amplitude at an instant of time or a point in
space, as | will explain in Quantization, on page 17.

A continuous one-dimensional function of time, such as
sound pressure of an audio signal, is sampled through
forming a series of discrete values, each of which is

a function of the distribution of intensity across a small
interval of time. Uniform sampling, where the time
intervals are of equal duration, is nearly always used.
Details will be presented in Filtering and sampling, on
page 141.

A continuous two-dimensional function of space is
sampled by assigning, to each element of a sampling
grid (or lattice), a value that is a function of the distri-
bution of intensity over a small region of space. In
digital video and in conventional image processing, the
samples lie on a regular, rectangular grid.

RASTER IMAGES 5



Figure 1.6 Digitization
comprises sampling and
quantization, in either order.
Sampling density, expressed
in units such as pixels per
inch (ppi), relates to resolu-
tion. Quantization relates to
the number of bits per pixel
(bpp). Total data rate or data
capacity depends upon the
product of these two factors.

In video and computing, a pixel
comprises the set of all components
necessary to represent color. Excep-
tionally, in the terminology of digital
still camera imaging devices, a pixel
is any component individually.

Sample
® time/space
dy
dh > Digitize
2 Quantize
—— am plitude)
TLSB

Samples need not be digital: a charge-coupled device
(CCD) camera is inherently sampled, but it is not inher-
ently quantized. Analog video is not sampled horizon-
tally but is sampled vertically by scanning and sampled
temporally at the frame rate.

Pixel array

A digital image is represented by a rectangular array
(matrix) of picture elements (pels, or pixels). In

a grayscale system, each pixel comprises a single
component whose value is related to what is loosely
called brightness. In a color system, each pixel
comprises several components — usually three — whose
values are closely related to human color perception.

In multispectral imaging, each pixel has two or more
components, representing power from different wave-
length bands. Such a system may be described as
having color, but multispectral systems are usually
designed for purposes of science, not vision: A set of
pixel component values in a multispectral system
usually has no close relationship to color perception.

Each component of a pixel has a value that depends
upon the brightness and color in a small region
surrounding the corresponding point in the sampling
lattice. Each component is usually quantized to an
integer value occupying between 1 and 16 bits — often
8 bits — of digital storage.

DIGITAL VIDEO AND HDTV ALGORITHMS AND INTERFACES
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Figure 1.7 Pixel arrays of
several imaging standards are

shown, with their counts of AR

image columns and rows. A0

480/29.97 SDTV, indicated

here as 720x480, and SIF,

have nonsquare sampling. p2°

Analog SDTV broadcast may o
) "\

contain a few more than

480 picture lines; see Picture 1’),0
lines, on page 324. For

explanations of QCIF and o>

SIF, see Glossary of video

signal terms, on page 609. o
AP
\’log

The pixel array is stored in digital
memory. In video, the memory
containing a single image is called
a framestore. In computing, it's
called a framebuffer.

| prefer the term density to pitch:
It isn't clear whether the latter
refers to the dimension of an
element, or to the number of
elements per unit distance.

ITU-T Group 4 fax is standardized
with about 195.9 ppi horizontally
and 204 .1 ppi vertically, but that is
now academic since computer fax
systems assume square sampling
with exactly 200 pixels/inch.

CHAPTER 1

QCIF SIF,

82 Kpx

480i29.97 (SDTV)
Video, 300 Kpx

PC/Mac VGA, 172 Mpx
High-Definition Television (HDTV), 1 Mpx

Workstation, 1 Mpx

High-Definition Television (HDTV), 2 Mpx
PC/Mac UXGA, 2 Mpx

A typical video camera or digital still camera has, in the
image plane, one or more CCD image sensors, each
containing hundreds of thousands — or perhaps a small
number of millions — of photosites in a lattice. The total
number of pixels in an image is simply the product of
the number of image columns (technically, samples per
active line, Sa|) and the number of image rows (active
lines, Lp). The total pixel count is often expressed in
kilopixels (Kpx) or megapixels (Mpx). Pixel arrays of
several image standards are sketched in Figure 1.7. Scan
order is conventionally left to right, then top to bottom,
numbering rows and columns from [0, O] at the top left.

A system that has equal horizontal and vertical sample
density is said to have square sampling. In a system with
square sampling, the number of samples across the
picture width is the product of the aspect ratio and the
number of picture lines. (The term square refers to the
sample density; square does not mean that image infor-
mation associated with each pixel is distributed
uniformly throughout a square region.)

In computing, it is standard to use square sampling.
Some imaging and video systems use sampling lattices
where the horizontal and vertical sample pitch are
unequal: nonsquare sampling. This situation is some-
times misleadingly referred to as “rectangular sampling;'
but a square is also a rectangle!

RASTER IMAGES 7
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Figure 1.8
Snellen chart

Figure 1.9 Astronomers’
rule of thumb

Visual acuity

When an optometrist measures your visual acuity, he or
she may use the Snellen chart, represented in Figure 1.8
in the margin. The results of this test depend upon
viewing distance. The test is standardized for a viewing
distance of 20 feet. At that distance, the strokes of the
letters in the 20/20 row subtend one sixtieth of

a degree (V0" one minute of arc). This is roughly the
limit of angular discrimination of normal vision.

Visual angles can be estimated using the astronomers'
rule of thumb depicted in Figure 1.9 in the margin:
When held at arm's length, the joint of the thumb
subtends about two degrees. The full palm subtends
about ten degrees, and the nail of the little finger
subtends about one degree. (The angular subtense of
the full moon is about half a degree.)

Viewing distance and angle

If you display a white flatfield on a CRT with typical
spot size, scan line structure is likely to be visible if the
viewer is located closer than the distance where adja-
cent image rows (scan lines) at the display surface
subtend an angle of one minute of arc (V') or more.

To achieve viewing where scan-line pitch subtends 0
viewing distance should be about 3400 times the
distance d between scan lines — that is, 3400 divided by
the scan line density (e.g., in pixels per inch, ppi):

distance = 3400 -d = ﬂ 3400 =
ppi

Eq 1.1
RS

sm(a)
At that distance, there are about 60 pixels per degree.
Viewing distance expressed numerically as a multiple of

picture height should be approximately 3400 divided
by the number of image rows (Lp):

3400
La

distance =

x PH Eq 1.2

SDTV has about 480 image rows (picture lines). The
scan-line pitch subtends Vo at a distance of about
seven times picture height (PH), as sketched in
Figure 1.10 opposite, giving roughly 600 pixels across

DIGITAL VIDEO AND HDTV ALGORITHMS AND INTERFACES



SDTV, 480 picture lines
d="a80 PH ¢1v (1/60°)

T /( 7{.1 X PH——‘

HDTV, 1080 picture lines
d=1/1080 PH

1" (V60°)

NCiva I

Figure 1.10 Viewing distance where scan
lines become invisible occurs approximately
where the scan-line pitch subtends an angle
of about one minute of arc (V5o°) at the
display surface. This is roughly the limit of
angular discrimination for normal vision.

SDTV, 480
picture lines

11°(x8°)

HDTV, 1920
picture lines

33°(x18°)

Figure 1.11 Picture angle of SDTV, sketched
at the top, is about 11° horizontally and 8°
vertically, where scan lines are invisible. In
1920%x1080 HDTV, horizontal angle can
increase to about 339 and vertical angle to
about 189 preserving the scan-line subtense.

% 3
4

Figure 1.12 Picture height at
an aspect ratio of 4:3 is ¥5 of
the diagonal; optimum viewing
distance for conventional video
is 4.25 times the diagonal.
Picture height at 16:9 is about
half the diagonal; optimum
viewing distance for 2 Mpx
HDTV is 1.5 times the diagonal.

CHAPTER 1

the picture width. Picture angle is about 11°, as shown
in Figure 1.11. With your hand held at arm'’s length,
your palm ought to just cover the width of the picture.
This distance is about 4.25 times the display diagonal,
as sketched in Figure 1.12 in the margin. For HDTV with
1080 image rows, the viewing distance that yields the
V60° scan-line subtense is about 3.1 PH (see the bottom
of Figure 1.10), about 1.5 times the display diagonal.

For SDTV, the total horizontal picture angle at that
viewing distance is about 11°. Viewers tend to choose
a viewing distance that renders scan lines invisible;
angular subtense of a scan line (or pixel) is thereby
preserved. Thus, the main effect of higher pixel count is
to enable viewing at a wide picture angle. For
1920x1080 HDTYV, horizontal viewing angle is tripled
to 339 as sketched in Figure 1.11. The "high definition”
of HDTV does not squeeze six times the number of
pixels into the same visual angle! Instead, the entire
image can potentially occupy a much larger area of the
viewer's visual field.

RASTER IMAGES 9



Figure 1.13 Spatio-
temporal domains

10

| gt —d
TEMPORAL S o S

= ==,"°

o 7 = &= o T .

o

>

Spatiotemporal domains

A sequence of still pictures captured and displayed at
a sufficiently high rate — typically between 24 and 60
pictures per second — can create the illusion of motion,
as | will describe on page 51. Sampling in time, in
combination with 2-D (spatial) sampling, causes digital
video to be sampled in three axes — horizontal, vertical,
and temporal — as sketched in Figure 113 above. One-
dimensional sampling theory, to be detailed in Filtering
and sampling, on page 141, applies along each axis.

At the left of Figure 113 is a sketch of a two-dimen-
sional spatial domain of a single image. Some image
processing operations, such as certain kinds of filtering,
can be performed separately on the horizontal and
vertical axes, and have an effect in the spatial domain -
these operations are called separable. Other processing
operations cannot be separated into horizontal and
vertical facets, and must be performed directly on

a two-dimensional sample array. Two-dimensional
sampling will be detailed in Image digitization and
reconstruction, on page 187.

DIGITAL VIDEO AND HDTV ALGORITHMS AND INTERFACES



See Appendix B, Introduction to
radiometry and photometry, on
page 6071.

The term Juminance is often care-
lessly and incorrectly used to refer
to luma, see below. In image
reproduction, we are usually
concerned not with (absolute)
luminance, but with relative lumi-
nance, to be detailed on page 206.

Regrettably, many practitioners of
computer graphics, and of digital
image processing, have a cavalier
attitude toward these terms. In the
HSB, HSI, HSL, and HSV systems,
B allegedly stands for brightness,

I for intensity, L for lightness, and
V for value. None of these systems
computes brightness, intensity,
luminance, or value according to
any definition that is recognized in
color science!

CHAPTER 1

Lightness terminology

In a grayscale image, each pixel value represents what is
loosely called brightness. However, brightness is defined
formally as the attribute of a visual sensation according
to which an area appears to emit more or less light. This
definition is obviously subjective, so brightness is an
inappropriate metric for image data.

Intensity is radiant power in a particular direction;
radiance is intensity per unit projected area. These
terms disregard wavelength composition. But in color
imaging, wavelength is important! Neither of these
quantities is a suitable metric for color image data.

Luminance is radiance weighted by the spectral sensi-
tivity associated with the brightness sensation of vision.
Luminance is proportional to intensity. Imaging systems
rarely use pixel values proportional to luminance; values
nonlinearly related to luminance are usually used.

Illuminance is luminance integrated over a half-sphere.

Lightness — formally, CIE L* — is the standard approxi-
mation to the perceptual response to luminance. It is
computed by subjecting luminance to a nonlinear
transfer function that mimics vision. A few grayscale
imaging systems have pixel values proportional to L*.

Value refers to measures of lightness apart from CIE L*.
In image science, value is rarely — if ever — used in any
sense consistent with accurate color. (Several different
value scales are graphed in Figure 20.2 on page 208.)

Color images are sensed and reproduced based upon
tristimulus values, whose amplitudes are proportional to
intensity but whose spectral compositions are carefully
chosen according to the principles of color science. As
their name implies, tristimulus values come in sets of 3.

The image sensor of a digital camera produces values,
proportional to radiance, that approximate red, green,
and blue (RGB) tristimulus values. (I call these values
linear-light.) However, in most imaging systems, RGB
tristimulus values are subject to a nonlinear transfer

RASTER IMAGES 1M



See Appendix A, YUV and luminance
considered harmful, on page 595.

Y Y+AY
Yo

Figure 1.14 Contrast sensi-
tivity test pattern reveals
that a just-noticeable differ-
ence (JND) occurs when the
step between luminance
levels is 1% of Y.

255 —

201 _|
500= A=0.5%
2.55:1

101

100 = 2=1%
20 A=-a%
0

Figure 1.15 The “code 100"
problem with linear-light
coding is that at code levels
below 100, the steps between
code values have ratios larger
than the visual threshold: The
steps are liable to be visible.

12

function — gamma correction — that mimics the percep-
tual response. Most imaging systems use RGB values
that are not proportional to intensity. The notation
R'G'B’ denotes the nonlinearity.

Luma (Y") is formed as a suitably weighted sum of
R'G'B’; it is the basis of luma/color difference coding.
Luma is comparable to lightness; it is often carelessly
and incorrectly called luminance by video engineers.

Nonlinear image coding

Vision cannot distinguish two luminance levels if the
ratio between them is less than about 1.01 —in other
words, the visual threshold for luminance difference is
about 1%. This contrast sensitivity threshold is estab-
lished by experiments using the test pattern such as the
one sketched in Figure 1.14 in the margin; details will
be presented in Contrast sensitivity, on page 198.

Consider pixel values proportional to luminance, where
code zero represents black, and the maximum code
value of 255 represents white, as in Figure 1.15.

Code 100 lies at the point on the scale where the ratio
between adjacent luminance values is 1%: The
boundary between a region of code 100 samples and

a region of code 101 samples is likely to be visible.

As the pixel value decreases below 100, the difference
in luminance between adjacent codes becomes increas-
ingly perceptible: At code 25, the ratio between adja-
cent luminance values is 4%. In a large area of smoothly
varying shades of gray, these luminance differences are
likely to be visible or even objectionable. Visible jumps
in luminance produce artifacts known as contouring or
banding.

Linear-light codes above 100 suffer no banding arti-
facts. However, as code value increases toward white,
the codes have decreasing perceptual utility: At code
200, the luminance ratio between adjacent codes is just
0.5%, near the threshold of visibility. Codes 200 and
201 are visually indistinguishable; code 201 could be
discarded without its absence being noticed.

DIGITAL VIDEO AND HDTV ALGORITHMS AND INTERFACES



4095—|

40.95:1

101 | A
100 A= 1%

0

Figure 1.16 The “code 100"
problem is mitigated by using
more than 8 bits to represent
luminance. Here, 12 bits are
used, placing the top end of the
scale at 4095. However, the
majority of these 4096 codes
cannot be distinguished visually.

8100 63 1.01*3 <100
g 1.01

Conversely, monitor R'G'B’ values
are proportional to reproduced
luminance raised to approximately
the 0.4-power.

The cathode ray tube (CRT) is the
dominant display device for tele-
vision receivers and for desktop
computers.

CHAPTER 1

High-quality image reproduction requires a ratio of at
least 30 to 1 between the luminance of white and the
luminance of black, as | will explain in Contrast ratio, on
page 197. In 8-bit linear-light coding, the ratio between
the brightest luminance (code 255) and the darkest
luminance that can be reproduced without banding
(code 100) is only 2.55:1. Linear-light coding in 8 bits is
unsuitable for high-quality images.

This “code 100" problem can be mitigated by placing
the top end of the scale at a code value higher than
100, as sketched in Figure 1.16 in the margin. If lumi-
nance is represented in 12 bits, white is at code 4095;
the luminance ratio between code 100 and white
reaches 40.95:1. However, the vast majority of those
4096 code values cannot be distinguished visually; for
example, codes 4001 through 4040 are visually indis-
tinguishable. Rather than coding luminance linearly
with a large number of bits, we can use many fewer
code values assigned nonlinearly on a perceptual scale.

If the threshold of vision behaved strictly according to
the 1% relationship across the whole tone scale, then
luminance could be coded logarithmically. For a con-
trast ratio of 100:1, about 463 code values would be
required, corresponding to about 9 bits. In video,

for reasons to be explained in Luminance and lightness,
on page 203, instead of modeling the lightness sensi-
tivity of vision as a logarithmic function, we model it as
a power function with an exponent of about 0.4.

The luminance of the red, green, or blue primary light
produced by a monitor is proportional to voltage (or
code value) raised to approximately the 2.5-power. This
will be detailed in Chapter 23, Gamma, on page 257.

Amazingly, a CRT's transfer function is nearly the
inverse of vision's lightness sensitivity! The nonlinear
lightness response of vision and the power function
intrinsic to a CRT combine to cause monitor voltage, or
code value, to exhibit perceptual uniformity, as demon-
strated in Figures 117 and 1.18 overleaf.

RASTER IMAGES 13



Pixel value, 8-bit scale 0 50 100 150 200 250

Figure 1.17 Grayscale ramp on a CRT display is generated by writing successive integer values O
through 255 into the columns of a framebuffer. When processed by a digital-to-analog converter
(DAQ), and presented to a CRT display, a perceptually uniform sweep of lightness results. A naive
experimenter might conclude — mistakenly! — that code values are proportional to intensity.

Pixel value, 8-bit scale 0 50 100 150 200 250
[ T T T T [ T T T[T T rrrrrr]

Luminance, relative 0 0.02 0.05 01 0.2 04 06 08 1
[T T 1 1 1 17 1r 171 7T1]
CIE Lightness, L* 010 20 40 60 80 100

Figure 1.18 Grayscale ramp augmented with CIE lightness (L*, on the middle scale), and CIE
relative luminance (Y, proportional to intensity, on the bottom scale). The point midway across
the screen has lightness value midway between black and white. There is a near-linear relation-
ship between code value and lightness. However, luminance at the midway point is only about
18% of white! Luminance produced by a CRT is approximately proportional to the 2.5-power

of code value. Lightness is roughly proportional to the 0.4-power of luminance. Amazingly, these
relationships are near inverses. Their near-perfect cancellation has led many workers in video,
computer graphics, and digital image processing to misinterpret the term intensity, and to
underestimate the importance of nonlinear transfer functions.

14 DIGITAL VIDEO AND HDTV ALGORITHMS AND INTERFACES



See Bit depth requirements,
on page 269.

CHAPTER 1

In video, this perceptually uniform relationship is
exploited by gamma correction circuitry incorporated
into every video camera. The R'G'B’ values that result
from gamma correction — the values that are processed,
recorded, and transmitted in video — are roughly
proportional to the square root of scene intensity: R'G'B’
values are nearly perceptually uniform. Perceptual
uniformity allows as few as 8 bits to be used for each
R'G'B’ component. Without perceptual uniformity, each
component would need 11 bits or more. Digital still
cameras adopt a similar approach.

Linear and nonlinear

Image sensors generally convert photons to electrons:
They produce signals whose amplitude is proportional
to physical intensity. Video signals are usually processed
through analog circuits that have linear response to
voltage, or digital systems that are linear with respect to
the arithmetic performed on the codewords. Video
systems are often said to be linear.

However, linearity in one domain cannot be carried
across to another domain if a nonlinear function sepa-
rates the two. In video, scene luminance is in a linear
optical domain, and the video signal is in a linear elec-
trical domain. However, the nonlinear gamma correc-
tion imposed between the domains means that
luminance and signal amplitude are not linearly related.
When you ask a video engineer if his system is linear, he
will say, "Of course!" — referring to linear voltage. When
you ask an optical engineer if her system is linear, she
will say, "Of course!" — referring to intensity, radiance,
or luminance. However, if a nonlinear transform lies
between the two systems, a linear operation performed
in one domain is not linear in the other.

If your computation involves perception, nonlinear
representation may be required. If you perform a dis-
crete cosine transform (DCT) on image data as part of
image compression, as in JPEG, you should use
nonlinear coding that exhibits perceptual uniformity,
because you wish to minimize the perceptibility of the
errors that will be introduced by the coding process.
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Luma and color difference components

Some digital video equipment uses R'G'B’ components
directly. However, human vision has considerably less
ability to sense detail in color information than in light-
ness. Provided lightness detail is maintained, color
detail can be reduced by subsampling, which is a form
of filtering (or averaging).

A color scientist might implement subsampling by
forming relative luminance as a weighted sum of linear
RGB tristimulus values, then imposing a nonlinear
transfer function approximating CIE lightness (L*). In
video, we depart from the theory of color science, and
implement an engineering approximation to be intro-
duced in Constant luminance, on page 75. Component
video systems convey image data as a luma compo-
nent, Y’, approximating lightness, and two color differ-
ence components — Cg and Cy in the digital domain, or
Pg and PR in analog — that represent color disregarding
lightness. The color difference components are subsam-
pled to reduce their data rate. | will explain Y'CgCr and
Y'PgPr components in Introduction to luma and chroma,
on page 87.

SDTV/HDTV

Until recently, it was safe to use the term television,

but the emergence of widescreen television, high-
definition television, and other new systems introduces
ambiguity into that unqualified word. Surprisingly, there
is no broad agreement on definitions of standard-defini-
tion television (SDTV) and high-definition television
(HDTV). | classify as SDTV any video system whose
image totals fewer than 34 million pixels. | classify as
HDTV any video system with a native aspect ratio of
16:9 whose image totals 34 million pixels or more.
Digital television (DTV) encompasses digital SDTV and
digital HDTV. Some people and organizations consider
SDTV to imply component digital operation — that is,
NTSC, PAL, and component analog systems are
excluded.

DIGITAL VIDEO AND HDTV ALGORITHMS AND INTERFACES



Resolution properly refers to
spatial phenomena; see page 65.
It is a mistake to refer to a sample
as having 8-bit resolution: Say
quantization or precision instead.

To make a 100-foot-long fence with
fence posts every 10 feet, you need
11 posts, not ten! Take care to
distinguish levels (in the left-hand
portion of Figure 2.1, eleven) from
steps or risers (here, ten).

Figure 2.1 Quantizer
transfer function is
shown at the left. The
usual O to 255 range of
quantized R'G'B’ compo-
nents in computing is
sketched at the right.

Quantization 2

A signal whose amplitude takes a range of continuous
values is quantized by assigning to each of several (or
several hundred or several thousand) intervals of ampli-
tude a discrete, numbered level. In uniform quantiza-
tion, the steps between levels have equal amplitude.
Quantization discards signal information lying between
quantizer levels. Quantizer performance is character-
ized by the extent of this loss. Figure 2.1 below shows,
at the left, the transfer function of a uniform quantizer.

A truecolor image in computing is usually represented
in R'G'B' components of 8 bits each, as | will explain on
page 36. Each component ranges from O through 255,
as sketched at the right of Figure 2.1: Black is at zero,
and white is at 255. Grayscale and truecolor data in
computing is usually coded so as to exhibit approxi-
mate perceptual uniformity, as | described on page 13:
The steps are not proportional to intensity, but are
instead uniformly spaced perceptually. The number of
steps required depends upon properties of perception.

L _ 255+ -
- -tSTEP (riser)
_-L— LEVEL (tread) -

0 7 . '
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Eq 2.1 Power ratio, in decibels:

P
m:’IOIgP—1 (dB)
2

Eq 2.2 Power ratio, with respect
to a reference power:

m=10 IgPL (dB)
REF

Eq 2.3 Power ratio, in decibels,
as a function of voltage:

m=20 Ig% (dB)
2

Voltage ratio Decibels
10 20 dB
2 6 dB
1112 1dB
1.0116 01dB
1 0dB
0.5 -6 dB
01 -20 dB
0.01 -40 dB
0.001 -60 dB

Table 2.1 Decibel examples
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Decibels

In following sections, | will describe signal amplitude,
noise amplitude, and the ratio between these — the
signal to noise ratio (SNR). In engineering, ratios such as
SNR are usually expressed in logarithmic units. A power
ratio of 10:1 is defined as a bel (B), in honor of Alex-
ander Graham Bell. A more practical measure is one-
tenth of a bel — a decibel (dB). This is a power ratio of
109 or about 1.259. The ratio of a power P; to

a power Py, expressed in decibels, is given by

Equation 2.1, where the symbol Ig represents base-10
logarithm. Often, signal power is given with respect to
a reference power Prgp, which must either be specified
(often as a letter following dB), or be implied by the
context. Reference values of 1 W (dBW) and 1 mW
(dBm) are common. This situation is expressed in
Equation 2.2. A doubling of power represents an
increase of about 3.01 dB (usually written 3 dB). If
power is multiplied by ten, the change is +10 dB; if
reduced to a tenth, the change is <10 dB.

Consider a cable conveying a 100 MHz radio frequency
signal. After 100 m of cable, power has diminished to
some fraction, perhaps Vg, of its original value. After
another 100 m, power will be reduced by the same
fraction again. Rather than expressing this cable attenu-
ation as a unitless fraction 0.125 per 100 m, we express
it as 9 dB per 100 m; power at the end of 1 km of cable
is -90 dB referenced to the source power.

The decibel is defined as a power ratio. If a voltage
source is applied to a constant impedance, and the
voltage is doubled, current doubles as well, so power
increases by a factor of four. More generally, if voltage
(or current) into a constant impedance changes by

a ratio r, power changes by the ratio r2. (The log of r2 is
2 log r.) To compute decibels from a voltage ratio, use
Equation 2.3. In digital signal processing (DSP), digital
code levels are treated equivalently to voltage; the
decibel in DSP is based upon voltage ratios.

Table 2.1 in the margin gives numerical examples of
decibels used for voltage ratios.

DIGITAL VIDEO AND HDTV ALGORITHMS AND INTERFACES



The oct in octave refers to the
eight whole tones in music, do, re,
me, fa, sol, la, ti, do, that cover

a 2:1 range of frequency.

A stop in photography is a 2:1
ratio of illuminance.

~<€— PEAK-TO-PEAK

~<€— PEAK
RMS

Figure 2.2 Peak-to-peak,
peak, and RMS values are
measured as the total excur-
sion, half the total excursion,
and the square root of the
average of squared values,
respectively. Here, a noise
component is shown.

CHAPTER 2

A 2:1 ratio of frequencies is an octave. When voltage
halves with each doubling in frequency, an electronics
engineer refers to this as a loss of 6 dB per octave. If
voltage halves with each doubling, then it is reduced to
one-tenth at ten times the frequency; a 10:1 ratio of
quantities is a decade, so 6 dB/octave is equivalent to
20 dB/decade. (The base-2 log of 10 is very nearly 29;.)

Noise, signal, sensitivity

Analog electronic systems are inevitably subject to noise
introduced from thermal and other sources. Thermal
noise is unrelated to the signal being processed.

A system may also be subject to external sources of
interference. As signal amplitude decreases, noise and
interference make a larger relative contribution.

Processing, recording, and transmission may introduce
noise that is uncorrelated to the signal. In addition,
distortion that is correlated to the signal may be intro-
duced. As it pertains to objective measurement of the
performance of a system, distortion is treated like noise;
however, a given amount of distortion may be more or
less perceptible than the same amount of noise. Distor-
tion that can be attributed to a particular process is
known as an artifact, particularly if it has a distinctive
perceptual effect.

In video, signal-to-noise ratio (SNR) is the ratio of the
peak-to-peak amplitude of a specified signal, often the
reference amplitude or the largest amplitude that can
be carried by a system, to the root mean square (RMS)
magnitude of undesired components including noise
and distortion. (It is sometimes called PSNR, to empha-
size peak signal; see Figure 2.2 in the mar