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GLOSSARY

Aberration A perfect lens would produce an image that
was a scaled representation of the object; real lenses
suffer from defects known as aberrations and measured
by aberration coefficients.

Cardinal elements The focusing properties of optical
components such as lenses are characterized by a set
of quantities known as cardinal elements; the most im-
portant are the positions of the foci and of the principal
planes and the focal lengths.

Conjugate Planes are said to be conjugate if a sharp im-
age is formed in one plane of an object situated in the
other. Corresponding points in such pairs of planes are
also called conjugates.

Electron lens A region of space containing a rotationally
symmetric electric or magnetic field created by suit-
ably shaped electrodes or coils and magnetic materials
is known as a round (electrostatic or magnetic) lens.
Other types of lenses have lower symmetry; quadrupole
lenses, for example, have planes of symmetry or
antisymmetry.

Electron prism A region of space containing a field in
which a plane but not a straight optic axis can be defined
forms a prism.

Image processing Images can be improved in various
ways by manipulation in a digital computer or by op-
tical analog techniques; they may contain latent infor-
mation, which can similarly be extracted, or they may
be so complex that a computer is used to reduce the
labor of analyzing them. Image processing is conve-
niently divided into acquisition and coding; enhance-
ment; restoration; and analysis.

Optic axis In the optical as opposed to the ballistic study
of particle motion in electric and magnetic fields, the
behavior of particles that remain in the neighborhood
of a central trajectory is studied. This central trajectory
is known as the optic axis.

Paraxial Remaining in the close vicinity of the optic axis.
In the paraxial approximation, all but the lowest order
terms in the general equations of motion are neglected,
and the distance from the optic axis and the gradient of
the trajectories are assumed to be very small.

Scanning electron microscope (SEM) Instrument in
which a small probe is scanned in a raster over the sur-
face of a specimen and provokes one or several signals,
which are then used to create an image on a cathoderay
tube or monitor. These signals may be X-ray inten-
sities or secondary electron or backscattered electron
currents, and there are several other possibilities.

667



668

Scanning transmission electron microscope (STEM)
As in the scanning electron microscope, a small probe
explores the specimen, but the specimen isthin and the
signals used to generate theimages are detected down-
stream. The resolution is comparable with that of the
transmission el ectron microscope.

Scattering When electrons strike a solid target or pass
through a thin object, they are deflected by the lo-
ca field. They are said to be scattered, elastically
if the change of direction is affected with negligible
loss of energy, inelastically when the energy loss is
appreciable.

Transmission electron microscope (TEM) Instrument
closely resembling a light microscope in its general
principles. A specimen areais suitably illuminated by
means of condenser lenses. An objective close to the
specimen provides the first stage of magnification, and
intermediate and projector lens magnify the image fur-
ther. Unlike glasslenses, thelens strength can bevaried
at will, and the total magnification can hence be varied
from afew hundred times to hundreds of thousands of
times. Either the object plane or the plane in which the
diffraction pattern of the object isformed can be made
conjugate to the image plane.

OF THE MANY PROBES used to explore the structure
of matter, charged particles are among the most versa-
tile. At high energies they are the only tools available
to the nuclear physicist; at lower energies, electrons and
ions are used for high-resolution microscopy and many
related tasksin the physical and life sciences. The behav-
ior of the associated instruments can often be accurately
described in the language of optics. When the wavelength
associated with the particles is unimportant, geometric
optics are applicable and the geometric optical proper-
ties of the principal optical components—round lenses,
guadrupoles, and prisms—are therefore discussed in de-
tail. Electron microscopes, however, are operated close
to their theoretical limit of resolution, and to understand
how the image is formed a knowledge of wave optics is
essential. The theory is presented and applied to the two
families of high-resolution instruments.

I. INTRODUCTION

Charged particles in motion are deflected by electric and
magnetic fields, and their behavior is described either by
the Lorentz equation, which is Newton’s equation of mo-
tion modified to include any relativistic effects, or by
Schrodinger’s equation when spin is negligible. There
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are many devices in which charged particles travel in a
restricted zone in the neighborhood of a curve, or axis,
which is frequently a straight line, and in the vast major-
ity of these devices, the el ectric or magnetic fiel ds exhibit
somevery simplesymmetry. It isthen possibleto describe
the deviations of the particle motion by the fields in the
familiar language of optics. If the fields are rotationally
symmetric about an axis, for example, their effects are
closely analogous to those of round glass lenses on light
rays. Focusing can be described by cardinal elements, and
the associated defects resemble the geometric and chro-
matic aberrations of the lenses used in light microscopes,
telescopes, and other optical instruments. If the fields are
not rotationally symmetric but possess planes of symme-
try or antisymmetry that intersect along the optic axis, they
have an analogintoric lenses, for examplethe glasslenses
in spectaclesthat correct astigmatism. The other important
field configuration is the analog of the glass prism; here
the axis is no longer straight but a plane curve, typically
acircle, and such fields separate particles of different en-
ergy or wavelength just as glass prisms redistribute white
light into a spectrum.

In these remarks, we have been regarding charged par-
ticles as classical particles, obeying Newton’s laws. The
mention of wavelength reminds us that their behavior is
also governed by Schrodinger’sequation, and theresulting
description of the propagation of particle beamsis needed
to discuss the resolution of electron-optical instruments,
notably electron microscopes, and indeed any physical ef-
fect involving charged particles in which the wavelength
isnot negligible.

Charged-particle optics is till a young subject. The
first experiments on electron diffraction were made in the
1920s, shortly after Louisde Broglie associated the notion
of wavelength with particles, and in the same decade Hans
Busch showed that the effect of a rotationally symmet-
ric magnetic field acting on a beam of electrons traveling
close to the symmetry axis could be described in optical
terms. The first approximate formula for the focal length
wasgiven by Buschin 1926-1927. Thefundamental equa-
tions and formulas of the subject were derived during the
1930s, with Walter Glaser and Otto Scherzer contribut-
ing many original ideas, and by the end of the decade the
German Siemens Company had put the first commercial
€l ectron microscope with magnetic lenses on the market.
The latter was a direct descendant of the prototypes built
by Max Knoll, Ernst Ruska, and Bodo von Borries from
1932 onwards. Comparable work on the development of
an electrostatic instrument was being done by the AEG
Company.

Subsequently, several commercial ventures were
launched, and French, British, Dutch, Japanese, Swiss,
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American, Czechoslovakian, and Russian electron micro-
scopes appeared on the market as well as the German
instruments. These are not the only devices that depend
on charged-particle optics, however. Particle accelerators
also use electric and magnetic fields to guide the parti-
cles being accelerated, but in many cases these fields are
not static but dynamic; frequently the current density in
the particle beam is very high. Although the traditional
optical concepts need not be compl etely abandoned, they
do not provide an adequate representation of al the prop-
erties of “heavy” beams, that is, beams in which the cur-
rent density is so high that interactions between individual
particles are important. The use of very high frequencies
likewise requires different methods and a new vocabulary
that, although known as “dynamic electron optics,” is far
removed from the optics of lenses and prisms. This ac-
count is confined to the charged-particle optics of static
fields or fieldsthat vary so slowly that the static equations
can be employed with negligible error (scanning devices);
itislikewise restricted to beamsin which the current den-
Sity is so low that interactions between individual parti-
cles can be neglected, except in a few local regions (the
crossover of electron guns).

New devices that exploit charged-particle optics are
constantly being added to the family that began with the
transmission electron microscope of Knoll and Ruska.
Thus, in 1965, the Cambridge Instrument Co. launched
the first commercial scanning electron microscope after
many years of development under Charles Oatley in the
Cambridge University Engineering Department. Here, the
imageisformed by generating asignal at the specimen by
scanning a small electron probe over the latter in a regu-
lar pattern and using this signal to modulate the intensity
of acathode-ray tube. Shortly afterward, Albert Crewe of
the Argonne National Laboratory and the University of
Chicago developed the first scanning transmission elec-
tron microscope, which combines all the attractions of a
scanning device with the very high resolution of a “con-
ventional” electron microscope. More recently still, fine
electron beams have been used for microlithography, for
inthe quest for microminiaturization of circuits, thewave-
length of light set alower limit on the dimensions attain-
able. Finally, there are, many devicesin which the charged
particles are ions of one or many species. Some of these
operate on essentially the same principlesastheir electron
counterparts; in others, such as mass spectrometers, the
presence of several ion speciesisintrinsic. The laws that
govern the motion of all charged particles are essentially
the same, however, and we shall consider mainly electron
optics; the equations are applicable to any charged par-
ticle, provided that the appropriate mass and charge are
inserted.
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A. Paraxial Equations

Although it is, strictly speaking, true that any beam of
charged particles that remains in the vicinity of an arbi-
trary curve in space can be described in optical language,
thisisfar too general a starting point for our present pur-
poses. Even for light, the optics of systems in which the
axisis askew curve in space, developed for the study of
the eye by Allvar Gullstrand and pursued by Constantin
Carathéodory, are little known and rarely used. The same
is true of the corresponding theory for particles, devel-
oped by G. A. Grinberg and Peter Sturrock. We shall in-
stead consider the other extreme case, in which the axis
is straight and any magnetic and electrostetic fields are
rotationally symmetric about this axis.

1. Round Lenses

Weintroduce a Cartesian coordinate systeminwhichthe z
axis coincides with the symmetry axis, and we provision-
aly denote the transverse axes X and Y. The motion of a
charged particle of rest mass mgp and charge Q in an elec-
trostatic field E and amagnetic field B is then determined
by the differential equation

(d/dt)(ymov) = Q(E + v x B)
y =(@1—%/) 2, D

which represents Newton’s second law modified for
relativistic effects (Lorentz equation); v is the veloc-
ity. For electrons, we have e= —Q ~1.6 x 1072°C and
e/my~>~176 Clug. Since we are concerned with static
fields, the time of arrival of the particles is often of no
interest, and it is then preferable to differentiate not with
respect to time but with respect to the axial coordinate z.
A fairly lengthy calculation yieldsthetrgectory equations

d*X _p*(99 _ .99
dz2 ~ g \9X 0z

+ %[Y/(BZ + X'Bx) — By(1+ X?)]
d?y  p?(dg 99
—_ (=2 _y=
dz2 g \aY 0z
Q,O / / 12
+E[_X (B;+Y'By)+ Bx(1+Y?)] (2

inwhich p? =1+ X2+ Y’? and g = y mov.

By specializing these equations to the various cases of
interest, we obtain equations from which the optical prop-
erties can be derived by the “trgjectory method.” It iswell
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known that equations such asEq. (1) areidentical with the
Euler—L agrange equations of avariational principle of the
form
t
W = L(r, v, t) dt = extremum 3
to

provided that ty, t1, r(to), and r(t;) are held constant. The
Lagrangian L hasthe form

L=moc[1—(1—2v%/cAY]+Q(v-A—d) (4

in which ® and A are the scalar and vector potentials
corresponding to E, E=—grad ¢ and to B, B=curl A.
For static systems with a straight axis, we can rewrite
Eg. (3) intheform

Z
S=/ M(x,y, z X, y)dz, (5)
2

where
M = (1+ X?+Y?)Y?g(r)
+Q(X'Ax + Y'Ay + Ay). (6)
The Euler-L agrange equations,

d /oM M d /oM oM

dz(aX’) X’ dz(aY/) Y 0
again definetrajectory equations. A very powerful method
of analyzing optical properties is based on a study of the
function M and itsintegral S; thisisknown asthe method
of characteristic functions, or eikonal method.

We now consider the special case of rotationally sym-
metric systemsin the paraxial approximation; that is, we
examine the behavior of charged particles, specifically
electrons, that remain very closeto the axis. For such par-
ticles, the trgjectory equations collapse to asimpler form,
namely,

P x4 Y% 1By 1B
2¢ 4¢ ¢l/2 2¢l/2

B B’
n X' n

X" + Y=0

/ " (8)
YOy Y0y =X =
2¢ 4¢ ¢1/2 2¢1/2
in which ¢(z) denotes the distribution of electrostatic
potential on the optic axis, ¢(z)=®(0,0, 2); ¢(2)=
#(2)[1+ ep(2)/2moc?]. Likewise, B(z) denotes the mag-
netic field distribution on the axis. These equations are
coupled, in the sense that X and Y occur in both, but this
can be remedied by introducing new coordinate axes X,
y,inclinedto X and Y at an angle 6(z) that varies with z;
x =0, y =0 will therefore define not planes but surfaces.

By choosing 6(z) such that

Y// +

do/dz = nB/2HY2; n = (e/2mo)/%,  (9)
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FIGURE 1 Paraxial solutions demonstrating image formation.

we find

X"+ y¢'x /2§ +[(y¢" +n°B?) /4] /x = 0

Y +r9'y/26 +(yd" +n*B?)/44]/y = 0.

These differential equations are linear, homogeneous,

and second order. The general solution of either isalinear
combination of any two linearly independent solutions,
and this fact is alone sufficient to show that the corre-
sponding fields B(z) and potentia's ¢(z) have an imaging
action, as we now show. Consider the particular solution
h(2) of Eq. (10) that intersectstheaxisat z= zy and z =z,
(Fig. 1). A pencil of raysthat intersectstheplanez= z, at
some point Py(Xo, Yo) can be described by

X(2) = %og(2) + +h(2)
11)
¥(2) = ¥o9(2) + 1h(2)
in which g(z) is any solution of Eq. (10) that is linearly
independent of h(z) suchthat g(z,) = 1and A, 1 areparam-
eters; each member of the pencil correspondsto adifferent
pair of values of A, . Inthe plane z= z, we find

X(z) = %.9(z); ¥(z) =Y9(z) (12

for al A and u and hence for all rays passing through Ps.
Thisistrue for every point in the plane z= z,, and hence
the latter will be stigmatically imaged in z= z.

Furthermore, both ratios and x(z)/x, and y(z)/y, are
equal tothe constant g(z), which meansthat any pattern of
pointsin z =z, will be reproduced faithfully in theimage
plane, magnified by thisfactor g(z), whichishenceknown
as the (transverse) magnification and denoted by M.

The form of the paraxial egquations has numerous other
conseguences. We have seen that the coordinate frame x—
y-z rotates relative to the fixed frame X-Y-Z about the
optic axis, with the result that the image will be rotated
with respect to the object if magnetic fields are used. In
an instrument such as an electron microscope, the image
therefore rotates as the magnification is altered, since the
latter is affected by altering the strength of the magnetic
field and Eqg. (9) showsthat the angle of rotation isafunc-
tion of this quantity. Even more important is the fact that
the coefficient of the linear term is strictly positive in the
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case of magnetic fields. Thisimpliesthat the curvature of
any solution x(z) isoppositein signto x(z), with theresult
that the field always drives the electrons toward the axis;
magnetic el ectron lenses always have aconvergent action.
Thesameistrueof theoverall effect of electrostatic lenses,
although the reasoning is not quite so simple.

A particular combination of any two linearly indepen-
dent solutions of Eq. (10) forms the invariant known as
the Wronskian. This quantity is defined by

o2 (y1ys — Viy2)  (13)

Suppose that we select x; = h and x, = g, where h(z,) =
h(z)=0and g(z,) =1 so that g(z) = M. Then

$5%h, = 6i*niM (14)

P2 (XX — X1 X2);

Theratio h{/h isthe angular magnification Ma and so
MMy = (do/di)"? (15)

or MMp =1 if the lens has no overall accelerating effect
and hence ¢, = ¢;. Identifying ¢/2 with the refractive in-
dex, Eqg. (15) isthe particleanal og of the Smith-Helmholtz
formula of light optics. Analogs of al the other optical
laws can be established; in particular, we find that the lon-
gitudinal magnification M; is given by.

M = M/Ma = (¢i/do)2M? (16)

and that Abbe’s sine condition and Herschel’s condition
take their familiar forms.

We now show that image formation by electron lenses
can be characterized with the aid of cardina elements:
foci, focal lengths, and principal planes. First, however,
we must explain the novel notions of real and asymp-
totic imaging. So far, we have simply spoken of rotation-
ally symmetric fields without specifying their distribution
in space. Electron lenses are localized regions in which
the magnetic or electrostatic field is strong and outside of
which the field is weak but, in theory at least, does not
vanish. Sometypical lens geometries are shown in Fig. 2.

If the object and image are far from the lens, in effec-
tively field-free space, or if the object is not a physical
specimen but an intermediate image of the latter, the im-
age formation can be analyzed in terms of the asymptotes
to raysentering or emerging fromthelensregion. If, how-
ever, the true object or image isimmersed within the lens
field, asfrequently occursin the case of magnetic lenses, a
different method of characterizing thelens propertiesmust
be adopted, and we shall speak of real cardinal elements.
We consider the asymptotic case first.

It is convenient to introduce the solutions of Eq. (10)
that satisfy the boundary conditions

Zlir_noo G2 =1 ZILr& G=1 (@17

671

"~ .

%1 #2983 (b)
(a)
z
2} ._tb; 2]
(c)
_— coil
polepieces

Z

(d)

VLT

(e)

FIGURE 2 Typical electron lenses: (a—c) electrostatic lenses, of
which (c) is an einzel lens; (d—e) magnetic lenses of traditional
design.

These are rays that arrive at or leave the lens paralel
to the axis (Fig. 3). As usua, the general solution is
X(2) = aG(2) + BG(2), where « and 8 are constants. We
denote the emergent asymptote to G(z) thus:

lim G(2) = Gi(z - zr) (18)

We denote the incident asymptote to G(z) thus:
] lim G(2) = G,(z — zro) (19)

lens region

G(z)

FIGURE 3 Rays G(z) and G(z).
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lens region
]

FIGURE 4 Focal and principal planes.

Clearly, dl raysincident parallel to the axis have emergent
asymptotes that intersect at z= zg; this point isknown as
the asymptotic image focus. It is not difficult to show that
the emergent asymptotes to any family of rays that are
parallel to oneanother but not to theaxisintersect at apoint
in the plane z=z. By applying a similar reasoning to
G(2), werecognizethat zx, isthe asymptotic object focus.
Theincident and emergent asymptotesto G(z) intersect in
aplane zp;, which is known as the image principa plane
(Fig. 4). Thedistance between zg and zp; istheasymptotic
image focal length:

Zr — 25 = —1/G| = fi (20)
We can likewise define zg, and fo:
Zpo — ZFg = 1/(_3:) = f, (21)

The Wronskian tellsusthat $%/2(GG’ — G'G) is constant
and so

$37G, = —4!"G|
or

fo/ds? = /4" (22)
In magnetic lenses and electrostatic lenses, that provide
no overall acceleration, ¢, =¢; and so f,= fj; we drop
the subscript when no confusion can arise.

The coupling between an object space and an image

spaceisconveniently expressed intermsof zg,, zr, fo, and
f;. From the general solution x = aG + G, we see that

ZIirp X(2) = a + B(z— zro)/ o
(23)
Iim x(2) = ~a(z - zq)/fi + B
and likewise for y(z). Eliminating o and 8, we find

Zp — Zfi (z1 — Zro)(2Z2 — Zm)

- f
X2 N fi ot fi X1
2 %~ %o %

fi fo
(24)
where x; denotes x(z) in some plane z = z; ontheincident
asymptote and X, denotes x(z) in some plane z=2z, on
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the emergent asymptote; x’'=dx/dz. The matrix that
appears in this equation is widely used to study systems
with many focusing elements; it isknown asthe (paraxial)
transfer matrix and takes slightly different forms for the
various elements in use, quadrupoles in particular. We
denote the transfer matrix by T.

If the planes z; and z, are conjugate, the point of arrival
of aray in z, will vary with the position coordinates of
its point of departurein z; but will be independent of the
gradient at that point. Thetransfer matrix element T, must
therefore vanish,

(2o — Zro)(z — Zr) = — fo i (29)

inwhichwehavereplaced z; and z; by z, and z toindicate
that these are now conjugates (object and image). This
is the familiar lens equation in Newtonian form. Writing
Zri = zpi + fj and zeo = zp, — fp, We Obtain

fo f|
Zpo — 2o 4 — Zpi

the thick-lens form of the regular lens equation.
Between conjugates, the matrix T takesthe form

M 0
T=| 1 fo1 27)
i HM

in which M denotes the asymptotic magnification, the
height of the image asymptoteto G(z) in theimage plane.

If, however, the object isarea physical specimen and
not amereintermediate image, the asymptotic cardinal el-
ements cannot in general be used, because the object may
well be situated inside the field region and only a part of
thefieldwill then contributeto theimageformation. Fortu-
nately, objective lenses, in which this situation arises, are
normally operated at high magnification with the speci-
men close to the real object focus, the point at which the
ray G(z) itself intersects the axis [whereas the asymptotic
object focusisthe point at which the asymptoteto G(2) in
object space intersects the optic axis]. The corresponding
real focal length isthen defined by the Slope of G(z) at the
object focus Fy: f =1/G/(F,); seeFig. 5.

-1 (26)

G(z)

FIGURE 5 Real focus and focal length.
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2. Quadrupoles

In the foregoing discussion, we have considered only ro-
tationally symmetric fields and have needed only the axial
distributions B(z) and ¢(2). The other symmetry of great-
est practical interest is that associated with electrostatic
and magnetic quadrupoles, widely used in particle accel-
erators. Here, the symmetry islower, the fields possessing
planes of symmetry and antisymmetry only; these planes
intersect in the optic axis, and we shall assume forthwith
that electrostatic and magnetic quadrupoles are disposed
as shown in Fig. 6. The reason for this is simple: The
paraxial equations of motion for charged particles trav-
eling through quadrupoles separate into two uncoupled
equationsonly if thischoiceisadopted. Thisisnot merely
a question of mathematical convenience; if quadrupole
fields overlap and the total system does not have the
symmetry indicated, the desired imaging will not be
achieved.

(b)
FIGURE 6 (a) Magnetic and (b) electrostatic quadrupoles.
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The paraxial equations are now different in the x—z and
y-z planes;

d £1/2,,7 y@" — 2y p2 + 40 Qa2
dz(¢ x) 4412 x=0
(28)
d 21/2, 1 y¢" +2yp2 — 4y qugl/z
—dz(¢ y) + 1412 y=0

in which we have retained the possible presence of a
round electrostatic lensfield ¢ (z). Thefunctions p,(z) and
Q2(2) that also appear characterize the quadrupole fields;
their meaning is easily seen from the field expansions [for
B(2)=0]:

1
O(x,Y,2) =¢(2) - Z(XZ +y%)¢"(2)
i 2 22, (4)
+ 0%+ Y%
Iy pa(d) — (4 YD)
2 2 24 2
1
+52 Pa(D)(x* — 6x2y2 + Yy + - (29)
OV, D) = (D) — 2129 + 14l
s 4 64
! r2cos2 - ’r*cos2
+ 5P Y — 24 P2 W

1 4
— P4l “ cos4
+ o P v+

&:—%M—wmua

Ay = 2~ 3)Q(2)
1 1 0
Ae = 50 = YIQe@) - (¢ — Y Q@)

1
+ 2—4(><4 — 6X°y? + y)Qu(2)

The terms p4(z) and Q4(2) characterize octopole fields,
and we shall refer to them briefly in connection with the
aberration correction bel ow.

It is now necessary to define separate transfer matrices
for the x—z plane and for the y-z plane. These have ex-
actly the same form as Egs. (24) and (27), but we have
to distinguish between two sets of cardinal elements. For
arbitrary planes z; and z,, we have
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n-d) (-A)@-4)
- + fXI
T — fui fxo
1 Z1 — Z,(:)(())
L 1:xi fxi
B (y) (y)
_22_Z|(:>i/) (22— z)(z - z0) iy
i
TW — fyi fyo Y
1 71— zg))
L 1:yi fyi .
(31)

Suppose now that z = z,, and z = z,; and conjugate so that
T =0; in general, TY £ 0 and 0 a point in the object
plane z= z,, will beimaged asalineparallel tothe y axis.
Similarly, if we consider a pair of conjugates z = zy, and
z=1zy;, we obtain aline parallel to the x axis. The imag-
ing is hence astigmatic, and the astigmatic differencesin
object and image space can berelated to the magnification

Ai = Zy — Zyi = AR — T My + fyiMy 32)

Ai '= Zxo — Zyo = NFo t+ fxo/Mx — fyo/My,

where
Ari= 28— 2Y = A(My = My = 0)

() ) _

(33)
AFo '= Zg — Zgg = No(Mx = My — 00).

Solving theequations A; = Ao = 0for My and My, wefind
that thereisa pair of object planesfor which theimageis
stigmatic though not free of distortion.

3. Prisms

There is an important class of devices in which the optic
axisis not straight but a simple curve, amost invariably
lyinginaplane. The particlesremain inthevicinity of this
curve, but they experience different focusing forcesin the
plane and perpendicular to it. In many cases, the axisis
a circular arc terminated by straight lines. We consider
the situation in which charged particles travel through a
magnetic sector field (Fig. 7); for smplicity, we assume
that the field falls abruptly to zero at entrance and exit
planes (rather than curved surfaces) and that the latter are
normal to the optic axis, which is circular. We regard the
planecontaining theaxisashorizontal. Thevertical field at
theaxisisdenoted by By, and off theaxis, B = By(r/R)™"
in the horizontal plane. It can then be shown, with the
notation of Fig. 7, that paraxial trajectory equations of the
form

X" +k2x =0; y' +kiy=0 (34)

describe the particle motion, with k3 = (1—n)/R? and
k2 =n/R?. Since these are identical in appearance with
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FIGURE 7 Passage through a sector magnet.

the quadrupole equations but do not have different signs,
theparticleswill befocusedinbothdirectionsbut notinthe
same “image” plane unless ky =k, and hencen = % The
casesn = 0, for which the magnetic field ishomogeneous,
andn= % have been extensively studied. Since prismsare
widely used to separate particlesof different energy or mo-
mentum, the dispersion is an important quantity, and the
transfer matricesareusually extended toincludethisinfor-
mation. In practice, more complex end facesare employed
than the simple planes normal to the axis considered here,
and the fringing fields cannot be completely neglected, as
they are in the sharp cutoff approximation.

Electrostatic prisms can be analyzed in a similar way

and will not be discussed separately.

B. Aberrations
1. Traditional Method

The paraxial approximation describes the dominant fo-
cusing in the principal electron-optical devices, but this
isinevitably perturbed by higher order effects, or aberra-
tions. There are several kinds of aberrations. By retaining
higher order termsin the field or potential expansions, we
obtainthefamily of geometric aberrations. By considering
small changesin particle energy and lens strength, we ob-
tain the chromatic aberrations. Finally, by examining the
effect of small departures from the assumed symmetry of
the field, we obtain the parasitic aberrations.

All these types of aberrations are conveniently studied
by means of perturbation theory. Supposethat we have ob-
tained the paraxial equations asthe Euler-L agrange equa-
tionsof the paraxial form of M [Eq. (6)], which we denote
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M® . Apart from atrivial change of scale, we have
M® = —(1/88"?)(y¢" + n°B)(< + y?)

1 I /. /
- Ecbl/z(x 2+y?) (35)

Suppose now that M® is perturbed to M® + M®),
The second term M®) may represent additional terms,
neglected in the paraxia approximation, and will then
enable us to calculate the geometric aberrations; alterna-
tively, M) may measurethe changein M®) when particle
energy and lens strength fluctuate, in which case it tells
us the chromatic aberration. Other field terms yield the
parasitic aberration. We illustrate the use of perturbation
theory by considering the geometric aberrations of round
lenses. Here, we have

M® — M@ = 2)2

1
— ZL4(x?
2 1(X+y

1
-5 Lo(X® + y2)(x? + y?)

%La(xlz +y?%)?

R(xy — x'y)?

— P2 + y?)(xy' — x'y)

— QX + y?)(xy' — Xy) (36)

with
FL(")_'Q_ o0 | 2’8
32612\ ¢ b
4B4
+ 1 —4;7255”)
(0]

1 ,
Lo = 8(231/2(y¢’ +1°B?)
1. n ]/¢”B n2 B2
Ly=2¢Y% P=— S Ml - Y
2 16612\ ¢ ¢
T]B 77282
Q=—=5 R=_273 (37
4p1/2 8p1/2
and with S® = [* M dz, we can show that
A)
PO i) — V()
) (38)
oS A) 31/2/
—— = P’s(2 - xS (2)
Ya

where s(z) and t(z) are the solutions of Eq. (10) for
which s(zp) =t(za) = 1, s(za) =1(20) =0, and z=z, de-
notes some aperture plane. Thus, in the image plane,

x® = —(M/W)as /oxa (39)
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where §* denotes J2 M@ dz, with asimilar expression
for y™). The quantities with superscript (A) indicate the
departure from the paraxial approximation, and we write

Ax; = x® /M = —(1/W) S /oxa

Ayi = yA/M = —(1/W) asP /oy

The remainder of the calculation is lengthy but straight-
forward. Into M@, the paraxial solutions are substituted
and the resulting terms are grouped according to their de-
pendence on Xo, Yo, Xa, and ya. We find that S®) can be
written

(40)

1 1 1
—SA/W = ZErc‘,‘ + ZCr;‘ + EA(v2 —v?)

1
+ ZFrr24 Dr2V 4+ Kr2v

2
+o(drZ +krZ+aV) (41)
with
15 =%+ Y5 3 =X+ Yz
(42)
V = XoXa + YoVYa; vV = XoYa — XaYo
and

AX; = Xa[Cr2+ 2KV + 2kv + (F — A)r2]
+%(Kr2 4+ 2AV + av + Dr2)
—Yo(kr2 +aVv +drd) (43)
Ayi = Ya[Cr2 + 2KV + 2kv + (F — A2
+Xo(kr +aVv +drZ)

Each coefficient A, C,..., d, k represents a differ-
ent type of geometric aberration. Although all lenses
suffer from every aberration, with the exception of the
anisotropic aberrationsdescribed by k, a, andd, whichare
peculiar to magnetic lenses, the various aberrations are of
very unequal importance when lenses are used for differ-
ent purposes. In microscope objectives, for example, the
incident electrons are scattered within the specimen and
emerge at relatively steep angles to the optic axis (sev-
eral milliradians or tens of milliradians). Here, it is the
spherical (or aperture) aberration C that dominates, and
since this aberration does not vanish on the optic axis,
being independent of r,, it has an extremely important
effect on image quality. Of the geometric aberrations, it
is this spherical aberration that determines the resolving
power of the el ectron microscope. Inthe subsequent lenses
of such instruments, the image is progressively enlarged
until the final magnification, which may reach 100,000x
or 1,000,000x, is attained. Since angular magnification
isinversely proportional to transverse magnification, the
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angular spread of the beam in these projector lenses will
betiny, whereasthe off-axisdistance becomeslarge. Here,
therefore, the distortions D and d are dominant.

A characteristic aberration figureisassociated with each
aberration. This figure is the pattern in the image plane
formed by raysfrom some object point that crossthe aper-
tureplanearound acircle. For the spherical aberration, this
figureisitself acircle, irrespective of the object position,
and the effect of thisaberration isthereforeto blur theim-
age uniformly, each Gaussian image point being replaced
by adisk of radius MCr 2. The next most important aber-
ration for objective lenses is the coma, characterized by
K and k, which generates the comet-shaped streak from
whichit takesitsname. The coefficients A and F describe
Seidel astigmatism and field curvature, respectively; the
astigmatism replaces stigmatic imagery by line imagery,
two line foci being formed on either side of the Gaussian
image plane, whilethe field curvature causes theimage to
be formed not on a plane but on a curved image surface.
The distortions are more graphically understood by con-
sidering their effect on a square grid in the object plane.
Such agridisswollen or shrunk by theisotropic distortion
D and warped by the anisotropic distortion d; the latter
has been evocatively styled as a pocket handkerchief dis-
tortion. Figure 8 illustrates these various aberrations.

Each aberration has a large literature, and we confine
this account to the spherical aberration, an eternal pre-
occupation of microscope lens designers. In practice, it
is more convenient to define thisin terms of angle at the
specimen, and recalling that x(z) = X,5(2) + Xat(2), wesee
that X, = XoS'(Zo) + Xat’(zo) Hence,

C ! /. /.
AXj = Cxa(Xg + yi) = tT3X0(X02 + yoz) +- (44
0

and we therefore write Cs = c¢/t/® so that

¥i = Csyo(X& + V&) (45)

It is this coefficient Cs that is conventionally quoted and
tabulated. A very important and disappointing property of
Csisthatitisintrinsically positive: Theformulafor it can
be cast into positive-definite form, which means that we
cannot hope to design around lens free of this aberration
by skillful choice of geometry and excitation. This result
isknown as Scherzer’stheorem. An interesting attempt to
upset the theorem was made by Glaser, who tried setting
the integrand that occurs in the formula for Cg, and that
can be written as the sum of several squared terms, equal
to zero and solving the resulting differential equation for
thefield (in the magnetic case). Alas, the field distribution
that emerged was not suitable for image formation, thus
confirming the truth of the theorem, but it has been found
useful in B-ray spectroscopy. The full implications of the
theorem were established by Werner Tretner, who estab-

A% = Cxo(x2 + Y2):
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FIGURE 8 Aberration patterns: (a) spherical aberration; (b)
coma,; (c—e) distortions.

lished the lower limit for Cg as a function of the practical
constraints imposed by electrical breakdown, magnetic
saturation, and geometry.

Like the cardinal elements, the aberrations of objective
lenses require a dlightly different treatment from those of
condenser lenses and projector lenses. The reason is eas-
ily understood: In magnetic objective lenses (and probe-
forming lenses), the specimen (or target) is commonly
immersed deep inside the field and only the field re-
gion downstream contributes to the image formation. The
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spherical aberration is likewise generated only by this
part of the field, and the expression for Cs as an integral
from object plane to image plane reflects this. In other
lenses, however, the object isin fact an intermediate im-
age, formed by the next lens upstream, and the whole
lens field contributes to the image formation and hence
to the aberrations. It is then the coupling between inci-
dent and emergent asymptotes that is of interest, and the
aberrations are characterized by asymptotic aberration co-
efficients. These exhibit an interesting property: They can
be expressed as polynomials in reciprocal magnification
m (m=1/M), with the coefficients in these polynomials
being determined by the lens geometry and excitation and
independent of magnification (and hence of object posi-
tion). This dependence can be written

C m?#
K md | [k m?
Al=Q|m’||a|=q| m (46)
F m d 1
D 1
inwhich Q and q have the patterns
X X X X X
0 x X X X X X X
Q=10 0 x x x|{; g=1|0 x x|, (47
0 0 x x Xx 0 0 x
0 0 0 x x

where an x indicates that the matrix element is a nonzero
quantity determined by the lens geometry and excitation.
Turning now to chromatic aberrations, we have

am@ am@
P —
mY~ = ——A AB 48
¢ o+ 0B “48)
and a straightforward calculation yields
A AB
AX© = _(CcXé + CpXo — CGY0)<J/A—¢O - 2—0)
o Bo
A AB
Ay© = —(Ccyo + CpYo + cexo)(y A¢° - 2_°>
®o Bo
(49)
for magnetic lenses or
A
x© = —(Cox!, + CDXO)% (50)
o]

with asimilar expression for y(© for electrostatic lenses.
In objective lenses, the dominant aberration is the (axial)
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chromatic aberration C,, which causes ablur in theimage
that isindependent of the position of the object point, like
that due to Cs. The coefficient C. aso shares with Cg the
property of being intrinsically positive. The coefficients
Cp and Cy affect projector lenses, but although they are
pure distortions, they may well cause blurring since the
termin A¢, and A B, represents a spread, as in the case
of theinitial electron energy, or an oscillation typically at
main frequency, coming from the power supplies.

Although a genera theory can be established for the
parasitic aberrations, thisis much less useful than the the-
ory of the geometric and chromatic aberrations; because
the parasitic aberrations are those caused by accidental,
unsystematic errors—imperfect roundness of the open-
ings in a round lens, for example, or inhomogeneity of
the magnetic materia of the yoke of a magnetic lens, or
imperfect alignment of the polepieces or electrodes. We
therefore merely point out that one of the most important
parasitic aberrations is an axial astigmatism due to the
weak gquadrupole field component associated with ellip-
ticity of the openings. So large is this aberration, even in
carefully machined lenses, that microscopes are equipped
with a variable weak quadrupole, known as a stigmator,
to cancel this unwelcome effect.

We will not give details of the aberrations of quad-
rupolesand prisms here. Quadrupoles have moreindepen-
dent aberrations than round lenses, astheir lower symme-
try leadsusto expect, but these aberrati ons can be grouped
into the same families: aperture aberrations, comas, field
curvatures, astigmatisms, and distortions. Since the op-
tic axis is straight, they are third-order aberrations, like
those of round lenses, in the sense that the degree of the
dependence on Xo, X, Yo, and Y, is three. The primary
aberrations of prisms, on the other hand, are of second
order, with the axis now being curved.

2. Lie Methods

An alternative way of using Hamiltonian mechanics to
study the motion of charged particles has been devel oped,
by Alex Dragt and colleagues especially, in which the
properties of Lie algebra are exploited. This has come to
be known as Lie optics. It has two attractions, one very
important for particle optics at high energies (accelerator
optics): first, interrel ationsbetween aberration coefficients
are easy to establish, and second, high-order perturbations
can be studied systematically with the aid of computer al-
gebraand, in particular, of the differential algebra devel-
oped for the purpose by Martin Berz. At lower energies,
the Liemethods provide auseful check of results obtained
by the traditional procedures, but at higher energies they
give valuableinformation that would be difficult to obtain
in any other way.
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C. Instrumental Optics: Components
1. Guns

The range of types of particle sourcesis very wide, from
the simple triode gun with a hairpin-shaped filament re-
lying on thermionic emission to the plasma sources fur-
nishing high-current ion beams. We confine this account
to the thermionic and field-emission guns that are used
in electron-optical instrumentsto furnish modest el ectron
currents: thermionic gunswith tungsten or lanthanum hex-
aboride emitters, in which the electron emission is caused
by heating the filament, and field-emission guns, in which
a very high electric field is applied to a sharply pointed
tip (which may also be heated). The current provided by
the gun is not the only parameter of interest and isindeed
often not the most crucial. For microscope applications, a
knowledge of brightness B is much more important; this
quantity is ameasure of the quality of the beam. Its exact
definition requires considerable care, but for our present
purposes it is sufficient to say that it is a measure of the
current density per unit solid angle in the beam. For a
given current, the brightness will be high for asmall area
of emission and if the emission is confined to a narrow
solid angle. In scanning devices, the writing speed and
the brightness are interrelated, and the resulting limita-
tion is so severe that the scanning transmission electron
microscope (STEM) came into being only with the de-
velopment of high-brightness field-emission guns. Apart
from a change of scale with ¢,/¢1 in accelerating struc-
tures, the brightness is a conserved quantity in electron-
optical systems (provided that the appropriate definition
of brightnessis employed).

Thesimplest and still themost widely used el ectron gun
is the triode gun, consisting of a heated filament or cath-
ode, an anode held at a high positive potential relative to
the cathode, and, between the two, a control electrode
known as the wehnelt. The latter is held at a small nega-
tive potential relative to the cathode and serves to define
the area of the cathode from which electrons are emitted.
Theelectrons convergeto awaist, known asthe crossover,
which is frequently within the gun itself (Fig. 9). If j¢ is
the current density at the center of this crossover and as is
the angular spread (defined in Fig. 9), then

B = jc/nogg (51)

It canbeshownthat B cannot exceed the Langmuir limit
Bmax = j€¢ /KT, inwhich j isthe current density at the
filament, ¢ is the accelerating voltage, k is Boltzmann’s
constant (1.4 x 10-22 JK), and T is the filament temper-
ature. The various properties of the gun vary considerably
with the size and position of the wehnelt and anode and
the potentials applied to them; the general behavior has
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FIGURE 9 Electron gun and formation of the crossover.

been satisfactorily explained in terms of a rather simple
model by Rolf Lauer.

The crossover isaregioninwhich the current density is
high, and frequently high enough for interactions between
the beam electrons to be appreciable. A consequence of
thisisaredistribution of the energy of the particlesand, in
particular, an increase in the energy spread by afew elec-
tron volts. This effect, detected by Hans Boersch in 1954
and named after him, can be understood by estimating the
mean interaction using statistical techniques.

Another family of thermionic gunshasrare-earth boride
cathodes, LaBg in particular. These guns were introduced
in an attempt to obtain higher brightness than atraditional
thermionic gun could provide, and they areindeed brighter
sources; they are technologicaly somewhat more com-
plex, however. They require asightly better vacuum than
tungsten triode guns, and in the first designs the LaBg
rod was heated indirectly by placing a small heating coil
around it; subsequently, however, directly heated designs
were developed, which made these guns more attractive
for commercial purposes.

Even LaBg guns are not bright enough for the needs
of the high-resolution STEM, in which a probe only a
few tenths of a nanometer in diameter is raster-scanned
over athin specimen and the transmitted beam is used to
form an image (or images). Here, a field-emission gun is
indispensable. Such guns consist of afinetip and two (or
more) electrodes, the first of which creates a very high
electric field at the tip, while the second accelerates the
electronsthusextracted tothedesired accel erating voltage.
Such guns operate satisfactorily only if the vacuumisvery
good indeed; the pressure in a field-emission gun must
be some five or six orders of magnitude higher than that
in a thermionic triode gun. The resulting brightness is
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FIGURE 10 Electrostatic einzel lens design: (A) lens casing; (B
and C) insulators.

appreciably higher, but the current is not always sufficient
when only amodest magnification is required.

We repeat that the guns described above form only one
end of the spectrum of particle sources. Others have large
flat cathodes. Many are required to produce high currents
and current densities, in which case we speak of space-
charge flow; these are the Pierce guns and PIGs (Pierce
ion guns).

2. Electrostatic Lenses

Round electrostatic lenses take the form of a series of
plates in which a round opening has been pierced or cir-
cular cylinders all centered on a common axis (Fig. 10).
The potentials applied may be al different or, more often,
form asimple pattern. The most useful distinctionin prac-
tice separates lenses that create no overall acceleration of
the beam (although, of course, the particles are acceler-
ated and decel erated withinthelensfield) and thosethat do
producean overall acceleration or decel eration. Inthefirst
case, the usua configuration is the einzel lens, in which
the outer two of the three electrodes are held at anode
potential (or at the potential of the last electrode of any
lens upstream if thisisnot at anode potential) and the cen-
tral electrode is held at a different potential. Such lenses
were once used in electrostatic microscopes and are still
routinely employed when the insensitivity of electrostatic
systemsto voltage fluctuationsthat affect all the potentials
equally is exploited. Extensive sets of curves and tables
describing the properties of such lenses are available.
Accelerating lenses with only a few electrodes have
also been thoroughly studied; a configuration that is of
interest today is the multielectrode accelerator structure.
These accelerators are not intended to furnish very high
particle energies, for which very different types of accel-
erator are employed, but rather to accelerate electrons to
energies beyond the limit of the simple triode structure,
which cannot be operated above ~150kV. For microscope
and microprobe instruments with accelerating voltagesin
the range of a few hundred kilovolts up to a few mega-
volts, therefore, an accelerating structure must beinserted
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between the gun and the first condenser lens. This struc-
ture is essentially a multielectrode el ectrostatic lens with
the desired accel erating voltage between itsterminal elec-
trodes. This point of view is particularly useful when a
field-emission gun is employed because of an inconve-
nient aspect of the optics of such guns: The position and
size of the crossover vary with the current emitted. In
a thermionic gun, the current is governed essentially by
the temperature of the filament and can hence be varied
by changing the heating current. In field-emission guns,
however, the current is determined by the field at the tip
and is hence varied by changing the potential applied to
the first electrode, which in turn affects the focusing field
inside the gun. When such agun isfollowed by an accel-
erator, it isnot easy to achieve a satisfactory match for al
emission currents and final accelerating voltages unless
both gun and accelerator are treated as optical elements.
Miniature lenses and guns and arrays of these are being
fabricated, largely to satisfy the needs of nanolithography.
A spectacular achievement is the construction of a scan-
ning electron microscope that fitsinto the hand, no bigger
than apen. The optical principles are the same as for any
other lens.

3. Magnetic Lenses

There are several kinds of magnetic lenses, but the vast
majority have the form of an electromagnet pierced by a
circular canal aong which the electrons pass. Figure 11
shows such alens schematically, and Fig. 12 illustrates a
more realistic design in some detail. The magnetic flux
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N
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FIGURE 11 Typical field distribution in a magnetic lens.
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FIGURE 12 Modern magnetic objective lens design. (Courtesy
of Philips, Eindhoven.)

is provided by acoil, which usualy carries alow current
through a large number of turns; water cooling prevents
overheating. The magnetic flux is channeled through an
iron yoke and escapes only at the gap, where the yoke
is terminated with polepieces of high permeability. This
arrangement is chosen because the lens propertieswill be
most favorable if the axial magnetic field isin the form
of a high, narrow bell shape (Fig. 11) and the use of a
high-permeability alloy at the polepieces enables one to
createastrong axial field without saturating theyoke. Con-
siderable care is needed in designing the exact shape of
these polepieces, but for a satisfactory choice, the prop-
erties of the lens are essentially determined by the gap
S, the bore D (or the front and back bores if these are
not the same), and the excitation parameter J; the latter
is defined by J = NI /¢+/?, where NI is the product of the
number of turns of the coil and the current carried by it
and ¢, is the relativistic accelerating voltage; S and D
are typically of the order of millimeters and J is a few
amperes per (volts)'/2. The quantity NI can be related to
the axial field strength with the aid of Ampere’s circuital
theorem (Fig. 13); we see that

/oo B(2)dz = uoNI

[e.¢]

sothat NI « B

the maximum field in the gap, the constant of proportion-

== e
Lo )i
_____________ I R T
e oy J2

FIGURE 13 Use of Ampére’s circuital theorem to relate lens ex-
citation to axial field strength.
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ality being determined by the area under the normalized
flux distribution B(z)/Bo.

Although accurate values of the optical properties of
magnetic lenses can be obtained only by numerical meth-
ods, inwhichthefield distributionisfirst calculated by one
of the various techniques avail able—finite differences, fi-
nite elements, and boundary elementsin particular—their
variation can be studied with the aid of field models. The
most useful (though not the most accurate) of these is
Glaser’s bell-shaped model, which has the merits of sim-
plicity, reasonable accuracy, and, above all, the possibil-
ity of expressing all the optical quantities such as focal
length, focal distance, the spherical and chromatic aberra-
tion coefficients Cs and C., and indeed all the third-order
aberration coefficients, in closed form, intermsof circular
functions. In this model, By, is represented by

By = Bo/(1+ Z°/a%) (52)

and writing w? =1+ k2, k? =n?BZa?/4¢o, z=acot y
the paraxial equation has the general solution

X(¢¥) = (Acosy + Bsiny)/siny (53)

The focal length and focal distance can be written down
immediately, and the integrals that give Cs and C. can
be evaluated explicitly. This model explains very satis-
factorily the way in which these quantities vary with the
excitation and with the geometric parameter a.

The traditional design of Fig. 12 has many minor vari-
ations in which the bore diameter is varied and the yoke
shape altered, but the optical behavior is not greatly af-
fected. The design adopted is usually a compromise be-
tween the optical performance desired and the technolog-
ical needs of the user. In high-performance systems, the
specimen is usually inside the field region and may bein-
serted either down the upper bore (top entry) or laterally
through the gap (side entry). The specimen-holder mecha-
nism requires a certain volume, especially if it is of one of
the sophisticated models that permit in situ experiments:
specimen heating, to study phase changes in alloys, for
example, or specimen cooling to liquid nitrogen or liquid
helium temperature, or straining; specimen rotation and
tilt are routine requirements of the metallurgist. All this
requires space in the gap region, which is further encum-
bered by a cooling device to protect the specimen from
contamination, the stigmator, and the objective aperture
drive. Thedesired optical propertiesmust be achieved sub-
ject to the demands on space of al these devices, as far
asthisis possible. As Ugo Vadre has said, the interior of
an electron microscope objective should be regarded as a
microlaboratory.

Magnetic lenses commonly operate at room temper-
ature, but there is some advantage in going to very
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FIGURE 14 Superconducting lens system: (1) objective (shield-
ing lens); (2) intermediate with iron circuit; (3) specimen holder;
and (4) corrector device.

low temperature and running in the superconducting
regime. Several designs have been explored since André
L aberrigue, Humberto Fernandez-Moran, and Hans Boer-
sch introduced the first superconducting lenses, but only
one has survived, the superconducting shielding lens in-
troduced by Isolde Dietrich and colleagues at Siemens
(Fig. 14). Here, the entire lens is at a very low tempera-
ture, the axial field being produced by a superconducting
coil and concentrated into the narrow gap region by su-
perconducting tubes. Owing to the Meissner—Ochsenfeld
effect, the magnetic field cannot penetrate the metal of
these superconducting tubes and is hence concentrated in
the gap. The field is likewise prevented from escaping
from the gap by a superconducting shield. Such lenses
have been incorporated into anumber of microscopes and
are particularly useful for studying materia that must be
examined at extremely low temperatures; organic speci-
mensthat areirretrievably damaged by the electron beam
at higher temperatures are a striking example.
Despitetheir very different technol ogy, these supercon-
ducting lenses have essentially the same optical properties
as their warmer counterparts. This is not true of the var-
ious magnetic lenses that are grouped under the heading
of unconventional designs; these were introduced mainly
by Tom Mulvey, athough the earliest, the minilens, was
devised by Jan Le Poole. The common feature of these
lenses, which are extremely varied in appearance, is that
the space occupied by the lens is very different in vol-
ume or shape from that required by atraditional lens. A
substantial reduction in the volume can be achieved by
increasing the current density in the coil; in the minilens
(Fig. 15), the value may be ~80 mm?, whereas in a con-
ventional lens, 2 A/mm? isatypical figure. Such lensesare
employed asauxiliary lensesin zones already occupied by
other elements, such as bulky traditional lenses. After the
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initial success of these minilenses, a family of miniature
lenses came into being, with which it would be possi-
ble to reduce the dimensions of the huge, heavy lenses
used for very high voltage microscopes (in the megavolt
range). Oncetheconventional design had been questioned,
it was natural to inquire whether there was any advantage
to be gained by abandoning its symmetric shape. Thisled
to the invention of the pancake lens, flat like a phono-
graph record, and various single-polepiece or “snorkel”
lenses (Fig. 16). These are attractive in situations where
the electrons are at the end of their trgjectory, and the
single-polepiece design of Fig. 16 can be used with atar-
get in front of it or a gun beyond it. Owing to their very
flat shape, such lenses, with a bore, can be used to render
microscope projector systems free of certain distortions,
which are otherwise very difficult to eliminate.

This does not exhaust all the types of magnetic lens.
For many years, permanent-magnet lenses were investi-
gated in the hope that a ssimple and inexpensive micro-
scope could be constructed with them. An addition to
the family of traditional lensesis the unsymmetric triple-
polepiece lens, which offers the same advantages as the
single-polepiece designs in the projector system. Mag-
netic lens studies have also been revivified by the needs
of electron beam lithography.

4. Aberration Correction

The quest for high resolution has been a persistent preoc-
cupation of microscope designers since these instruments
cameinto being. Scherzer’stheorem (1936) was therefore
a very unwelcome result, showing as it did that the prin-
cipal resolution-limiting aberration could never vanish in

Water
cohnection

optic axis

Jjacket
windings

FIGURE 15 Minilens.
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FIGURE 16 Some unconventional magnetic lenses.

round lenses. It was Scherzer againwho pointed out (1947)
the various ways of circumventing hisearlier result by in-
troducing aberration correctorsof variouskinds. The proof
of the theorem required rotational symmetry, static fields,
the absence of space charge, and the continuity of certain
properties of the electrostatic potential. By relaxing any
one of these requirements, aberration correctionisin prin-
ciple possible, but only two approaches have achieved any
measure of success.

Themost promising type of corrector was|ong believed
to be that obtained by departing from rotational symme-
try, and it was with such devices that correction was at
last successfully achieved in the late 1990s. Such correc-
tors fal into two classes. In the first, quadrupole lenses
are employed. These introduce new aperture aberrations,
but by adding octopole fields, the combined aberration of
the round lens and the quadrupoles can be cancelled. At
least four quadrupoles and three octopoles are required.
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FIGURE 17 Correction of spherical aberration in a scanning
transmission electron microscope. (Left) Schematic diagram of
the quadrupole—octopole corrector and typical trajectories. (Right)
Incorporation of the corrector in the column of a Vacuum Genera-
tors STEM. [From Krivanek, O. L., etal. (1997). Institute of Physics
Conference Series 153, 35. Copyright IOP Publishing.]

Q...quadrupole lens

\ O...octupole lens
1 ray in x-z plane

== ray in y-z plane

A corrector based on this principle has been incorporated
into a scanning transmission electron microscope by O.
Krivanek at the University of Cambridge (Fig. 17). In
the second class of corrector, the nonrotationally sym-
metric elements are sextupoles. A suitable combination
of two sextupoles has a spherical aberration similar to
that of a round lens but of opposite sign, and the unde-
sirable second-order aberrations cancel out (Fig. 18). The
technical difficulties of introducing such a corrector in
a high-resolution transmission electron microscope have
been overcome by M. Haider (Fig. 19).

Quadrupol es and octopoles had seemed the most likely
type of corrector to succeed because the disturbanceto the
existing instrument, already capable of an unaided reso-
lution of afew angstroms, was slight. The family of cor-
rectors that employ space charge or charged foils placed
across the beam perturb the microscope rather more. Ef-
forts continue to improve lenses by inserting one or more

objectivelens | |

transfer doublet 1 hexapole1 transfer doublet 2 hexapole 1

object plane —¥-| |
coma free plane /

2f 2f f
< >

8f

FIGURE 18 Correction of spherical aberration in a transmission
electron microscope. Arrangemnent of round lenses and sex-
tupoles (hexapoles) that forms a semiaplanatic objective lens.
The distances are chosen to eliminate radial coma. [From Haider,
M., et al. (1995). Optik 99, 167. Copyright Wissenschaftliche
Verlagsgesellschaft.]
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FIGURE 19 (a) The corrector of Fig. 18 incorporated in a trans-
mission electron microscope. (b) The phase contrast transfer func-
tion of the corrected microscope. Dashed line: no correction. Full
line: corrector switched on, energy width (a measure of the tempo-
ral coherence) 0.7 eV. Dotted line: energy width 0.2 eV. Chromatic
aberration remains a problem, and the full benefit of the corrector
is obtained only if the energy width is very narrow. [From Haider,
M., etal. (1998). J. Electron Microsc. 47, 395. Copyright Japanese
Society of Electron Microscopy.]

-
sample holder

i
objective polepieces

FIGURE 20 Foil lens and polepieces of an objective lens to be
corrected. [From Hanai, T., et al. (1998). J. Electron Microsc. 47,
185. Copyright Japanese Society of Electron Microscopy.]

foilsin the path of the electrons, with a certain measure of
success, but doubts still persist about this method. Even
if areduction in total Cs is achieved, the foil must have
a finite thickness and will inevitably scatter the electrons
traversing it. How is this scattering to be separated from
that due to the specimen? Figure 20 showsthe design em-
ployed in an ongoing Japanese project.

An even more radical solution involves replacing the
static objective lens by one or more microwave cavities.
In Scherzer’soriginal proposal, theincident electron beam
was broken into short pulses and the el ectronsfar from the
axiswould hencearrive at the lensslightly later than those
traveling near the axis. By arranging that the axial elec-
trons encounter the maximum field so that the peripheral
electrons experience aweaker field, Scherzer argued, the
effect of Cs could be eliminated since, in static lenses,
the peripheral electrons are too strongly focused. Unfor-
tunately, when we insert realistic figures into the corre-
sponding equations, we find that the necessary frequency
isin the gigahertz range, with the result that the electrons
spend a substantial part of a cycle, or more than a cycle,
within the microwave field. Although this means that the
simple explanation isinadequate, it does not invalidate the
principle, and experiment and theory both show that mi-
crowave cavity lenses can have positive or negative spheri-
cal aberration coefficients. The principal obstaclesto their
use are the need to produce very short pulses containing
sufficient current and, above all, the fact that the beam
emerging from such cavity lenseshasarather large energy
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FIGURE 21 Microwave cavity lens between the polepieces of a
magnetic lens. (Courtesy of L. C. Oldfield.)

spread, which makes further magnification aproblem. An
exampleisshownin Fig. 21.

Finally, we mention the possibility of a posteriori cor-
rection in which we accept the deleterious effect of Cs on
the recorded micrograph but attempt to reduce or elimi-
nate it by subsequent digital or analog processing of the
image. A knowledge of the wave theory of electronimage
formation is needed to understand this idea and we there-
fore defer discussion of it to Section 111.B.

5. Prisms, Mirrors, and Energy Analyzers

Magnetic and electrostatic prisms and systems built up
from these are used mainly for their dispersive properties
in particle optics. We have not yet encountered electron
mirrors, but we mention them here because amirror action
is associated with some prisms; if electrons encounter a
potential barrier that ishigh enough to halt them, they will
bereflected and aparaxial optical formalism can be devel-
oped to describe such mirror optics. Thisis less straight-
forward than for lenses, since the ray gradient isfar from
small at the turning point, which means that one of the
usual paraxia assumptions that off-axis distance and ray
gradient are everywhere small is no longer justified.

The simplest magnetic prisms, as we have seen, are
sector fields created by magnets of the C-type or picture-
frame arrangement (Fig. 22) with circular poles or sector
poleswith asector or rectangul ar yoke. These or anal ogous

Charged-Particle Optics

electrostatic designs can be combined in many ways, of
which we can mention only asmall selection. A very inge-
nious arrangement, which combines magnetic deflection
with an electrostatic mirror, is the Castaing-Henry ana-
lyzer (Figs. 23a-23c) which hasthe constructional conve-
niencethat theincident and emergent optic axesareinline;
its optical properties are such that an energy-filtered im-
age or an energy spectrum from a selected area can be ob-
tained. A natural extension of thisisthe magnetic Q2 filter
(Fig. 23d), inwhichthemirror issuppressed; if the particle
energy is not too high, use of the electrostatic analog of
this can be envisaged (Fig. 23€). It is possibleto eliminate
many of theaberrationsof suchfiltersby arrangingthesys-
tem not only symmetrically about the mid-plane (X’ — x
in Fig. 23d), but also antisymmetrically about the planes
midway between the mid-plane and the optic axis. A vast
number of prism combinations have been explored by Ve-
niamin Kel’man and colleagues in Alma-Atain the quest
for high-performance mass and el ectron spectrometers.
Energy analysis is a subject in itself, and we can do
no more than mention various other kinds of energy or

./
/—17—[——... |
/ .../ -../
YAV 4

(c)

FIGURE 22 (a) C-Type and (b) picture-frame magnets URE typ-
ically having (c) sector-shaped yoke and poles.
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FIGURE 24 Mollenstedt analyzer.

momentum analyzers. The Wien filter consists of crossed
el ectrostatic and magnetic fields, through which particles
of a particular energy will pass undeflected, whereas all
others will be deviated from their path. The early g-ray
spectrometers exploited the fact that the chromatic aber-
ration of alens causes particles of different energiesto be
focused in different planes. The Mollenstedt analyzer is
based on the fact that raysin an electrostatic lensfar from
theaxisarerapidly separated if their energiesare different
(Fig. 24). Thelchinokawaanalyzer isthe magnetic analog
of this and is used at higher accelerating voltages where
electrostatic lensesare no longer practicable. In retarding-
field analyzers, a potential barrier is placed in the path of
the electrons and the current recorded as the barrier is
progressively lowered.

6. Combined Deflection and Focusing Devices

In the quest for microminiaturization, electron beam
lithography has acquired considerable importance. It
provesto be advantageousto include focusing and deflect-
ing fields within the same volume, and the optical proper-
tiesof such combined devices have hence been thoroughly
studied, particularly, their aberrations. It is important to
keep the adverse effect of these aberrations small, espe-
cialy because the beam must be deflected far from the
original optical axis. An ingeniousway of achieving this,
proposed by Hajime, Ohiwa, is to arrange that the optic
axis effectively shifts parallel to itself as the deflecting
field is applied; for this, appropriate additional deflec-
tion, round and multipole fields must be superimposed
and the result may be regarded as a “moving objective
lens” (MOL) or “variable-axislens” (VAL ). Perfected im-
mersion versions of these and of the “swinging objective

Charged-Particle Optics

lens” (SOL) have been devel oped, in which the target lies
within the field region.

. WAVE OPTICS

A. Wave Propagation

The starting point here is not the Newton-Lorentz equa-
tions but Schrodinger’s equation; we shall use the nonrel-
ativistic form, which can be trivially extended to include
relativistic effects for magnetic lenses. Spin is thus ne-
glected, which is entirely justifiable in the vast majority
of practical situations. Thefull Schrodinger equationtakes
theform

—:1—20v2\11 + %A .grad W
e

+<—ed> + Z—mOAZ)\IJ - ihaa_t =0 (54
and writing

W(x,y,zt) =y, y, 2e" " (55)
we obtain

—2h—”2]0V21p + %A -grad ¢

+<—ecb N iAZ)I// —Ey ()
2mg

with

E =hw (57)

where h=h/2r and h is Planck’s constant. The free-
space solution corresponds to

or
A = h/(2emogo)/? ~ 12.5/¢3/? (58)

where p is the momentum.

As in the case of geometric optics, we consider the
paraxial approximation, which for the Schrodinger equa-
tion takes the form

3y %y 1
2 ” 2p2 2 2
—h (W-i—a—yz)-i-éemow) + n°B7) (X + y)¢r

—ihp'y — 2i hp%_‘ﬁ =0 (59)

and we seek awavelike solution:

v(x.y.2) = a(z)expli S(x. y.2)/h].  (60)
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After some cal culation, we obtain the required equation
describing the propagation of the wave function through
electrostatic and magnetic fields:

B ° o[1Pg@
2wihh(z) pt/2 2hg(2)

V(K. y.2) = 02+ yz)]
i Po
/ ¥ (Xos Yo, Zo) exp{izhg(z)h(z)

x [(x = %9)? + (Y = ¥o0)’] dXo dyo
(61)
This extremely important equation isthe basis for al that
follows. In it, g(z) and h(z) now denote the solutions of
the geometric paraxial equations satisfying the boundary

conditions g(z,) =h'(z,) =1, 9'(z) = h(z,) = 0. Reorga:
nizing the various terms, Eq. (61) can be written

¥(x.y.2) = f V(%o Yor 2)

|Arh(z)

xexp{ [0 (X2 +¥2)

rh(2)
— 2(XoX + YoY)
@0+ v ddye (62

with A =h/po andr = p/po = (¢/o)"/2.
L et usconsider the plane z= z4 in which g(z) vanishes,
9(zq) = 0. For the magnetic case (r = 1), we find

M:(dzo) // ¥ (Xor Yor Zo)

———(XoXd + YOyd)i|dXo dyo

¥ (Xd, Y, Zd) =

exp[ *h(za)
(63)

with Eq= exp[i wh'(zg)(x3 + y3)/+h(z4)], so that, scale
factors apart, the wave function in this planeisthe Fourier
transform of the same function in the object plane.

Wenow consider therel ation between thewavefunction
in the object plane and in theimage plane z = z conjugate
to this, in which h(z) vanishes: h(z) = 0. It is convenient
to calculate thisin two stages, first relating v (X, Vi, z) to
the wave function in the exit pupil plane of the lens,
¥ (Xas Ya» Za) and then calculating the latter with the aid
of Eqg. (62). Introducing the paraxial solutions G(z), H(2)
such that

G(z) =H'(z) =1  G'(z) =H(z) =0
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we have

VX, Yi, z) =

iAH(@z) f Y (Xa, Ya Za)

2
exp{kH( 1C@ 0 +Y)
— 2(XaXi + Ya¥i)
+H'(z)(x? + y?)]}dxadya (64)

Using Eq. (62), we find
My (X, Vi, Z)Ei

_ ff ¥ (Xo. Yo 2o)K (Xi. Vi Xor Yo)Eo G¥o dyo  (65)

where M is the magnification, M = g(z), and

im gah! — g'h
e - o157 28 )]
a

Eo = exp[ ga(x + yo)} (66)

These quadratic factorsare of little practical consequence;
they measure the curvature of the wave surface arriving at
the specimen and at the image. If the diffraction pattern
plane coincides with the exit pupil, then E, = 1. We write
h(z;) = f since this quantity is in practice close to the
focal length, so that for the case zg = z,,

03| (67

The most important quantity in Eq. (65) isthe function
K(Xi, Yi; %o, Yo), which is given by

1
K0y o) = 1755 [ A
o 2mi X
P TR\ M)
y
+ (yo - M)yai“ dxady, (68)

or introducing the spatial frequency components
& = Xa/Af; n = Ya/Af (69)

E = exp[

we find

KO yixen o) = [ AGEE2f)

X exp {—Zni [(xo - %)é
y
+(so- g5 )] feean o
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In the paraxial approximation, the aperture function A is
simply a mathematical device defining the area of inte-
gration in the aperture plane: A= 1 inside the pupil and
A =0 outside the pupil. If we wish to include the effect
of geometric aberrations, however, we can represent them
as a phase shift of the electron wave function at the exit
pupil. Thus, if the lens suffers from spherical aberration,
we write

A(Xa, Ya) = &(Xa, Ya) €Xp[—i ¥ (Xa, Ya)] (72)
in which

4

Y= f2 277 12

Zn{lcs(x§+y§>2_ }Ax§+y§}
A

= TH{CaHE 4+ )P - 20 4 D)) (72)
the last term in A allowing for any defocus, that is, any
small difference between the object plane and the plane
conjugate to the image plane. All the third-order geomet-
ric aberrations can be included in the phase shift y, but
we consider only Cs and the defocus A. This limitation
isjustified by the fact that Cs is the dominant aberration
of objective lenses and proves to be extremely convenient
because Eg. (65) relating theimage and object wave func-
tions then has the form of a convolution, which it loses if
other aberrations are retained (although coma can be ac-
commodated rather uncomfortably). It is now the ampli-
tude function a(Xa, Ya) that represents the physical pupil,
being equal to unity insidethe opening and zero el sawhere.
Inthelight of al this, we rewrite Eq. (65) as

1 i i
Eiv (X, ¥i,z) = M/f K(% — Xo, % - yo>Eo

X Yo(Xo, Yo, Zo) UXo dYo (73)

Defining the Fourier transforms of ,, ¥, and K as fol-
lows,

Folt, 1) = / / Ealo

x eXp[—27i (§Xo + nYo)] dXo dYo
lﬁo(s,n)=ff Eyi(Mx;. My)
x exp[—2mi (§x + nyi)] dx; dy;

= % // Eivi(xi, yi)

X exp [—Zni (¢xi & nyi)}

Ren= [ ko)

x exp[—2i(EX + ny)] dx dy

(74)

dx; dy;
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in which small departures from the conventiona defini-
tions have been introduced to assimilate inconvenient fac-
tors, Eq. (65) becomes

BE = S REDTE ) (79

This relation is centra to the comprehension of
electron-optical image-forming instruments, for it tells us
that the formation of an image may be regarded as afilter-
ing operation. If K were equal to unity, the image wave
function would beidentical with the object wave function,
appropriately magnified; but in redlity K is not unity and
different spatial frequencies of the wave leaving the spec-
imen, ¥ (Xo, Yo, Zo), are transferred to the image with dif-
ferent weights. Somemay be suppressed, someattenuated,
some may havetheir sign reversed, and some, fortunately,
pass through the filter unaffected. The notion of spatia
frequency isthe spatial analog of the temporal frequency,
and we associate high spatial frequencies with fine detail
and low freguencieswith coarse detail; the exact interpre-
tationisintermsof thefourier transform, aswe have seen.

We shall use Egs. (73) and (75) to study image forma-
tion in two types of optical instruments, the transmission
electron microscope (TEM) and its scanning transmission
counterpart, the STEM. This is the subject of the next
section.

B. Instrumental Optics: Microscopes

The conventional electron microscope (TEM) consists of
a source, condenser lenses to illuminate a limited area of
the specimen, an objective to provide the first stage of
magnification beyond the specimen, and projector |enses,
which magnify the first intermediate image or, in diffrac-
tion conditions, the pattern formed in the plane denoted by
Z= 24 in the preceding section. In the STEM, the role of
the condenser lensesisto demagnify the crossover so that
a very small electron probe is formed on the specimen.
Scanning coils move this probe over the surface of the lat-
ter in aregular raster, and detectors downstream measure
the current transmitted. There are inevitably several de-
tectors, because transmission microscope specimens are
essentially transparent to electrons, and thus there is no
diminution of thetotal current but there is aredistribution
of the directions of motion present in the beam. Electron-
optical specimensdeflect electronsbut do not absorb them.
In the language of light optics, they are phase specimens,
and the electron microscope possesses means of convert-
ing invisible phase variations ot amplitude variations that
the eye can see.

We now examine image formation in the TEM in more
detail. Wefirst assume, and it isavery reasonabl e first ap-
proximation, that the specimenisilluminated by aparallel
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uniform beam of electronsor, in other words, that thewave
incident on the specimenisaconstant. Werepresent the ef -
fect of the specimen on thiswave by amultiplicative spec-
imen transparency function S(x,, o), which is a satisfac-
tory model for the very thin specimensemployed for high-
resolution work and for many other specimens. This spec-
imen transparency is a complex function, and we write

S(Xo, Yo) = [1 — S(Xo, Yo)] expli¢(Xo, Yo)] (768)
=1-s+ig (76b)

for small values of s and ¢. The real term s requires
some explanation, for our earlier remarks suggest that s
must vanish if no electrons are halted by the specimen.
we retain the term in s for two reasons. First, some
electrons may be scattered inelastically in the specimen,
in which case they must be regarded aslost in this simple
monochromatic and hence monoenergetic version of the
theory. Second, al but linear terms have been neglected
in the approximate expression (76b) and, if necessary, the
next-higher-order term (—%<p2) can be represented by s.

The wave leaving the specimen is now proportional to
S normalizing, so that the constant of proportionality is
unity; after we substitute

V(%o Yo, Zo) =1 —s+ig (77)
into Eq. (75). Again denoting Fourier transforms by the
tilde, we have

Vi, n) = —K(E n)sE. n) — 3. n) +ip(E, n)]

aexp(—iy)(6 —5+ip) (78)

2~ Zr

and hence
wx. My) = o [[ aept-in)6 - s+io)

x exp[2ri(§xi 4+ ny)] dé dn  (79)

The current density at the image, which iswhat we see
on the fluorescent screen of the microscope and record on
film, is proportional to y;v;". We find that if both ¢ and s
are small,

M2y A 1—2//aSc05y
x exp[2i (§X + ny)] d& dn

o0
+2//a¢siny
—00

x exp[2ri(Ex +ny)ldédn  (80)
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FIGURE 25 Function siny at Scherzer defocus A = (CsA)Y/2.

and writing j = M2y;y;* and C = j — 1, we seethat
C = —2a3cosy +2apsiny (81)

This justifies our earlier qualitative description of image
formation asafilter process. Here we seethat the two fam-
ilies of spatial frequencies characterizing the specimen, @
and 3, are distorted before they reach the image by the
linear filterscosy and siny. Thelatter is by far the more
important. A typical exampleisshowninFig. 25. Thedis-
tribution 2siny can be observed directly by examining an
amorphous phase specimen, a very thin carbon film, for
example. The spatial frequency spectrum of such a spec-
imen is fairly uniform over a wide range of frequencies
sothat Coosiny. A typical spectrum isshown in Fig. 26,
inwhich theradial intensity distribution is proportional to
sin? y. Such spectra can be used to estimate the defocus
A and the coefficient Cg very accurately.

The foregoing discussion is idealized in two respects,
both serious in practice. First, the illuminating beam has
been assumed to be perfectly monochromatic, whereas
in reality there will be a spread of wavelengths of sev-
eral parts per million; in addition, the wave incident on
the specimen has been regarded as a uniform plane wave,
which is equivalent to saying that it originated in an ideal
ponint source. Real sources, of course, have a finite size,
and the single plane wave should therefore be replaced
by a spectrum of plane wavesincident at arange of small
angles to the specimen. The step from point source and
monochromatic beam to finite source size and finite wave-
length spread is equivalent to replacing perfectly coher-
ent illumination by partially coherent radiation, with the
wavelength spread corresponding to tempora partial co-
herence and the finite source size corresponding to spatial
partial coherence. (We cannot discuss the legitimacy of
separating these effects here, but simply state that thisis
amost always permissible.) Each can be represented by
an envel ope function, which multipliesthe coherent trans-
fer functions siny and cosy. Thisis easily seen for the
temporal spatial coherence. Let us associate a probability
distribution H(f), /H(f)df =1, withthecurrent density
at each point in the image, the argument f being some
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FIGURE 26 Spatial frequency spectrum (right) of an amorphous phase specimen (left).

convenient measure of the energy variation in the beam
incident on the specimen. Hence, dj/j = H(f)df. From
Eq. (80), we find

j=1- / asT, expl2i (X + ny)] d dn

4 f apT, expl2ri(Ex + ny) dedn  (82)
where

To= 2/cos;/(g,n, fYH(f)df
(83)
T¢=2/siny(§,n, fYH(f)df

and if f isameasure of the defocus variation associated
with the energy spread, we may set A equal to Ao+ f,
giving

Ts = ZCOSy/H(f)cos[nkf(§2+n2)]df
(84)
T, = 2siny /H(f)cos[nkf(§2+ 72 df

if H(f) iseven, and adlightly longer expression when it
is not.

Thefamiliar siny and cosy arethus clearly seen to be
modulated by an envelope function, which is essentially
the Fourier transform of H(f). A similar result can be
obtained for the effect of spatial partial coherence, but the
demonstration is longer. Some typical envelope functions
areshownin Fig. 27.

An important feature of the function siny is that it
gives us a convenient measure of the resolution of the

microscope. Beyond the first zero of the function, infor-
mation is no longer transferred faithfully, but in the first
zone the transfer is reasonably correct until the curve be-
gins to dip toward zero for certain privileged values of
the defocus, A = (Csh)Y/?, (3Csh)Y/?, and (5Csh)Y/?; for
the first of these values, known as the Scherzer defocus,

(a)

(b)

FIGURE 27 Envelope functions characterizing (a) spatial and
(b) temporal partial coherence.
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the zero occurs at the spatial frequency (Csi%)~Y4; the
reciprocal of this multiplied by one of various factors has
long been regarded as the resolution limit of the elec-
tron microscope, but transfer function theory enables us
to understand the content of the image in the vicinity of
the limit in much greater detail. The arrival of commer-
cia electron microscopes equipped with spherical aber-
ration correctors is having a profound influence on the
practical exploitation of transfer theory. Hitherto, the ef-
fect of spherical aberration dictated the mode of operation
of the TEM when the highest resolution was required.
When the coefficient of spherical aberration has been ren-
dered very small by correction, thisdefect isno longer the
limiting factor and other modes of operation become of
interest.

We now turn to the STEM. Here a bright source, typi-
cally afield-emission gun, is focused onto the specimen;
the small probe is scanned over the surface and, well be-
yond the specimen, a far-field diffraction pattern of each
elementary object areaisformed. This pattern is sampled
by a structured detector, which in the simplest case con-
sists of a plate with a hole in the center, behind which
is another plate or, more commonly, an energy analyzer.
The signals from the various detectors are displayed on
cathode-ray tubes, locked in synchronism with the scan-
ning coils of the microscope. The reason for this com-
bination of annular detector and central detector isto be
found in the laws describing el ectron scattering. The elec-
trons incident on athin specimen may pass through unaf-
fected; or they may be deflected with virtually no trans-
fer of energy to the specimen, in which case they are
said to be elastically scattered; or they may be deflected
and lose energy, in which case they are indlastically scat-
tered. The important point is that, on average, inelasti-
cally scattered el ectrons are deflected through smaller an-
gles than those scattered elastically, with the result that
the annular detector receives mostly elastically scattered
particles, whereas the central detector collects those that
have sufferedinelastic collisions. Thelatter therefore have
a range of energies, which can be separated by means
of an energy analyzer, and we could, for example, form
an image with the electrons corresponding to the most
probable energy loss for some particular chemical ele-
ment of interest. Another imaging mode exploits el ectrons
that have been Rutherford scattered through rather large
angles.

These modes of STEM image formation and othersthat
weshall meet bel ow can be explained intermsof atransfer
function theory analogous to that derived for the TEM.
This is not surprising, for many of the properties of the
STEM can be understood by regarding it as an inverted
TEM, the TEM gun corresponding to the small central
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detector of the STEM and the large recording area of the
TEM to the source in the STEM, spread out over alarge
zone if we project back the scanning probe. We will not
pursue this analogy here, but most texts on the STEM
explore it in some detail. Consider now a probe centered
on apoint x, = £ in the specimen plane of the STEM. We
shall use avector notation here, so that x, = (X0, o), and
similarly for other coordinates. The wave emerging from
the specimen will be given by

¥ (Xo; §) = S(x0)K (€ — Xo) (85)

in which S(x,) is again the specimen transparency and K
describes the incident wave and, in particular, the effect
of the pupil size, defocus, and aberrations of the probe-
forming lens, the last member of the condenser system.
Far below the specimen, in the detector plane (subscript
d) the wave function is given by

Vel ) = [ SGIK (€ )
x eXp(—27ixq-Xo/AR)dx,  (86)

inwhich R isameasure of the effective distance between
the specimen and the detector. The shape of the detector
(and itsresponseif thisis not uniform) can most easily be
expressed by introducing adetector function D(xg4), equal
to zero outside the detector and equal to its response, usu-
aly uniform, over its surface. The detector records inci-
dent current, and the signal generated is therefore propor-
tional to

ja(€) = / e €)17D (xg) dxg

- /f S(x0) S () K (€ — x0)K*(€ — x))
x exp[—2mixq- (Xo — Xp)/AR]
x D(xq) dx, dx;, dxq (87)

or introducing the Fourier transform of the detector re-
Sponse,

ja€) = / S0 SXK (€ — %) K (€ — X))

- (X0 — X, ,
><D< Om O)dxodxo (88)

We shall use the formula below to analyze the signals
collected by the ssimpler detectors, but first we derive the
STEM analog of the filter Eq. (81). For thiswe introduce
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the Fourier transforms of Sand K into the expression for
Yq (Xg, £). Settingu =x4/AR, we obtain

Va(ARu; €) = / S(x0) K (€ — x0) &XP(— 27111 %0) dixo)

- [[] sok@

x eXp[—27ixo - (u — p + q)]
x exp[(—2riq- &) dpdqdx,

- / Sp)K (@)5(u — p + q)
x exp(2riq - £)dpdq

_ /s(p)k(p —u)exp[27i - (p — )] dp
(89)

After some calculation, we obtain an expression for
ja(€) = [j(xq; €)D(xq) dxg and hence for its Fourier
transform

Fu®) = / T (xa: ) D (xa) dxg (%)

Explicitly,
Fa®) = / IR (x4/%R)D(x0)5(p)

—5(p) / Gs(xe/4R; p D (x) dxg

+i5(p) f 4, (x0/2R: p)D(xg) dxg (1)

for weakly scattering objects, s« 1, ¢ <« 1. The spatia
frequency spectrum of the bright-fieldimage signal isthus
related to s and ¢ by afilter relation very similar to that
obtained for the TEM.

We now return to Egs. (87) and (88) to analyze the
annular and central detector configuration. For a small
axia detector, we seeimmediately that

2

io(©) oc‘ [ ©)

which is very similar to the image observed in a
TEM. For an annular detector, we divide S(x,) into
an unscattered and a scattered part, S(xo) =1+ o5(Xo).
The signal consists of two main contributions, one of
the form [[os(xo +0¢ (Xo))] 1K (€ —Xo0)I?dxo, and the
other [|os(xo)|? |K (€ — Xo)|?dx,. The latter term usually
dominates.

We have seen that the current distribution in the detec-
tor plane at any instant is the far-field diffraction pattern
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of the object element currently illuminated. The fact that
we have direct access to this wealth of information about
the specimen is one of the remarkable and attractive fea-
tures of the STEM, rendering possible imaging modes
that present insuperable difficultiesin the TEM. Thesim-
ple detectors so far described hardly exploit thiswealth of
information at all, since only two total currents are mea-
sured, one falling on the central region, the other on the
annular detector. A slightly more complicated geometry
permits us to extract directly information about the phase
variation ¢(x,) of the specimen transparency S(x,). Here
the detector isdivided into four quadrants, and by forming
appropriate linear combinations of the four signals thus
generated, the gradient of the phase variation can be dis-
played immediately. Thistechnique hasbeen used to study
the magnetic fiel ds across domain boundariesin magnetic
materials.

Other detector geometries have been proposed, anditis
of interest that it is not necessary to equip the microscope
with ahost of different detectors, provided that theinstru-
ment has been interfaced to a computer. It is one of the
conveniences of all scanning systems that the signal that
servesto generate the image is produced sequentially and
can therefore be dispatched directly to computer memory
for subsequent or on-line processing if required. By form-
ing the far-field diffraction pattern not on a single large
detector but on a honeycomb of very small detectors and
reading the currents detected by each cell into framestore
memory, completeinformation about each elementary ob-
ject area can be recorded. Framestore memory can be pro-
grammed to perform simple arithmetic operations, and the
framestore can thus be instructed to multiply the incom-
ing intensity databy 1 or 0 in such away asto mimic any
desired detector geometry. The signalsfrom connected re-
gions of the detector—quadrants, for example—are then
added, and the total signal on each part is then stored,
after which the operation is repeated for the next object
element under the probe. Alternatively, theimage of each
elementary object area can be exploited to extract infor-
mation about the phase and amplitude of the el ectron wave
emerging from the specimen.

A STEM imaging mode that is capable of furnishing
very high resolution images has largely superseded the
modes described above. Electrons scattered through rel-
atively wide angles (Rutherford scattering) and collected
by an annular detector with appropriate dimensions form
an “incoherent” image of the specimen structure, but with
phase information converted into amplitude variations in
the image. Atomic columns can be made visible by this
technique, which is rapidly gaining importance.

The effect of partial coherence in the STEM can be
analyzed by a reasoning similar to that followed for the
TEM; we will not reproduce this here.
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C. Image Processing
1. Interference and Holography

The resolution of electron lensesis, aswe have seen, lim-
ited by the spherical aberration of the objective lens, and
many types of correctors have been devised in the hope
of overcoming thislimit. It was realized by Dennis Gabor
in the late 1940s, however, that although image detail be-
yond the limit cannot be discerned by eye, theinformation
is gtill there if only we could retrieve it. The method he
proposed for doing this was holography, but it was many
years before hisidea could be successfully put into prac-
tice; this had to await the invention of the laser and the
development of high-performance electron microscopes.
With the detailed understanding of electron image forma
tion, the intimate connection between electron hologra-
phy, electron interference, and transfer theory has become
much clearer, largely thanks to Karl-Joseph Hanszen and
colleagues in Braunschweig. The electron analogs of the
principal holographic modes have been thoroughly ex-
plored with the aid of the Mollenstedt biprism. In the
hands of Akira Tonomura in Tokyo and Hannes Lichte
in Tubingen, electron holography has become a tool of
practical importance.

The simplest type of hologram isthe Fraunhofer in-line
hologram, which is none other than a defocused electron
image. Successful reconstruction requires a very coher-
ent source (a field-emission gun) and, if the reconstruc-
tionisperformed light-optically rather than digitally, glass
lenses with immense spherical aberration. Such holo-
gramsshould permit high-contrast detection of small weak
objects.

The next degree of complexity is the single-sideband
hologram, which isadefocused micrograph obtained with

Field-emission
qun

Objective
lens

Biprism

Intermediate
lenses

Projector
lenses

Hologram
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half of thediffraction pattern plane obscured. Fromthetwo
complementary holograms obtained by obscuring each
half in turn, separate phase and amplitude reconstruction
is, in principle, possible. Unfortunately, this procedureis
extremely difficult to put into practice, because charge ac-
cumulates along the edge of the plane that cuts off half
the aperture and severely distorts the wave fronts in its
vicinity; compensation is possible, but the usefulness of
the technique is much reduced.

In view of these comments, it is not surprising that off-
axisholography, in which atrue reference wave interferes
withtheimagewaveintherecording plane, hascompletely
supplanted these earlier arrangements. Inthein-line meth-
ods, the reference waveis, of course, to be identified with
the unscattered part of the main beam. Figure 28 showsan
arrangement suitablefor obtaining thehol ogram; therefer-
ence wave and image wave are recombined by the electro-
static counterpart of abiprism. Inthereconstruction step, a
reference wave must again be suitably combined with the
wave field generated by the hologram, and the most suit-
able arrangement has been found to be that of the Mach-
Zehnder interferometer. Many spectacular results have
been obtained in thisway, largely thanksto the variousin-
terferencetechniques devel oped by the school of A. Tono-
mura and the Bolognese group. Here, the reconstructed
image is made to interfere with a plane wave. The two
may be exactly aligned and yield an interference pattern
representing the magnetic field in the specimen, for exam-
ple; often, however, itispreferableto arrangethat they are
slightly inclined with respect to one another since phase
“valleys” can then be distinguished from “hills”” In an-
other arrangement, the twin images are made to interfere,
thereby amplifying the corresponding phase shiftstwofold
(or more, if higher order diffracted beams are employed).
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FIGURE 28 (Left) Ray diagram showing how an electron hologram is formed. (Right) Cross-section of an electron microscope equipped
for holography. [From Tonomura, A. (1999). “Electron Holography,” Springer-Verlag, Berlin/New York.]
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FIGURE 29 Arrangement of lenses and mirrors suitable for inter-
ference microscopy. [From Tonomura A. (1999). “Electron Holog-
raphy,” Springer-Verlag, Berlin/New York.]

Electron holography has a great many ramifications,
which we cannot describe here, but we repeat that many
of the problemsthat arisein the reconstruction step vanish
if the hologram is available in digital form and can hence
be processed in a computer. We now examine the related
techniques, although not specifically in connection with

holography.

2. Digital Processing

If we can sample and measure the gray levels of the elec-
tron image accurately and reliably, we can employ the
computer to process the resulting matrix of image gray-
level measurements in many ways. The simplest tech-
niques, usualy known as image enhancement, help to
adapt the image to the visual response or to highlight fea-
tures of particular interest. Many of these are routinely
available on commercial scanning microscopes, and we
will say no more about them here. The class of methods
that allow image restoration to be achieved offer solutions
of more difficult problems. Restoration filters, for exam-
ple, reduce the adverse effect of the transfer functions of
Eq. (81). Here, we record two or moreimages with differ-
ent values of the defocusand hencewith different forms of
the transfer function and seek the weighted linear combi-
nations of theseimages, or rather of their spatial frequency
spectra, that yield the best estimates (in the least-squares
sense) of @ and 3. By using afocal series of such images,
we can both cancel, or at least substantially reduce, the ef-
fect of thetransfer functionssiny and cosy andfill inthe
information missing from each individual picture around
the zeros of these functions.

Another problem of considerableinterest, in other fields
aswell asin electron optics, concerns the phase of the ob-
ject wave for strongly scattering objects. We have seen
that the specimens studied in transmission microscopy
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are essentially transparent: The image is formed not by
absorption but by scattering. The information about the
specimen is therefore in some sense coded in the angu-
lar distribution of the electron trajectories emerging from
the specimen. In anideal system, thisangular distribution
would be preserved, apart from magnification effects, at
the image and no contrast would be seen. Fortunately,
however, the microscope is imperfect; contrast is gener-
ated by theloss of electrons scattered through large angles
and intercepted by the diaphragm or “objective aperture”
and by the crude analog of a phase plate provided by the
combination of spherical aberration and defocus. It isthe
fact that the latter affects the angular distribution within
the beam and convertsit to apositional dependencewitha
fidelity that is measured by the transfer function siny that
isimportant. The resulting contrast can be related simply
to the specimen transparency only if the phase and am-
plitude variations are small, however, and this is true of
only atiny class of specimens. For many of the remain-
der, the problem remains. It can be expressed graphically
by saying that we know from our intensity record where
the electrons arrive (amplitude) but not their directions
of motion at the point of arrival (phase). Several ways of
obtaining this missing information have been proposed,
many inspired by the earliest suggestion, the Gerchberg—
Saxton algorithm. Here, the image and diffraction pattern
of exactly the same area are recorded, and the fact that
the corresponding wave functions are related by a Fourier
transform is used to find the phase iteratively. First, the
known amplitudes in the image, say, are given arbitrary
phases and the Fourier transform is cal cul ated; the ampli-
tudes thus found are then replaced by the known diffrac-
tion pattern amplitudes and the processis repeated. After
severa iterations, the unknown phases should be recov-
ered. This procedure encounters many practical difficul-
ties and some theoretical ones as well, since the effect of
noise is difficult to incorporate. This and several related
algorithms have now been thoroughly studied and their re-
liability iswell understood. In these iterative procedures,
two signals generated by the object are required (image
and diffraction pattern or two images at different defocus
valuesinparticular). If aSTEM isused, thismultiplicity of
information is available in a single record if the intensity
distribution associated with every object pixel isrecorded
and not reduced to one or a few summed values. A se-
guence of Fourier transforms and mask operations that
generate the phase and amplitude of the electron wave has
been devised by John Rodenburg.

A very different group of methods has grown up around
the problem of three-dimensional reconstruction. Thetwo-
dimensional projectedimagethat we seein themicroscope
often givesvery little idea of the complex spatia relation-
ships of the true structure, and techniques have therefore
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been developed for reconstructing the latter. They con-
sist essentially in combining the information provided by
several different views of the specimen, supplemented if
possible by prior knowledge of an intrinsic symmetry of
the structure. The fact that several views are required re-
minds usthat not all specimens can withstand the electron
onslaught that such multiple exposure represents. Indeed,
there are interesting specimensthat cannot be directly ob-
served at all, because they are destroyed by the electron
dose that would be needed to form a discernible image.
Very low dose imaging must therefore be employed, and
this has led to the development of an additional class of
image restoration methods. Here, the aim is first to detect
the structures, invisible to the unaided eye, and superim-
poselow-doseimages of identical structuresin such away
that the signal increases more rapidly than the noise and
so gradually emerges from the surrounding fog. Three-
dimensional reconstruction may then be the next step.
The problem here, therefore, isfirst to find the structures,
then to aign them in position and orientation with the
precision needed to achieve the desired resolution. Some
statistical check must be applied to be sure that al the
structures found are indeed the same and not members of
distinct groups that bear a resemblance to one other but
arenot identical. Finally, individual members of the same
group are superposed. Each step demandsadifferent treat-
ment. Theindividual structuresarefirst found by elaborate
cross-correlation calculations. Cross-correlation likewise
enables us to align them with high precision. Multivari-
ate analysis is then used to classify them into groups or
to prove that they do, after all, belong to the same group
and, avery important point, to assign probabilitiesto their
membership of a particular group.

V. CONCLUDING REMARKS

Charged-particle optics has never remained stationary
with the times, but the greatest upheaval has certainly
been that caused by the widespread availability of large,
fast computers. Before, the analysis of electron lensesre-
lied heavily on rather simplefield or potential models, and
much ingenuity was devoted to finding models that were
at once physicaly realistic and mathematically tractable.
Apart from sets of measurements, gunswerealmost virgin
territory. The analysis of in-lens deflectors would have
been unthinkable but fortunately was not indispensable
since even theword microminiaturization has not yet been
coined. Today, it is possibleto predict with great accuracy
the behavior of almost any system; it is even possible to
obtain aberration coefficients, not by evaluating the cor-
responding integrals, themselves obtained as a result of
exceedingly long and tedious algebra, but by solving the
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exact ray eguations and fitting the results to the known
aberration pattern. Thisis particularly valuable when par-
asitic aberrations, for which aberration integrals are not
much help, are being studied. Moreover, the aberration
integrals can themselves now be established not by long
hours of laborious calculation, but by means of one of
the computer algebralanguages. A knowledge of the fun-
damentals of the subject, presented here, will always be
necessary for students of the subject, but modern numeri-
cal methods now allow them to go as deeply as they wish
into the properties of the most complex systems.

SEE ALSO THE FOLLOWING ARTICLES

ACCELERATOR PHYSICS AND ENGINEERING e HOLOG-
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I. Introduction
Il. Grating Diffraction Models
. Applications
IV. Fabrication

GLOSSARY

Bragg condition A condition for constructive wave ad-
dition in a periodic lattice.

Diffraction efficiency A measure of the power density
(intensity) of a diffracted wave normalized to that of
the incident wave.

Diffraction grating A structure consisting of a periodic
spatial variation of the dielectric constant, conductivity,
or surface profile.

Evanescent wave An exponentially decaying, nonprop-
agating wave.

Grating equation An expression that provides the direc-
tions 6; of the diffracted waves produced by a plane
wave with wavelength A( incident at 6, on a peri-
odic structure with period A. For a grating in air it is
sinf = sin 6, —iAg/A where i is an integer labeling
the diffraction orders.

Grating fill factor Fraction of the grating period occu-
pied by the high-refractive-index material, ny.

Gratinﬁg vector A vector, analogous to the wave vec-
tor k normal to the grating fringes with magnitude
K =2m/A, where A is the grating period.

Monochromatic plane wave A plane wave with single
frequency and wavelength.

Planar grating A spatially modulated periodic structure
with the modulated region confined between parallel
planes.

Plane of incidence A plane containing the wave vectors
of the incident and diffracted waves.

Plane wave An electromagnetic wave with infinite trans-
verse dimensions. It is an idealized model of a light
beam where the finite transverse extent of a real beam
is ignored for mathematical expediency; this works
well if the beam diameter is large on the scale of the
wavelength. The planes of constant phase are parallel
everywhere.

Reflection grating A grating where the diffracted wave
of interest emerges in the space of the cover material.

Surface-relief grating A periodic corrugated surface.

TE (TM) polarized optical wave An electromagnetic
wave with its electric (magnetic) vector normal to the
plane of incidence.

Transmission grating A grating where the diffracted
wave of interest emerges in the space of the substrate
material.
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Wave vector A vector normal to the planes of constant
phase associated with a plane wave. Its magnitude is
ko = 27 /1o, where ) is the wavelength.

DIFFRACTIVE OPTICAL COMPONENTS consist of
fine spatial patterns arranged to control propagation of
light. Lithographic patterning of dielectric surfaces, lay-
ers, or volumeregionsyieldslow-lossstructuresthat aff ect
the spatia distribution, spectral content, energy content,
polarization state, and propagation direction of an opti-
cal wave. Applications include spectral filters, diffrac-
tive lenses, antireflection surfaces, beam splitters, beam
steering elements, laser mirrors, polarization devices,
beam-shaping elements, couplers, and switches. These
components are widely used in lasers, fiber-optic commu-
nication systems, spectroscopy, integrated optics, imag-
ing, and other optical systems.

I. INTRODUCTION

A. Overview

Application of fabrication methods similar to those used
in the semiconductor industry enables optical compo-
nents with features on the order of and smaller than the
wavelength of light. Diffractive optical components pos-
sessing multiple phase levels in glass, for example, re-
quire sequential high-precision mask alignment and etch-
ing steps. Such microscopic surface-relief structures can
effectively transform the phasefront of an incident op-
tica beam to redirect or focus it. These components
are compact, lightweight, and replicable in many cases.

Diffractive optical elements can be used independently
or in conjunction with conventional refractive elements
for design flexibility and enhanced functionality. Progress

Incident wave \ Oin |

Region C +1

Diffractive Optical Components

in microfabrication methods, including nanotechnology,
will undoubtedly further advance this field. For exam-
ple, complex three-dimensiona diffractive components
called photonic crystals are under rapid development.
Additionally, progressin modeling and design methodol o-
gies (for example, finite-difference time domain analysis
and genetic algorithm optimization methods) is occurring
inparallel.

This article addresses key aspects of diffractive optics.
Common analytical models are described and their main
results summarized. Exact numerical methods are applied
when precise characterization of the periodic component
is required, whereas approximate models provide anal yt-
ical results that are valuable for preliminary design and
improved physical insight. Numerous examples of the ap-
plications of diffractive optical componentsare presented.
These are optical interconnects, diffractive lenses, and
subwavel ength elementsincluding antireflection surfaces,
polarization devices, distributed-index components, and
resonant filters. Finally, recording of gratings by laser in-
terferenceis presented and an exampl e fabrication process
summarized.

B. The Generic Problem

The diffraction grating is the fundamental building block
of diffractive optical components. These may be planar
or surface-relief gratings made of dielectrics or metals.
Figure 1 illustrates a single-layer diffraction grating and
key descriptive parameters including the grating period,
A, the grating fill factor, f, the grating refractive indices
(ny, n.), thickness, d, and refractive indices of the cover
and substratemedia(nc, ns). Thegrating shown hasarect-
angular profile; if f =0.5the profileissaid to be square.
Anincident planewaveat anglet;, isdispersedinto several
diffracted waves (diffraction orders|abeled by the integer
i as shown) propagating both forwards and backwards.
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FIGURE 1 Geometry of diffraction by a rectangular grating.
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FIGURE 2 Operating regimes of transmissive diffraction gratings: (a) multiwave regime, (b) two-wave regime, and

(c) zero-order regime.

The propagation angle of each diffracted wave may be
obtained from the grating equation given by

NpSiNGpj = NcSINBiR —iXo/A

@

where 1 is the free-space wavelength, i is an integer,
and P is either C or S depending on the region under
consideration.

Exact electromagnetic analysis can be applied to find
the intensity of each diffracted wave shown in Fig. 1. In
such calculations, which provide purely numerical results
due to the inherent complexity of the full problem, al the
waves indicated as well as evanescent waves (not shown)
must beincluded. Simplifying assumptionsyield approxi-
mate resultsthat are exceedingly useful in the understand-
ing and design of diffractive optical components. Design
procedures may additionally include numerical optimiza-
tion techniques such as simulated annealing or genetic
algorithms aswell asiterative Fourier transform methods.

C. Operating Regimes

Figure 2 defines the operating regimes of transmissive
diffractive elements. Figure 2(a) illustrates the multiwave
regime where multiple output diffracted waves are gen-

erated by a grating with a large period on the scale of
the wavelength. Note that reflections at refractive-index
discontinuities as well as waves propagating in the —z
direction (generated by diffraction) areignored in thisfig-
ure. In Fig. 2(b), under Bragg conditions, only two main
waves are assumed to be dominant with reflected waves
neglected. Figure 2(c) defines the zero-order regime in
which the grating period is smaller than the wavelength
such that all higher diffracted orders are cut off (evanes-
cent). Each of these cases can be modeled approximately
resultinginanalytical solutionsfor thediffraction efficien-
cies, n, associated with the various orders.

Figure 3 provides examples of reflection-type diffrac-
tive elements. Typically, a single dominant Bragg-
diffracted wave prevails as shown. The waveguide reflec-
tion grating is an important element in integrated optical
devices and in fiber-optical communication systems for
wavelength division multiplexing and other applications.
In a waveguide geometry, the incident and diffracted
waves are treated as guided modes (not infinite plane
waves). Figure 4 illustrates the filtering property of abulk
reflection grating (distributed Bragg mirror such as used
for cavity reflection in vertical-cavity lasers); note the
efficient reflection within a specific wavelength range.

(b)

©

FIGURE 3 Examples of reflection gratings: (a) bulk grating, (b) waveguide grating, and (c) fiber grating.
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FIGURE 4 Spectral reflectance of a distributed Bragg reflector consisting of 10 and 30 pairs of alternating GaAs/AlAs
layers with quarter-wavelength thicknesses at Ao = 980 nm. The cover region material is Alp 7Gag 3As and the substrate
is GaAs. Refractive indices used in the simulation are ngaas = 3.512, Najgaas = 3.151, and najas = 3.007.

D. Application Example: Monochromator

Diffraction gratings are commonly used in spectroscopy.
For example, a typical monocromator is schematically
illustrated in Fig. 5. For polychromatic light incident on a
reflection grating as shown, each component wavelength
of aspecific diffracted order is spatialy (angularly) sepa-

Mirrors

Grating / y

FIGURE 5 The basic elements of a monocromator. The input
spectrum contains wavelengths in the range A1 < A < A,. The grat-
ing spreads the light within the diffraction order (say i = 1) in which
the instrument is operated. No other diffracted orders are shown
in the drawing for clarity. The width of the slit defines the spectral
contents of the output light. [From Oriel Corporation (1989). “Oriel
1989 Catalog,” Volume I1.]

rated according to thegrating equation. Theangul ar spread
(dispersion) per unit spectral interval is given, differ-
entiating the grating equation for a constant angle of
incidence, by

dé i
R N 2
da ’Acosec,i )

The exit dit controls the spectral content of the output
light by blocking the undesirable wavelength components
around the central one. A similar instrument is the
spectrograph where the dlit is replaced by an array of
detectors. The output spectrum is picked up by the array
such that a prescribed spectral band can be associated
with a given detector element.

Il. GRATING DIFFRACTION MODELS

A. Rigorous Coupled-Wave Analysis

Stimulated by advances in digital computers, various
grating-diffraction analysis techniques, which solve the
electromagnetic Maxwell’s equations numerically either
indifferential or integral form, have been developed. Rig-
orous coupled-wave analysis (RCWA) is widely applied;
thismethod isbriefly summarized herein using the diffrac-
tion geometry givenin Fig. 1.
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Anincident TE-polarized plane wave may be expressed
as

Ey.in (X, 2) = exp[—jkonc(x Sin6in + zcos6in)]  (3)

where kg = 27 /19 and j = +/—1. In the homogeneous re-
gions (regions C and S) adjacent to the grating layer, the
diffracted fields may be expressed as superpositions of
plane waves (so-called Rayleigh expansion) and, thus, the
total electric fieldsin each region are given by

Ey(X,z < 0) = Eyin(X, 2)

+ Z I EXp[_] (kx,i X—= kZ,C.,i Z)] (4)

i=—o00

Ey(x,z>d) = Z ti exp[—j {kxiX + kzsi(z— d)}],
- ®)

where r; and t; are amplitudes of i-th order backward-
and forward-diffracted waves, respectively. The x com-
ponent of the diffracted wave vector, ky;, is given, from
the Floguet condition, by

Kei = ko(NcSiNBin —iAg/A) (6)
and the z component k, p; is
(kgng — k%) kgng > K3,

. 1/2 ’
=i (kg —kgng) ™% kgng < kg
whereP=CorS, (7)

1/2

kz,P,i -

where the real values of k, p; correspond to propagating
waves and the imaginary values correspond to evanescent
waves.

Inside the grating region (0 < z < d), the total electric
field may be expressed as a coupled-wave expansion

E,(x,0<z<d)= Z S (@ exp(—jkaix),  (8)

I=—00

where S(2) is the complex amplitude of i-th diffracted
wave. Thetotal field satisfies the Helmholtz equation

d’Ey(x,2)  d?Ey(X, 2)

a2 7 TKEME(X =0 (9

where ¢(x) isthe periodic relative permittivity (dielectric
constant) modulation given by

n?, 0<x<fA
e(x) = .

10
nZ, otherwise (10)
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Due to the periodicity, e(x) can be expressed as a Fourier
series

e()= ) enexp(jhKx), (12)
h=—00

where ¢y, is the h-th Fourier harmonic coefficient and
K =2r/A is the amplitude of grating vector. Inserting
Egs. (8) and (11) into the Helmholtz Equation (9) results

in an infinite set of coupled-wave equations given by

d’s(2) c

G2 =KiS@-K Y aaw(@ (12

h=—c0

where h’ isan integer. The coupled-wave Eq. (12) can be
cast into an eigenvalue problem as d?S () /dz = 9°S (2).
Numerical solution involves atruncated (N x N) matrix
equation [5 (2)] =[A][S (2)] with solutions of the form

N
S@=)_ Wim[Chexp(—am2) + Cp, &Xp{m(z— d)}],

m=1
(13

where W, , and g are the eigenvectors and positive
squarerootsof the eigenvalues of matrix [ A], respectively.
The C;t, and C;, are unknown constants to be determined
by the boundary conditions. From the total electric field
Egs. (4), (5), and (8) with (13), the tangential magnetic
fields (x component) can be obtained by Maxwell’s curl
equation

1 dEy(x,2)
jopo dz

where w is the frequency and 1o is the permeability of
free space. Finally, the unknown quantities of interest r;
and t; aswell as C, and C, can be obtained by solving
the boundary-condition equations obtained by matching
the tangential electric and magnetic fields at boundaries
z=0and z=d. The diffraction efficiencies of backward
(C) and forward (S) diffracted waves are defined as

Hx(X, 2) = 14

K, ~i

i = Re(kz'—C")m ? (15)
2,C,0
Kk, i

i = Re(kz*s*' )m % (16)
2,C,0

For lossdess gratings, energy conservation vyields
Zioifoo(nr,i + nt,i) =1

The accuracy of the RCWA method depends on the
number of space harmonics (N) retained in the trunca-
tion of matrices. An arbitrary grating shape with adielec-
tric constant modulation e(x, z) may be implemented by
replacing the grating layer with a stack of digitized rect-
angular grating layers with ¢(x) only. Rigorous coupled-
waveanalysisisanoniterative, stable numerical technique
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that isrelatively straightforward in implementation. It has
been successfully appliedto planar and surface-relief grat-
ings (with arbitrary grating profiles), dielectric (lossless
and lossy) and metallic gratings, transmission and refiec-
tion gratings, isotropic and anisotropic gratings, multi-
plexed gratings, phase-shifted gratings, and photonic crys-
tals. Extensionsto include transversely finite beams (such
as Gaussian laser beams) have also been implemented as
found in the literature.

The calculated results presented in Figs. 4, 14, 16, and
19 were generated with RCWA.

B. Transmittance Diffraction Theory

The diffraction efficiencies of transmission gratings with
low spatia frequency (A >> 1) may be estimated using
formulation based on the transmittance function. In this
region, sometimes caled the Raman-Nath diffraction
regime, multiple diffracted output waves are typically
observed and polarization effects are weak. The pertinent
model is illustrated in Fig. 6. A unit-amplitude plane
waveisincident upon alow-spatial-frequency grating and
is diffracted into multiple forward-propagating waves.
Backward propagating diffracted waves are ignored. The
transmittance of the grating may be expressed as the
convolution

o0

TX)=7()* Y  8(x—hA), (17)

h=—0c0
where t(X) is the transmittance of each period of the

grating and h is an integer. Since T(X) is a periodic
function, it may be expanded into a Fourier series as

—

FIGURE 6 Transmittance theory model.
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TX) = Y S exp(jiKx). (18)
|=—00
In the transmittance approach, the emerging diffracted
field is well approximated by the product of the input
field and the transmittance of the structure. The Fourier
coefficients, S, are thus identified as the amplitudes of
the diffracted waves, which can be calculated by

1 AJ2
S = —f 7(X) exp(—jiKx) dx. (29
AN J_ap
The diffraction efficiency of i-th diffracted order is
defined as

ni =S (20)

with the corresponding power conservation law being
> . mi =1for lossless structures.

Representative results including analytical expressions
of diffraction efficienciesare givenin Tableslaand Ib for
common planar and surface-relief grating shapes. Absorp-
tion and amplitude transmittance gratings exhibit much
lower efficiencies than phase gratings. Diffraction effi-
ciency depends strongly on the shape of grating modu-
lation. In particular, the phase gratings with a sawtooth
(or blazed) profile (both planar and surface-relief type)
can transfer the input energy completely to a particular
diffracted order.

The array of dielectric cylinders shown in the inset
of Fig. 7 is an example of a low-spatia-frequency grat-
ing. Inthe figure, diffraction-efficiency measurementsare
plotted for structures with two different cylinder diame-
ters (equal to the grating period) 20 and 50 pm under a
TE-polarized normally incident HeNe laser (o=
632.8 nm) illumination. This structure generates mul-
tiple forward-propagating diffracted orders with similar
diffraction efficiencies, functioning as a fan-out element
in optical interconnections or as a multiple imaging de-
vice. In this experiment, 63 and 159 forward-propagating
orders were observed for these gratings with A =20 and
50 um, respectively, in agreement with the number of
propagating orders (N), predicted by the grating equation,
N=2A/xo+ 1. Thecaculated resultsin Fig. 7 found by

1
5= /O exp[—j29(1 — Y)Y coslimy)dy. (1)

wherey = x/A and g = And/Aq show reasonably good
agreement with experimental results. The agreement im-
proves as Ao/ A becomes smaller. Results experimentally
obtained with TM-polarized incident waves show a small
but observable difference (~8% higher efficiency in the
region near i =0 for A =50 um) with respect to results
for TE-polarized light.
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TABLE la Summary of Diffraction Efficiency Results from Transmittance Theory (Planar Gratings)

Grating type Phase gratings Absorption gratings Transmittance gratings
7(X) exp[—jkoAn(x) d] exp[—jko{ao + Ac(x)}d] To+ AT(X)
Sinusoidal A I @2y) exp[—2y0]12(v¥1) %, i=0
AgtAy
Ay _DUA_,X (33.8%) (4.80%) (/2% =41
AgAy k---= 0, i #+1
(6.25%)
Square co2(2y), i=0 exp[—2v ] cosh? (1), i=0 2, i=0
Agt+Ay A l
A X 0, i =even 0, i =even 0, i =even
AoAy (2/in)2sn(2y), i=odd exp[—200](2/i7)2sinh2(y1), | = odd (u/7i)?, i =odd
(40.5%) (10.13%) (10.13%)
Sawtooth N [2y +ir] 2sin?(2y) exp[—2y] {(im)2 + ()} sinh(y) 5. i=0
A";O 2 B N C (L) (1.86%) (ra/mi)?, i #0
AgA; (2.53%)

Definitions Ao = no, g, 0
Ar=ng, a1, 71

y =mmd/ro

Yo = aod, Y1 = a1d

Note: Maximum achievable efficiency (7max) is given in the parenthesis. 6, = 0.

C. Two-Wave Coupled-Wave Analysis

Two-wave coupled-wavetheory (Kogel nik’stheory) treats
diffraction from a bulk-modulated, planar structure op-
erating in a Bragg regime. Such gratings can be real-
ized by laser-interference recording (holographic record-
ing) in, for example, photorefractive crystals and polymer
media. The resulting spatial modulation of refractive in-
dex (n) and absorption coefficient («) is appropriate for
the Kogelnik model.

Asindicated in Fig. 8, an arbitrary grating slant is al-
lowed. Thisisakey feature sincein practical holographic
recording, the angles of incidence of the recording waves

are, in general, not symmetric with respect to the surface
normal. The dlant angle is denoted ¢; ¢ = 7 /2 defines an
unslanted transmission grating, whereas ¢ = 0 for an un-
slanted reflection grating.

Table Il summarizes the major features and limitations
of Kogelnik’stheory. The assumptions made yield simple
analytical solutionsthat are easy to apply, providevaluable
physical insight, and agree well with experiment in many
cases. Consequently, these results are widely cited in the
diffractive optics and holography literature.

The pertinent scalar wave equation (TE polarization) is

V2E,(X, 2) + K3(X, 2)Ey(X, 2) = O, (22)

TABLE Ib Summary of Diffraction Efficiency Results from Transmittance Theory (Surface-Relief Phase Gratings)?

Grating profile Efficiency (n;) Mmax
Sinusoidal Jiz(g) 33.8%
- ‘b‘n??\
‘fi--@z_ 7"
Rectangular A fA _ 1-4f@- fsn¥g), =0 405%
0<f<1 n o . ) .
O=f=1 gf JJiex [snix f)Sn(e)/ /217, 1 #0
Triangular PA P2, i=-mp/g 100%
©O=p=1 dt ’ AN a-py? i=n(1-p)/g
----- 723 [gsin(g+ip)/(g+izp)(g—im(1— p)}]% otherwise

a Remarks: t(X) = exp[—jkoAnd(x)], g=m And/Ag, An=nz — Ny, and 6in =0.
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FIGURE 7 Comparison of experimental and theoretical efficiencies of diffracted orders from two (A =20 and 50 um)
arrays of dielectric circular cylinders. The cylinder with a refractive index of 1.71 is surrounded by a slab with an
index 1.47. A spatially filtered and collimated HeNe laser (1o =632.8 nm) is used as a source at normal incidence.
[From Magnusson, R., and Shin, D. (1989). “Diffraction by periodic arrays of dielectric cylinders.” J. Opt. Soc. Am. A

6, 412-414.]

wherek(x, z) includesthe spatial modulation of theoptical
constants for a mixed (phase and absorption modulated)
grating and is given by

K2(x, 2) = <9>zs(x 2 — jous(x,2), (23
=7 .2) — jopo(x, 2),

where c=1/,/1o¢o is the vacuum (with permittivity eq
and permeability o) speed of light, the dielectric constant
is e(x, 2) =n%(x, z) and o (X, 2) is the conductivity. For
good dielectrics, o /we <« 1 and o can be approximated as
(nonmagnetic media i = (o) o & o Cug/2Nn. Considering
modulationsasn =ng + An(X, z) and ¢ = g + Ac(X, 2)
and assuming An <« 1, Aa <« 1, and 8 =2 ng/Ao > o,
there results

k*(x, 2) = B% — 2jaop

21 An(X, 2)

+2,3( " —jAa(x,z)). (24)

Taking sinusoidal modulations of the basic quantities ¢
and o and converting to modulations of n and « leads
to An=n;cos(K e ) and Aa=a;cos(K e ) where
An=Ag/2ng, Aa = uoCAo/2ng, K is the grating vec-
tor, and ¥ = xXx + zz is the position vector in Fig. 8. Thus
for sinusoidal A and An

K2(x, 2) = B2 — 2jaoB + 2B [exp(jK o T)

+exp(—jK e T)], (25)
where k =mny /Ao — jay/2 is the coupling coefficient.
The electric field inside the grating is expanded in
coupled-wave form (similar to Eq. (8) in Section I1.A re-
taining only two waves) as

no

n,+n, cos(f( . f)

ng

FIGURE 8 Geometry of diffraction by thick gratings (Kogelnik’s
model).
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TABLE Il Features and Limitations of Kogelnik’s Theory

Features Limitations

Sinusoidal modulation of n and «

Slanted gratings

Two-wave solution (plane waves)

Bragg or near-Bragg solutions

TE (H-mode, p) or TM (E-mode, p)
polarizations

Transmission and reflection gratings

Neglects second derivatives
No boundary reflections

Approximate boundary
conditions (E only)

Neglects higher order waves

Ey(x.2)=R(@exp(—jpeT)+S(2)exp(—jo eT) (26)

with the wavevector of the diffracted wave expressed by
the Floquet condition as o = p — K. The Bragg condition
for the dlanted grating is given by

oo K
2npA N 2B '

cos(bin — ¢) = (27)
By calculating V2 Ey(X, 2), including the modulations in
k?(x, z), inserting both into Eq. (22), and collecting terms
inexp(—jper) and exp(—jo e T) leads to the coupled-
wave equations

R .
Cr— +aoR=—jkS

0z 29)
S
0z
where « S, kR account for the coupling of the reference
and signal waves, oS, apR account for absorption, and
9 S defines dephasing of R and S on propagation through

Cs— + (@ + |9)S= —|kR,
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the grating. To solve the coupled-wave Egs. (28), the fol-
lowing boundary conditions are used:

Transmission type: R(0) =1, S(0) =0, with S(d)
giving the output amplitude of interest.

Reflection type: R(0) = 1, S(d) = 0, with S(0) to be
determined.

Diffraction efficiency is defined, as in Section I1.A, by
the ratio between the diffracted power density (along the
z-direction) and the input power density and is given by
n = (ICs|/CRr)|S|?, whereS= S(d) for atransmission grat-
ing and S= S(0) for areflection grating.

Table Il summarizes key results for the practical case
of lossless dielectric structures or pure-phase gratings.
Example calculated results are presented in Fig. 9. The
diffraction efficiency of a lossless transmission grating
for three dlightly different grating periods is shown in
Fig. 9(a); these might represent three data pages in an
angularly multiplexed holographic memory crystal. The
reflectance spectra of several Bragg gratings are shownin
Fig. 9(b); these might correspond to reflection gratingsin
an optical fiber usedin awavel ength-division-multiplexed
system.

D. Effective Medium Theory (EMT)

For gratings with sufficiently high spatial frequency
(A <« rg), only zero-order forward- and backward-
diffracted waves propagate with all higher orders be-
ing evanescent, as seen from the grating equation. Such

TABLE Il Summary of Main Results from Kogelnik’s Theory (Pure-Phase Gratings)?

Reflection gratings

Type Transmission gratings
Configuration Q
9/§ """
N
d
Efficiency (n) Sn2[(v? + £2)12]
1+ £2/v2
v «d/(CrCs)Y?
vd
g Z—CS, Cs > 0
Undlanted case B sinz( anid
(On Bragg:* = 0) = Lo COSBin

)

S(0)
R(d)

SN

1-—&2)12
[“ Sn2((2 — £9)17)
j1d/(CrCs)2

X

—Z—CS,CS <0
n= tanhz( 7nd

=n/2
A0 COSHin

oo

@ Parameters. k = N1 /Ao, Cr = €0S6jn, Cs= cosbin —K cos¢p /B, B=2mrNng/ro, ® =K cos(@in — @)

—K?2/28.
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FIGURE9 Example results from Kogelnik's theory. (a) Diffraction efficiencies of an angularly multiplexed transmission
(¢ =m/2) hologram grating in LiNbO3 as a function of incident angle. The parameters are ng=2.25,n; =104,
d=0.5 mm, and Ao =514.5 nm. Grating periods are 447.6 nm (dotted line), 441.8 nm (solid line), and 436.1 nm
(dashed line). (b) Diffraction efficiencies from unslanted (¢ = 0) fiber Bragg gratings as a function of wavelength for
several grating periods. The parameters are np=1.45,n; =5 x 107>, d=3 cm, and A =534.5 nm at 1o =550 nm,

for example.

gratingsarereferred to as subwavel ength gratings or zero-
order gratings. Inthisoperating region, anincident el ectro-
magnetic wave cannot resolve the finely modulated layer
andinteractswiththestructure, approximately, asif itwere
a homogeneous layer with its optical constants equal to
the spatial average of those in the modulated layer. This
is analogous to optical crystals which are periodic struc-
tures exhibiting strong diffraction effects in the x-ray re-
gion while acting as homogeneous media in the optical

spectral region. As crystals have a natural birefringence
depending on the arrangement of atoms or molecules,
subwavelength gratings also exhibit polarization depen-
dence called form birefringence dueto the spatial periodic
modul ation.

Inthe subwavelength region, arectangular grating layer
such as that in Fig. 1, may be approximately modeled as
ahomogeneous negative uniaxial layer with ordinary and
extraordinary indices of refraction given by
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no = [n? + f(n? —n?)]"? (29)

12 (30)

ne = [ng*+ f(ny® = ng%)]
Similarly, a multilevel stair-step grating can be modeled
as a stack of homogeneous layers with different effective
indices. A grating with a continuously-varying dielectric
constant profile g(x,z), such as a sinusoidal shape for ex-
ampl e, can be approximated as agraded-index layer along
the thickness direction as

1/2
No(z) = |:% /A/Z e(x, z)dx} (31)

AJ2
1 A2 1 -1/2
ne(2) |:A /_A/z (.2 dx} . (32

For awaveincident from the cover (region C) asshownin
Fig. 1, the ordinary and extraordinary waves correspond
to TE- and TM-polarized waves, respectively. Classical
(anisotropic) thin-film analysiscan beappliedto obtainthe
transmission and reflection coefficients (i.e., diffraction
efficiencies) of the propagating zero-order waves.

The EMT expressions given above are independent of
A /Ao and are called the zero-order effectiveindices. They
provide accurate results for weakly modulated gratings
(Ae=nf — n? < 1)inthelimit A/xo < 1. The applicar
ble range in A /Ao may be extended by using the A /Ao-
dependent second-order effective indices, given by

1( A 2 v
n@ — |:né+§{7rk—of(l— f)} (nﬁ—nf)z} (33)

2
n& = [n§+ %{n%f(l— f)}

1/2
x (ng? — n:z)znéné} : (34)

More accurate results are found via higher-order EMT in-
dicesor by solving the Rytov eigenval ue equations numer-
ically. Comparison of zero-order diffraction efficiencies
found by EMT and RCWA is available in the literature.
Figure 10(a) shows the effective index of an etched
GaAs grating, calculated using the effective medium
theory, as a function of grating fill factor. This shows
that an arbitrary effective index ranging from 1 (air) to
3.27 (bulk GaAs) is achievable for both polarizations by
proper choiceof thegrating fill factor. Estimation usingthe
second order EMT (dashed line) differs dightly from that
using the zero-order EMT for this high-spatial-frequency
(A/Ao=0.1) grating. The maximum value of form bire-
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FIGURE 10 Effective medium properties of a one-dimensional,
etched, GaAs subwavelength grating calculated by the zero-order
(solid line) and second-order (dashed line) EMT. Parameters used
are 19 =10.6 um, A =0.1g, and ngaas = 3.27. (a) Effective re-
fractive indices for ordinary and extra-ordinary waves as a function
of fill factor. (b) Form birefringence of the GaAs subwavelength
grating as a function of fill factor.

fringence, defined by An = ng — ng, isshown (Fig. 10(b))
tobe —1.128 at fill factor of 0.62; thisvalueismuch larger
than that of naturally birefringent materials such ascalcite
with An=—0.172 in thevisible region.

lll. APPLICATIONS

A. Optical Interconnects

Due to large bandwidths and inherent parallel-processing
capability, optical interconnections are of interest in
communication signal routing and optical computing.
Figure 11 shows example optical interconnection devices
made with diffractive components including interconnec-
tionsin free space (Figs. 11(a)—(d)) and in integrated and
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FIGURE 11 Optical interconnects: (a) beam divider (3 dB if x =50), (b) beam deflector, (c) blazed grating, (d) array
generator, (e) waveguide interconnect, and (f) substrate interconnect.

planar optical circuits(Figs. 11(e)—(f)). Gratingsoperating
in a two-wave regime may be used as beam dividers
(Fig. 11(a)). Under a Bragg incidence, these gratings gen-
erate two most efficient forward diffracted orders. The
beam ratio (represented as x in the figure) may be con-
trolled by the grating thickness, a beam deflector that
transfers most of the energy into the first diffracted or-
der, as shown in Fig. 11(b), is aso achievable with this
structure. Another type of beam deflector may be designed
using alow-spatia-frequency blazed grating [Fig. 11(c)].
A low-frequency grating that generates multiplediffracted
orderswithsimilar efficiencies, asinFig. 7, may beused as
achannel divider (fanout element) [Fig. 11(d)]. Ingeneral,
1-to-N channel dividerswith specified beam-divisionratio
can be achieved by Dammann gratings. Integrated optical
input couplers are realizable using a diffractive phase
matching element [Fig. 11(e)]. Similar gratings can aso
be used as output couplers. If a chirped grating (grating
with variablelocal periods) isused, afocused output beam
is obtainable, which is useful in optical memory readout
devices. A substrate mode optical interconnect system is
shown in Fig. 11(f).

B. Diffractive Lenses

Diffractive optical componentsare used to construct imag-
ing and beam shaping devices. Compact, lightweight, and

fast (high numerical aperture) lenses can be obtained
via radially modulated diffractive optical components.
Diffractive lenses may be constructed with reference to
the refractive spherical lens as explained by Fig. 12(a).
The phase profile of the spherical lens is transformed
based on modulo 2 operation that eliminates bulk sec-
tions of 2 phase shifts, resulting in a Fresnel lens with
a set of annular rings within which the surface has con-
tinuous profile. The maximum thickness of the lens is
do, = Ao/[N(Xo) — 1], which corresponds to a 27 phase
shift at wavelength Aq. These lenses may be fabricated by
diamond turning, gray level masking, or direct laser writ-
ing lithography, depending on the feature size and aspect
ratio. Alternatively, the continuous phase profile may be
approximated by adiscrete binary or multilevel profile as
shown in Fig. 12(a). Fabrication of multilevel diffractive
lenses is accomplished via photolithography employing
accurately placed masks and sequential lithographic and
etching steps.

Figure 12(b) illustrates schematically the operation of
a diffractive lens using a ray approach. The lens may be
viewed as a low-spatial frequency chirped grating with
local grating periodsdecreasingintheradial direction. The
Fresnel zoneradii, ry,, aredefined such that raysemanating
from adjacent zones add constructively at the focal point.
This means that the adjacent ray paths differ by Ao, the
designwavelength. Thus, theradiusof h-th Fresnel zoneis
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FIGURE 12 (a) A refractive spherical lens and analogous diffrac-
tive lenses. (b) Diffractive-lens focusing via ray tracing.

rh = [(f +hao)? — £2]72,
In the paraxial region (f > hmaro), it may be approxi-
mated asry, = [2hAg F]Y2.
The wavelength-dependent focal length and diffraction
efficiency of diffractive lenses with a continuous profile
are given, through transmittance diffraction analysis, by

h =integer. (35)

fm(A) = % m = integer (36)
and
_ sir’[z{a(d) — mj]
™= e —me )
where (1) is adetuning parameter defined by
. ro n(k) -1
0= a1} 0
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The expression for the focal length shows that the diffrac-
tive lens has an infinite number of focal pointsthat corre-
spond to the diffracted orders m, and that it is highly dis-
persive (i.e., f dependson 1). The diffraction efficiency
can approach 100% for «(1) = 1. In contrast, the peak ef-
ficiency of a diffractive lens with a multilevel profile is
given by

sin?[7/M]

~ [w/M]?

at the operating wavelength Ao where M is the number of
phase levels. Diffractive lenses with eight levels (M = 8),
4-levels (M =4), and a binary phase profile (M =2),
for example, have maximum efficiencies of 95, 81, and
40.5%, respectively. Detailed discussion on diffractive
lenses and their applications can befoundin theliterature.

(39)

C. Subwavelength Grating Devices

Due to advances in microfabrication technology, gratings
with periods much smaller than the wavelength can be
made. Various applications of subwavelength gratings are
shown in Fig. 13. The operation of most subwavelength
diffractive optical devices is based on the idea of an ef-
fectivemedium, i.e., the spatial averaging of therefractive
index and the associated form birefringence described in
Section|1.D. Additional devicesare based on combination
of subwavelength gratings with thin-film and waveguide
layers.

1. Antireflection (AR) Surfaces

Common AR coating techniquesinvol vedeposition of sin-
gle or multiple homogeneous thin-film layers, whose re-
fractive indices and thicknesses are chosen to reduce the
Fresnel reflections at optical interfaces. Subwavelength
gratingsmay be used as AR coatings (Fig. 13(a)) sincethe
effective refractive index can be controlled by the grating
fill factor as seen in Fig. 10(a). Single-layer AR struc-
tures can be etched into avariety of surfaceswithout addi-
tional thin-film deposition steps with improved adhesion
and performance.

For example, an antireflection surface may be ob-
tained by placing arectangular subwavelength grating di-
rectly on the substrate. The commonly used quarter-wave
matching technique (so called V-coating) requiresthat the
grating layer have an effective refractive index equa to
Net = [Ncns]¥/? and layer thickness of d = Ao/4ngs in or-
der to be antireflective at the center wavelength of Aq for
a normally incident wave. By connecting these with the
zero-order effectiveindex expressions (Egs. (29) and (30))
withn_ = n¢ and ny = ng, an approximate grating fill fac-
tor required for antireflection is obtained as



434

Diffractive Optical Components

_,g_, }
(@)
—

e

(d)

7\'res

[\
[ RN

®

FIGURE 13 Applications of subwavelength gratings: (a) antireflection surface, (b) retardation plate, (c) polarizing
beam splitter, (d) diffractive lens, (e) blazed grating, and (f) wavelength-selective reflector (filter).
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Figure 14 shows an example spectral reflectance, cal-
culated by RCWA, of a one-dimensional subwavelength
antireflection grating formed by etching a GaAs substrate.
The resulting reflectance (below ~0.1% at the center
wavelength of 10.6 «m) with the grating layer is much

(40)
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FIGURE 14 Spectral reflectance of a one-dimensional antireflec-
tion grating etched on a GaAs substrate under a normally inci-
dent wave at 10.6 um. The device parameters are Ngaas = 3.27,
A=25pum, f=0.19, and d =1.4655 um.

lower than the bulk GaAs substrate reflection (~28%). A
multilevel or continuously varying grating profile obtains
awider antireflection bandwidth. For example, atriangu-
lar profile simulates alayer with a graded refractive index
aong the z-axis and provides an improved spectral and
angular AR performance. Symmetric crossed gratings
(grating modulation in two orthogonal directions) may
be used for polarization-independent antireflection struc-
tures as shown in Fig. 15. Applications of subwavelength
AR gratings include detectors, solar cells, and optical
windows.

2. Polarization Devices

Subwavel ength gratings may be used as polarization com-
ponents (Figs. 13(b) and (c)). The metallic wire-grid
polarizer is a well-known example. The form birefrin-
gence associated with dielectric subwavelength gratings
enables construction of polarization components analo-
gous to those made by naturally birefringent materials.
For example, Fig. 13(b) shows a subwavelength retarda-
tion plate. The phase retardation experienced by a nor-
mally incident, linearly polarized wave passing through a
subwavelength grating is given by

A¢p = ¢1E — M = —KANd, (41)

where An=nmy —nte is the form birefringence and
d is the thickness of the grating. Due to their large
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FIGURE 15 Scanning electron micrograph of a two-dimensional Si AR surface designed for operation in the infrared
(8- to 12-um) band. The grating has a 2.45-um period and fill factors fy = fy =0.7. The grating is quarter wavelength
thick at 10.6 um. [From Raguin, D. H., Norton, S., and Morris, G. M. (1994). “Diffractive and Miniaturized Optics”
(S. H. Lee, ed.), pp. 234—-261, Critical review CR 49, SPIE Press, Bellingham.]

birefringence (Fig. 10(b)) compared with that provided by
naturally birefringent materials, compact and light weight
zero-order retardation plates such as quarter-wave plates,
half-wave plates, polarization rotators, and polarization
compensators may befabricated. Asthisartificial birefrin-
gence can be obtained using isotropic materials, low-cost
devices are feasible at any operating wavelength. Note
that more compact devices are possible with higher index
materials at the expense of higher insertion loss due to
increased reflection. Design considerations may involve
optimization to maximize the birefringence and minimize
insertion loss.

Subwavelength gratings may be used to form multi-
function polarization elements. Theinset of Fig. 16 shows
a diffractive polarizing mirror. A lateral subwavelength
corrugation yields a polarization-dependent effective re-
fractive index, while a stack of thin-film layers with
dternating high/low refractive index simulates a dis-
tributed Bragg reflector. By taking each layer-thicknessto
be quarter wavelength for one polarization (TE polariza-
tioninthisexample), thestructurereflectsthispolarization
whileit transmits the orthogonal polarization. The device
in Fig. 16 can be used as a polarizing mirror at 1.55 pm.
Similar structures can be designed to operate as polarizing
beam splitter as shown in Fig. 13(c).

3. Distributed-Index Devices

The controllability of the effective refractive index (by the
fill factor f) of a subwavelength grating enables applica-

tions such as phase plates. A refractive surface, such as
shown in Fig. 17(a), may be modeled as a single, planar,
laterally graded index layer with a fixed thickness if the
x-dependent phase accumulation provided by the re-
fractive surface profile (with fixed refractive indices ny
and ny) is trandated into an equivalent refractive index

1.0 ’
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FIGURE 16 Diffractive polarization-dependent mirror. The grat-
ing consists of four pairs of quarter-wavelength thick Si-SiO,
stack deposited on a fused silica substrate and etched with a
period of 600 nm and a fill factor of 0.5. Refractive indices are
nsi=3.48 and ngjo, =1.44. [From Tyan, R.-C., Salveker, A. A,,
Chou, H.-P, Cheng, C.-C., Scherer, A., Sun, P-C., Xu, F, and
Fainman, Y. (1997). “Design, fabrication, and characterization of
form-birefringent multilayer polarizing beam splitter.” J. Opt. Soc.
Am. A 14, 1627-1636.]
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FIGURE 17 Construction of subwavelength distributed-index devices. (a) Refractive surface (center zone of diffractive
lens). (b) Analogous structure realized by binary fill-factor modulated subwavelength gratings.

distribution. A subwavelength grating can be used to
approximate this graded-index layer using the effective
medium property, asshowninFig. 17(b). Thatis, thestruc-
ture is first replaced by a subwavelength binary grating
layer with asampling period of As. The grating thickness
issettod = Ag/(n2 — Ny) to obtain aphasedifferenceup to
27 by varying thefill factorinalocal period. Then, ineach
local grating period, thefill factor is chosen, with the help
of EMT, such that the overall effective index distribution
approximeates the graded-index profile required.

In general, an arbitrary phase function may be ach-
ieved by tailoring thelocal refractive index with two-dim-
ensional fill-factor-modulated subwavelength gratings.
Because the resulting structure is a single-layer binary-
modulated surface, planar technology can be used
for fabrication. Applications include diffractive lenses
(Fig. 13(d)), blazed gratings (Fig. 13(e)), phase compen-
sators, and other beam-shaping devices.

Figure 18 showsascanning el ectron micrograph (SEM)
of one period (along x) in a two-dimensional blazed

> X
Grating
1
\;/ ! 0~20°
1
1
N1, TE&T™M
~T7%

FIGURE 18 Scanning electron micrograph of a blazed grating operating at 1o = 632.8 nm realized by two-dimensional
fill-factor-modulated subwavelength grating. The global grating periods are Ax=1900 nm and Ay =380 nm. The
sampling period (Axs) is 380 nm. [From Lalanne, P., Astilean, S., Chavel, P,, Cambril, E., and Launois, H. (1998).
“Blazed binary subwavelength gratings with efficiencies larger than those of conventional echelette gratings.” Opt.

Lett. 23, 1081-1083.]
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grating made of TiO,. The grating has global periods of
Ax=1900 nm and Ay =380 nm such that an incident
HeNe laser beam (Ao =632.8 nm) is diffracted into five
forward diffracted orders. Each x-period (Ay) is subdi-
vided into five fill-factor modulated subwavelength grat-
ings with a sampling period (A s) equa to 380 nm to
simulate the blazed grating profile. The two-dimensional
area fill factors used in each local subwavelength grating
are0.31, 0.47,0.53, 0.65, and 0.77. The grating was fabri-
cated by e-beam lithography and reactive-ion etching. For
anormally incident HeNe laser beam, this device redirect
most of itsenergy into afirst-order wave propagating at an
angle ~20° nearly independent of the polarization state.
Measured diffraction efficiencieswere 77 and 78% for TE
and TM polarizations, respectively.

4. Guided-Mode Resonance (GMR) Devices

Thin-film structures containing waveguide layers and
diffractive elements exhibit the guided-mode resonance
effect. When an incident wave is phase-matched, by the
periodic element, to a leaky waveguide-mode, it is rera-
diated in the specular-refiection direction asit propagates
along the waveguide and constructively interferes with
the directly reflected wave. This resonance coupling is
manifested as rapid spectral or angular variations of
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the diffraction efficiencies of the propagating waves.
When zero-order gratings are used, in particular, a high-
efficiency resonancereflection can be obtained, which can
be abasis for high-efficiency filtering. (Fig. 13(f))

In Fig. 19, the calculated (using RCWA) spectral re-
flectance from a double-layer waveguide-grating struc-
ture, SEM picture of which isshownintheinset, isgiven
as a dotted line. The device includes HfO, waveguide
layer and a holographically recorded photoresist grating.
A high-efficiency resonant reflection with a linewidth of
~2.2 nm is shown to occur near 860 nm for a normally
incident TE-polarized wave. Thisresonanceisinduced by
phase matching to the TEy waveguide mode via the first
evanescent diffracted order.

The resonance wavelength may be estimated by the
phase matching condition

2aNncSinbin/Ao — 12/ A = B(ho), (42)

where B()o) is the mode-propagation constant that can
be obtained by solving the eigenvalue equation of
the waveguide-grating structure. The resonance spectral
linewidth istypically narrow (on the order of nanometers
or less) and can be controlled by the modulation ampli-
tude, fill factor, grating thickness, and the refractive-index
contrast of the device layers. The resonance response (lo-
cation and linewidth) is polarization dependent due to
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FIGURE 19 Theoretical (dotted line) and experimental (solid line) spectral response from a double-layer waveguide
grating for a normally-incident TE-polarized wave. The device consists of holographically-recorded photoresist grating
(n=1.63, A =487nm, f =0.3, d =160 nm) on top of e-beam evaporated HfO, waveguide layer (h=1.98, d =270 nm)
on a fused silica substrate (n=1.48). [From Liu, Z. S., Tibuleac, S., Shin, D., Young, P. P., and Magnusson, R. (1998).
“High-efficiency guided-mode resonance filter.” Opt. Lett. 23, 1556—-1558.]
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inherent difference in modal characteristics of excited
TE- and TM-waveguide modes.

The experimentally obtained high efficiency of ~98%
in Fig. 19 (solid line) confirms the feasibility of guided-
mode resonance devices. Potential applications of these
devices include laser resonator freguency-selective po-
larizing mirrors, laser cavity tuning elements, electro-
optic modulators and switches, tunable filters, mirrors
for vertical-cavity lasers, wavelength-division multiplex-
ing, and chemical and biosensors. For example, the fab-
ricated double-layer filter in Fig. 19 was used to realize
a GMR laser mirror. The flat output mirror of the dye
laser with broadband output (800-920 nm) was replaced
withthe GMR filter and the birefringent tuning element re-
moved. Lasing occurred at awavel ength of ~860 nm. The
laser power was ~100 mW when pumped with an Ar+
laser emitting a power of ~5 W at a 514-nm wavelength.
The linewidth of the output laser beam was measured
as ~0.3 nm. This linewidth was set by the GMR filter
linewidth at the threshold reflectance for laser oscillation
to occur; inthis case at ~95% reflectancevaluein Fig. 19.

IV. FABRICATION

A. Photolithography

For diffractive components with features that are larger
than the wavelength, ordinary photolithography may be
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applied for fabrication. Typically, several stepsare needed
including deposition of aphotoresist layer onathin filmor
substrate, UV light exposure of the photoresist through a
prefabricated mask defining the diffractive element, devel-
opment, and processing. The photoresist, alight-sensitive
organic liquid, is spin-coated on the substrate resulting
in a film with thickness (~1 um) that depends on the
spin rate. If the UV-exposed regions remain (vanish) after
development, the resist is said to be negative (positive).
Photoresist selection takes account of resolution, sensi-
tivity, adhesion, and other factors. Typically, the resist is
UV-exposed for afew seconds followed by devel opment
with appropriate chemical solutions. A postbake step at
100-200°C to increase etching resistance may follow.

B. Laser Interference Recording

Two-wave laser interference (Fig. 20(a)) may be used
to record periodic elements with subwavelength features
(A ~100 nm). The UV laser (for example helium cad-
mium, argon-ion, or excimer laser) beamisfocused down
with an objective lens and passed through amatching pin-
hole to spatialy filter the beam. The central part of the
emerging spherical wave, which has nearly planar phase
fronts, illuminates the sample directly. A part of the wave
isreflected towardsthe sample as shown. Thesetwo waves
interfere to produce a standing, periodic intensity pattern
with period

A :Ao/(sin91+sin92) (43)

Sample
Mount

(a) UV Laser ]—>D|

Spatial
Filter

Reflected
beam

(b)

Neutral density filter

Photoresist
on Substrate

FIGURE 20 (a) Laser interference grating recording system. (b) Details of interference light pattern.
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indicated by Fig. 20(b). For symmetrically incident (6, =
0, =0) recording beams, the period is A =Xg/2sin6.
The interference pattern has maximum contrast if the two
recording beams are polarized in parallel (electric-field
vector normal to the plane of incidence). This pattern must
be kept stationary with respect to the photoresist during
exposure. Heavy vibration-isolating, air-suspended optics
tables are used for this; additional measures should be
taken to screen off air currents and acoustic noise. The
single beam system in Fig. 20 is often used in practice;
two-beam systemswith separate collimated beamsareal so
inuse.

From the expression for the period, it is seen that the
minimum period obtainable with this approach is A =
Ao/2 for counterpropagating recording beams. It can be
further reduced by increasing the refractive index of the
input space by placing a glass block or a prism on the
sample in which case the period is reduced by the re-
fractive index of the prism. Laser interference recording,
thus, alows fabrication of high-quality, large-area grat-
ings with small periods. Noise patterns may arise from
interface reflections during exposure. These can be mini-
mized by use of index-matching liquids and neutral den-
sity filters (that absorb the light passing through pre-
venting its return to the sample region) as indicated in
Fig. 20(b).

C. Other Fabrication Techniques

Many additional fabrication methods are described in the
references. Electron-beam writing is a high-resolution

Substrate cleaning
Si3N, film deposition
Al film deposition

Bake wafer at 200°C for 30 minutes

Spin coat photoresist

Soft bake at 90°C

Laser-interference exposure & development
Hard bake at 110°C for 20 minutes
Reactive-ion etch (RIE) photoresist (ashing)

Wet etch Al
Remove photoresist

RIE etch Si3Ny
Remove Al by wet etching
Si0, sputtering

(D

@
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direct-write approach that is widely applied. Since the
equipment is expensive and relatively slow, e-beam
writing is particularly appropriate for making masks that
can serve as masters for subsequent copying. Direct laser
writing with afocused UV laser beam is another promis-
ing method. The generation of the spatial pattern defining
the diffractive element is often followed by a variety of
processing steps. These may include reactive-ion etch-
ing, wet chemical etching, ion-beam milling, etc. Finally,
thin-film deposition may be needed with methods such
as sputtering, thermal evaporation, e-beam evaporation,
chemical vapor deposition, and molecular beam epitaxy
being representative examples.

D. An Example Process

Figure 21 shows a process used for fabricating a buried
waveguidegrating. A thin film of silicon nitride (thickness
~200 nm) ise-beam evaporated on afused silicasubstrate
followed by thermal evaporation of athin aluminum layer
(thickness ~50 nm). A grating with period A =300 nm
is recorded using argon-ion (Ag = 364 nm) laser interfer-
ence in photoresist. The developed photoresist grating is
dry etched (RIE) to remove any residual resist in the grat-
ing troughs through which the Al layer iswet etched. The
silicon nitride film is then dry etched through the metal
mask and the Al grating removed. On sputtering deposi-
tion of alayer of silicon dioxide, a silicon nitride/silicon
dioxide waveguide grating with a square-wave profile re-
sults; it is a waveguide grating as its average index of
refraction exceeds that of the surrounding media

Al
SizN,
Substrate

—

Photoresist
Al

SizN,
Substrate

Al
SizNy
Substrate

SiO,
SizNy
Substrate

E==

FIGURE 21 An example procedure to fabricate an embedded-grating device.
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I. Introduction
Il. Basic Principles
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V. Applications
VI. History of Holography

GLOSSARY

Diffraction Property exhibited by waves, including op-
tical waves. When part of a wavefront is blocked, the
remaining portion spreads to fill in the space behind
the obstacle.

Diffraction orders When a wave passes through regu-
larly spaced openings, such as a recorded holographic
interference pattern, the diffracted waves combine to
form several beams of different angles. These beams
are called diffraction orders.

Fringes Regular pattern of bright and dark lines produced
by the interference of optical waves.

Hologram Physical record of an interference pattern. It
contains phase and amplitude information about the
wavefronts that produced it.

Holograph Although this is an English word meaning
signature, it is often improperly used as a synonym for
hologram.

Holography Process of recording holograms and repro-
ducing wavefronts from them.

Index of refraction Property of transparent materials re-
lated to their polarizability at optical frequencies. The

Holography

speed of light in a vacuum divided by the speed of
light in a material gives the index of refraction for the
material.

Interference When two waves are brought together they
may be in phase, in which case their amplitudes add,
or they may be out of phase, in which case their am-
plitudes cancel. The reinforcement and cancellation of
wavefronts due to their relative phase is called interfer-
ence. Waves that do not have the same phase structure
will add in some regions of space and cancel in others.
The resulting regions of high and low amplitude form
an interference pattern.

Parallax Difference, due to perspective, in a scene
viewed from different locations.

Planewave Wave configuration in which surfaces of con-
stant phase form parallel flat planes. All the light in a
planewave is travelling the same direction, perpendi-
cular to the surface of the planes.

Reconstructed beam Light diffracted by a hologram that
reproduces a recorded wavefront.

Reconstructing beam Beam that is incident on a holo-
gram to provide light for the reconstructed beam.

Reconstruction Either the process of reading out a
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recorded hologram, or thewavefront produced by read-
ing out a hologram.

Refractive index See “index of refraction.”

Spherical wave Wave configuration in which surfaces of
constant phase form concentric spherical shellsor seg-
ments of shells. Light in an expanding spherical wave
is propagating redialy outward from a point, and light
in an converging spherical waveispropagating radially
inward toward a point.

Surface relief pattern Ridgesand valleyson the surface
of amaterial.

Wavefront Surface of constant phase in a propagating
wave.

HOLOGRAPHY is the technology of recording wave-
front information and producing reconstructed wavefronts
from those recordings. The record of the wavefront in-
formation is called a hologram. Any propagating wave
phenomenon such as microwaves or acoustic waves in a
candidate for application of the principles of holography,
but most interest in this field has centered on wavesin the
visible portion of the electromagnetic spectrum. There-
fore, this article will concentrate on optical holography.

I. INTRODUCTION

Although holography has many applications, it is best
known for its ability to produce three-dimensional im-
ages. A hologram captures the perspective of a scenein
away that no simple photograph can. For instance, when
viewing a hologram it is possible by moving one’s head
to look around objects in the foreground and see what is
behind them. Yet holograms can be recorded on the same
photographic film used for photographs.

Two questions naturally occur: What makes holograms
different from photographs, and how can a flat piece of
film store a three-dimensional scene? Answering these
guestions must begin with a review of the properties of
light. As an electromagnetic wave, light possesses sev-
era characteristics: amplitude, phase, polarization, color,
and direction of travel. When the conditions for recording
a hologram are met, there is a very close relationship be-
tween phaseand direction of travel. Thekey totheanswers
to both our questionsis that photographs record only am-
plitude information (actually, they record intensity, which
is proportional to the square of the amplitude) and holo-
grams record both amplitude and phase information. How
ordinary photographic film can be used to record both am-
plitude and phase information is described in Section I1 of
thisarticle.

Another interesting property of hologramsis that they
look nothing like the scene they have recorded. Usually, a
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hologram appearsto beafairly uniformgray blur, with per-
haps afew visible ring and line patterns randomly placed
on it. In fact, al the visible patterns on a hologram are
useless information, or noise. The useful informationin a
hologram is recorded in patterns that are too small to see
with the unaided eye; features in these patterns are about
the size of awavelength of light, one two-thousandth of a
millimeter.

One useful way to think of a hologram is as a specid
kind of window. Lightisreflected off the objectsbehind the
window. Some of thelight passesthrough thewindow, and
withthat light we seethe objects. At themoment werecord
thehologram, thewindow “remembers” theamplitudeand
direction of al the light that is passing through it. When
the hologram is used to play back (reconstruct) the three-
dimensional scene, it uses this recorded information to
reproduce the the origina pattern of light amplitude and
direction that was passing through it. The light reaching
our eyefrom the hol ographic window isthe same aswhen
we were viewing the objects themselves. We can move
our heads around and view different parts of the scenejust
asif we were viewing the objects through the window. If
part of the hologram is covered up, or cut off, the entire
scene can still be viewed, but through arestricted part of
the window.

There are actualy many different types of holograms.
Although photographic film is the most widely used
recording material, several other recording materials are
available. The properties of a hologram are governed by
the thickness of the recording material and the configu-
ration of the recording beams. The various classifications
of hologramswill be discussed in Section I11. Holograms
can be produced in materials that record the light inten-
sity through alterations in their optical absorption, their
index of refraction, or both, Materials commonly used for
recording holograms are discussed in Section V.

Holograms have many usesbesidesthedisplay of three-
dimensional images. Applications include industrial test-
ing, precise measurements, optical data storage, and pat-
tern recognition. A presentation of the applications of
holography is given in Section V.

Il. BASIC PRINCIPLES

Photographs record light-intensity information. When a
photograph is made, precautions must be taken to ensure
that the intensities in the scene are suitable; they must be
neither too dim nor too bright. Hologramsrecord intensity
and phase information. In addition to the limits placed on
the intensity, the phase of light used to record holograms
must meet certain conditions as well. These phase con-
ditions require that the light is coherent. There are two
types of coherence, temporal and spatial; the light used
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for recording holograms must have both types of coher-
ence. Temporal coherence is related to the colors in the
light. Temporally coherent light contains only one color:
it ismonochromatic. Each color of light has a phase asso-
ciated withit; multicol ored light cannot be used to record a
hologram because there is no one specific phase to record.
Spatial coherence is related to the direction of light. At
any given point in space, spatially coherent light is al-
ways travelling in one direction, and that direction does
not change with time. Light that constantly changesitsdi-
rection also constantly changes its relative phase in space
and therefore is unsuitable for recording holograms.

Temporal and spatial coherence are graded quantities.
We cannot say that light isdefinitely coherent or definitely
incoherent; we can only say that agiven source of light is
temporally and spatially coherent by acertain amount. Or-
dinary light, from alight bulb, for example, is temporally
and spatialy very incoherent. It contains many different
colors, and at any point in space it is changing directions
so rapidly that our eyes cannot keep up; we just see that
on average it appears to come from many different direc-
tions. The temporal coherence of ordinary light can be
improved by passing it through a filter that lets only a
narrow band of colors pass. Spatial coherence can beim-
proved by using light coming from a very small source,
such as a pinhole in an opaque mask. Then we know that
light at any point in space hasto be coming from the direc-
tion of the pinhole. Ordinary light that has been properly
filtered for color and passed through a small aperture can
beusedto record holograms. However, light fromalaseris
naturally very temporally and spatially coherent. For this
reason, practically all holograms are recorded using laser
light.

The simplest possible hologram results from bringing
together two linearly polarized optical planewaves. Imag-
ine that a planewave is incident at an angle 6, on a flat
surface. At a particular moment in time we can plot the
electric field of the planewave at positions on that surface.
Thisisdonein Fig. la. If asecond planewave is incident
on the same surface at a different angle 65, its electric
field can also be plotted. This, along with the combined
field from both planewaves is plotted in Fig. 1b. Both
planewaves incident on the surface are, of course, trav-
elling forward at the speed of light. In Fig. 1, parts c-e
show the electric filed at the observation surface for each
planewave and for the combined field when the waves
have each travelled forward by one-fourth, one-half, and
three-quarters of a wavelength, respectively. The inter-
esting thing to notice is that the locations on the obser-
vation plane where the total electric field is zero remain
fixed asthe wavestravel. L ocations midway between zero
electric field locations experience an oscillating electric
field. To an observer, locations with constant zero elec-
tric field appear dark, and locations with oscillating elec-
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tric field appear bright. These alternating bright and dark
lines, called fringes, form the interference pattern pro-
duced by the placewaves. Likewise, locations with zero
electric field will leave photographic film unexposed, and
locations with oscillating electric field will expose film.
Thus, the interference pattern can be recorded.

Theinterferencefringesresulting from two planewaves
will appear as straight lines. Wavefronts do not have to be
planewaves to produce an interference pattern, not do the
wavefrontshave to match each other in shape. Interference
between arbitrary wavefronts can appear asconcentric cir-
clesor elipses or aswavy lines.

Thedistance L from one dark interference fringeto the
next (or from one bright fringe to the next) depends on
the wavelength A of the light and the angle 6 between the
directions of propagation for the wavefronts:

L = a/[2sin(6/2)]. @)

For reasonable angles, this fringe spacing is about the
size of awavelength of light, around one two-thousandth
of a millimeter. This explains why holograms appear to
be a rather uniform gray blur: the useful information is
recorded in interference fringes that are too small for the
eyeto see.

Variationsin the amplitudes of the recording beams are
aso recorded in the hologram and contribute to accurate
reproduction of the reconstructed wavefront. During holo-
gram recording, locations of zero electric field will occur
only if the two beams are equal in amplitude. If one beam
is stronger than the other, complete cancelation of their
dectric fieldsisimpossible, and the depth of modulation,
or contrast, of the recorded fringes is decreased. In prac-
tical terms, thismeansthat all of the hologram is exposed
to some extent.

There are two stepsto the use of ordinary photographs,
taking (and developing) the photograph and viewing the
photograph. Similarly, there are two stepsto using a holo-
gram: recording (and developing) the hologram and re-
constructing the hol ographic image. Aswe have just seen,
recording a hologram amounts to recording the interfer-
ence pattern produced by two coherent beams of light.
Reconstructing the holographic image is usually accom-
plished by shining one of those two beamsthrough the de-
veloped hologram. Through a wave phenomenon known
as diffraction, the recorded interference fringes redirect
some of the light in the reconstructing beam to form a
replica of the second recording beam. This replica, or re-
constructed, beam travels away from the hologram with
the same variation in phase and amplitudethat the original
beam had. Thus, for the eye, or for common image record-
ing instruments such as a photographic cameraor avideo
camera, the reconstructed wavefront is indistinguishable
fromtheorigina wavefront and therefore possessesall the
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(a) The electric field of a planewave incident on a surface. The electric field due to two planewaves incident

on a surface at different angles as the waves are (b) initially, (c) after one-quarter wavelength of propagation, (d) after
one-half wavelength of propagation, and (e) after three-quarters wavelength of propagation.

visual properties of the original wavefront, including the
three-dimensional aspects of the scene.
Theinterferencefringe spacing that isrecorded depends
on the angle between the recorded beams. During recon-
struction, thisfringe spacing istranslated, through diffrac-
tion, back into the proper angle between the reconstruct-
ing and the reconstructed beams. During reconstruction,
locations on the hologram with high fringe contrast divert

more optical energy into the reconstructed beam than lo-
cations with low fringe contrast, thereby reproducing the
amplitude distribution of the original beam.

For most holograms, evenif the contrast of the recorded
fringes is large, not al of the light in the reconstructing
beam can be diverted into the reconstructed image. The
ratio of the amount of optical power in the reconstructed
imagetothetotal optical power inthereconstructing beam
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isthe diffraction efficiency of the hologram. For common
holograms recorded on photographic film, the maximum
diffraction efficiency is limited to 6.25%. The rest of the
light power, 93.75%, passes through the hologram unaf-
fected or ends up in beams that are called higher diffrac-
tion orders. These higher diffraction ordersleavethe holo-
gram at different angles and are generally not useful. As
will be noted in Section 11, certain types of holograms,
notably thick phase holograms, are able to eliminate the
undiffracted light and the higher diffraction orders; they
can produce a diffraction efficiency close to 100%.

Certain assumptions that are made in the explanation
given above should now be discussed. First, it is assumed
that both beams used for recording are the same optical
wavelength, that is, the same color. This is necessary to
produce a stationary interference pattern to record. It is
also assumed that the wavelength of the reconstructing
beam is the same as that of the recording beams. Thisis
often the case, but is not necessary. Using a reconstruct-
ing beam of a different wavelength changes the size of
the reconstructed image: a shorter wavelength produces a
smaller image, and alonger wavelength produces alarger
image. Oddly, the dimensions of the image parallel to the
plane of the hologram scale linearly with wavelength, but
the depth dimension of the image scales proportional to
the square of thewavelength, so three-dimensional images
reconstructed with a different wavelength will appear dis-
torted. Also, if the change in wavelength is large, distro-
tions will occur in the other dimensions of the image, and
the diffraction efficiency will decrease.

Another assumption is that the two recording beams
have the same polarization. If beams with different po-
larizations or unpolarized beams are used, the contrast of
the fringes, and therefore the diffraction efficiency of the
hologram, is decreased. Beamsthat are linearly polarized
in perpendicular directions cannot interfere and so cannot
record a hologram. The polarization of the reconstructing
beam usually matters very little in the quality of the re-
construction. An exception to thisiswhen the hologramis
recorded as an induced birefringence pattern in amaterial.
Then the polarization of the reconstructing beam should
be aligned with the maximum variation in the recording
material index of refraction.

It is also possible that the reconstructing beam is not
the same as one of the recording beams, either inits phase
variation, its amplitude variation, or both. If the structure
of the reconstructing beam differs significantly from both
of the recording beams, the reconstructed image is usu-
aly garbled. One particular case where the image is not
garbled is if the reconstructing beam has the same rela
tive phase structure as one of the recording beams, but
approaches the hologram at a different angle. In this case,
provided the angle is not too large and that the recording
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behavesasathin hologram (see Section |11 for an explana-
tion of thin and thick holograms), the reconstructed image
is produced.

Photographic film is assumed to be the recording mate-
rial used in the example above. Many other materials can
be used to record holograms, and these are the subject of
Section |V. Photographic film gives a particular type of
recording, classified as a thin absorption hologram. The
meaning and propertiesof different classificationsof holo-
grams are dealt with in Section I11.

lll. CLASSIFICATION OF HOLOGRAMS

Many different types of holograms are possible. Holo-
grams are classified according to the material property
in which the interference pattern is recorded, the diffrac-
tion characteristics of the hologram, the orientation of the
recording beams with respect to the hologram, and the
optical system configuration used for recording and re-
constructing the hologram.

Hologramsarerecorded by exposing an optically sensi-
tive material to light in the interference pattern produced
by optical beams. For example, exposing photographic
film to light triggers a chemical reaction that, after devel-
opment, produces a variation in the optical absorption of
thefilm. Portions of the film exposed to high optical inten-
sity become absorbing, and unexposed portions of thefilm
remain transparent. Other materials also exhibit this char-
acteristic of changing their optical absorption in response
to exposure to light. Holograms that result from interfer-
ence patternsrecorded asvariationsin material absorption
are known as amplitude holograms.

There are also materials whose index of refraction
changes in response to exposure to light. These materials
are usually quite transparent, but the index of refraction
of the material increases or decreases slightly where it
is exposed to light. Holograms that result from interfer-
ence patterns recorded as index-of-refraction variations
are known as phase holograms. During reconstruction,
light encountering regions with a higher index of refrac-
tion travels more slowly than light passing through lower
index regions. Thus, the phase of the light is modified in
relation to the recorded interference pattern.

It is not correct to assume that amplitude holograms
can reconstruct wavefrontswith only amplitude variations
and phase holograms can reconstruct wavefrontswith only
phase variations. In Section |1 it was explained that wave-
front direction (i.e., phase) is recorded by interference
fringe spacing, and wavefront amplitude is recorded by
interference fringe contrast. In reality, both amplitude and
phase types of holograms are capabl e of recording wave-
front amplitude and phase information.
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Hologramsare also classified asbeing “thin” or “thick”.
Thesetermsarerelated to the diffraction characteristics of
thehologram. A thin hologramisexpected to producemul -
tiple diffraction orders. That is, although only two beams
may have been used for recording, a single reconstructing
beam will give rise to several reconstructed beams, called
diffraction orders. Another property associated with thin
holograms is that if the angle at which the reconstructing
beam approaches the hologram is changed, the hologram
continues to diffract light, with little change in diffraction
efficiency. The diffraction orders will rotate in angle as
the reconstructing beam is rotated. Thick holograms, on
the other hand, produce only a single diffracted beam; a
portion of the reconstructing beam may continue through
the hologram in its original direction as well. Also, no-
ticeable diffraction efficiency for thick holograms occurs
only if the reconstructing beam is incident on the holo-
gram from one of a discrete set of directions, called the
Bragg angles. If thebeamisnot at aBragg angle, it passes
through the hologram and no diffracted beamis produced.
The property of thick hologramsthat diffraction efficiency
falls off if the reconstructing beam isnot at a Bragg angle
iscalled angular selectivity. Many thick holograms can be
recordedinthe samematerial and reconstructed separately
by arranging for their Bragg angles to be different.

Thetermsthinand thick wereoriginally appliedto holo-
gramsbased solely on the thickness of therecording mate-
rial. Thesituationis, in fact, more complicated. Whether a
particul ar hologram displaysthe characteristicsassociated
with being thick or thin depends not only on the thickness
of the recording material, but also on the relative sizes of
the optical wavelength and the interference fringe spacing
and on the strength of the change produced in the absorp-
tion or refractive index of the material.

The next category of hologram classification has to do
with the arrangement of the recording beams (and there-
fore the reconstructing and reconstructed beams) with
respect to the recording material. When two planewave
beams produce interference fringes, the fringesform a set
of planesin space. The planes lie paralldl to the bisector
of the angle between the beams, as shown in Fig. 2a. If
the recording material is arranged so that both recording
beams approach it from the same side, fringes are gen-
erally perpendicular to the material surfaces, as shown
in Fig. 2b, and a transmission-type hologram is formed.
During readout of the transmission hologram, the recon-
structing and thereconstructed beamslieon opposite sides
of the hologram, asin Fig. 2c. Alternatively, the recording
material can be arranged so that the recording beams ap-
proach it from opposite sides. In this case, the fringes lie
parallel tothe surfacesof thematerial, asshowninFig. 2d,
and a reflection-type hologram is formed. For a refiec-
tion hologram, the reconstructing and the reconstructed
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FIGURE 2 (a) The interference produced by two planewave
beams. (b) The orientation of the recording material for a trans-
mission hologram. (c) The configuration used for reconstruction
with a transmission hologram. (d) The orientation of the recording
material for a reflection hologram. (e) The configuration used for
reconstruction with a reflection hologram.

beams lie on the same side of the hologram, portrayed in
Fig. 2e.

The three hologram classification criteria discussed so
far—phase or absorption, thick or thin, and transmission
or reflection—play a role in determining the maximum
possible diffraction efficiency of the hologram. Table |
summarizesthe diffraction efficiencesfor holograms pos-
sessing various combinations of these characteristics. Be-
cause the fringes for reflection holograms lie parallel to
the surface, there must be an appreciable material thick-
ness to record the fringes; therefore, thin reflection holo-
gramsare not possibleand are absent from Tablel. (Often,
holograms use reflected light but have fringes perpendic-
ular to the material surfaces and are properly classified

TABLE | Maximum Diffraction Efficiencies of Hologram
Classes

Maximum
Thickness Modulation Configuration efficiency (%)
Thin Absorption Transmission 6.25
Thin Phase Transmission 33.90
Thick Absorption Transmission 3.70
Thick Absorption Reflection 7.20
Thick Phase Transmission 100.00
Thick Phase Reflection 100.00
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as transmission holograms.) Notice that phase holograms
are generally more efficient than absorption holograms,
and thick phase holograms are able to achieve perfect ef-
ficiency; al of the reconstructing beam power is coupled
into the reconstructed beam. Keep in mind that the fig-
ures in the table represent the absol ute highest diffraction
efficiencies that can be achieved. In practice, hologram
diffraction efficiencies are often substantially lower.

The fina classification criterion to be discussed has
more to do with the configuration of the optical sys-
tem used for recording than with the hologram itself. For
recording a hologram, coherent light is reflected from or
transmitted through an object and propagates to the posi-
tion of therecording material. A second beam of coherent
light producesinterference with light from the object, and
the interference pattern is recorded in the materia. If the
object isvery closeto the recording material or isimaged
onto the recording material, then an image-plane holo-
gram is formed. If the separation between the object and
therecording material isafew timeslarger than the size of
the object or the material, a Fresnel hologram is formed.
If the object is very for from the recording material, a
Fraunhofer hologram is recorded. Another possible con-
figuration is to place a lens between the object and the
recording materia such that the distance between the lens
and the material is equal to the focal length of the lens.
Thisarrangement produces aFourier transform hologram,
so called because during reconstruction the Fourier trans-
form of the reconstructed wave must be taken (with alens)
to reproduce the recorded image. These previous confi-
gurations use a planewave as the second recording beam.
If an expanding spherical wave is used instead, with the
source of the spherical wave near thel ocation of the object,
a quasi-Fourier transform hologram, or lensless Fourier
transform hologram, is formed. This type of hologram
shares many of the properties of the true Fourier trans-
form hologram.

Other classes of holograms also exist, such aspolariza-
tion holograms, rainbow holograms, synthetic holograms,
and computer-generated holograms. However, these are
specialized topics that are best dealt with separately from
the central concepts of holography.

IV. RECORDING MATERIALS

There are many materials that can be used for recording
holographic interference patterns, Some materials record
the pattern as a change in their optical absorption; this
yields absorption holograms. Other materials record the
patterns as changes in their index of refraction or asare-
lief pattern on their surface; these materia s produce phase
holograms. Thethicknessof therecording layer isalsoim-
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portant to the characteristics of the hologram, asdiscussed
in Section I11.

Practical concernsrelated to holographic recording ma-
terialsincludetherecording resol ution, the material sensi-
tivity asafunction of optical wavelength, and the process-
ing stepsrequired to devel op the hologram. The spacing of
interference fringes can be adjusted by changing theangle
between the beams: asmall angle gives large fringes, and
alarge angle gives fringes as small as one-half the wave-
length of thelight used. Anideal recording material would
have aresolution of at least 5000 fringes per millimeter.

Some materials are sensitive to all visible wavelengths,
and others are sensitive to only a portion of the spectrum.
The wavelength sensitivity of the recording material must
be matched to the light source used. Sensitive recording
materials are generally desirable, since high sensitivity
reduces the recording exposure time and the amount of
optical power required of the source. Long exposures are
undesirable because of theincreased chancethat arandom
disturbance will disrupt the coherence of the recording
beams.

Many recording materials require some chemical pro-
cessing after exposure to devel op the holographic pattern.
Some materials develop when heat is applied, and a few
materialsrequire no processing at al: the hologramisim-
mediately available. Of course, the need for developing
complicates the system and introduces a delay between
recording the hologram and being ableto useit. Important
characteristics of the most common hologram recording
materials are summarized in Table 1.

Silver halide photographic emulsions arethe most com-
mon recording material used for holograms. They are a
mature and commercially availabletechnology. Theemul-
sion may be on a flexible acetate film or, for greater pre-
cision, a flat glass plate. Photographic emulsions have
a very high sensitivity and respond to a broad spectral
range. The ordinary development procedure for photo-
graphic emulsions causes them to become absorptive at
the locations that have been exposed to light. Thus, an
absorption hologram is produced. Alternate developing
procedures employing bleaches leave the emulsion trans-
parent but modulate the index of refraction or the surface
relief of the emulsion. These processes|ead to phase holo-
grams. Many photographic emulsions are thick enough to
produce holograms with some characteristics of a thick
grating.

Dichromated gelatin is one of the most popular materi-
alsfor recording thick phase holograms. Exposureto light
causes the gelation molecules to crosslink. The gelatin is
then washed, followed by dehydration in acohol. Dehy-
dration causes the gelatin to shrink, causing cracks and
tears to occur in the regions of the gelatin that are not
crosslinked. The cracks and tears produce a phase change
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TABLE Il Holographic Recording Materials

Holography

Sensitivity Resolution Thickness
Material Modulation (Irem?) (line pairs/mm) (pm)
Photographic emulsion Absorption or phase ~5x 107° ~5000 <17
Dichromated gelatin Phase ~7 %1072 >3000 12
Photoresist Phase ~1x 1072 ~1000 >1
Photopolymer Phase ~1x1072 3000 3-150
Photoplastic Phase ~5x 1075 >4100 1-3
Photochromic Absorption ~2 >2000 100-1000
Photorefractive Phase ~3 >1000 5000

in light passing through those regions. Phase holograms
recorded in dichromated gelatin are capable of achieving
diffraction efficiencies of 90% or better with very little op-
tical noise. Theprimary limitationsof dichromated gelatin
areits very low sensitivity and the undesirable effects of
shrinkage during development.

Photoresists are commonly used in lithography for fab-
rication of integrated circuits but can be utilized for hol og-
raphy too. Negative and positive photoresistsareavailable.
During devel oping, negative photoresistsdissolve away in
locations that have not been exposed to light, and positive
photoresists dissolve where there has been exposure. In
either case. a surface relief recording of the interference
patternisproduced. Thissurfacerelief pattern can be used
asaphase hologram either by passing light throughit or by
coating itssurfacewith metal andreflectinglight off it. The
photoresist can also be electroplated with nickel, whichis
then used as the master for embossing plastic softened
by heat. The embossing process can be done rapidly and
inexpensively and therefore is useful for mass producing
holograms for use in magazines and other large-quantity
applications.

Photopolymers behave in afashion similar to photore-
sists, but instead of dissolving away during devel opment,
exposure of a photopolymer to light induces a chemical
reaction in the material that changes its index of refrac-
tion or modulates its surface relief. Some photopolymers
require no development processing, and others must be
heated or exposed to ultraviolet light.

Photoplastics are noted for their ability to record and
erase different holographic patterns through many cycles.
The photoplastics are actually multilayer structures. A
glasssubstrateplateiscoated with aconductivemetal film.
On top of this is deposited a photoconductor. The final
layer isathermoplastic material. For recording, auniform
static electric charge is applied to the surface of the ther-
moplastic. The voltage drop due to the charge is divided
between the photoconductor and the thermoplastic. The
structure is then exposed to the holographic interference
pattern. The voltage acrosstheilluminated portions of the

photoconductor is discharged. Charge is then applied a
second time to the surface of the device. Thistime excess
charge accumulatesin the regions of lowered voltage. The
deviceis now heated until the thermoplastic softens. The
electrostatic attraction between the charge distribution on
the surface of the thermoplastic and the conductive metal
film deforms the plastic surface into asurface relief phase
hologram. Cooling the plastic then fixes it in this pattern.
The hologram may be erased by heating the plastic to a
higher temperature so that it becomes conductive and dis-
chargesits surface.

Photochromics are materials that change their color
when exposed to light. For example, the material may
change from transparent to absorbing for a certain wave-
length. This effect can be used to record absorption holo-
grams. Furthermore, therecording process can bereversed
by heating or exposure to a different wavelength. Thisal-
lows patterns to be recorded and erased. These materials,
however, have very low sensitivity.

Photorefractive materials alter their refractive index in
response to light. These materials can be used to record
thick phase holograms with very high diffraction effi-
ciency. This recording process can aso be reversed, ei-
ther by uniform exposure to light or by heating. These
materials, too, have rather low sensitivity, but research is
continuing to produce improvements.

V. APPLICATIONS

Holography isbest knownfor itsability to reproducethree-
dimensional images, but it has many other applications
as well. Holographic nondestructive testing is the largest
commercial application of holography. Holography can
also be used for storage of digital dataand images, precise
interferometric measurements, pattern recognition, image
processing, and holographic optical elements. These ap-
plications are treated in detail in this section.

An image reconstructed from a hologram possesses all
thethree-dimensional characteristicsof the original scene.
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The hologram can be considered awindow through which
thesceneisviewed. Asdescribedin Section |1, ahologram
recordsinformation about theintensity and direction of the
light that formsit. These two quantities (along with color)
areall that the eye usesto perceiveascene. Thelightinthe
image reconstructed by the hologram has the same inten-
sity and direction properties as the light from the original
scene, so theeye seesanimagethat isnearly indistinguish-
able from the original. There are two important aspectsin
which the holographic reconstruction of a scene differs
from the original: color and speckle. Most holograms are
recorded using a single wavelength of light. Theimageis
reconstructed with this same wavelength, so all objectsin
the scene have the same color. Also, because of the coher-
ence properties of laser light, holographic images do not
appear smooth: they aregrainy, consisting of many closely
spaced random spots of light called speckles. Attemptsto
produce full-color holograms and eliminate speckle will
be described in this section.

Thesimplest method of recording animagehologramis
shown in Fig. 3a. Light reflecting off the object formsone
recording beam, and light incident on the film directly
from the laser is the other beam needed to produce the
interference pattern. The exposed film is developed and
then placed back initsorigina positioninthe system. The
object that has been recorded isremoved from the system,
and the laser is turned on. Light falling on the devel oped
hologram reconstructs a virtual image of the object that
can be viewed by looking through the hologram toward
the original position of the object, as shown in Fig. 3b.

Many variations on the arrangement described above
are possible. Often, the portion of the beam directed to-
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FIGURE 3 A simple optical system for (a) recording and (b) view-
ing a transmission hologram.
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FIGURE 4 A simple optical system for (a) recording and (b) view-
ing a reflection hologram.

wardtheobjectissplitinto several beamsthat arearranged
to fall on the object from different directions so that it is
uniformly illuminated. Attenstion to lighting is especialy
important when the scene to be recorded consists of sev-
eral separate objects that are different distances from the
film. Another recording arrangment is to have the laser
beam pass through the film plane before reflecting from
the object, as shown in Fig. 4a. A reflection hologram
is formed with this arrangement and can be viewed as
shown in Fig. 4b. An important advantage of the reflec-
tion hologram is that a laser is not needed to view it: a
point source of white light will work quite well. Use of
white light to reconstruct a hologram is not only more
convenient, but it eliminates speckle too. Thisis possible
because the reflection hologram also acts as a color filter,
efficiently reflecting light of only the proper wavelength.
It isimportant, however, that the source be very small (as
compared to its distance from the hologram), otherwise
the reconstructed image will be blurred.

A hologram that reconstructs an image containing all
the colors of the original scene would, obviously, be ade-
sirable accomplishment. The principal obstaclein achiev-
ing thisgoal isthat holographicinterferencepatternsresult
only when very monochromatic light is used. Recording
ahologram with asingle color and reconstructing the im-
age with several colors does not work. Reconstructing
a hologram with a wavelength other than the one used
to record it changes the size and direction of the recon-
structed image, so the variously colored images produced
with white-light illumination are not aligned. It ispossible
to record three different holograms of the same object on
onepieceof film, usingared, ablue, and agreenlaser. The
three holograms can be reconstructed simultaneously with
the appropriate colors, and a reasonabl e representation of
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the colors of the original object is produced. The problem,
however, isthat each reconstructing beam illuminates not
only the holograms it is intended for, but the other two
hologramsaswell. Thisleadsto numerousfalse-color im-
agesmingled with thedesiredimage. Thefalseimagescan
be eliminated with athick hologram recording material by
using the angular selectivity of thick holograms.

Another approach to color holography is the stere-
ogram. Sets of three separate holograms (one each for
red, green, and blue) are recorded for light coming from
the scene at various angles. A projection system using a
special screenisused for viewing. Light from different an-
gular perspectivesisdirected at each eye of theviewer, thus
providing the parallax information needed to yield athree-
dimensional image. This system requires that the viewer
is positioned rather exactly with respect to the screen.

Interferometry is a means of making precise measure-
ments by observing theinterference of optical wavefronts.
Since holograms record phase information about the light
from an object, they are useful in making before and af-
ter comparisons of the deformation of objectsin response
to some change in their environment. A typical arrange-
ment for holographic interferometry is shown in Fig. 5.
The first step isto record and develop a hologram of the
object. The hologram is replaced in the system, and the
image of the object is reconstructed from it. The object it-
self is subjected to some change and illuminated asit was
to record the hologram. When viewing the object through
the hologram, light from the object and from the holo-
graphic reconstruction of the object will interfere. If the
surface of the object hasdeformed, bright and dark fringes
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FIGURE 5 (a) For real-time holographic interferometry, a holo-
gram of the object is recorded. (b) Then the stressed object is
viewed through the developed hologram.

Holography

will appear on the surface of the object. Each fringe cor-
responds to a displacement in the surface of the object by
one-quarter of the optical wavelength. Thus, thisisavery
sensitive measurement technique.

The same principles apply to transparent objects that
undergo an index-of-refraction change. Changes in index
of refraction alter the optical path length for light passing
through the object. Thisleadsto interference fringeswhen
the object is viewed through a holographic recording of
itself. Such index-of-refraction changes can occur in air,
for example, in response to heating or aerodynamic flows.

A dlight modification to the technique described above
can provide a permanent record of the interference pat-
tern. A hologram of the original object isrecorded but not
developed. The object is subjected to some change, and
a second recording is made on the same film. The film
is now developed and contains superimposed images of
both the original and the changed object. During recon-
struction, wavefronts from the two images will interfere
and show the desired fringe pattern.

Another variation of holographic interferometry isuse-
ful for visualizing periodic vibrationsof objects. Typically,
the object is subjected to some excitation that causes its
surface to vibrate. A hologram of the vibrating object is
made with an exposure time that is longer than the pe-
riod of the vibration. A time integration of the lightwave
phasesfrom locations on the object isrecorded onthe film.
Portions of the object that do not move, vibrational nodes,
contribute the same lightwave phase throughout the expo-
sure. This produces constructive interference, and these
locations appear bright in the reconstruction. Bright and
dark fringes occur elsawhere on the object, with the num-
ber of fringes between a particular location and a vibra-
tional node indicating the amplitude of the vibration.

Deformations on the surface of an object in responseto
applied pressure or heating can often be used to make de-
terminati ons concerning changes within the volume of the
object under the surface. For this reason, holographic in-
terferomety is useful for holographic nondestructive test-
ing; characteristics of the interior of an object can be de-
termined without cutting the object apart. If interference
fringes are concentrated on one area of a stressed object,
that portion of the object is probably bearing a greater
portion of the stress than other locations; or a pattern of
fringes may indicate avoid in the interior of the object or
a location where layers in a laminated structure are not
adhering.

Holography plays an important role in the field of op-
tical data processing. A common optical system using a
holographic filter is shown in Fig. 6. One application of
this system is pattern recognition through image correla
tion. Thisis useful for detecting the presence of arefer-
ence object in a larger scene. The first step is to record
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FIGURE 6 A simple, yet versatile, optical system for using holo-
graphic filters for image processing.

a Fourier hologram of the object that is to be detected.
A transparency of the object is placed in the input plane
and is holographically recorded onto photographic filmin
the filter plane; a reference beam is also incident on the
film. After exposure, the film isremoved from the system,
developed, and then replaced in the filter plane. The scene
believed to contain occurrences of the reference object is
placed in the input plane and illuminated. A portion of
the light distribution in the output plane will represent the
correlation of the input image with the reference image.
This means that wherever the reference image occurs in
the input scene, abright spot of light will be present at the
corresponding position on the output plane. As a specific
example, the reference object might be a printed word. A
hologram of the word would be placed in the filter plane.
Input to the system could be pages of printed text. For each
occurrence of the selected word within the text, a bright
spot would be present at the output plane. In the simple
form described, the system can detect occurrences of the
reference object that are very close to the same size and
rotational orientation asthe object used to record the holo-
gram. However, research is being conducted to produce
recognition results without regard to scaling or rotation of
the object and has already met with considerable success.

Other image-processing operations can be performed
using the same optical system. The hologram is recorded
to represent afrequency-domain filter function rather than
areference object. For example, blurring of animage pro-
duced by an unfocused optical system can be modeled as
afiltering of the spatial frequenciesin theimage. Much of
the detail can be restored to a blurred image by placing a
hologram representing the inverse of the blurring function
in the filter plane and a transparency of the blurred image
in the input plane. Holographic filters can also be used to
produce other useful image-processing operations, such
as edge enhancement.

Holography is also attractive for data storage. Because
holograms record information in a distributed fashion,
with no one point on the hologram corresponding to a
particular part of the image, data recorded in holographic
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form areresistant to errors caused by defectsin therecord-
ing material. Returning to the analogy of the hologram as
awindow through which to view an image, if part of the
hologram is obscured or destroyed, it is till possible to
recover all the datasimply by looking through the remain-
ing usable portion of the window. Obvioudly, if part of
an ordinary photograph containing data is destroyed, the
data on that portion of the photograph isirrevocably lost.
The data stored in a holographic system can be pages of
text, images, or digitally encoded computer data. If thick
recording materials are used, many pages of data can be
stored in one piece of material by utilizing the angular
selectivity of thick holograms.

Holograms can be recorded to provide the same func-
tions as refractive optical elements such as lenses and
prisms. For example, if a hologram is recorded as the
interference of a planewave and a converging spherical
wave, when the developed hologram is illuminated with
aplanewave it will produce a converging spherical wave,
just asapositivelenswould. Holographic optical el ements
(HOEs), as they are called, have two principal disadvan-
tages with respect to the more common refractive ele-
ments. HOEs work as designed only for one wavelength
of light, and because they usually have a diffraction ef-
ficiency less than 100%, not all of the light is redirected
as desired. However, HOEs a so have advantages over re-
fractive elementsin certain applications. First, the optical
function of a HOE iis not linked to its physical shape. A
HOE may be placed on acurved or angled surface. For ex-
ample, HOEs are used onthe surface of thevisor on pilots’
helmets to serve as a projection lens for instrumentation
displays. Also, HOEscan be crested that provide thefunc-
tion of refractive elements that would be very difficult to
fabricate, such as an off-axis segment of a lens. Severd
HOEs can be recorded on the same piece of material to
give the function of multiple refractive elements located
at the same spatial position. Another popular configura-
tionisto record a HOE on the surface of an existing lens.
The lens takes care of most of the refraction required by
an optical system, and the HOE provides small additional
corrections to reduce aberrations. A second advantage of
HOEs istheir small physical volume and weight. A HOE
recorded on film can provide the same function as athick,
heavy piece of glass. In particular, lenses with a large
aperture and short focal length can be quite massive when
fabricated in glass, while those characteristics are readily
produced using a HOE. Findly, there are applications in
which the limited range of working wavel engths of HOEs
is desirable. Reflective holograms are often used in these
applications. Information presented in the intended color
canbereflectively imaged toward aviewer, whilethe scene
behind the hologram, containing mainly other colors, is
also visible through the hologram without distortion.
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The applications just cited are only a sampling of the
usesof holography. Itisafield that i sthe subject of ongoing
research and that enjoys the continuing discovery of new
forms and applications.

VI. HISTORY OF HOLOGRAPHY

The fundamenta principle of holography, recording the
phase of a wavefront as an intensity pattern by using in-
terference, was devised by Dennis Gabor in 1948 to solve
a problem with aberrations in electron microscopy. He
also coined the word hologram from Greek roots meaning
whole record. The results of Gabor’s work of translating
electron diffraction patterns into optical diffraction pat-
terns and then removing aberrations from the resulting
image were less than satisfactory. Other researchers fol-
lowing hislead were not significantly more successful, so
this first application of holography soon faded from the
scene.

Other researchers experimented with optical hologra-
phy for its own sake during the early and mid-1950s,
but results were generally disappointing. At that time,
holography suffered from two important disadvantages.
First, no truly interesting application had been found for
it. The rather poor-quality images it produced were lab-
oratory curiosities. Second, coherent light to record and
view holograms was not readily available. The laser was
not available until the early 1960s. Coherent light had to
be produced through spectral and spatial filtering of inco-
herent light.

In 1955 an interesting, and eventually very success-
ful, application for holography was uncovered. Leith and
Upatnieks, working at the University of Michigan’s Radar
Laboratory, discovered that holography could be used
to reconstruct images obtained from radar signals. Their
analysis of this technique led them to experiment with
holography in 1960, and by 1962 they had introduced an
important improvement to the field. Gabor’s holograms

Holography

had used a single beam to produce holograms, recording
the interference of light coming only from various loca-
tions on the object. This led to reconstructed images that
were seriously degraded by the presence of higher diffrac-
tion orders and undiffracted light. Leith and Upatnieksin-
troduced a second beam for recording. The presence of
this second beam separated the reconstructed image from
other undersired light, thus significantly improving the
image quality.

Alsoin the early 1960s, Denisyuk was producing thick
reflection holograms in photographic emulsions. These
holograms have the advantage that they can be viewed
with a point source of white (incoherent) light, since the
reflection hologram acts also as a col or filter.

Advancesin practical applicationsof holography began
to occur in the mid-1960s. In 1963, Vander Lugt intro-
duced the form of holographic matched filter that is still
used today for pattern recognition. Powell and Stetson dis-
covered holographic interferometry in 1965. Other groups
working independently introduced other useful forms of
thisimportant technique.

Thefirst form of thin transmission hologram that can be
viewed in white light, the rainbow hologram, was devel-
oped by Benton in 1969. Another form of hologram that
can beviewed in white light, the multiplex hologram, was
produced by Crossin 1977.

SEE ALSO THE FOLLOWING ARTICLES
COLOR SCIENCE e LASERS e OPTICAL DIFFRACTION e
PHOTOGRAPHIC PROCESSES AND MATERIALS
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GLOSSARY

Bandgap The energy difference between the top of the
highest filled band (valence band) and the bottom of
the lowest empty band (conduction band).

Efficiency The fraction of input energy that is converted
into useful output energy. Internal quantum efficiency
is the number of photons generated inside the light-
emitting diode (LED) per number of input electrons.
External quantum efficiency is the number of photons
that escape from the device per number of input elec-
trons. Extraction efficiency is the ratio of the external
quantum efficiency to the internal quantum efficiency,
or the fraction of photons generated in the semiconduc-
tor that escape from the device. Wall-plug efficiency is
the fraction of electrical power into the LED that is
converted to optical power out of the device. Lumi-
nous efficiency is the power sensed by the human eye
per electrical power input into the device.

Epitaxial growth Growth of a crystal on a host crystal
such that they have similar structures.

Gina Christenson
Patrick N. Grillot
Yu-Chen Shen

Dawnelle Wynne
LumiLeds Lighting LLC

Heterostructure Two or more semiconductors with dif-
ferent physical properties (such as their bandgaps)
grown on top of each other.

Lattice constant A number specifying the size of the ba-
sic unit in a crystal.

N-type semiconductor (p-type semiconductor) A semi-
conductor containing impurity atoms in which the elec-
tron (hole) is the primary charge carrier.

Photon A quantum of electromagnetic radiation with en-
ergy hv, where h is Planck’s constant and v is the fre-
quency of the electromagnetic radiation.

Radiative transition An electronic transition between
energy bands that produces photons and possibly
phonons (quantized lattice vibrations). A nonradiative
transition is an electronic transition that produces only
phonons.

LIGHT-EMITTING DIODES (LEDS) are semiconduc-
tor devices that emit light when a bias voltage is applied
and current flows through the device. Injected electrons in
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the semiconductor conduction band recombine with holes
inthe valence band, and photons are emitted. LEDs can be
made with emission wavelengths ranging from the mid-
infrared to the ultraviolet (encompassing the entirevisible
spectrum from red to blue). Compared to other types of
light sources, LEDs use less power, are more compact, are
mechanically rugged, and havelonger operating lifetimes.
Today, LEDs are used in a vast array of products in the
home, office, factory, and field. Applications include il-
lumination, information display, computer interconnects,
sensors, and process control. A wide variety of package
configurations is available to satisfy the diverse product
specifications.

Thischapter reviewsthe current state-of-the-art of LED
technol ogy used for commercially avail able products. The
chapter begins with a discussion of the material and de-
vice physics of LEDs. A discussion of light generation
in and extraction from LEDs follows. The engineering of
materials and device structuresis explained so the reader
can better understand the various approachesin use today.
Next the processes used to fabricate, test, and package
LEDs are discussed. The mgjor techniques for growing
light-emitting semiconductor materials are outlined, and
the basic processing steps required to fabricate LED chips
are explained. The important topic of LED reliability is
also addressed.

Many types of semiconductor materials and devices
have been developed to make infrared and visible LEDs.
The most important types of materials and devices,
ranging from simple p-n junctions to high-performance,
double-heterostructure LEDs, are discussed. Major
L ED-based products, such asindicator lamps, displays, il-
luminators, fiberoptic transmitters, emitter-detector prod-
ucts, and optocoupl ers are described.

I. MATERIAL AND DEVICE PHYSICS

A. Semiconductor Physics

Thematerials physics of LEDs can be understood through
the band theory of solids, which is based on the time-
independent Schrodinger equation. The potential energy
generated by the protonsand el ectronsinthe crystal lattice
can beinput into the Schrodinger equationto determinethe
electronic structure. The electronic structurein auniform
crystal lattice consists of allowed and disallowed bands
of energy. Electrons reside in the allowed bands of en-
ergy, and electronic transitions occur between the allowed
bands. In an LED, photons are emitted when electronsin
an energy band transition to aband with lower energy. The
energy (and thus the color of the light) is determined by
the energy gap, Eg4, between the two bands. Simple mod-
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els of band theory, such as the Kronig-Penney model, the
Ziman model, and the Feynman model, give good quali-
tative pictures of the dependence of the bands on lattice
spacing and the width and height of potential barriers.
M ore sophisticated theories such asdensity functional the-
ory and tight-binding methods predict more accurate el ec-
tronic structures. These theories can include the effects of
defects, surfaces, and impurities.

In order for LEDs to emit light, it isimportant that the
electrons are able to move. At the temperature T =0 K,
when the electrons occupy the lowest states, some mate-
rials are conducting, and some are insulating. Conductive
materials have energy bandsthat are not completely filled,
whileinsulating materialshave energy bandsthat are com-
pletely filled. At nonzero temperatures, the probability that
agiven energy state, E, isoccupied is given by the Fermi
function

f(E) = [L+&EEI]

where 8 =1/(kgT) (where kg is Boltzmann’s constant),
and E ¢ isthematerial-dependent Fermi level. At T = 0K,
the Fermi function indicatesthat energy levelslessthan or
equal to E; are occupied. At T > 0 K, electrons are ther-
mally excited to a higher energy level. If the energy gap
between the filled and unfilled bands is small enough for
electrons to make transitions through thermal excitation,
aninsulating material at T = 0K canbecomeaconducting
material at finite temperatures. Such materials are called
semiconductors. In asemiconductor at T = 0K, thehigh-
est energy band that is filled is called the valence band;
the empty band above it is called the conduction band.

In a semiconductor, conduction occurs through the
movement of el ectronsexcited to the conduction band and
through the movement of holesin the valence band. Holes
are positively charged particles that represent the absence
of electrons. The dynamical equations of an electron in
a crystal in an applied electric field can be rewritten to
resembl e the equations of motion of afree electron in an
electric field. To compensate for the effects of the crys-
tal, the mass of the electron is replaced with an effective
mass, m*. The effective mass can be negative, represent-
ing ahole. A hole with a negative effective mass behaves
in the same way as a positive charge and moves in the
opposite direction as an electron in an electric field. Both
electrons and holes contribute to the current flow.

Doping can be used to change the conduction properties
of asemiconductor. By adding elementsfrom neighboring
columns on the periodic table, the number of conducting
electrons and/or holes can be altered. If group IV silicon
(with four valence electrons) is doped with a group V
impurity (with five valence electrons) such as antimony
(Sh), arsenic (As), or phosphorus (P), each group V atom
will bond covalently to four silicon atoms. Sinceonly four
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FIGURE 1 Band diagrams (energy vs. position) for a p-type and an n-type semiconductor. In the p-type semicon-
ductor, the acceptor level, Ea, is slightly above the valence band, Ey . In the n-type semiconductor, the donor level,
Ep, is slightly below the conduction band, Ec. The bandgap, Eg is the difference between Ec and Ey. The position

of the Fermi level changes with temperature and doping.

electrons are necessary to complete the outer shell of elec-
trons, the fifth electron onthe group V atomwill beaspare
electron that isloosely bound to the atom. The amount of
energy needed to ionize this spare electron isfar lessthan
for the four other dopant electrons which are involved in
the bonding process, and at T =0 K the electron will re-
sidein an electronic level that is closer to the conduction
band than to the valence band. This electronic level is
called a donor level with energy Ep (see Fig. 1). Typi-
cally, Ec—Ep ison the order of 0.01 eV (as compared to
10eV <E;<35eV), and at higher temperatures the
electron may have enough energy to jump into the con-
duction band. This electron has then been donated by an
impurity (donor) atom and contributes to conduction. A
semiconductor doped with donor atomsiscalled an n-type
semiconductor.

On the other hand, if we had doped the silicon with a
group 111 atom, a bonding electron will be missing since
the group 111 atom can only contribute three valence elec-
tronsto the outer shell. Because there are only seven elec-
trons in the outer shell (eight are needed to complete the
four bonds), an acceptor electronic level with energy Ea
is created near the valence band (see Fig. 1). An elec-
tron with extra energy can jump into the acceptor level to
complete the outer shell of electrons (valence shell), cre-
ating a hole in the valence band. This hole has then been
contributed to the valence band by an impurity (acceptor)
atom. A semiconductor doped with impurity atoms that
have insufficient electronsto complete the valence shell is
called a p-type semiconductor.

Most inorganic semiconductors that are used for LEDs
crystallizeinto azinchlende or awurtzite crystal structure.
A zincblende crystal can be visualized as a cubein which
two atoms are |located near each corner and two atoms are
located near the center of each face of the cube. In the
silicon crystal described above, both of the atoms at these

locations are silicon atoms. On the other hand, in alll-V
semiconductor, one of these two atomsisagroup Il ele-
ment such as gallium, aluminum, or indium, and the other
atomisagroup V element such asarsenic or phosphorous.
A wurtzitecrystal issimilar to azincblende crystal, except
that the atoms are located in dlightly different places.

In 111-V compound semiconductors, common donor
atoms that reside in group V sublattices are S, Se, and
Te (group VI impurities), while common acceptor atoms
residing on the group 111 sublattice include Cd, Zn, Mg,
and Be. Thedonor statesin I11-V semiconductorsare typ-
ically on the order of 5 meV below the conduction band
edge, while the acceptor states are somewhat deeper (ap-
proximately 30 meV above the valence band edge). Group
IV impurities (C, Si, and Ge) can act as either donors or
acceptors depending on whether they reside on group |11
or group V sites, respectively.

Crystal defects, surfaces, and some impurities create
deep levels in the bandgap. These levels are separated
from the conduction and valence bands by more than ap-
proximately 5 kg T. Deep levels act as neither good ac-
ceptor nor good donor levels because they are not usually
ionized at room temperature. Deep levels provide an al-
ternative mechanism for the recombination of holes and
electrons and thus affect radiative efficiency. Transitions
where phonons are not involved are caled direct tran-
sitions; indirect transitions involve phonons and are less
radiatively efficient.

Figure 2 shows the energy band diagram of a direct
bandgap semiconductor where Er- islower in energy than
Ex, and spontaneous emission of a photon is the most
likely path for recombination. In Fig. 2, the I valley of
the conduction band is directly above the holes where the
momentum change in the transition is nearly zero. Elec-
tronsinthe X valley of the conduction band have a differ-
ent momentum and thus cannot directly recombine with
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FIGURE 2 Energy vs. momentum band diagram for a direct
bandgap semiconductor. (Ex — Er > kgT). The electrons (-) in
the T valley of the conduction band recombine with the holes (+)
in the valence band, and a photon is emitted to conserve energy.

valence band holes. In an indirect bandgap semiconduc-
tor, Ex is lower in energy than Er (see Fig. 3), and re-
combination occursthrough deep level statesandinvolves
phonons. If Ex ~ Er, theindirect and direct transitionsare
both likely. Deep level states allow for alternate nonradia-
tive paths. Thus, radiative efficiency increases with fewer
deep level states. Electronsin the T' valley may recom-
bine nonradiatively with holes through deep electronic
levelsinduced by defects. Thisprocessis called the Hall—
Shockley—Read (HSR) recombination. Sinceindirect tran-
sitions are lessradiatively efficient than direct transitions,
most I11-V LED semiconductorsare madefrom direct gap
materials.

The wavelength (color) of light, A, emitted from the
device is determined by the bandgap (Eg = hc/A), where
c is the speed of light and h is Planck’s constant. The
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FIGURE 3 Energy vs. momentum band diagram for an indirect
bandgap semiconductor (Er — Ex > kg T). Phonons are involved
in the recombination of the holes from the valence band with the
electrons in the X valley of the conduction band.
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FIGURE 4 Bandgap vs. lattice constant for various IlI-V materi-
als used in the manufacturing of red, yellow, green, and blue LEDs.
W, wurtzite crystal structure; Z, zincblende crystal structure.

bandgap in turn is controlled by the lattice constant, a,
of the crystal. A diagram of bandgap vs. lattice constant
is given in Fig. 4 for 111-V semiconductors commonly
used for LEDs. For LEDs consisting of different [11-V
alloys grown on each other, the lattice constants must be
similar to avoid creating defects. If the ratio of the differ-
ence of the lattice constants to the substrate lattice con-
stant, Aa/a, is< 0.1%, the crystal structures are said to
be lattice-matched. If Aa/aistoo large, the crystal struc-
ture will be too strained, and defects will appear to relax
the strain. These defects can create deep levels, which can
decrease LED quantum efficiency.

Light-emitting diodes can be made from organic as
well as inorganic materials. One type of organic LED
is the polymer LED. A polymer is a chain of covalently
bonded molecular units or monomers. Opposite ends of a
monomer have an incomplete electron orbital that readily
bonds to another monomer unit. In the condensed phase,
polymers consist of extended chain structures. The poly-
mers used for LED fabrication are conjugated polymers,
which meansthat the bonds connecting the monomers are
an alternating sequence of single and double (or triple)
bonds. This aternating sequence of bonds is responsible
for both the metallic and semiconducting character of this
type of solid. Overlap of the P, (and Py) orbitals of the
double (or triple) bonds results in the formation of adelo-
calized w-electron system along the polymer backbone.
Bonding and anti bonding x-orbitals form the equiva-
lent of valence and conduction bands, respectively, a-
lowing conjugated polymers to support the positive and
negative charge carriers with high mobilities along the
polymer chain. However, the poor overlap of electron or-
bitals on neighboring long-chain molecules limit the car-
rier mobility of the polymer solid to low values, typically
much less than for inorganic crystalline semiconductors.
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Luminescent or photoabsorptive functional units (known
as side chains) can be attached to the polymer backbone.
The energy gap of polymers can be easily tuned by at-
taching el ectron-accepting side chains (which shift the lu-
minescence to higher energies) or electron-donating side
chains (which shift the luminescence to lower energies).

Another type of LED can be made from molecular or-
ganic materials. The molecules in the layers of this mate-
rial are much smaller than the long-chain polymers. Thin
films of these materials are chosen such that the mobil-
ity of one carrier (hole or electron) is much higher than
that of the other carrier. Due to their typically low elec-
tron affinities, the majority of organic materials are hole-
transporting solids. To tune the emission wavelength or to
increase the luminous efficiency, the light-emitting layer
isdoped with organic dye molecules, allowing thetransfer
of energy from the host to the guest molecule.

Both the thin polymeric and molecular organic LED
layers are typically amorphous to increase the radiative
efficiency. Strongly coupled crystalline organic systems
have many phonon modes associated with the crystal lat-
tice that may interfere with the radiative recombination of
the excitons (electron-hole pairs). However, evenin amor-
phouspolymeric or molecular organic films, thereisstrong
exciton—-phonon coupling energy (energy lost to phonon
excitation), and the resulting spectral width of the emitted
lightislarge, onthe order of 100 nm. This presentsachal-
lenge to obtaining saturated colors from organic LEDs.
In comparison, the spectral width of GayIn;—xN-based in-
organic LEDs is on the order of 25 nm, and the spectral
width of (Al,Gay_x)oslhgsP-based LEDs is on the order
of 10 nm. Dueto the low intermolecular coupling and dis-
order of these amorphous organic materials, their carrier
mobilities are lower than in most crystalline solids (102
to 1078 cm?/V 9).

B. Device Physics

All l11-V LEDs are p—n junction devices. A p—n junction
device is fabricated by placing a p-type semiconductor
next to an n-type semiconductor. Figure 1 shows a p-type
semiconductor on the left and an n-type semiconductor
on the right. Note that the Fermi level shifts with im-
purity concentration and with temperature. When the p-
and n-type semiconductors arein contact, the valence and
conduction bands adjust so that the Fermi level is con-
stant in energy as a function of position (see Fig. 5). In
the junction region (the transition region between the p
and n materials), the conduction and valence bands bend
monatonically, as shown in Fig. 5. If aforward bias, Vi,
isapplied as shown in Fig. 6, the barrier to conduction is
lowered by eV, where e is the electronic charge (1.60 x
10~1° C). Thecurrent flowing fromthe p-typeto then-type
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FIGURE 5 The thermal equilibrium band structure of a p-type
semiconductor in contact with an n-type semiconductor. The con-
duction and valence bands bend in the junction region such that
the Fermi level remains constant. The filled circles represent elec-
trons and the unfilled circles represent holes.

material remains fixed at |, (thereisno barrier); however,
the current flowing from the n-type to the p-type mate-
rial changes according to Boltzmann statistics. The total
current is | = lg[exp(eV¢ /kgT) — 1] and increases with
increasing forward voltage. With a forward bias of Vs,
the number of electrons moving into the p-type material
isincreased by exp(eV¢/kgT), and typically an electron
can be injected about 1 «m to 1 mm into the p-material
where it recombines with holes. In the same way, holes
are injected into the n-type material and recombine with
the electronsto produce photons and phonons. If areverse
bias is applied, the barrier increases by eV, where V, is
the applied reverse voltage. The total current decreases
withincreasing V; to thevalue —I.
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FIGURE 6 The band structure of a p—n junction when a bias
voltage, Vs, is applied. The barrier to electrons moving from the
n-type semiconductor to the p-type semiconductor (and the bar-
rier to holes moving in the opposite direction) decreases by eV,
allowing more electron injection into the p-type semiconductor and
hole injection into the n-type material. The filled circles represent
electrons and the unfilled circles represent holes.
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FIGURE 7 Current—voltage characteristic for a typical LED. In this
example, the forward turn-on voltage is approximately 2 Volts, and
the reverse bias breakdown is —22.5 Volts.

As the relationship | = Ig[exp(eV¢/kgT) —1] indi-
cates, LEDs exhibit the typical rectifying current-voltage
(I-V) relationship that is characteristic of a p—n junction
diode(seeFig. 7). Thatis, LEDshaveasharpturn-onunder
forward bias, which variesfrom approximately 1.0 voltsto
approximately 3.5 volts, depending on the LED material.
For bias values greater than this forward turn-on voltage,
the LED easily conducts current in the forward direction,
and typically exhibits a series resistance that is approxi-
mately a few ohms to several tens of ohms. In contrast,
very little current flows under reverse bias until the LED
reachesreverse biasbreakdown. For thel-V characteristic
in Fig. 7, the forward turn-on voltage is approximately 2
volts, and the reverse bias breakdown voltage is —22.5
volts. These values are typical for (AlyGay_yx)o5lNosP
LEDs, athough they may be higher or lower for other
materials, depending on parameters such as bandgap and
doping concentrations.

Initssimplest form, an LED consists of ap-n junction
in a uniform composition material. Such an LED is re-
ferred to as a p—n homojunction LED, the band structure
of whichisillustrated in Fig. 8a. Since the homojunction
LED is simple and inexpensive to manufacture, it domi-
nateslow-flux lighting appli cations such as seven-segment
displays (see Section | V), and indoor message panelssuch
as “EXIT” signs. More recent LED device designs, such
as the double heterostructure (DH) LED or the multi-well
active layer (MWAL) LED device design shown in Figs.
8b and c, respectively, have several advantages over the
homojunction LED.

To better understand the advantages provided by the
DH or MWAL device designs, we must first introduce
severa parameters that describe the ability of an LED to
produce and emit light. Thefirst of these parametersisthe
internal quantum efficiency, nint. Theinternal quantum ef-
ficiency is smply a measure of the ability of the LED to
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generate light or to turn electron-hole pairs into photons
insidethe LED. Althoughthe LED efficiency ismathemat-
ically aunitless quantity, ni can intuitively be thought of
in units of photon/electron inside the LED. The interna
guantum efficiency of an LED is determined by the ra-
diative, 7, , and nonradiative, t,, lifetimes of electronsand
holes within the semiconductor, where the nonradiative
lifetimeisinversely related to the concentration of defects
inthecrystal. If theradiativeand nonradiativelifetimesare
known, one can compute the internal quantum efficiency
of the LED through the equation:

Tn
(Tr + Tn)
Although the internal quantum efficiency isthe most fun-
damental measure of the ability of an LED to generate
light, the internal quantum efficiency is not commonly
used to specify LED performance since the carrier life-
timesarevery difficultto measure. | n practice, the problem
with trying to quantify the internal quantum efficiency is
that not every photon generated inside the LED is emitted
by the LED. Althoughit isdifficult to count the number of
photons that are generated inside the LED, it isrelatively
straightforward to count the number of photons that es-
capefromthe LED. The external quantum efficiency, next,
isdefined astheratio of the number of photonsthat escape
from the LED to the number of electronsthat areinjected
into the LED. ne is then related to n; through the ex-
traction efficiency, Cex = (next/nint), Where the extraction
efficiency isthe fraction of generated photonsthat escape
from the LED.

Nint =
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FIGURE 8 Energy band diagrams for: (a) a simple homojunction
LED, (b) a double heterostructure LED, and (c) a multi-well active
layer LED. Note that carriers can easily recombine at a defect
in the homojunction LED, but the band structure of the double
heterostructure and multi-well active layer LEDs prevents carriers
from diffusing to defects outside of the active regions of these
device designs. For parts (b) and (c), Eq (al) is the bandgap of the
active region, and Eg (cl) is the bandgap of the confining layers.
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Although the mathematical relationship between ey
and nin istrivia, the physical relationship between these
parameters is very complicated, as will be described
shortly. Before discussing this relationship in more de-
tail, there are two other measures of LED performance
that will be briefly introduced. The first concept is the
wall plug efficiency, nwp, which describes the ability of
the LED to convert electrical input energy into the de-
sired form of output energy (visible, infrared, or ultra-
violet light). nwp is related to e through the forward
voltage drop, Vi, across the diode, and the photon energy
of the LED, hv, such that nwp = (hv/eV)neq. Note that
hv =Eg, and Vi =V + |t Rs, where V; is the voltage
drop acrossthe p-njunction of the LED, | ; istheforward
current, and Rs is the series resistance of the LED. The
proportionality factor, e, is the electronic charge previ-
oudly introduced, and is necessary to convert the forward
voltage from volts to electron volts. Typically, the energy
eVs < Eg, SO nwp < next, athough this is not always the
case. From the above relationship, it can be seen that any
increase in series resistance will decrease the ability of
the LED to convert electrical energy into light energy,
and nwp Will decrease. nwp is measured in units of optical
watt/electrical watt.

In addition to its influence on ., the effects of series
resistance must be properly accounted for when designing
an LED circuit. The importance of this effect is partially
illustrated in Fig. 9 for two (AlyGa;—x)oslnosP LEDs
where the seriesresistance of LED 2 is seen to be greater
thanthat of LED 1, asnoted by the smaller slope of the |-V
curvefor LED 2. Asaresult, for afixed voltage, the LED
current will vary from LED to LED, dueto differencesin
seriesresistance. Since the LED brightnessis determined
by the LED current, it isimportant to use a current source
to drive LEDs, as opposed to the voltage sources that are
used for most other electronic devices such astransistors.
To further minimize the effect of variationsin LED series
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FIGURE 9 Forward-bias current—voltage curves for two LEDs
with different series resistances.
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resistance on circuit performance, an external resistor is
often placed in series with the LEDs. If the value of this
external seriesresistor issignificantly greater than the se-
ries resistance of the LEDs themselves, the LED circuit
will be further stabilized.

Thefinal type of efficiency that isused to describe LED
performance isthe luminous efficiency, n. . The luminous
efficiency isameasure of theability of the LED to generate
light that can be seen by the human eye. i isrelated to 7y,
as i = 683V(1)nwp Where V(1) is the normalized C.I.E.
curve (normalized eye responseto light of wavelength 1),
measured in units of lumens/watt.

We now return to the relationship between interna
quantum efficiency and external quantum efficiency. As
the preceding discussion implies, LED performance can
beimproved by increasing theinternal quantum efficiency
and/or the extraction efficiency. To illustrate this point,
we consider a simple p—n homojunction LED, where the
LED performanceislimited by several mechanisms. First
of al, the internal quantum efficiency of these devicesis
limited since the injected electrons and holes can diffuse
through the semiconductor to any defects in the semicon-
ductor and can recombine at these defects through nonra-
diative recombination, which does not generate light (see
Fig. 8). By using a DH or MWAL structure, the injected
electrons and holes are confined to the same spatial re-
gion, which is of limited volume. By confining the elec-
trons and holes to the same spatial region, they tend to
recombine more quickly than they would in a homojunc-
tion LED. Furthermore, in DH and MWAL LEDs, car-
rier confinement prevents carriers from reaching the de-
fects that are outside of the active region. Both of these
mechanisms tend to improve the internal quantum effi-
ciency of DH and MWAL LEDsrelative to homojunction
LEDs.

In addition to these limitations on internal quantum ef-
ficiency, the extraction efficiency of homojunction LEDs
is hindered by internal self-absorption in the LED. Since
the composition of a homojunction LED is uniform, the
bandgap of the LED isalso uniform, and the photons emit-
ted by the LED can bere-absorbed beforethey escapefrom
the LED. Again, the DH and MWAL LED device designs
have a major advantage over the homojunction LED with
respect to self-absorption in that light generation in these
DH and MWAL LEDs occurs in semiconductor materials
that have alower bandgap than the surrounding semicon-
ductor materials. Once light escapes from the active re-
gion, it can therefore usually travel through the adjacent
materials without being absorbed. So, in addition to the
internal quantum efficiency benefits of the DH or MWAL
LED, thesedevicedesignsalsoresultinincreased light ex-
traction and higher external quantum efficiency than the
homojunction LED.
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While self-absorption in the active region has an impact
on extraction efficiency as described above, absorptionin
other regionsof the LED canalso play amajor rolein LED
efficiency. One of the most dominant factors with respect
to LED efficiency and internal absorption relates to the
choice of substrate. For example, the LED may be grown
on a substrate where the bandgap energy of the substrate
is less than the photon energy of the light emitted by the
LED. Suchan LED isreferred to asan absorbing substrate
(AS) LED. Examples of such absorbing substrate LEDs
include GaAs; 4Py, AlyGay_xAs, or (AlxGay_x)oslnosP
LEDsgrown onaGaAssubstrate. Any light that isemitted
toward the substrate in such a device will be absorbed by
the substrate and lost. Since light is emitted isotropically
from the active region of an LED, at least 50% of the light
generated in an absorbing substrate LED will not be emit-
ted by the LED but will be absorbed in the substrate. The
choice of an absorhing substrate thus places an upper limit
of 50% on the external quantum efficiency of the device,
and, in reality, the limitations imposed by an absorbing
substrate far exceed this 50% loss. In contrast to these ab-
sorbing substrate devices, the LED may be fabricated on
atransparent substrate where the bandgap of the substrate
is greater than the bandgap of the light-emitting active re-
gion. Although free carrier absorption and other absorp-
tion mechanisms may still occur within such transparent
substrate (TS) LEDs, significant light output gains can be
achieved by using atransparent substrate as opposed to an
absorbing substrate. Examplesof transparent substrate de-
vices include AlxGay_yAs LEDs grown on AlyGa;_yAs
pseudo-substrates where y > x, Gaxln;_xN LEDs grown
on sapphire or SiIC substrates, and (AlxGay_x)oslnosP
LEDs that have been wafer-bonded to GaP substrates.

Although the use of atransparent substrate can signif-
icantly increase LED light output, other factors must be
considered which may significantly limit the LEDs ex-
ternal quantum efficiency. For example, the index of re-
fraction of most LED materias is approximately 3 to 4,
which is significantly greater than the index of refraction
of air (ngr = 1). According to Snell’slaw, thecritical angle
for total internal reflection inside an LED istherefore ap-
proximately 15°, and any light ray that hits the surface of
the LED at an angle greater than approximately 15° will
be reflected inside the chip. For an absorbing substrate
LED, thislight will be absorbed by the substrate and will
not be emitted by the LED. In a conventional absorbing
substrate LED, it can be shown that only 2 to 3% of the
light generated in the LED chip will be emitted by the
chip, with the remainder of the light being absorbed in
the LED. If this were the end of the story, LEDs would
be forever limited to low flux applications. Fortunately,
considerable improvements in LED performance can be
achieved through a number of methods including encap-
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sulation of the bare chip in an epoxy lens ( >2x improve-
ment), the use of a thick window layer above the active
region (3x improvement), the use of a transparent sub-
strate or distributed Bragg reflector (2x improvement),
chip shaping or surface texturing techniques (1.5 to 2x

improvement), antireflection coatings, etc. By combining
al of these approaches, the LED external quantum effi-
ciency can approach or exceed 50%. Such improvements
inefficiency have enabled LEDsto movefromthelow-flux
realm to high-flux applications such astraffic signal's, au-
tomoative lighting, and full-color outdoor displays. These
applications will be discussed more fully in Section IV.

IIl. FABRICATION TECHNIQUES
AND PROCESSES

The fabrication of LEDs requires semiconductor material
to be grown, processed in wafer form, diced into indi-
vidual chips, and packaged. The growth, processing, and
packaging techniques vary according to the material sys-
tem and application. The basic techniques are described
below.

A. Material Growth

Thereare several waysto form the semiconductor material
fromwhich an LED ismade. Most binary I11-V semicon-
ductors can be formed from amelt where alarge boule is
grown and dliced into wafers. To form the n- and p-type
materials, diffusion or ionimplantation can beused. These
techniques cannot be used for the multilayer structures or
alloy material sthat most high-performance LEDsrequire.
In order to produce more complex structures, a sequence
of crystalline semiconductor layersis deposited on a sub-
strate. The crystal structure of the layers and the substrate
should be nearly identical to prevent defects that limit the
performance of the LED, as discussed in the first section
of this chapter. Early fabrication methods included vapor-
phase epitaxy (VPE) and liquid-phase epitaxy (LPE). As
semiconductor structures have become increasingly com-
plex, newer growth methods have been devel oped, includ-
ing organo-metallic vapor-phase epitaxy (OMVPE) and
molecular beam epitaxy (MBE). OMVPE is also known
as metal -organic vapor-phase epitaxy (M OV PE), organo-
metallic chemical vapor deposition (OMCV D), and metal -
organic chemical vapor deposition (MOCVD).

Vapor-phase epitaxy consists of combining group 111
halides with group V halides or hydrides at high tempera-
tures. For example, GaCl can react with AsH3 to produce
GaAs with HCI as a by-product. Since it is difficult to
grow complex structures and many of the newer com-
pound materials using VPE, VPE is used to grow only
p-n homojunction devices.
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Liquid-phase epitaxy is a simple near-equilibrium pro-
cessthat can producevery pure, thick layersand asaresult
is still commonly used for producing LEDs. The growth
system consists of agraphite holder with wellsfor various
melts. Each melt containsgroup |11 elements, group V ele-
ments, and dopantsin the proper proportionsfor adefined
layer in the semiconductor structure. A graphite slider bar
holds a substrate on which the semiconductor is to be
grown. The slider movesfrom onewell to another, putting
the substrate sequentially in contact with the meltsin the
wells. At each well, the temperature is ramped down to
supersaturate the melt and cause material to be deposited
on the substrate. LPE cannot be used to grow nitride or
phosphide alloys and is not well suited for the produc-
tion of quantum well and superlattice structures, so other
techniques have been devel oped for these applications.

Organo-metallic VPE growth on a substrate involves
the use of gases that dissociate at high temperatures and
deposit constituent atoms on the surface of the substrate.
It is the most complex growth technique, but it is also
the most versatile, asnearly all 111-V material growth can
be accomplished with OMV PE. The gases are typically a
combination of hydridesand organo-metallic compounds,
such as triethylindium and triethylgallium. Dopants can
be introduced from various solid or gaseous sources. The
processis commonly performed at atmospheric pressure,
athough low-pressure OMV PE is used when very abrupt
interfaces are desired. One drawback to OMVPE is the
use of highly toxic gases that make it more dangerous
than other growth methods.

Molecular beam epitaxy growth is performed under
ultra-high vacuum (UHV) and results in very tight thick-
ness control, making it ideal for superlattices or quantum
well structures. Beams of atoms are evaporated from an
elemental source in an effusion cell. A shutter in front of
thecell controlsthematerial that isallowed to condenseon
a heated substrate. Since the group V elements are much
more volatile than the group 111 atoms, the growth rate is
determined by the group 111 flux. One advantage of MBE
is the ability to use UHV surface analysis techniques to
monitor the growth in situ.

Several growth methods combine elements of OMV PE
and MBE to alow UHV surface analysis methods to be
used with a wider variety of materials. Because of dif-
ficulties in growing phosphides with solid-source MBE,
gas-source MBE was developed in which group VV molec-
ular precursors such as arsine and phosphine are used in
place of the elemental constituents. Group |11 molecular
precursors are used in metal-organic MBE (MOMBE).
Chemica beam epitaxy (CBE) uses the same group I
and group V sources as OMV PE but at ultra-high vacuum
asin MBE, where UHV surface analysis techniques are
available.
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The method of fabrication of molecular organic and
polymeric thin filmsfor usein organic LEDs may be quite
different from that discussed above for inorganic LEDs.
Molecular organic LEDs are fabricated by evaporating a
sequence of layers in a high-vacuum environment. Poly-
meric LED layers are deposited by spin- or dip-coating a
solution of soluble polymer onto asubstrate. Most organic
materials have high mechanical flexibility that allows for
compatibility with alarge number of substrates.

B. Chip Fabrication

Thefabrication of LED chipsfrom asemiconductor mate-
rial isfairly simplewhen compared to other semiconductor
devices. Generaly, thelinedimensionsarevery largecom-
pared to silicon integrated circuits so high-resol ution pho-
tomasking isnot required, and there are fewer photomask-
ing levels and processing steps. Most LEDs are produced
using conventional wafer fabrication techniques. These
involve multiple sequences of evaporating or sputtering
metals or dielectrics on the surface of the wafer, pattern-
ing them with photolithography, and etching them to form
simple structures.

In order to contact the p- and n-type materials for op-
eration of the LED, a conducting layer must be deposited
on both material typesto form ohmic contacts. Unlessthe
doping in the semiconductors is very high, metals typ-
icaly form Schottky barriers when evaporated or sput-
tered onto semiconductor material. In order to make the
contacts ohmic, annealing at high temperatures is often
combined with doping in the semiconductor or meta to
remove the interfacia barrier. Some systems, especialy
organic LEDs, use atransparent conducting oxide such as
indium tin oxide as the ohmic contact in order to maxi-
mize the amount of light that is emitted from the structure.
Photolithography followed by etching is used to pattern
one or both of the contacts. For structures in which the
substrate is conducting, one contact is on the top surface
of the chip and the other contact is on the substrate side
of the chip. A few semiconductors are typically grown on
insulating substrates, such as GaxIn;_xN grown on sap-
phire. In these cases, either the substrate isremoved and a
back contact can be used, or a hole is etched through the
top semiconductor layer and a contact is put on the layer
beneath, resulting in both n-type and p-type contacts on
thetop side of the structure. Although thiscomplicatesthe
fabrication process, both by adding processing steps and
increasing the difficulty of packaging, it enables flip chip
technology, as described in the next section.

After the wafer fabrication is complete, the wafer
needs to be diced to separate the individua chips. The
method again depends upon the type of semiconductor.
The preferred methods of dicing include sawing with a
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narrow, diamond-impregnated blade or diamond scribing
and breaking. Therearetypically 15,000 chips per 2-inch-
diameter wafer, which is extremely high compared to sil-
icon integrated circuits that have much larger chip sizes.
In addition, many of the substrates and semiconductors
are more difficult to dice than silicon. Asaresult, the dic-
ing process is more complicated and stringent for LEDs,
although the rest of the fabrication processis simpler.

C. Packaging

The basic LED packaging process involves attaching the
chip to aleadframe, wire bonding the contact pads on the
chip to leads on the package, and encapsulating the chip
in a transparent encapsulant for protection (see Fig. 10).
To attach the chip to the package, silver-based conductive
epoxy istypicaly used. If the chip has a conducting sub-
strate, the back contact then automatically contacts one of
the two leads of the package. A wire bonder thermoson-
ically attaches a wire between the chip’s top contact and
the other packagelead. If the substrateisinsulating, awire
bond isneeded to attach each of the chip’stwo top contacts
to the leadframe. For some applications where the radia-
tion patternisimportant, thetransparent encapsul ation has
alensincluded to focus the light.

As LEDs are used in more sophisticated applications,
the package types are becoming more specialized asin the
case of flat packages that conform to surfaces for contour
lighting. Flip chip devices are also becoming common.
All contacts for the flip chip structure are on the top side
of the device. The chip is flipped upside down and put on
solder bumpsthat connect the contactsto thepackage. This

LED Chip Encapsulant

Wire Bond Reflecting Cup

Electrical Lead

FIGURE 10 Schematic illustration of a discrete LED lamp. The
LED chip is attached to a reflecting cup on an electrical lead. A
wire bond connects the LED to a second electrical lead. The chip
is then encased in an encapsulant. [From Haitz, R. H., Craford,
M. G., and Weissman, R. H. (1995). In “Handbook of Optics,” 2nd
ed., Vol. 1, McGraw-Hill, New York. With permission.]
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decreases the need for wire bonds and allows for higher
power operation and better reliability performance.

Light-emitting diodes typically undergo performance
testing to separate the devices according to performance
and color. This testing includes measurements of the
color, light output, and current—voltage characteristics of
the LED. Emitters for high-speed applications, such as
fiberoptics or optocouplers, typically aretested for optical
rise and fall times.

D. Reliability Issues

The recombination process that produceslight in an LED
is not a destructive process; therefore, the reliability of
LEDs is typically much better than that of incandescent
bulbs. LEDs typically last many years as compared to
between 1000 and 10,000 hours (approximately one year)
for theincandescent bulb. Thisisavaluable advantage for
applications in which the integrity of the light source is
important or replacing a bulb is difficult, such as traffic
signals.

There are, however, several sources of degradation that
are dependent on environmental, packaging, or radiation
conditions. For example, low-temperature operation may
result in excessive stress due to the difference in thermal
coefficients of expansion between the package and the
semiconductor. Thisstressmay lead to defectsin the semi-
conductor that will reducethelife of the LED. Asaresult,
new packaging materials that match the low-temperature
properties or thermal expansion coefficient of the semi-
conductor materials have been devel oped.

Semiconductors such as AlyGa;_yAs with high alu-
minum concentrations may degrade rapidly in high-
temperature, high-humidity environments. The aluminum
undergoes a hydrolization process that produces an ab-
sorbing oxide that affects the performance of the LED. To
prevent this degradation, apassivation layer or transparent
native oxide may be added on top of the LED to prevent
exposure to the oxidizing environment.

In order to ensure process stability and long life, some
products such as high-power infrared LEDs implement a
constant high-current and high-temperature burn-in. Us-
ing this technique, infantile failures can be accelerated
and defective units removed from the population. Sam-
plesof LEDs are often put through reliability testing with
avariety of time, temperature, humidity, bias, and other
operating conditions to assess the long-term performance
of the devices.

Organic L EDssuffer from temperatureand atmospheric
stability problems. The technology is evolving quickly,
and both the reliability and performance areimproving as
more research effort is put into materia fabrication and
packaging. Molecular organic materials are characterized
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by weak van der Waal sbonding. They are soft, susceptible
to physical damage, and recrystallize at |ow temperatures
(recrystallization hasbeen observed at room temperature).
Polymeric organic electronic materials have greater me-
chanical stability, due to their strong intrachain covalent
bonding.

In general, polymeric and molecular organic materials
are known to readily react with water and oxygen. Expo-
sure to atmosphere and other gases can significantly alter
their electronic properties. Studies show that the stabil-
ity of these materials can be improved with the use of
sealed packaging. Another problem with polymeric and
molecular organic LEDs is that the operating conditions
together with the high reactivity of the cathode (needed
to ensure efficient injection of electrons into the organic
thin film) cause the generation and subsequent growth of
“dark spots” within both LED types. Clarification of the
nature and origin of dark spot defects is a major priority
for future research.

These are a few of the important environmental and
material-related reliability issues that have been docu-
mented for LEDs. There are also issues with radiation-
dependent degradation as well as package degradation.
Application and package requirements must be examined
for each product at the design stage to avoid such prob-
lems. When this is done properly, the lifetimes of LEDs
far outlast many of the competing technologies.

Ill. INFRARED LEDs

A. Materials

The AlyGa;_yAs material system is used extensively
to fabricate infrared LEDs. AlyGay_yAs has a direct
bandgap for 0 < x < 0.38, making the alloy system suit-
able for LEDs with emission wavelengths between 0.78
and 1.00 um. As discussed in Section |, double het-
erostructure (DH) device structures are commonly used to
make high-efficiency and high-speed L EDs. DH structures
are easily fabricated using the AlyGa;_xAs material sys
tem since layers with different composition can be grown
|attice-matched to a GaAs substrate over the entire alloy
range. (Recall Fig. 4, where GaAs and AlAs are shown
to have the same lattice constant.) Also, AlxGa;_xAscan
be easily grown in thin layers with very abrupt interface
transitions between adjacent layers.

Figure 11 showsthe cross section of atypical AlyGay_«
As LED. Light is generated in the AlgggGag g2AS layer
where injected holes and el ectrons recombine. The carri-
ers are confined in one dimension by the Alg 2sGag 7sAS
barrier layers placed above and below the active layer. The
efficiency of such LEDs depends on the AlgosGaggoAS
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FIGURE 11 Cross section of a typical double heterostructure
AlyGa;_xAs LED. The composition of the light-emitting layer is
chosen to emit light at 820 nm in the infrared portion of the
spectrum.

layer thickness and doping concentration and on the con-
tact geometry. Devices of this type can have external ef-
ficiencies of 5 to 20% and rise/fall times of 20 to 50 ns.
Theefficiency can beincreased by removing theabsorbing
GaAs substrate.

Many infrared LED devices require well-defined,
small-diameter emitting regions in order to couple the
emitted light into a detector or fiber. One typical design
for producing a small emitting area is given in Fig. 12.
Both top and cross sectional views are shown. The re-
duced emitting region is achieved by three-dimensional
carrier confinement. The DH layers confine injected car-
riers in the perpendicular direction, and the patterned n-
GaAs layer is used to control current flow in the lateral
direction. Because of the presence of the p—njunction, cur-
rent isrestricted to flow only through the diamond-shaped
central region of the device.

A second widely used material system is the quater-
nary alloy GayIn;—xAs,P;_y. DH structuresincorporating
GayIni_xAsyP;_y dloys are used to make LEDs emitting
at wavelengthsfrom 1.0t0 1.6 um. Such LEDsarewidely
deployed as optical sources for fiberoptic links operat-
ing at speeds up to 200 Mb/s and for link lengths up to
2 km. By appropriate selection of the x and y values, lay-
ersof Gayln;_xAsyP;_y can be grown lattice-matched on
InP substrates. Generally, lattice matching is necessary in
this system to avoid defects, which can negatively impact
LED performance and limit the operating lifetime. Lattice
matching to InP requires that x ~ 0.46y.

The structure of a GayIn;_xAsyP,_y DH LED used for
optical fiber communications is shown in Fig. 13. The x
and y parameters in the GayIn,_xAsyP;_y light-emitting
layer are chosen to produce a peak emission wavelength
of 1.3 um, where silica glass used for light guiding has
minimumwavelength dispersion. InPbarrier layersplaced
on either side of the emitting layer are used to confine
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FIGURE 12 High-performance infrared LED with a small emitting area defined by the diamond-shaped pattern in
the n-type GaAs layer. The DH structure confines carriers in the perpendicular direction, and the buried p—n junction

controls current flow in the normal direction.

electronsand holes, resulting in efficient light generation.
The bottom In,Ga;_xAs layer is used to lower contact
resistance on the p-side of the device.

The LED in Fig. 13 shows severa features commonly
foundininfrared LEDs. ThelnP substrate has been shaped
to form an etched dome. The dome servesto increaselight
extraction and to collimate the light beam for effective
coupling of emitted light into a glass fiber. A limited-
area backside contact is used to control current spreading
in the lateral direction. This results in a small-diameter
light-emitting region, typically 10 to 30 um in diameter.
Alternatively a shallow etched mesa on the backside of
the chip can be used to restrict current flow in the lateral
direction.

Etched
Dome

n - InP substrate

n-InP

p - Gay 5Ing ;A ¢4Py 36

p-InP

p - InGaAs Insulating
Layer

FIGURE 13 Cross section of a GaxIn;_xAsyP;_y DH LED used
for optical fiber emitters. The InP etched lens is used to collimate
light into the core of an optical fiber. The patterned insulating layer
is used to control the emitting area size.

B. Applications

Today, infrared LEDsareused inawidevariety of applica
tions, wherethey aretypically paired with photodetectors.
Infrared flux emitted by an LED sourceistransmitted adis-
tance ranging from afew millimetersto many meters, and
at the receiving end a photodiode or phototransistor de-
tectsthe flux and convertsit to an electrical signal. Silicon
devices are most commonly used to detect the light emit-
ted by Al,Ga;_xAs DH LEDs. Photodetectors made from
InyGay_xAsare used with GayIn;_yAsyP;_y LEDs. Such
emitter-detector pairs are used for the remote control of
televisions and other consumer electronic products. Other
applicationsfor infrared LED-detector devicesincludein-
trusionalarms, blood gasanalyzers, bar code readers, limit
switches, and shaft encoders.

Infrared LEDs are also used in optocouplers, where an
infrared LED and a phototransistor are mounted face to
face, with the region between filled with aclear insulating
material. Typicaly the emitter—detector pair is spaced a
few millimeters apart and is packaged in a dua-in-line
semiconductor type package. Optocouplers are used at
the interface between the line voltage side of an electronic
system and thelow-voltagecircuit functionsof the system.
Pulsing the LED on and off causes an output pulse to be
produced. Optocouplers reject common-mode noise.

Infrared LEDsareaprimary light source used for short-
distanceand low-speed fiberopticlinks. Inthisapplication,
aglassor plastic fiber waveguide is used for the transmis-
sion medium. LED sources operate in severa wavelength
windows where fiber absorption is low and wavelength
dispersion is minimized. These are the 0.82 to 0.86 um
and 1.3t0 1.5 umregions. Today, short-distance fiberoptic
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FIGURE 14 Evolution in performance of visible LEDs with time.

links are used in a variety of applications including data
transmission, industrial process control, consumer elec-
tronics, and medical equipment.

IV. VISIBLE LEDs

A. Materials
1. Inorganic LED Materials

The evolution in performance of visible LED materials
with timeis shown in Fig. 14 aong with the performance
of unfiltered incandescent lampsfor comparison. Over the
last 35 years LEDs have improved in performance to the
point where the best LEDs have a higher luminous effi-
ciency than tungsten incandescent lamps.

A widely used alloy for visible LEDs is the ternary
GaAs;_xPy system, including one of its binary compo-
nents GaP. The room-temperature bandgaps of GaAs and
GaP are 1.4 and 2.3 eV, respectively. Mixing GaAs and
GaP, and thereby adjusting the ratio of arsenic to phos-
phorus, the bandgap of the resulting ternary compound
can be adjusted to any value between 1.4 and 2.3 €V. The
GaAs;_4Py aloy is grown on either a GaP or GaAs sub-
strate depending on whether the alloy is closer in com-
position to GaP or GaAs. GaAs,_xPx LEDs are typically
grown by VPE, so devices made with these alloysarelim-
ited to simple, low-efficiency homojunction devices.

Theresulting band structurewithvarying Asto Pratiois
illustratedin Fig. 15. Notethat withincreasing phosphorus

content the direct " valley moves upward in energy space
faster thantheindirect X valley. At acomposition of about
45% GaP and 55% GaAs, the direct and indirect valleys
are about equal in energy, and electronsin the conduction
band can scatter from the direct valley into the indirect
valley (see also Section | of thisarticle). While the direct
valley electrons still undergo rapid radiative recombina
tion, the indirect valley electrons have a long radiative

GaAs, P,
Energy Alloys
x=1.0 A
(Green)

_ Indirect
x=0.85 Minimum
(Yellow)

x=04 l
(Red)
x=0.0
(Infrared) \
~——__ Direct
Minimum
Momentum

FIGURE 15 Energy band diagram for various alloys of the
GaAs;_yPx material system showing the direct and indirect con-
duction band minima for various alloy compositions. [From Haitz,
R. H., Craford, M. G., and Weissman, R. H. (1995). In “Hand-
book of Optics,” 2nd ed., Vol. 1, McGraw-Hill, New York. With
permission].
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lifetime. To undergo radiative recombination, they must
be scattered back to the direct valley through interaction
with a phonon with the correct energy and momentum.
Therefore, near this crossover between direct and indirect
valleys(called the direct-indirect crossover), theradiative
efficiency drops off drastically, and for compositions with
greater than 45% phosphorus the probability for direct
radiative recombination is very small.

The introduction of so-called isoelectronic impurities
into indirect bandgap semiconductors can result in in-
creased radiative recombination. The impurity is called
“isoelectronic” because it has the same number of elec-
trons in its outer shell as the atom it replaces. In other
words, both atoms are in the same group of the Periodic
Table. Substituting anitrogen atom for aphosphorusatom
produces an isoelectronic trap in the GaAs; «Px aloys
(see Fig. 16). The stronger electronegativity of nitrogen
relative to phosphorus results in the capture of an elec-
tron from the conduction band. The negatively charged
defect can attract a free hole from the valence band to
form aloosely bound electron-hole pair or “exciton.” This
electron-hole pair has a high probability to recombine ra-
diatively. The energy of the emitted light is less than the
bandgap energy, Eg, since the nitrogen-trap energy level
iswithin the forbidden energy gap.

Nitrogen doping is widely used for GaAs; xPx a-
loys with x = 0.65 to x = 1.0. The resulting light sources
cover the wavelength range from 635 nm (red) to 572
nm (yellow-green). Another isoelectronic defect in GaP
isformed by ZnO pairs (zinc on agallium site and oxygen
on a phosphorus site). The ZnO electron trap is farther
away in energy from the conduction band, resulting in

Energy
Conduction A
Band \\

N Trap
Level

Zn-0 Trap
Level

Green

Emission
Valence
Band
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longer wavelength emission in the red region of the spec-
trum (see Fig. 16).

Green-emitting LEDs can also be constructed in GaP
without nitrogen doping. Because GaP is an indirect
bandgap material, these devices depend upon phonons to
conserve momentum (see Section I). GaP deviceswithout
nitrogen doping have an advantage in that the emissionis
shorter in wavelength (565 nm) and therefore appears to
be a purer green.

Another alloy used for visible LEDs is Al,Ga;_xAsS.
Asstated in Section |11 on infrared LEDS, the entire alloy
range from x =0 to x =1 can be grown nearly lattice-
matched on GaAs substrates. This means that defects in
the epitaxia layers can be minimized, and alloy compo-
sitions can be grown without the use of transition layers
(asarerequired with the GaAs, Py system). Thisallows
the growth of very abrupt transitions in composition and
bandgap (heterojunctions), the advantages of which were
previously described in Section I.

The AlyGa;_xAs dloy with composition x =0.35
is used for commercia red LED fabrication. Dou-
ble heterostructure LEDs are formed using a p-type
Alg35GagesAS active layer sandwiched between p- and
n-type Al 75Gag 25AS confining layers. Improved exter-
nal quantum efficiency can be achieved by growing athick
p-type window layer on the top side of the structure and
removing the absorbing GaAs substrate. Figure 14 shows
theimproved performance of the Al,Ga;_xAsLEDs over
GaAs; xPy and GaP LEDs.

A third alloy used for visible LEDs is (AlxGa;_x)os
Ing 5P, which can be grown lattice-matched to GaAs sub-
strates. The ratio of Al to Ga can be changed without

Indirect
Minimum

T
l

-

Momentum

FIGURE 16 Formation of excitons (electron-hole pairs) by the addition of isoelectronic dopants N and ZnO to an
indirect semiconductor. The excitons have a high probability to recombine radiatively. [From Haitz, R. H., Craford, M.
G., and Weissman, R. H. (1995). In “Handbook of Optics,” 2nd ed., Vol. 1, McGraw-Hill, New York. With permission.]
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affecting the lattice match, just as in the Al,Ga;_xAs
system, since AIP and GaP have nearly the same lattice
constant. This enables the growth of heterostructures
that have the same efficiency advantages as described
above for Al,Ga;_xAs. When lattice-matched to GaAs,
(AlxGa_x)o5lng 5P LEDs cover awide range of the visi-
ble spectrum from approximately 653 nm (red) for x =0
to 555 nm (green) for x= 0.53. Device €fficiency de-
creases considerably in the green, because this composi-
tionis close to the direct-indirect bandgap crossover.

For (AlxGay_x)oslngsP LEDs, multi-well active layer
structures as well as single and double heterostructures
have been grown. A top window layer of AlyGa,_xAsor
GaP is used for current spreading and light extraction.
The layer can be grown relatively thick (up to 50 um)
to maximize light extraction from the edge of the chip.
Al,Ga_xAs has the advantage that it is lattice matched,
but the disadvantage that it absorbs some of thelight in the
caseof yellow and green emitters. GaPistransparent tothe
emitted light, but it is not lattice matched. Fortunately, this
does not appear to introduce defects in the active region.
Very-high-performance devices are commercially avail-
able using the (AlyGay_x)o5lNgsP materials system for
red, orange, and yellow LEDs (see Fig. 14).

Despite the many successes in the red to yellow color
range, asrecently as 1990 the best green LEDswere quite
dim, and blue LEDs were still not available. These colors
are essential to products such as full-color displays and
white-light products, and the absence of bright blue and
green LEDslimited the LED market tolow-light or red and
yellow applications. Extensive research in the develop-
ment of blueand green L EDshasbeen ongoing for decades
in order to solve this problem. Unfortunately, many of the
materials with a bandgap large enough to produce these
short wavelengths, such as SiC- or ZnSe-based semicon-
ductors, are either indirect-bandgap semiconductors (low
efficiency) or have other fabrication or reliability issues
that currently prevent their use in commercial products.

In the early 1990s, a significant breakthrough for blue
and green LED technology came in the development of
the Gayln;_xN material system, which had largely been
ignored due to the lack of an appropriate substrate and
difficultiesin achieving p-type doping. Onereason for the
difficulty in achieving p-type doping of GaxIn;_xN aloys
is the high energies of the acceptor states (Ea — Ev >
160 meV), which are generally not ionized at room tem-
perature. After this problem was solved, substrate mate-
rial remained the primary concern. Gaxln;_xN epitaxial
growthisperformed on sapphire (Al,O3) or silicon carbide
(SIC) substrates that are well suited for the extreme ther-
mal and corrosive environment experienced during nitride
epitaxia growth. Cost and availability currently limit the
useof silicon carbidesubstrates. For both sapphireandsili-
con carbide substrates, large differencesin | attice constant
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(up to 20%) and coefficient of thermal expansion between
the substrate and semiconductor layers create problems
regarding the growth of high-quality films. The growth of
a thin nucleation layer (typicaly a nitride alloy) on the
substrate before the Gaylni_xN layer growth improves
the quality of the GayIn;_xN layers considerably. The de-
fect density present in the GagIn;_«N layersis still high
(as much as six orders of magnitude higher than in other
I11-V semiconductors), but it does not affect the radiative
efficiency asmuch asfor other visible LED materials (see
Fig. 14 for a comparison of the efficiency of visible LED
materials). Thislack of dependence of radiative efficiency
on the defect density in nitride materialsis poorly under-
stood and continues to be a topic of intense research.

The binary compounds that make up the GacIn;_xN
system are direct bandgap materials that exhibit a range
of bandgap energies from 1.9 €V (InN) to 3.4 eV (GaN).
If Al isadded to the system, the bandgap can be extended
t0 6.3 eV, and the avail abl e emission col ors range continu-
ously fromred, through thevisible, and into the ultraviol et
with a single material system. Because of the difficulties
associated with incorporating increasing percentages of
indium into the Gayln;_xN alloy, in practice GasIn;_4N
isused commercially only for high-efficiency green- and
blue-emitting LEDs.

2. Organic LED Materials

Organic LED technology has seen awave of interest since
the first demonstration of efficient el ectroluminescence at
Kodak in 1987. This was followed by the synthesis of
the first polymer LED at Cambridge University in 1992.
The device physics of organic LEDs is similar to that of
inorganic LEDs. Holesand el ectronsareinjected from op-
posite contacts into the organic layer sequence and trans-
ported to the light-emitting layer. Carrier recombination
leads to the formation of excitons which, after a charac-
teristic lifetime of approximately 1 to 10 ns, either decay
radiatively to generate light or nonradiatively to generate
heat. The best reported luminescence efficiencies of or-
ganic LEDs exceed that of incandescent light bulbs, and
lifetimes on the order of 10,000 hours have been reported.
A significant advantage of the organic materials is their
low index of refraction, between 1.5 and 1.7. Thus, light
extractioninto air ismuch greater than for inorganic LEDs
that have an index of refraction of approximately 3.5 (see
Section I).

Single-layer and heterojunction organic LEDs have
been fabricated. Single-layer organic LEDs have a low
efficiency, due in part to the low probability for exciton
formation in the thin film. Heterojunction organic LEDs
aremuch moreefficient, sincethecarrier confinement pro-
vided by the heterointerface increases the probability of
exciton formation.
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Organic LEDs have advantages over inorganic LEDs
in that organic LEDs can easily be fabricated into thin,
relatively large displaysfor usein automobile radios, nav-
igation aids, or heads-up displays. Light emission from
organic LEDs is achieved from fluorescent dyes placed
within a conductive matrix. By using different dyes, or-
ganic LEDs can be fabricated in each of the three primary
colors—red, green, and blue—and full-color displays us-
ing organic LEDs can be fabricated either by using pixels
with distinct colors or by using an organic LED that emits
white light, and using discrete red, green, and blue color
filters to achieve the desired color.

While organic LEDs offer advantages over inorganic
LEDs in terms of design flexibility, organic LEDs have
certain disadvantages compared to inorganic LEDSs, par-
ticularly in the areas of flux density and efficiency. One
particular difficulty associated with organic LEDsisinthe
area of ohmic contact formation. Typical contact layers
for organic LEDs include transparent metal-oxide layers
such as indium tin oxide, and such layers can contribute
significantly to theforward voltage drop acrossthe device,
resulting in turn-on voltages in the range of 3 to 5 volts
for organic LEDs.

B. Applications

A substantial fraction of visible LEDs produced today
are the low-efficiency homojunction type. The efficiency
of these diodes is adequate for many signaling applica-
tions, and their low price makes them attractive. High-
efficiency visible LEDs are serious contenders for ap-
plications where incandescent light bulbs are now used.
Theinherent advantages of LEDs over incandescent bulbs
include high reliability, low power consumption, styling
flexibility (they are small), and atolerance for harsh envi-
ronmental conditions.

1. Discrete Devices

The simplest LED product is an indicator lamp, as previ-
ously shown in Fig. 10. There are many variations of this
basic lamp design to satisfy various product applications.
Typical variations include size, shape, and radiation pat-
tern. A number of lamps can be combined into a single
package to illuminate arectangular area.

Displays can be either numeric or aphanumeric. Nu-
meric displaysare usually made up of anearly rectangular
arrangement of seven elongated segmentsin afigure-eight
pattern. Selectively switching these segmentsgeneratesall
tendigitsfrom zeroto nine. Often adecimal point, comma,
or other symbols are added. There aretwo waysLEDs are
used to display alphanumeric information: either by using
more than seven elongated segments (i.e., 14, 16, or 24)
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or by using an array of LED chipsin a5 x 7 dot matrix
format.

A common type of LED display is called a stretched
segment display. Figures 17 and 18 illustrate this type of
display. Each character segment is formed by encapsu-
lating an LED chip in an epoxy-filled diffusing cavity.
Reflections off the white plastic cavity walls and addi-
tional scattering within the cavity result in auniformly lit
segment. The top area of the cavity is typically 20 to 30
times larger than the LED surface area. On/off contrast is
enhanced by coloring the epoxy and the outer surfaces of
the display package.

Instrument and computer applications of these discrete
devices include indicator lamps, numeric and alphanu-
meric displays, and LED backlighting of liquid crystal
displays. Higher performance LEDs are often used for the
backlighting application. Consumer electronics applica-
tions (audio equipment, home appliances, clocks, radios,
toys, etc.) include discrete indicator lamps and numeric
and alphanumeric displays.

2. System Uses

System applications include display, signage, and traf-
fic signal applications. Displays and signs can be “elec-
tronic billboards” as large as severa meters or as
small as severa inches high and wide. Outdoor appli-
cations require the use of high-performance LED tech-
nologies, such as AlyGa;_xAs, (AlxGar_x)oslngsP or
Gagln;_«N, for better visibility in sunlight. Indoor ap-
plications generally use the lower performance technolo-
gies, including GaAs; Py doped with nitrogen (red-
emitting) and GaP doped with nitrogen (green-emitting).
Traffic signal applications have begun to incorporate red-
emitting (AlxGay_x)oslnosP and AlxGa_xAs LEDSs for
stop lights and are moving toward incorporating amber
(AlxGay_x)o51No 5P and blue-green Gagln;_yN LEDs to
produce a completely LED-based signal head.

For vehicular lighting applications, LEDs are used
for their ruggedness, reliability, small size (providing
styling flexibility), fast turn-on time, and low power use.
AlyGa;_yAs and (AlyGa;_x)o5lNgsP LEDs are incorpo-
rated in automobiletrunks and “‘spoilers” to serve as brake
lightsand are being used on trucks and automobilesasside
markers, running lights, and turn signals. LEDs are aso
used as indicators and display devices on the interior of
vehicles. Dashboard displays generally use the nitrogen-
doped GaAs; 4Py and nitrogen-doped GaP technologies,
although high-performance technologies are sometimes
used to backlight liquid crystal displays.

High-efficiency LEDs are being developed for solid
state lighting applications. A major goal is the develop-
ment of white LED light sources that will expand the
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FIGURE 17 Cutaway of a seven-segment numeric LED display showing how light from a small LED chip is stretched to
alarge character segment using a diffusing cavity. Characters 0 to 9 are created by turning on appropriate combinations
of segments. [From Haitz, R. H., Craford, M. G., and Weissman, R. H. (1995). In “Handbook of Optics,” 2nd ed., Vol.

1, McGraw-Hill, New York. With permission.]

market for LEDs into areas that have not previously been
possible. One way to create white light isto mix the light
from three LEDs emitting the primary colors (red, green,
andblue). Using thismethod, all colorsinthespectrum, in-
cluding white, may be emitted by adjusting the proportion
of light emitted from each LED. Thisis a valuable prop-
erty for decorativelighting or outdoor video screenswhere
color control is essential. A second common method for
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y Package
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LED Chip

Lead Frame

FIGURE 18 Cross section through one segment of the seven-
segment numeric display shown in Fig. 17. An LED chip is placed
at the bottom of a highly reflective, white plastic cavity which is
filled with clear plastic containing a diffusant. Light is scattered
within the cavity to produce uniform emission at the segment sur-
face. [From Haitz, R. H., Craford, M. G., and Weissman, R. H.
(1995). In “Handbook of Optics,” 2nd ed., Vol. 1, McGraw-Hill,
New York. With permission.]

producing white light is the use of a blue diode to ex-
cite a phosphor inside the lamp package that converts the
blue light into white light. A third method employs mul-
tiple layers of semiconductors that emit different colors,
stacked on top of each other. The bottom layer is excited
when abias voltageis applied and emitslight. Part of this
light passes through the other layer(s) and part excitesthe
layer(s) on top to produce one or more different colors of
light. The mixing of theemitted light from all of thelayers
results in white light. There is a huge demand for white
LEDs due to styling possibilities and energy cost savings
over traditional lighting methods. A few of the many ap-
plications include illumination, decorative lighting, and
backlit displays. Because of the huge potential market,
several lighting companies and LED manufacturers have
formed alliances to accelerate the adoption of LED tech-
nology. The LED sector of thelighting market is expected
togrow very quickly inthenext few yearsasL EDsbecome
brighter and are used in awider variety of products.

SEE ALSO THE FOLLOWING ARTICLES

CRYSTAL GROWTH e EPITAXIAL TECHNOLOGY FOR INTE-
GRATED CIRCUIT MANUFACTURING e LASERS, OPTICAL
FIBER e LASERS, SEMICONDUCTOR ® MOLECULAR BEAM
EPITAXY, SEMICONDUCTORS @ PHOTONIC BANDGAP MA-
TERIALS e POLYMERS, PHOTORESPONSIVE e SEMICON-
DUCTOR ALLOYS
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I. Lenses

Il. Human Eye

[ll. Camera

IV. Projection System
V. Magnifying Glass
VI. Microscope
VII. Telescope

GLOSSARY

Aberration The departure of a ray or a wavefront from
the path predicted by the paraxial theory.

Airy disk The diffraction pattern of a circular aperture,
as seen in the image plane of a well-corrected lens. The
radius of the Airy disk is a measure of the resolution
limit of a well-corrected lens.

Aperture stop An opening, usually circular, that limits
the total radiant power entering a lens system. The iris
is the aperture stop of the eye.

Conjugate distances The object and image distances.
The object and image points are called conjugate
points.

Diffraction-limited Capable of achieving the resolution
limit imposed by diffraction.

F-number The ratio of the focal length of a lens to the
diameter of the exit pupil of that lens. The F-number
of a well-corrected lens is the reciprocal of twice its
numerical aperture.

M agnifying power The ratio of the angular subtense of
an image to that of the object viewed with the naked
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eye, usually from the distance of 25 cm. Used when
magnification is not a meaningful measure, as with a
magnifying glass, a microscope, or a telescope.

Numerical aperture The sine of the half-angle between
amarginal ray and the axis, as measured at a focal point
of a lens. The numerical aperture of a well-corrected
lens is the reciprocal of twice its F-number.

Par axial approximation The approximation that all rays
are so nearly parallel to the axis that the small-angle ap-
proximation may be used. In geometric optics, imaging
is perfect in the paraxial approximation.

Point spread function The image of an isolated point.

Principal plane Either of two planes that fully describe a
lens for paraxial raytracing. The intersection of a prin-
cipal plane with the axis of a lens is called the principal
point.

Principal ray A ray that passes through the principal
points of a lens.

Pupil 1: An image of the aperture stop of an optical
system. 2: The black circular opening in the center of
the iris (of the eye), which permits light to pass to the
retina.
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Resolution limit The center-to-center distance between
theimages of two points, usually of equal intensity, that
can barely beresolved. Thereciprocal of theresolution
limit is called the resolving power.

Thin lens A lens that consists of one or more elements
and whose overall thicknessis very much smaller than
one or both of itsfocal lengths or conjugate distances;
alensthat may be considered infinitesimally thin. Dis-
tinguished from athick lens.

OPTICS has been critical to every scientific and techno-
logical revolution beginning with Copernicus and ending,
sofar, with microel ectronicsand tel ecommunications. Op-
tical instruments continue to be used to magnify both the
imagesof distant gal axiesand al so subwavelength features
in biology and microel ectronics. Optical imaging systems
are used both to enhance visual observation and also to ac-
quire, process, or transmit images by photography, video
photography, or digital electronics.

This chapter describes the principles that underlie op-
tical systemsfor imaging the very large to the very small,
but excluding holographic systems. Most of the instru-
mentsuselensesor mirrors, though one usesaprobe. Most
project images, though two scan point by point. Some of
the instruments are used visually, though some use com-
puters or video sensors. Most of the instruments can be
described with ray optics, but their ultimate limitations
can be described only by wave optics. Hence, the bulk
of this chapter is devoted to geometrical optics, with bits
from physical optics drawn in when necessary.

More specifically, the chapter describeslenses and lens
optics, lens aberrations, the human eye, cameras and pro-
jectors, microscopes, and tel escopes.

I. LENSES

A. Thin Lenses

A lens consists of one or more pieces of glass or other
refracting material with (usually) spherical surfaces.
Figure 1 shows in cross-section a lens that consists of a
single piece of glass that has rotational symmetry about
its axis. We assume for the moment that the lens is
infinitessimally thin; such alensis called a thin lens.
Thelensin Figure 1 projects an image of an object at
O to the point O’. The plane that passes through O and
is perpendicular to the axis of the lensis called the object
plane, and the corresponding planethat passesthrough O’
iscalledtheimage plane. Theobjectislocated at adistance
[ (the object distance) from the lens, and the image, a
distance I’ (the image distance). Because O is located
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FIGURE 1 A thin lens, showing the conjugate points O and O’,
the primary and secondary focal points F and F’, the primary and
secondary focal lengths f and f’, the object and image distances
I and I, the object and image heights h and h’, and the principal
point P.

to the left of the center P of the lens, [ is negative, as
is indicated on the figure by the parenthetical (—). The
distances! and I’ arerelated by the lens formula,

f

where f' is the secondary focal length of the lens and
is equal to the value of " when [ = —oo. The primary
focal length fis similarly the value of / when I’ = +oc.
Physically, f’ is the image distance that corresponds to
an infinitely distant object, whereas f is the object dis-
tance that yields an infinitely distant image. When asmall
source, often called a point source, is projected to oo, the
lensprojectsabundle of parallel rays, and thebeamissaid
to be collimated.

The sign convention used here differs from that found
in many elementary texts but has advantage in that it uses
Cartesian coordinates for object and image distances and
for radii, whereas elementary texts use a sign convention
that works well only for simple lenses.

When the object or the image is infinitely distant, the
object and image points O and O’ become the primary
focal point F and the secondary focal point F'. The planes
that pass through those points are called the focal planes
and are special cases of the image planes. If ' > 0, the
lens is called a positive lens; otherwise, it is a negative
lens. The primary focal point liesto theright of anegative
lens, and the secondary focal point, to the left.

The primary and secondary focal lengths are equal to
each other in magnitude: f' = — f, provided that the lens
is surrounded by materials with the same index of refrac-
tion. If itisnot, then f'/f = —n’/n, wheren’ istheindex
of refraction on theright side of thelensand n isthe index
of refraction on the left side of the lens. The secondary
focal length of athinlensin air is given implicitly by the
lens-maker’s formula,

Ben(il)

where R; is the radius of curvature of the first surface
and R», of the second, and where radii of curvature are
measured from the surface, so the radius of curvature is
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positive if the center of the surface is to the right of a
surface.

The object and image distances are called conjugate
distances, and the object and image points O and O’ are
called conjugate points. If an object lies to the left of F,
then its image lies to the right of the lens and is called a
real image (presuming here that the lens is positive). If
an object lies between F and the lens, however, itsimage
lies behind the lens and is called a virtual image. If that
virtual image is used as the object of a second lens, it is
called avirtual object. By contrast, theimage formed by a
negativelensisawaysvirtual, unlesstheobjectisavirtual
object located to the right of the lens. Figure 2 compares
and contrasts real and virtual images and objects. If the
object located at O extends a height h above the axis of
the lens, then the height h’ of the image is given by

h’' I’

h="=T @
where m is called the magnification or, sometimes, the
transver se magnification; mis negative for apositive lens
projecting area image.

It issometimes convenient to write the object and image
distances|’ and | in terms of the focal lengths f’ and f,

and the magnification m;
"= f'(1-m), |=f[1-(1/m)] 4

If m=-1 (a red, inverted image), then I’=2f’, and
| =—2f’. Thiscaseiscalled unit magnification, since the
magnitude of misequal to 1.

T

Real object V Real image 1

Real objW

Virtual image \)

Virtual object '

U Real image

FIGURE 2 Three thin, positive lenses, showing real and virtual
objects and images.

.~
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FIGURE 3 A thin lens, showing the object and image lengths Al
and Al’, from which the longitudinal magnification is calculated.

If the object extends adistance Al (Figure 3) along the
axis, then theimage extends adistance Al’ along the axis,
and

Al’ 5
where u is the longitudinal magnification and is always
positive. Longitudinal magnification is defined only when
Al <« and AlI'’ « I, It is not a useful concept when the
object or theimage is near afocal point, because then the
image or object islikely to be very long.

A single spherical interface between dissimilar materi-
asfocuses light according to the relation

n n n
[ ©

where
n n-n
TR 0
The quantity n’/f’ is called the power of the surface.
A spherical mirrorinair may bevisualized asaspherical
refracting surface for which " = —1; hence, the equation
that relates the conjugate distances for amirror is

1 1 1
AT ®)

where f' = R/2.

B. Newton’s Form of the Lens Equation
Newton derived an aternate form of the lens equation,
xx' = —f72, 9)

where x and x’ are measured from the respective focal
points rather than from the principa points and follow
the same sign convention as the conjugate distances| and
I” (Figure 4). Newton’s form is most often useful when
one of the conjugate distancesis close to the focal length,
in which case the other conjugate distance is large and
Newton’s x parameter is very nearly equal to the related
conjugate distance. Newton’s formulation also yields a-
ternate expressions for the magnification:

m= -2 = ——. (10)
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FIGURE 4 A thin lens, showing the parameters x and x’ used in
Newton’s formulation of the lens equation.

C. Thick Lenses

A lens that may not be considered infinitesimally thin is
called athick lens. It is not always obvious when a lens
must be considered thick; indeed, that may depend on
how precisely we want to measure its focal length or its
conjugate distances. In general, however, athick lensdoes
not satisfy the condition that its thickness t is much less
than! and’.

A thick lens may consist of asingle piece of glass that
isrelatively thick compared to thefocal length of the lens,
for example, or it may consist of two or more thin lenses
that are separated by a finite distance, or of two or more
thick lenselements. In either case, we define the principal
planes of the lens by the geometrical construction shown
in Figure 5. Specifically, the secondary principal planeis
constructed by tracing through the lensaray that is paral-
lel to the axis of thelensand then extending that ray or the
emergent ray, asnecessary, until theincident and emergent
rays cross. The plane that passes through the intersection
of those rays and is perpendicular to the axis is the sec-
ondary principa plane. Its intersection with the axis is
the secondary principal point P’. The primary principal
plane and the primary principal point P are constructed
analogously. The principal planes reduce a complicated
lens to a thin lens in this sense: One conjugate distance
is measured from the appropriate principal point, and the
thin lens equation is applied to calculate the other con-
jugate distance, which is then measured from the other
principal point (see also Ray Tracing, below).

Conjugate distances are now measured from the respec-
tive principal points, not from the surfaces of the lensand

~— ) — Ty

FIGURE 5 The construction of the principal planes P and P’ of
a thick lens.
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FIGURE 6 A telephoto lens, with a long effective focal length,
and a reverse telephoto lens, with a long working distance.

not from the geometrical center of the lens. Specificaly,
the distance between the last surface of the lens and the
secondary focal point is not, in general, equal to the fo-
cal length of the lens. That distance is called the working
distance or, perhaps confusingly, the back focal length.

Figure 6 shows two special thick lenses: (a) the tele-
photo lens and (b) the reverse telephoto lens, and the
construction of their secondary principal planes. Thetele-
photolenshasacomparatively longfocal length but ashort
physical length. It is used when compactness, weight, and
freedom from vibration are important. The reverse tele-
photo lens has a relatively short focal length and a long
working distance, and is used when it is necessary to in-
sert another element, such as a mirror, between the lens
and the image plane. Many objectives, especially short
focal length objectives, for 35-mm cameras are reverse
telephoto lenses.

D. Lens Aberrations

All the preceding equations are paraxial; that is, they as-
sumethat all angles, such asthe angle of incidence of any
ray on any refracting surface, are small. If that condition
holds, thenthesineor tangent of any anglemay bereplaced
by that angleitself, and the geometrical image of apointis
apoint. Inreality, however, the paraxial conditionisnever
exactly satisfied, and the geometrical image of a point is
not a point but rather a relatively compact distribution of
points, sometimes wholly displaced from the paraxial lo-
cation. For example, Figure 7 traces rays across a planar
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FIGURE 7 Spherical aberration caused by a planar interface.

interface such asamicroscope coverdlip. Theincident rays
converge exactly to a point, but rays that are incident on
theinterface at finite angles do not crossthe axis precisely
at the paraxial image point. Instead, theimage of the point
is blurred by spherical aberration. A ray that strikes the
lens at its periphery is called a marginal ray. The trans-
verse spherical aberration TA of the marginal ray (shown
in Figure 8) isoften taken asthe measure of thethird-order
spherical aberration of alens.

All real lenses made from spherical surfaces suffer to
some degreefrom spherical aberration. Additionally, if the
object point isdistant from the axis of the lens, or off-axis,
the image may suffer from other aberrations known as
astigmatism, coma, distortion, and field curvature. These
arethethird-order aberrations, or Seidel aberrations, and
are calculated by using the approximation that the sine
of an angle 6 is given by sing =6 — 63/3!. Fifth-order
aberrations are calculated by adding theterm #°/5! to the
series. Finally, because the index of refraction of the lens
is a function of wavelength, the focal length of any lens

Marginal ray

Paraxial ray\ TA

FIGURE 8 The transverse spherical aberration TA as measured
in the paraxial image plane.
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varies slightly with wavelength; the resulting aberrationis
called chromatic aberration.

Spherical aberration appears both on the axis and off
the axis. It does not depend on the distance off-axis. In
the absence of other aberrations, an image of apoint isnot
compact but rather issurrounded by adiffuse halo. Thedi-
ameter of the halo isameasure of the spherical aberration;
the spherical aberration of athinlensincreases asthe cube
of the diameter of the lens. The other third-order aberra-
tions begin to appear off-axis and become more severe as
the distance from the axis increases.

Coma appears as a cometlike image, where the head of
the comet is the paraxial image point and the tail is the
aberration. The tail points away from the axis of the lens
and isthreetimeslonger than it iswide. The length of the
comaticimageincreases asthe square of the lens diameter
and proportionally to the distance of the image from the
axis of the lens.

Astigmatism occurs because an off-axis bundle of rays
strikesthe lens asymmetrically. Thisgivesriseto apair of
line images, one behind the plane of best focus and one
before it. The axia distance between these two images,
or astigmatic difference, is often taken as a measure of
the astigmatism of a lens. The astigmatic difference is
approximately proportional to the focal length of a thin
lens; it increases as the square of the distance off-axisand
proportionally to the diameter of the aperture stop.

Even in the absence of other aberrations, theimage sur-
faceof alensisnot truly aplanebut rather acurved surface.
The aberration is known as field curvature, and the focal
surface is called the Petzval surface. The Petzval surface
curves toward athin, positive lens. Its radius of curvature
isthereciprocal of the Petzval sum =(1/n; f"), where the
sum is taken over all the lens elements. The Petzval sum
can be made O under certain circumstances; that is, alens
can be made flat-fiel ded.

If the magnification m is a function of distance from
the axis, then an image will not be rendered rectilinearly.
The resulting aberration is caled distortion. If a square,
for example, isimaged in the shape of a pincushion (its
sides bowed inward), we speak of pincushion distortion.
Pincushion distortion results when m is greater off-axis
than on-axis and is also called positive distortion. If, on
the other hand, a square isimaged in the shape of abarrel
(its sides bowed outward), we speak of barrel distortion.
Barrel distortion results when m is less off-axis than on-
axisand is aso called negative distortion.

Chromatic aberration manifests itself in two ways.
Since the lens-maker’s equation (2) depends on the index
of refraction n, and n in turn depends on wavelength,
the location of an image point depends on wavelength.
The distance between a red image point and a blue im-
age point is called longitudinal chromatic aberration and
is one measure of chromatic aberration. Alternatively,



650

lateral chromatic aberration may be defined as the ra-
dius of theimagein the plane of best focus. Longitudinal
chromatic aberration does not depend on the diameter of
the lens, whereas lateral chromatic aberration is propor-
tional to theratio of longitudinal chromatic aberration and
the F-number of thelensand therefore variesin proportion
to the lens diameter.

Aberrations may be reduced by bending alens, that is,
by adjusting theradii of curvature of lens elements so that,
for example, angles of incidence are minimized. Astigma-
tism, however, is only weakly influenced by bending the
elements. Similarly, one aberration can sometimes be bal-
anced against another. In Figure 7, for example, spherical
aberration can bepartially compensated by defocusing and
locating theimage plane at thewai st instead of the paraxial
image plane, that is, by balancing spherical aberration and
defocusing. The aberration at the waist is one-fourth that
inthe paraxial image plane. Finally, adjusting the position
of the aperture stop can also reduce coma, distortion, and
astigmatism.

Unfortunately, it is not possible to compensate aberra-
tions over awide range of conjugate distances and angles,
S0 it isimportant to use a given lens only for itsintended
purpose: for example, a photographic objective, which is
designed for adistant object and usually isnot flat-fiel ded,
should not be used in place of acopying or enlarging lens,
which is designed for nearby objects and requires both a
flat object plane and a flat image plane. Similarly, many
microscope objectives are designed for use with a cover-
dip of acertain thickness and with a fixed magnification.
Using amicroscope objective that has a specified magnifi-
cation of 40 x or morewith no coverslip or with thewrong
magnification will often result in unacceptable aberration.
Such aberration blurs an image or diminishes contrast, or
both.

Spherical aberration is the only third-order aberration
that is not O for imaging monochromatic light on the axis
of thelens. The spherical aberration of athinlensissome-
timesof interest, for example, for collimating abeam or for
coupling the radiation from one optical fiber into ancther,
especidly if the light is monochromatic. The transverse
spherical aberration TA (Figure 8) of a planoconvex lens
may be calculated from the formula

TA =1'B/[64n(n — 1)(f'/D), (11)

where

B 24 4n-1
4 t4n-1)pq

+@N+2)(n— )P+ n” (12)
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and D isthe diameter of thelens. The quantity piscalled
the position factor of the lens, and q is called the shape
factor. The sign of T A isirrelevant, but for calculating
p and q it is important to remember that | is negative if
the object isreal and r; is negative if the lens is double-
convex. Theratio f’/D inEqQ. (11) hasaspecial name: the
F-number of thelens. The F-number determinesthe maxi-
mum angle of the cone of raysthat convergesto theimage
point and is useful in diffraction theory and photography.
The transverse spherical aberration of athin lens of given
F-number is proportional to the image distance |’; thus,
for example, if you double both the focal length and the
image distance of alens while keeping its F-number con-
stant, you also double the transverse spherical aberration.
For imaging near unit magnification, a symmetrical,
double-convex lens shows the least spherical aberration
of any thin, spherical lens. For imaging with one conju-
gate near oo, the thin, spherical lens that shows the least
spherical aberration is nearly planoconvex and is oriented
with the more steeply curved side toward the long conju-
gate; in practice, a planoconvex lens oriented in the same

way serves nearly aswell.

E. Diffraction

Diffraction isaconsequence of thewave nature of light. It
isnot an aberration, but it nevertheless prevents an image
of a point from being itself a true point. Rather, the im-
age of apoint is adiffraction pattern, known as the point
spread function. If the geometrical image of the point is
free of aberrations, the point spread function is an Airy
disk. The point spread function in the presence of signif-
icant aberration is always broader and less contrasty than
the Airy diskshows the intensity of the Airy

disk as a function of the distance from the geometrical
image point. The intensity of the Airy disk is 0 at the ra-
dius1.22x 1’/ D, where D isthe diameter of the lens; this
valueis often called the radius of the Airy disk. Theterm
“relatively free of aberrations” means, roughly, that the
geometrical image of the point has to be of the same or-
der as the Airy disk radius or smaller. A lens or system
that is relatively free of aberrationsis called diffraction-
limited.

According to the Rayleigh criterion, a diffraction-
limited system can distinguish two equally intense points
provided that their geometrical images are separated by
at least one Airy disk radius. That distance is known as
the Rayleigh limit and defines the resolution limit RL of a
diffraction-limited system. For a diffraction-limited lens

RL = 1.2211/D, (14)
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FIGURE 9 Diffraction-limited images of an isolated point. Solid
curve: conventional imaging. Dashed curve: scanning confocal
microscope. [From Young, M. (2000). Optics and Lasers, Includ-
ing Fibers and Optical Waveguides, 5th ed. Springer, Berlin, Hei-
delberg, New York. Copyright © 2000 Springer-Verlag.]

wherel’/D = (f’/D)(1 — m) isthe effective F-number of
thelens. Sometimes, especially in photography, resolution
is described as the number of points that can be resolved
in aunit length of an image. Resolution described in this
way is called resolving power. Usually expressed in lines
per millimeter, resolving power is the reciproca of the
resolution limit.

Many lenses are not diffraction-limited; their reso-
lution limit is instead defined by their aberrations and
may be many times larger than the Rayleigh limit. Such
lenses are called aberration-limited. Most thin lenses and
most camera lenses, for example, are aberration-limited.
Microscope objectives, by contrast, are often diffraction-
limited or nearly so. In general, a lens that has a short
focal length is more likely to be diffraction-limited than
alens that has a longer focal length and the same effec-
tive F-number. This is so because the Rayleigh limit isa
function of the F-number only, whereas the aberrations of
alens scale with itsfocal length. A thin lens may thus be
diffraction-limited if its focal length is very short or if its
diameter is very small.

According to the wave theory of aberrations the con-
verging wave that propagates toward an image point
should in principle have exactly spherical wavefronts.
The maximum distance between the wavefront and a true
sphereiscalled the wavefront aberration. If the wavefront
aberration exceeds one-quarter wavelength, then the lens
isaberration-limited. The point spread function is broader
than the Airy disk, and the intensity of the peak is corre-
spondingly reduced. Theratio of the peak intensity of the
point spread function to that of the Airy disk iscalled the
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Srehl ratio and may be used as a measure of the image
quality. A Strehl ratio of 0.8 approximately corresponds
to awavefront aberration of one-quarter wavelength, and
alenswith a Strehl ratio greater than 0.8 may be taken to
be diffraction-limited.

A thinlensused onor very near theaxismay similarly be
considered diffraction-limitedif thenormalized transverse
aberrationY = TA/RL islessthan 1.6. Figure 10 shows Y
as afunction of the effective F-number of thin lenses that
have afocal length of 1 cm; Y is plotted as a function of
effective F-number for both planoconvex lenses with the
object at oo and symmetrical, double-convex lenses used
at unit magnification. The value of Y for any other focal
length may be found by multiplying the appropriate value
on the graph by thefocal length of the lensin centimeters.
Given an effective F-number, you can always find avalue
of f’thatwill yield diffraction-limitedimagery ontheaxis
of the lens, provided that f’ is short enough.

F. Raytracing

To construct theimagein an optical system that consi stsof
oneor morethinlenses, we usethe paraxial approximation
and trace two or more of the three special rays shown in
Figure 11. Ray 1 enters the system paralel to the axis,
and the lens directs it through the secondary focal point
F’. Ray 3 passes through the primary focal point F, and
the lens directs it parallel to the axis of the lens. Ray 2,
the ray that passes through the primary principal plane,
is called the principal ray. A ray that passes through the
edge of the lensis called a marginal ray, and a ray that
passes through the center of the aperture stop (see below)
is called the chief ray. We will have no occasion here to
distinguish between the chief ray and the principal ray.
For adiscussion of pupils, see the telescope, below.
Theprincipal ray isundeviated by thelens, aslong asthe
lensisinfinitesimally thin, because a very thin lens at its
center isnomorethan aslab of glasswith parallel surfaces.
Thethreeraysthat emergefromthelenscrossat theimage
of thetip of the arrowhead. Because other features of the
arrow are similarly mapped into the image plane, we may
construct the image of the arrow as awhole by construct-
ing aline segment that is perpendicular to the axis of the
lens and passes through the tip of the arrowhead. If alens
cannot be considered a thin lens, then we replace the lens
by itsprincipal planes. Ray 2, the principal ray, isdirected
toward the primary principal plane and emerges from the
secondary principal plane unchanged in direction.

. HUMAN EYE

The optical system of the human eye is sketched in
Figure 12. It consists of a transparent cornea, which
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FIGURE 10 The normalized aberrations of two thin lenses with 1-cm focal lengths as functions of effective F-number.
A lens is diffraction-limited if Y <1.6. [From Young, M. (2000). Spherical Aberration of a Thin Lens: A Normalized
Parameter Relating It to the Diffraction Limit and Fiber Coupling Efficiency. “Engineering and Laboratory Notes,”
Supplement to Optics and Photonics News, vol. 11, no. 5, pp. 1-4. See also Corrections, vol. 11, no. 8, p. 4. Contribution
of the National Institute of Standards and Technology, not subject to copyright.]

performs most of the focusing, with alens, or crystalline
lens, close behind it. For our purposes, we may consider
the cornea and the lens to be in contact and equivalent to
athin lens a few millimeters behind the cornea. The eye
is filled with gelatinous substances that have an index of
refraction of 1.34, very nearly that of water, or 1.33.

The power n'/f’ of alensin visual optics is usually
expressedin diopters(D), or reciprocal meters. That is, the
power of alensisin dioptersif f’ isin meters. The power
of the optical system of the human eye is approximately
60D whentheeyeisfocused at infinity. Thecorresponding
focal lengthis 22 mm.

The human eye focuses on nearby points by accom-
modation, that is, by muscular contractions that change

f§=\12N'
Fsm

FIGURE 11 Three rays used for constructing an image. (1) A ray
incident from —oo. (2) A ray directed at the primary principal point
of the lens. (3) A ray directed at the primary focal point of the lens.

the shape of the crystalline lens and increase its power,
rather than by moving the lens back and forth along its
axis. It is conventional to assume that the lenshas arange
of accommodation of 4 D, which gives it a shortest dis-
tance of distinct vision, or near point, d,=1/4 m=25
cm, though very young eyes may have several times this
range and older eyes substantialy less.

- 22 mm —»

FIGURE 12 A schematic drawing of the human eye. P’ repre-
sents the principal points, which are nearly coincident, and F’ is
the secondary focal point.
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The rear surface of the eye supports a thin membrane
of light receptors caled the retina. The retina has two
types of receptors: cones, which operate in bright light
and can discriminate colors, and rods, which operate in
relative darkness and are color-blind. Though their spec-
tral characteristicsdiffer slightly, both receptors are sensi-
tive primarily to light whose wavelength liesin thevisible
spectrum between 400 and 700 nm. Figure 13 shows the
luminousefficiency of theeyefor cone, or photopic, vision
and for rod, or scotopic, vision.

Theeyeadaptstodifferent light intensitiesby switching
from conestorodsasthelight intensity decreasesand also
by adjusting the diameter of a variable aperture known as
theiris. The iris controls the diameter of the opening, or
pupil, through which light is allowed into the eye; it thus
servesasthelimiting aperture, or aperturestop, of theeye.
Theirisinvoluntarily variesthe diameter of the pupil from
2 mm or lessin bright light to 8 mm or more in relative
darkness. By using neural inhibition to turn off the cones
and switching to rod vision, however, the eye can adapt to
arange of intensities of perhaps 10° to 1.

We will be concerned here with photopic vision only.
The conesare concentrated in the center of thevisual field,
in aregion caled the macula lutea. They are most heav-
ily concentrated in the center of the macula, in a region
called the fovea centralis. The diameter of the maculais
approximately 2 mm, and that of the foveais 300 pm.

When we fix our gaze on an object, we are focusing
its image onto the fovea. The cones in the fovea are ap-
proximately 5 um in diameter and closely packed. Their
diameter is about equal to the diffraction limit for a2-mm
pupil, and the eye is diffraction-limited when the pupil
diameter is 2 mm. When the pupil diameter increases,
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FIGURE 13 The luminous efficiency of the human eye as a func-
tion of wavelength. Photopic: bright light, typically outdoor illumi-
nation. Scotopic: near darkness.
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however, the eye becomes aberration-limited, and its res-
olution limit increases. In bright outdoor light, the eye can
resolve an angle of approximately 0.3 mrad, which trans-
latesto aresolution limit of 0.1 mm at adistance of 25 cm.
In interior light, when the pupil is5 mm in diameter, the
resolution limit of the eyeis afactor of 2 to 3 larger, that
is, poorer, than in bright outdoor light.

The human eye may suffer from focusing error. For
example, if the power of the optical system is too high
for the length of the eyeball or if the eyeball is too long,
the patient cannot focus accurately at great distances and
is called a myope. The condition is called myopia, or
nearsightedness, and is corrected with negative specta-
clelenses or contact lenses. Similarly, if the power of the
optical system is too low, the patient cannot focus ac-
curately at short distances and is called a hyperope. The
condition iscalled hyperopia (sometimes hyper metropia),
or farsightedness, and is corrected with positive spectacle
lenses or contact lenses. If the cornea is not a sphere,
but rather a section of a spheroid, then vertical features
may focus in different planes from horizontal features.
The condition is called astigmatism but differsin its ori-
gin from the astigmatism of the lens designer. Finally,
with age the crystalline lens loses its ability to accommo-
date, which causes an inability to focus at short distances,
even when the eye is otherwise well corrected. This con-
dition, which is sometimes confused with hyperopia, is
called presbyopia and, like hyperopia, is corrected with
positive spectacle lenses or contact lenses. Eventually, the
crystalline lens may become wholly opaque and is said to
have a cataract. Cataracts may be corrected with a surgi-
cal procedurethat replacesthedefectivelenswith aplastic
implant.

Optical systems such as magnifying glasses, micro-
scopes, and tel escopes are analyzed under the assumption
that the pupil of the eyeis5 mm in diameter and that the
near point of the eye is 25 cm. Inasmuch as these are ar-
bitrary assumptions, the resulting magnifying powers are
only nominal.

. CAMERA

Thebasic camera, liketheeye, consistsof alensand apho-
tosensitive surface. Also like the eye, the camera controls
theintensity of thelight falling onto the photosensitive sur-
face by adjustments of the diameter of the aperture stop,
usualy anirisdiaphragminaprofessional camera. Unlike
the eye, the camera captures only instantaneous images,
and the cameravariesthe duration of the exposureto light,
or theexposuretime, depending ontheintensity of thelight
and the sensitivity of the photosensitive surface. Also un-
like the eye, the camera usually has a flat photosensitive
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surface and roughly uniform resolution across the entire
field of view. Finaly, the camera has a field stop that lim-
its the image plane to a fixed rectangle. Nowadays, there
are two major types of cameras. film cameras and digital
cameras.

A. Film Cameras

Most popular professional cameras today use the 35-mm
format, which produces an image that is in redlity
24 x 36 mm. Theimageisrecorded on photographic film,
which consists of a light-sensitive emulsion coated onto
aflexible backing. The emulsion is actually a suspension
of light-sensitive silver halide particles in a thin layer of
gelatin. After the film is exposed, it has to be processed
chemically to render the image visible. The size and
distribution of the particles, or grains, determines the
resolving power of the film. Much filmfor scientificuseis
black and white. Color film is a stack of black-and-white
emulsions that are specially sensitized to different colors
and separated by colored filter layers.

Common filmshaveresolving powersin therange of 50
to 100 linemm. Resolution is measured by photograph-
ing a target that consists of alternating black-and-white
lines of equal thickness, where one line means a black
line plus the adjacent white line.

Theexposure of the film isdetermined by the F-number
of the lens and the exposure time, sometimes called the
shutter speed. The F-number of a lens is the ratio of
its focal length to its diameter, and most cameras have
adjustable F-numbers. Lenses on professional cameras
are calibrated in specific values, called F-stops, of the
F-number. The response of photographic film to light is
logarithmic, so each F-stop differs by a constant ratio,
specifically afactor of /2, from the previous F-stop; typ-
ical F-stopsare 2, 2.8, 4, 5.6, 8, 11, 16, and 22. Changing
by one F-stop changes the exposure of the film by afactor
of 2. Exposure times are therefore likewise calibrated in
factors of 2: 1/500, 1/250, 1/125, 1/60/ 1/30, 1/15 s.
Many cameras today are fully or partly automated, so the
exposure times and F-stops may be mostly invisibleto the
user.

Camera lenses, or photographic objectives, are rarely
diffraction-limited. A high-quality 35-mm camera lens
may display at most a resolving power of 60 or 70
linesymm at an F-number of 8 (written F/8). At higher and
lower F-numbers, the resolving power is usually dlightly
lower, and in the corner of the film, often much lower.
Resolving power may suffer further if the exposure time
islong and the camerais not held rigidly. Common films
are thus adequate to resolve all the detail in the image.

Theresolving power of thefilm or of thelens(whichever
is lower) determines the depth of focus of the camera, or
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thedistance £6§’ by which animage point may depart from
theimageplaneand still be consideredinacceptablefocus.
8’ may be related to the lens and film parameters by

8’ = (I/D)/RP (15)

Similarly, if we hold the film fixed and consider arange of
object distances, wefind that therangethat isin acceptable
focus, or the depth of field 8, is given by £48'/m?, where
m? is the longitudina magnification. When the camera
is focused at co (and longitudinal magnification is not a
useful concept), the nearest object distancethat isin sharp
focus, or the hyperfocal distance, is given by

H = f"°RP/EN, (16)

where we write the equation to show the dependence on
F-number FN explicitly. The preceding two equations
areonly approximately correct for diffraction-limited sys-
tems, inwhich RP isthereciprocal of the Rayleigh limit.

B. Digital Cameras

These replace the film with a digital receptor called a
CCD array. A CCD (for charge-coupled device) array is
a rectangular array of photosensitive elements or pixels.
A typical array might contain 1300 x 1000 pixels, which
require approximately 1.3 MB of digital memory. A
24 x 36-mm color dide, for comparison, might produce
about 60 lines'mm, which trandates to 120 pixels/mm,
or 4000 x 3000 pixels. The dslide has roughly three times
the resolution of the CCD array, but to duplicate the side
digitally would require about an order of magnitude (3?)
more memory.

C. Video Cameras

Typical video cameras have CCD arrays with 780 x
480 pixels and capture a new picture every 1/30 s. In the
United States each complete picture, or frame, is divided
into two fields that consist of alternate horizontal lines (1,
3,5,...and2,4,6,...)andareinterlaced. Thus, therateat
which the picture flickerswhen it is played back is 60 Hz,
whichisgeneraly higher thantherateat whichtheeyecan
perceive flickering intensities. It isdifficult to vary the ex-
posure time of avideo cameraif the recorded pictures are
to be played back at the usual rate of 60 Hz, so the video
camera adjusts the exposure by varying the gain of the
electronics as well as the diameter of the iris diaphragm.

IV. PROJECTION SYSTEM

Figure 14 showsaprojection systemsuch asaslide proj ec-
tor. An object, such as a 35-mm dide, is back-lighted by
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FIGURE 14 Typical projection system, such as a slide projector.

aprojection lamp, which is usually atungsten lamp with
several tightly coiled filaments arranged to form a square.
The lamp or the projector may aso include a concave
mirror to capture backward-going rays as well. A well-
corrected projection lens projects an image of the dide
onto a distant screen. Because much of the light from the
lamp passes through the slide and does not (or would not)
enter the aperture of the projection lens, the projector in-
cludes a condensing lens, which projects an image of the
filament into the aperture of the projection lens. The con-
densing lensis not especially well corrected inasmuch as
itisusedto concentratelight into the projection lensrather
than to project a high-quality image. Nevertheless, most
condensing lenses are aspheric to reduce spherical aber-
ration and ensure uniform illumination intheimage plane.

In principle, theimage of the filament precisely fillsthe
aperture of the projection lens. If theimage is larger than
the aperture of the projection lens, then the lensis said to
beoverfilled, and light from the extremities of the filament
iswasted. Conversely, if the projection lensis underfilled,
thenitsfull apertureisnot used, and resolution may suffer.
The principle of filling the aperture is important in other
optical systems as well (see below).

Other projection systems may image the filament di-
rectly onto the film plane; it is important then to use a
projection lamp that has aribbon filament for uniform il-
lumination of the film plane. Such a layout is useful for
motion-picture projectors, where the fast-moving film is
unlikely to be burned by the heat of the lamp.

V. MAGNIFYING GLASS

Weassume herethat the near point of theeyeisd, = 25cm.
A small object of height h located at the near point sub-
tendsan angleh/d,, asmeasured from the primary princi-
pal point of the eye. If we want to see the object with more
detail than with the naked eye, that is, magnify the object,
we may place a positive lens, or magnifying glass, just in
front of the eye and use it to examine this object. In prin-
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FIGURE 15 An object of height h located at the focal point of a
magnifying glass, where it subtends an angle «.

ciple, the object islocated at the focal point of thelens, so
avirtual imageis projected to oo (Figure 15). Thisimage
subtendsan anglea = h/f’ at the primary principal point
of the lens. The ratio of h/f’ to h/d, is the magnifying
power

MP = d,/f’ (17)

of the magnifying glass. Aslong as ' < d,, the magnify-
ing power will exceed 1. A magnifying glass may be used
to achieve a magnifying power up to approximately 10,
provided that the lensiswell corrected.

Many observers adjust the lens so that theimage lies at
the near point of the eye. The magnifying power is then
increased dightly, but it al so dependson the position of the
eye with respect to the magnifying glass. Thus, magnify-
ing power should be regarded as a nomina specification,
not an exact number.

Magnifying power is not to be confused with magni-
fication: It is an arbitrary number that depends on the
value chosen for d, and on the exact location of the im-
age. For example, if theimage islocated at d, rather than
oo, and if the eye isin contact with the magnifying glass,
then MP=1+4d,/f’. Similarly, if the magnifying glass
is used by a myope, then d, may be substantially less
than 25 cm.

VI. MICROSCOPE

A. Conventional Microscope

Sometimes called a compound microscope to distinguish
it from the magnifying glass, or simple microscope, ami-
croscope consists of an objectivelens (objective, for short)
that projectsareal, magnified image and an eyepiece with
which that imageisexamined (Figure 16). Theeyepieceis
usually no morethan aspecialized magnifying glass. If the
magnification of the objective is m, and the magnifying
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FIGURE 16 A microscope, showing the tube length g, or the
distance between F/ and Fg.

power of the eyepieceis MPg, then the magnifying power
MP of the microscope is the product

MP = mo x MPe. (18)

In the past, many microscopes were designed with an
optical tube length g equal to 160 mm; g is the distance
between the secondary focal point of the objective and
the image point. Some manufacturers, however, use ame-
chanical tube length of 140 or 160 mm, for example, so
g is only approximately equal to 160 mm. Metallurgical
microscopes, which are designed to have along working
distance and to use no coverdlip, often have optical tube
lengths of 210 mm. Finally, many modern microscopes
set the tube length equal to oo (that is, project the image
to oo) and use an auxiliary lensto project areal imageto
afinite distance. If the auxiliary lens has the correct focal
length, typically 180 mm, then theimageisdisplayed with
the nominal magnification of the objective. The auxiliary
lens, because it works at a high F-number, need not be
highly corrected for aberrations.

If a microscope objective with a magnification of per-
haps 40 or more is to be used outside the microscope for
which it was designed, asfor expanding alaser beam, itis
important to use the proper tube length and to use a cov-
erdip if that is called for. The coverslip may be located
anywhere on the short-conjugate side of the objective and
need not be in contact with the specimen. The thickness
and index of refraction of the coverdlip areimportant; most
coverdlips are 170-um thick and have an index of 1.522.
The coverdlip produces aberrationswhen it islocated in a
diverging or converging beam (see Figure 7), and the ob-
jective is designed to correct these aberrations. Similarly,
older objectives were not completely corrected for chro-
matic aberration, and the eyepieces were used to effect an
additional correction. More modern objectives are better
corrected and require different eyepieces. It is therefore
important to use an objective with the proper eyepiece
when you want optimum performance.

Most microscope objectives are diffraction-limited or
very nearly so. They are characterized by their magni-
fication and their numerical aperture. Numerical aper-
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ture is the sine of the half-angle subtended by the aper-
ture stop at the location of the object. It is related to
F-number by therelation NA=1/(2 x FN), where FN is
the F-number of the lens. Though it looks like a paraxial
approximation, this relation is exact for a well-corrected
lens. The resolution limit of a microscope objective is
therefore

RL = 0.61)/NA. (19)

When the eye can clearly resolve the image projected
by the objectivelens, thereis no need to increase the mag-
nifying power of the eyepiece. Worse, if the magnifying
power is increased beyond this limit, then a single Airy
disk in the image plane covers more than one cone on
the retina. Each cone therefore receives reduced power,
and the perceived image becomes dim. The magnifying
power that achieves adiffraction-limited resolution on the
retinais called the useful magnifying power; magnifying
power in excess of that value is called empty magnifying
power. The useful magnifying power of a microscope is
given by

MP, = 300 x NA, (20)

depending on the assumption concerning the angular res-
olution limit of the eye. In general, the magnifying power
should not exceed the useful magnifying power by more
than a factor of 2. The useful magnifying power will be
lower if adetector with asmaller angular resolution limit
than the human eyeis used.

B. Microscope llluminators

Most microscopes are used with white-light sources. An
image of that source may be projected directly into the
object plane of the objective; this is critical illumina-
tion, so called because of an early conceptual error. Criti-
cal illumination requires a very uniform light source and
may be impractical, for example, if it heats the specimen.
Most microscopes today use Kohler illumination, as il-
lustrated in Figure 17. Kohler illumination differs from

J Field stop JAperture stop

Filament
o

Obijective

Auxiliary [ Condensing
lens lens

FIGURE 17 A microscope illuminator using Koéhler illumination.
The aperture stop is located at the primary focal point of the con-
densing lens.
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the condensing system in a projector in that an image of
the source is not projected into the aperture stop of the
objective. Rather, the image of the source is projected to
00, so each point on the lamp gives rise to a collimated
beam in the object plane. This device allows control of
the numerical aperture of the condenser independently of
the diameter of the illuminated area. The numerical aper-
ture of the condenser influences the image quality of the
microscope.

Specifically, if the numerical aperture of the condenser
is very much less than that of the objective, the sys-
tem is spatially coherent, and lines or sharp edges in
the image may suffer from artifacts due to diffraction
(Figure 18, solid curve), which are not present with in-
coherent illumination (short dashes). For truly incoher-
ent illumination, however, the numerical aperture of the
condenser must exceed that of the objective by several
times. Unfortunately, that is not possible if the objec-
tive has even a modest numerical aperture, say, in ex-
cess of 0.5. Thus, many researchers set the numerical
aperture of the condenser equal to that of the objective,
a condition called full illumination. The imagery under
full illumination, as in most microscopes, is partially co-
herent, not wholly incoherent, but the artifacts due to
diffraction are reduced. Nevertheless, certain quantitative
length measurements, such as the width of a stripe on an
integrated-circuit mask, are extremely difficult because it
is usualy unclear where the geometrical images of the
edges of the stripe are located when theimage is partially
coherent.
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FIGURE 18 Diffraction-limited images of a sharp edge. Solid
curve: conventional imaging, coherent light. Short dashes: con-
ventional imaging, incoherent light. Long dashes: scanning con-
focal microscope. [From Young, M. (2000). Optics and Lasers, In-
cluding Fibers and Optical Waveguides, 5th ed. Springer, Berlin,
Heidelberg, New York. Copyright © 2000 Springer-Verlag.]
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C. Video Microscope

In a video microscope, the eyepiece and the eye are re-
placed by a CCD array such as that used in an ordi-
nary closed-circuit television camera. The image may be
viewed directly with avideo monitor, or digitized and en-
hanced with a frame digitizer.

If the CCD array has the typica dimensions of
8.8 x 6.6 mm and has 780 x 480 pixels, then the pixels
are approximately 11 um wide. Unfortunately, they are
not sgquare and are about twice that value in height. For
diffraction-limited performance, it is important to choose
the magnification so that two pixels fall within the radius
of one Airy disk; thisrequirement issimilar to the Nyquist
or sampling theorem in electrical engineering, which
states that the sampling rate must exceed two samplesfor
every period of the highest frequency inasignal. The Airy
disk radius in the image plane of a typical microscope
objective with g =160 mm is equa to the magnification
times the resolution limit and is about 20 um for a
40 x, 0.65-NA objective. Thisradius unfortunately varies
with magnification, so it is hard to generalize further. Let
it suffice to say that the standard 40 x objective matches
the CCD array fairly well, as long as we are concerned
with horizontal resolution only, whereas an auxiliary
lens, such as a low-power microscope objective, may
be necessary for any other magnification. Similarly, if
the objective is infinity-corrected, the focal length of the
auxiliary lens may have to be chosen carefully to match
the width of the pixelsin the array.

D. Scanning Confocal Microscope

Figure 19 showsascanning confocal microscope, inwhich
the specimen isilluminated one point at atime through an
objective rather than a condensing lens. That point isin
turn imaged through a pinhole and onto a photodetector
as the specimen is scanned in araster pattern. The output
of the photodetector is typically digitized by a computer
and displayed on a monitor in order to render the object
visible. Themicroscopeiscalled confocal becausethetwo
objectives share acommon conjugate point, loosely called
afocal point. If the pinholeis apoint (in practice, if itis

i

FIGURE 19 A scanning confocal microscope, drawn in transmis-
sion for clarity.
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smaller than one-half the radius of the Airy disk), then the
microscope detects primarily object points that are very
near the object plane; other points cast large, out-of-focus
images onto the plane of the pinhole and are barely de-
tected. This is one of the main virtues of the scanning
confocal microscope: It can image a three-dimensional
object one plane at a time, provided that the object isin
relief or is at least partly transparent. Object points that
do not lie close to that plane are not merely blurred; they
are virtually invisible. For this reason, a scanning confo-
cal microscope may be used to scan a great many object
planes; if the data are stored in a computer, they may be
added plane by planein order to superimpose those planes
and synthesize afinal imagethat shows enhanced depth of
field without defocusing. Figure 9 (dashed curve) shows
the image of a point in a scanning confocal microscope
that isdiffraction-limited. The width of theimageisabout
30% smaller than that of a conventional microscope. This
iss0 because the scanning confocal microscope convolves
the images of the two objectives and thereby sharpensthe
image. The image of an edge is correspondingly sharper
aswell, as shown by the long dashes in Figure 18.

A more practical version of the scanning confocal mi-
croscope usesabeamsplitter, or partially transmitting mir-
ror, to illuminate the specimen through the objective lens
and images the specimen in reflection, rather than trans-
mission. Such amicroscopeisespecially useful inbiology
and in the study of integrated circuits.

Finally, itisnot necessary to movetheobject to generate
an image. Instead, the source may be scanned so that it
illuminates the object one point a atime. The image of
the source may be scanned optically, as with a pair of
mirrors, but a simpler system based on a Nipkow disk has
more recently been developed. In such a system, a plate
(the Nipkow disk) that contains aseries of holesisrotated
at high speed, and each hole scans one line in the object.
The image may be observed by eye or by avideo camera,
or it may be digitized with a computer.

E. Near-Field Scanning Optical Microscope

The resolution of a conventional microscope or of a
scanning confocal microscope is limited by diffraction.
The near-field scanning optical microscope (NSOM) gets
around the diffraction limit by using a probe to gather
an image point by point. The diameter of the probe is
much less than one wavelength, and the probe is main-
tained only afew tens of nanometers from the object. The
resolution limit of the system is approximately equal to
the diameter of the probe. The probe is manufactured, for
example, by heating and stretching an optical fiber or a
glass pipette until it breaks. The point is coated with alu-
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minum or silver in such away that the very end of thetip
has a small, uncoated region through which light may be
transmitted.

Figure 20 shows atypical NSOM. The probeis held at
afixed distance from the specimen by atechnique similar
to those used in atomic force microscopy. The probe is
brought into near contact with the specimen by means
of amicropositioner. The probetip is vibrated parallel to
the surface and may be maintained a fixed distance from
the surface by using electronic feedback to control the
vibration.

The probeistapered to adiameter well bel ow the wave-
length of the light. Most of the power that is directed into
the probe cannot be guided by such asmall fiber and there-
forepropagatesout of thecoreof thefiber andintothe coat-
ing or the surroundings. The transmittance of the probeis
typically between 10~% and 10~8. The transmittance back
through the probe is similar, so it is hard to measure the
power directed back through the probe and toward the
source.

AnNSOM ismorecommonly designed similarly tothat
shown in Figure 20. The probe illuminates a very small
area of the specimen, and the light that is reflected by that
areaistherefore diffracted in al directions. A hemispher-
ical mirror collectsthe diffracted light and focusesit onto
a detector. The probe is scanned in araster to generate an
image of the surface. If the surface is not a plane but has
structure, that structure can aso be measured by monitor-
ing the height of the probe. If the specimen is transparent,
then the hemispherical mirror may be located below the
specimen or replaced by a high-aperture lens.

An NSOM may be used to detect fluorescence in a
specimen. In such a system, the fluorescence wavelength

Positioner

Probe

Specimen Detector

FIGURE 20 A near-field scanning optical microscope. The po-
sitioner holds a probe with a subwavelength aperture at a fixed
distance from the specimen. C is the center of the hemispheri-
cal mirror that collects the light diffracted from the probe. [From
Young, M. (2000). Optics and Lasers, Including Fibers and Opti-
cal Waveguides, 5th ed. Springer, Berlin, Heidelberg, New York.
Copyright © 2000 Springer-Verlag.]
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differsfrom the incident wavelength, so the weak fluores-
cencesignal isdistinguished from stray incident light with
amirror that selectively reflects one of the wavelengths.
Similarly, the specimen itself may be illuminated and, in
that case, the light guided by the probe may be detected.
The mode structure of semiconductor lasers may be ex-
amined inthisway. A photoconductor may beilluminated
by the probe, and the resulting photocurrent may be de-
tected as afunction of position. Finally, the probe may be
used to write a pattern onto asemiconductor for integrated
circuits.

VII. TELESCOPE

A. Astronomical Telescope

Whereas a microscope is used to examine small objects,
atelescopeis used to magnify large, often distant objects.
Specifically, the objective lens projects an image of adis-
tant object into itsfocal plane, and the image is examined
with an eyepiece (Figure 21). If the object islocated at oo,
the magnification of the objectiveis0; hence we again use
magnifying power instead of magnification to quantify the
performance of the telescope.

Suppose that the distant object subtends angle « at the
location of the objective. For simplicity, we place the pri-
mary focal point of the eyepiece in the image plane and
project avirtual image to oco. The virtual image subtends
angle o’ at the eye, and we define the magnifying power
MP of the telescopeto be o’ /&, whence

MP = —f/f., (1)

where the minus sign indicates that the image isinverted.
The focal length f. of the eyepiece may be found from
the relation MP. =dy/ f; (see Magnifying Glass, above).

Tracing two bundles of rays through the telescope re-
vealsawaist just behind the secondary focal point of the
eyepiece. Thewaist istheimage of the aperture stop, that
is, of the ring that holds the objective in place. Itiscalled
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the exit pupil of the telescope. For best viewing, the pupil
of the eye should be located in or near the exit pupil; if it
is anywhere else, not all the object points will be visible
at any onetime. Most telescopes are designed so that the
exit pupil has adiameter equal to the nominal diameter of
the pupil of the eye or 5 mm.

As with the microscope, the magnifying power of the
eyepiece need be increased only to the point that the re-
solved detail in theimage plane can beresolved by theeye.
Similarly, depending on the assumptions about the angul ar
resolution of the eye, we find that the useful magnifying
power of the telescope is

MPy = 5D, (22)

where Dicmp meansthe diameter of the obj ective measured
in centimeters. The magnifying power of the telescope
should not exceed twice the useful magnifying power.

If the telescope is to have a sizable field of view, as
measured by the angle «, then the eyepiece could be-
come prohibitively large. To reduce the diameter of the
eyepiece, afield lensisinstalled near the secondary focal
plane of the objective. The field lens, which may be part
of the eyepiece, directs the principal ray toward the axis
and allows the diameter of the eyepiece to be reduced.
Typically, thefocal length of the field lens may be chosen
so that the principal ray intersects the eyepiece at its pe-
riphery. This shiftsthelocation of the exit pupil somewhat
toward the eyepiece and slightly reduces the eye relief be-
tween the eyeand the eyepiece. When the field lensisbuilt
into the eyepiece, the second lensin the eyepieceis called
the eye lens.

B. Terrestrial Telescope

Anastronomical telescopeyieldsaninvertedimage. A pair
of binocularsusestwo reflecting prismsto invert theimage
and make it erect. What is conventionally called aterres-
trial telescope uses arelay lens, typically at unit magni-
fication, to invert the image. Figure 22 shows aterrestrial
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FIGURE 21 An astronomical telescope, showing the field stop and the construction of the exit pupil.
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FIGURE 22 A terrestrial telescope, which includes a relay lens for inverting the image and a field lens for reducing

the diameter of the relay lens.

telescope that includes a field lens, which is used to re-
duce the diameter of the relay lens, in the image plane of
the objective. The field lens projects an image of the aper-
ture stop into the plane of the relay lens. That image of
the aperture stop is called a pupil and is analogous to the
exit pupil of a telescope or microscope. Figure 1 shows
that there is an image everywhere that the ray from O to
O’ crossesthe axis; similarly, in atelescope (or any other
optical system), thereis a pupil everywhere that the prin-
cipal ray crosses the axis. The diameter of the relay lens
is set equal to the diameter of that pupil.

Unlike most field lenses, the field lens directly before
the eyepiece does not project a pupil into the plane of the
eye lens because, if it did so, the eyerelief would be 0. In
almost al other cases, however, thefunction of afield lens
isto project a pupil into the plane of some other lens, and,
indeed, the combination of the field lens and the eyepiece
projects a pupil into the pupil of the eye. Any system
of relay lenses similar to a terrestrial telescope, such as
a periscope (which uses mirrors to look along a line of
sight displaced from the line of sight of the eye), must
necessarily use the principle of projecting a pupil into the
apertures of successive lenses. The diameter of any lensis
chosen to be equal to thediameter of the appropriate pupil,
much as the diameter of a projection lens is matched to
the image of the projection lamp.
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I. Impact of Liquid Crystal Devices
II. Nematic Devices
[ll. Guest—Host Effect
IV. Megapixel Technologies
V. Other Devices

GLOSSARY

Active matrix Technique for addressing a matrix display
in which each pixel is controlled by an individual semi-
conductor device incorporated into the structure of the
panel.

Birefringence In an optically anisotropic medium with
axial symmetry, the difference between the refractive
index for light polarized parallel to the symmetry axis
(extraordinary index) and that for light polarized per-
pendicular to the axis (ordinary index).

Cholesteric Chiral (optically active) nematic phase char-
acterized by the director assuming a helical configura-
tion in the absence of external fields and forces.

Dielectric anisotropy In an electrically anisotropic
medium with axial symmetry, the difference between
the permittivity for fields parallel to the symmetry axis
and that for fields perpendicular to the axis.

Director Thermally averaged direction of the molecu-
lar orientation in a liquid crystal (especially nematic,
cholesteric, or smectic A) phase.

Dyed phase change Device effect that uses an anisotropic
dye dissolved in cholesteric liquid crystal to switch
between absorbing and nonabsorbing states.

FELCD Ferroelectric liquid crystal device; a device ex-
ploiting the ferroelectric property of chiral tilted smec-
tic phases (especially smectic C*).

Frame time Time period for one complete addressing
cycle of a display.

Guest-host effect Orientational ordering of a solute
molecule by a liquid crystal solvent.

ITO Indium tin oxide; heavily tin-doped indium oxide
used for the transparent electrodes in liquid crystal
devices.

Line time Time taken to address one line of a matrix
display.

Matrix display Display in which the pixels are defined
by the intersections of row and column electrodes.
Multiplexing Technique for addressing a matrix display
whereby all possible combinations of on and off pixels

can be shown.

Nematic Liquid crystal phase in which the constituent
molecules show partial orientational ordering, with ax-
ial symmetry, but no translational order.

Ordinary/extraordinary ray Ray of light propagating
through a birefringent medium in any direction other
than parallel to the symmetry axis that splits into an
ordinary ray polarized perpendicular to the symmetry
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axis and an extraordinary ray polarized perpendicular
to the ordinary ray.

Pixel One-addressable picture element of an electronic
display.

SBE Supertwist birefringence effect; device effect in a
180° to 270° twisted nematic structure that uses acom-
bination of interference and polarization guiding to
achieve an optical effect with sharp threshold behavior,
making it particularly suitable for multiplexing.

SLM Spatial light modulator; device using either electri-
cal or optical addressing to impressinformation onto a
light beam.

Smectic A Liquid crystal phase combining nematiclike
orientational ordering with one-dimensional partial
tranglational order in the direction parallel to the
director.

Thermotropic liquid crystal Substance showing one or
more liquid phases appearing as afunction of tempera-
ture between the solid and theisotropic liquid, inwhich
the constituent mol ecul es show partial orientational or-
dering and possible partial translational order.

Tilted smectic Liquid crystal phases combining nemati-
clike orientational ordering with one-dimensional par-
tial trandlational order in adirection tilted at a nonzero
angle to the direction of preferred orientational order.

Twisted nematic Deviceeffect inwhichthedirector con-
figurationintheunpowered conditionisa90° twist with
the helical axis perpendicular to the plane of the cell.

LIQUID CRYSTALS are widely used in devices for
flat-panel electronic displays and other applications. The
most usual form of device is one in which a thin film,
5-10 um thick, of liquid crystal is confined between
glass plates bearing transparent electrodes that are used
to induce an optical change in selected portions of the
film by application of an above-threshold voltage. Liquid
crystal displays with color and video display capabilities
equal to those of the cathode ray tube are now being
developed.

I. IMPACT OF LIQUID CRYSTAL DEVICES

It was realized in the early 1970s that the unusual prop-
erties of thermotropic liquid crystals held great promise
for use in flat-panel electronic displays and other optical
control applications. The advantages particular to liquid
crystals of a very large (if not especially fast) electro-
optic effect induced by CMOS-compatible voltages and
of microwatts per square centimeter power consumption
were identified at an early stage. With the discovery of
chemicaly stable nematic liquid crystals, such as the
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TABLE I The Worldwide Market for Flat-Panel Electronic
Displays

1990 1991 1992

Total market in millions of U.S. dollars? 3826 4579 5565
Distribution by technology as percentage?

Liquid crystal displays 57.8 59.4 60.1
Vacuum fluorescent displays 20.0 189 17.7
Plasmadisplay panels 10.8 10.8 116
LED displays 8.1 7.2 6.2
Electroluminescent panels 2.7 31 39
Others 0.6 0.6 05

@ Dot-matrix types include electronics.

cyanobiphenyls, it also became clear that an ac-addressed
voltage-induced (as opposed to a current-induced) effect
inadielectricliquid wasinherently long-lived and offered
exceptionally high reliability. Being essentially a light-
modul ating, rather than light-emitting, device, liquid crys-
tal displays (LCDs) give very good performance in high
ambient lighting, with the contrast ratio essentially con-
stant over a wide range of illumination. Thus, LCDs first
cameto public attention through their use in wristwatches
and pocket calculators, both innovative products only
made possible through this technology. However, as the
advantages of flat format, CMOS drive, and high relia-
bility have become increasingly appreciated, LCDs have
been used more and more in situations where auxiliary
lighting has to be provided, usualy in the form of back-
lighting with fluorescent discharge lamps. As a result of
itsintrinsic simplicity combined with heavy investment in
research, liquid crystal technology is aready the cheapest
per pixel for complex (more than 50,000 pixels) displays,
with the exception of the cathode ray tube (CRT), and is
predicted to fall below the color CRT in cost after 1992.

Asshownin Tablel, LCDsnow form over half thetotal
flat panel display market, the remainder being fragmented
between four emissivetechnol ogies. Themarket for LCDs
in 1990 was $221.3 million and was described as growing
at 23% between 1990 and 1991, with equal growththeyear
after. Articlesinthiswork introduced both the field of flat-
panel displaysand liquid crystals. In this contribution, the
rapidly growing field of liquid crystal devicesisreviewed
more comprehensively.

Il. NEMATIC DEVICES

A. Twisted Nematic

Thetwisted nematic (TN) isthe prototype LCD. Its struc-
ture and operation are worth comprehending in detail
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FIGURE 1 Twisted nematic device effect.

both because it presently comprises the vast mgjority of
LCDs in use and because the variety of aternative LCD
technologies that are now being developed can readily be
undestood by comparison and contrast with the TN.
Asillustrated in Fig. 1, a TN cell comprises two glass
plates between which is confined a thin film of nematic
liquid crystal. The plates bear transparent electrodes of
indium tin oxide (ITO) that are etched to the desired
patterns by conventional photolithographic techniques.
Above the electrode layer is a surface aignment layer.
The function of thislayer isto fix the average orientation
of the molecules (called the director) at the surface. The
usua technique is to apply a layer of polyimide and to
rub this with a roller coated with velvet or nylon cloth.
This orients the director paralle to the rubbing direction
and at a pretilt angle of approximately 2° to the surface
(Fig. 2). The rubbed plates are set at 90° so asto impart a
90°-twisted configuration onthedirector. Thecell issealed
at its edge with epoxy and maintained at a uniform spac-
ing throughout by use of fiber or spherical spacers. For the
TN, thisspacing istypically 5to 10 umwith atolerance of
about +0.5 um. A schematic flowchart for LCD fabrica-

/DIRECTOR
—~ 2°

FIGURE 2 Pretilted surface alignment of the director by unidirec-
tional rubbing of a polymer layer.
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tionisshownin Fig. 3; note that this chart includes details
relevant only to more advanced technologies discussed
below.

The basis of the operation of the TN LCD is that both
therefractive index and the permittivity vary with the ori-
entation of the el ectric vector relativeto thedirector. Thus,
light polarized paralld to the director experiences the ex-
traordinary refractive index, ne, whereas the polarization
perpendicular to the director experiences the ordinary re-
fractive index, ny. As a result, provided that (ne — no)d
is sufficiently greater than A, where d is the thickness of
the liquid crystal film and X the wavelength of light in
vacuo, the twisted configuration shown on the left-hand
side of Fig. 1 will guidethe plane of plane-polarized light.
The device thus transmits when placed between crossed
polarizers. Further, provided that the liquid crystal used
in the cell hasits permittivity for fields parallel to the di-
rector, ¢, greater than that for fields perpendicular to the
director, ¢ , thereexistsacritical voltage, V., given by the
following:

Ve = 3m[(4K1 — 2Kz + Kag)/eole) — e1)]Y2,

where Ky1, K2, and K33 are (orientational) elastic con-
stants measuring the stiffness of the director against splay,
twist, and bend distortions, respectively. Above this volt-
age, the 90°-twisted director configuration begins to dis-
tort, leading to the configuration shown on the right-hand
side of Fig. 1, which does not guide plane-polarized light.
Thus, between crossed polarizers, the device goes dark.
Thiseffect hasbeen successfully implementedin seven-
segment and similar fixed format displays and in simple
dot-matrix displays. Such displays may be employed in
a reflective mode, backlit, or in a “transflective” combi-
nation of both these modes. Although not outstandingly
attractive in appearance, the TN LCD has proved to be
versatile, relatively cheap to manufacture and drive, and
reliable. Iltsmost obviouslimitations are speed (the turnoff
time can betensor hundredsof milliseconds), and thediffi-
culty that it experiencesin showing complex information.
The problem of displaying complex information istied
up with that of multiplexing. All multiplexed LCDs are
eectricaly equivalent to the dot-matrix format, in which
the picture elements (pixels) form arectangular array de-
fined by the intersection of row and column electrodes.
Thus, N row electrodesand M column electrodestogether
define Nx M pixels. Even without going into details, it
will be evident that if only N + M electrodes are used
to address N x M pixels there are limits on what can be
done. Because of its relatively slow response time, the
TN responds to the root mean square (rms) of the applied
voltage. As aresult, it is possible to calculate quite gen-
erally, without reference to any specific addressing wave-
forms, the upper limits attainable by the ratio Vims(ON):
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PLATE B
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FIGURE 3 Schematic flowchart for the fabrication of a liquid crystal display.

Vims(OFF) of the voltagesthat can be delivered to ON and
OFF pixelsin amultiplexed matrix. Thisratio is shown as
afunction of the number of row electrodes N in Tablell.

From Table Il, it is evident that the degree of discrim-
ination between ON and OFF pixels decreases rapidly
as the level of multiplexing increases, thus demanding
an ever sharper threshold for the electro-optic effect in

the liquid crystal. Unfortunately, as Fig. 4 shows, the
TN electro-optic effect has a relatively shallow thresh-
old curve that varies strongly with the angle of view, be-
coming nonmonotonic at extreme angles. For referencein
Section |1.B, Fig. 4 alsoillustrates the fact that guiding of
plane-polarized light is not lost immediately the director
configuration begins to distort at V, as evidenced by the
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TABLEII Maximum Vyms(ON):Vinms(OFF) Values
Attainable in Multiplexing

Number of Practical Ultimate
rows (N) limit? limit
2 2414 3
3 1.932 2

4 1.732 1.732

5 1.618 1.633

6 1.543 1.545

7 1.488 1.489

8 1.447 1.450

9 1414 1414
10 1.387 1.389
100 1.106 1.106
200 1.073 1.073
500 1.046 1.046
1000 1.032 1.032

apractical limit=[(v'N + 1)/(+v'N — 1)]¥2 and is
exactly equal to the ultimate limit only when +/N isan
integer.

capacitance-voltage curve, causing the optical threshold
to be at a higher voltage than V.

As a result of the above considerations, the TN has
found only limited acceptance in dot-matrix applications
much above N = 25 to 50. The size of the matrix can be
doubled by juxtaposing two electrically distinct matrices,
the columns of one being addressed from the top and of
the other from the bottom of theviewing area. Methodsfor
quadrupling the size of the matrix for afixed multiplexing
level have also been suggested, but they are difficult to
fabricate in acceptable yield.

B. Supertwisted Nematic

In 1982, over a decade after the invention of the TN,
it was found that more tightly twisted configurations

VOLTAGE

FIGURE 4 Variation with rms voltage of transmission with
crossed polarizers for three angles of incidence (solid lines) and
cell capacitance (broken line) for a twisted nematic device.
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had a sharper threshold. The addition of chiral nematic
(cholesteric) material to the normal, optically inactive ne-
matic imparts a natural helical twist to the director con-
figuration. Small amounts of cholesteric dopant are added
to the material in a TN cell in order to discriminate be-
tween the left-handed and right-handed 90° twist. If larger
amounts are added so that the natural pitch of the direc-
tor’shelical configuration is approximately four-thirds of
the cell thickness, the director will assume a270° twist in
a TN-like cell. This structure was found to have a much
sharper electro-optic threshold curve than the TN.

At first, the device was thought of primarily in the
context of the guest-host effect (Section 111), but it was
quickly realized that the preferred embodiment was a
two-polarizer device similar to the TN. Since the twist
is much tighter than the TN, guiding is rather imperfect
and a planepolarized beam emerges from the 270° struc-
ture éliptically polarized. The resultant optical effect is
therefore as much an interference effect between ordinary
and extraordinary rays as it is a guiding effect. Thus, the
liquid crystal film must be constant in thickness to within
afraction of the wavelength of light, the required cell gap
tolerance being £0.1 um.

Intensive investigations have shown that, depending on
material and cell parameters, the effect can be obtained
with twists ranging from 180° to 270°. The highest twist
gives the best angle of view but needs a pretilt greater
than 5° if formation of scattering defects, because of
other director configurations close by in free energy, is
to be avoided. Although production-compatible methods
for abtaining higher pretilt have been devel oped, the high-
volume manufacturersare reluctant to make any deviation
from standard production processesand are at the moment
contenting themselves with lower twists, 240° or less.

As mentioned, the supertwist birefringence effect
(SBE) is essentially an interference effect and therefore
isinherently chromatic. Two modes are possible depend-
ing on the relative orientations of the polarizers and the
rubbing directions. These are the yellow mode (dark blue
onayellow background) and thebluemode (gray onablue
background). In order to obtain good performance, the cell
must be constructed with a gap that is not only uniform,
as noted above, but also has the correct thickness for the
birefringence and other parameters of the material used.
The manufacture of these devices is, therefore, signifi-
cantly more demanding than the TN. Productswith levels
of multiplexing up to 200 and higher have been offered,
although whether the performance of SBE at greater than
100-way multiplexing will receivewidespread user accep-
tance remainsto be determined. Manufacturers attempt to
distinguish their products by a variety of names, such as
supertwisted nematic (STN) and hypertwisted nematic,
for commercial rather than technological reasons.
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Several approaches have been proposed to provide
a black-on-white SBE-type display. Probably the most
effective is to place a second, color-compensating cell
between the active display cell and thefront polarizer. The
compensating cell needs no electrodes because it is not
switched, but nevertheless it clearly adds considerably to
the cost of the display and its fabrication occupies produc-
tion capacity. The effect of a color-compensating cell can
be approximated by |aminating oneor morelayersof poly-
mer retardation film between the polarizer and the glass of
the active cell, but this arrangement gives a poorer angle
of view, and it is less certain that the compensation can
be adequately maintained over a wide temperature range
since the birefringence of the retardation film islikely to
have adifferent temperature dependenceto that of thelig-
uid crystal, whereas acompensating cell can befilled with
liquid crystal having the same temperature dependence
asthe active material. Devices of thistype are required to
satisfy user demand for achromatic displays and so that
color displays can be constructed using a backlit con-
figuration with microfilter-equipped pixels dedicated to
the primary colors red, blue, and green. Uncompensated,
compensated, and to alesser extent full-color SBE LCDs
have found acceptance for anumber of applications, most
prominently for the display panels of laptop computers.

Finally, it will be evident that since the threshold curve
of a supertwist device is much sharper than for the TN
(cf. Fig. 4) the whole of the curve lies closer to the ap-
propriate threshold voltage V. than is the case for the TN.
Unfortunately, the region close to V; is characterized by
the phenomenon of “critical slowing down,” which leads
to slow device responsetime. As aresult, the SBE device
isinherently slower than the TN, although ways to over-
come this, for example, low viscosity liquid crystals and
thinner cells (dynamics o thickness?), has been studied.
Alternativedeviceconfigurations, inwhichtheliquid crys-
tal layer acts as a birefringent layer whose birefringence
iselectrically controllable, are also being developed in an
attempt to combine the optical performance of SBE with
faster response.

lll. GUEST-HOST EFFECT

A. Anisotropic Dyes

When solute molecules are dissolved in liquid crystal, the
molecular interactions between the solute and the par-
tially ordered liquid crystal molecules result in some de-
gree of orientational ordering being imparted to the solute
molecules. Thisis the guest—host effect.

If the solute isadye, the absorbance A will be different
for light polarized parallel (A;) and perpendicular (A,)
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to the nematic director. An optical order parameter Sy, is
defined by the following equation:

Sp = (A — AL)/(A] +2A)).

The value of S, ranges from unity, if the dye transition
moment isuniformly parallel to the director, through zero,
if the dye orientation is completely randomized to —% if
the dye transition moment is always perpendicular to the
director. Note that S, depends both on the underlying
orientational order of the liquid crystal molecules and on
theintrinsic molecular anisotropy of thedye. Suitabledyes
have been called both pleochroic dyes and dichroic dyes
(the latter is more exact); we call them simply anisotropic
dyes.

Anisotropic dyesfor usein LCDsmust satisfy anumber
of criteria of which the most important are alarge S, a
high absorption coefficient, high solubility, stability, pu-
rity, high resistivity, and safety.

The interplay of these criteriais well illustrated by the
two main classes of compound that have historically dom-
inated the devel opment of anisotropic dyes. Azo dyestend
to offer better order parameters, larger extinction coeffi-
cients, and better solubility in liquid crystals, whereas the
anthraquinone materials tend to have better photochemi-
cal stability. The position now is that following a number
of years of intensive development stable anisotropic dyes
in a variety of colors are available commercially. Colors
may be mixed to give black, high-order—parameter mix-
tures. Notethat such blacksaremetamericandin principle
will change hue with changes in the illuminant, although
in practice very acceptable mixtures can be obtained.

Although the dyes are used in rel atively low concentra-
tions, their effect on the material parameters of the host
liquid crystal should not be overlooked. It has been sug-
gested that some anthraguinone dyes can have adispropor-
tionate slowing down effect on the el ectro-optic response
time because of dye-induced changes in the viscosity
coefficients.

B. Single-Polarizer Guest—Host Devices

In these devices, the director is electrically switched be-
tween configurations in which plan-polarized light prop-
agating through the cell experiences either A; or A, . The
most obvious configurations satisfying this regquirement
are either ahomogeneously aligned cell containing a ma-
terial with positive dielectric anisotropy or a homeotrop-
icaly aligned cell with negative dielectric anisotropy
(Fig. 5), although atwisted nematic cell with the polarizer
aligned parallél to one of the rubbing directions will also
work. Both the homogeneous and the homeotropic align-
ments should have small pretiltsto bias the cell so that all
switched areastiltinthesamedirection. Theneedfor tilted
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FIGURES5 The upper panel shows homogeneously aligned, neg-
ative contrast, and the lower panel shows homeotropically aligned,
positive-contrast, single-polarizer guest—host device effects.

homeotropic alignment and for (less readily available)
negative dielectric anisotropy materials militate against
the homeotropic configuration.

Single-polarizer guest-host devices have found suc-
cessful application in public information displays, such
as are used in railway stations, airports (departure gate
displays at London’s Heathrow Airport were an early ex-
ample), and financia dealing floors. Characters are made
up in dot-matrix format, but the dimensions are such that
each pixel can haveitsown drive electrode. M odules com-
prising one or more charactersare constructed so that they
can be slotted together to make the complete information
board. Each module has its own backlight and micropro-
cessor control. These displays have the advantages of low
maintenance costs, high reliability, and computer control
with automatic fault detection.

C. Dyed Phase-Change Device

An approach that avoids the use of polarizing film ato-
gether isto dissolve anisotropic dyeinto ashortish pitch (a
few micrometers) cholesteric liquid crystal. The physics
of the effects that can be obtained is complex (see aso
Section IV.C) and is oversimplified for brevity. In the ab-
sence of voltage across a cell containing such material,
thetwisted helical configuration of the director causesthe
dye to present what is virtually a pseudorandom config-
uration that is a relatively good absorber of unpolarized
light. On application of a sufficient voltage to the mate-
rial (which should have positive dielectric anisotropy), it
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switches to a configuration similar to that shown on the
right-hand side of Fig. 1 and which has minimal absorp-
tion of light. This switching has been termed (somewhat
loosely) achol esteric-to-nematic phase change; hence, the
name of the device.

The device gives bright ON pixels against a colored
background. The avoidance of polarizersincreases bright-
ness and removes one source of environmental weakness.
However, the effect cannot readily be multiplexed and re-
quiresarelatively high (although still CM OS-compatible)
drive voltage. One advantage shared with single-polarizer
guest-host devices is that in the reflective mode the re-
flector may be incorporated into the inner surface of the
back wall of the cell, thusavoiding parallax. However, this
advantage does not appear to have been commercially ex-
ploited yet.

Black-dyed phase-change devices have been accepted
as replacements for mechanical alphanumeric displaysin
aircraft cockpits. This is because their angle of view is
superior to the TN and their appearance more closely re-
sembles the mechanical displays that they are replacing.

D. Fluorescent LCDs

If the anisotropic absorbing dye in a guest-host device
is replaced by an anisotropic fluorescent dye, the visual
impact of an emissive display may be combined with the
virtuesof L CD technology. Both single polarizer and dyed
phase-change configurationshave been demonstrated. The
fluorescence is stimulated by use of a UV backlight, al-
though the phase-change device may also be stimulated
by the UV contained in ambient sunlight. UV backlights
are available in the same sizes and formats as fluores-
cent backlights (to which they are related by omission of
the lamp phaosphor), and the backlight drive circuitry and
power consumption are essentially identical for both. The
best devel oped ani sotropic fluorescent dyesare green fluo-
rophors based on the perylene structure, although red- and
blue-emitting fluorophors are also available.

Since the light in a fluorescent LCD is emitted in the
liquid crystal film, the geometry of refraction of the light
asit leavesthe cell causesthe display to have ahemispher-
ical angle of view. This technology thus offers the visual
impact and good angle of view of an emissive display in
applications where a backlit LCD might otherwise be the
only aternative.

IV. MEGAPIXEL TECHNOLOGIES

In this section, we review LCD technologies with the
capability to yield dot-matrix displays containing over
200 rows of pixels. Such displays are needed for an
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enormous range of video uses, information technology,
and professional applications. Broadly speaking, these
displaysare CRT replacements, although it cannot be em-
phasized too strongly that they also have the capability to
innovate new products for which the CRT, with its bulk,
fragility, and high-voltage drive, is unsuitable.

A. Active Matrix

The essential principle of an active matrix display is that
each pixel has associated with it a semiconductor device
that is used to control the operation of that pixel. It isthis
rectangular array of semiconductor devices(theactivema-
trix) that is addressed by the drive circuitry. The devices,
which are fabricated by thin-film techniques on the inner
surface of a substrate (usually glass) forming one wall of
the LCD cell, may be either two-terminal devices (Fig. 6)
or threeterminal devices(Fig. 7). Varioustwo-terminal de-
vices have been proposed: ZnO varistors, MIM devices,
and several structuresinvolving one or more a-Si diodes.
Much of the research effort, however, has concentrated on
the three-terminal devices, namely thin-film, insulated-
gate, field-effect transistors. The subject of thin-film tran-
sistors(TFTs) isconsidered el sewherein thisvolume; suf-
fice it to say that of the various materials that have been
suggested for the semi conductor, only a-Si and poly-Si ap-
pear to have serious prospects of commercial exploitation.

Amorphoussilicon TFTsare the more developed of the
two, research on them having started earlier. Impressive
active matrix LCDs have been fabricated using this tech-
nology, although longer term polysilicon offers a number

FIGURE 6 Two-terminal active matrix addressing. The pixel is
shown by its equivalent circuit of a parallel capacitor—resistor
combination.
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FIGURE 7 Thin-film transistor active matrix addressing. [Cour-
tesy of GEC Hirst Research Centre.]

of advantages: It hasahigher mobility and alack of photo-
sensitivity; it givessmaller, self-aligned, transistors; it has
better stability and alonger lifetime (the structural hydro-
genina-Siisaworry); and thereisthe possibility of fabri-
cating thin-film drivecircuitry on the same substrate asthe
display. A low-pressure chemical vapor deposition tech-
nique for depositing TFT-quality polysilicon at tempera-
tures (630°C or below) compatible with borosilicate glass
has been developed, and promising results have been ob-
tained with recrystallization of a-Si to yield the very high
mobility material required for high-speed driver TFTs.

Active matrix addressing, having been proposed for
both LCD and electroluininescence flat-panel technolo-
gies, has been the subject of intensive research since the
early 1970s. Theissue hasbecome not to demonstrate fea-
sibility in the laboratory but to design structures and pro-
cesses that will give an economically viable yield. One
difficulty with the classic structure (Fig. 7) is that a short
either at a gate-line/dataline crossover or from a gate to
drain or sourcewill causeline defectsin the display. Thus,
methods have been devel oped for repairing such faults by
using a laser to isolate them, thereby reducing them to
point (single-pixel) defects. Such procedures are expen-
sive in production, and an alternative is to use the capac-
itively coupled transistor (CCT) configuration, shown in
Fig. 8, which eliminates crossovers and ensures that gate-
drain or gate-source shorts produce only point defects.
This configuration requires low parasitic capacitances, as
obtained with self-aligned polysilicon TFTs.
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FIGURE 8 CCT fault-tolerant active addressing architecture.
[Courtesy of GEC Hirst Research Centre.]

Although an active matrix could in principle drive a
variety of liquid crystal effects, most attention has been
devoted to driving the twisted nematic effect. Displays
are normally used in the transmissive mode, backlit, so
that color can be obtained by use of arrays of microfilters
aligned with the pixels. The color pixelsthus obtained are
conventionally triads (red, R; green, G; and blue, B), al-
though (red/green/blue/green) and (red/green/blue/white)
arrangements have al so been used, the former to improve
color balance and the latter to improve brightness (since
fully saturated primary colors are relatively infrequently
required). The (R/G/B) triads should be arranged in verti-
cal stripesfor aphagraphic displays (so that vertical lines
of agiven color are free of “jaggies”) and in triangles for
video displays (since the breaking up of rectangular out-
lines produces a more attractive result). Severa technolo-
gies for fabricating color microfilter arrays are available.
The filter layer is normally included on the inner surface
of the non-active-matrix plate of the cell, either over or
under the ITO layer, preferably the latter to avoid voltage
drop. A major difficulty is the very high attenuation of
the backlight caused by the combination of polarizers and
color filters; aslittle as 5% or less of the luminous energy
is transmitted.

In the early 1990s, the largest active matrix displays
publicly demonstrated were 15-in.-diagonal devicesusing
1600 x 1920 a-Si TFTs. Color TV products, aso using
a-Si, with up to 5-in.-diagonal screens, were reportedly
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FIGURE 9 The active matrix (left) and ferroelectric (right) LCD
technologies are the main contenders for picture-forming display
applications. [Courtesy of GEC Hirst Research Centre.]

on sale, although only 2- and 3-in. screens were widely
available. The true economics of all these devices remain
obscure. Nevertheless, the demonstration that active ma-
trix addressing can offer LCDswith video capability, gray
scale, and color has given great impetus to the field. To
the extent that one can predict trends, it is likely that ef-
forts will now concentrate on increasing the screen-size
capability of a-Si technology and, in paralel, developing
poly-Si technology with paripheral drive circuitry inte-
grated onto the glass substrate. Figure 9 is a montage of
a 5-in.-diagonal polysilicon active matrix display and a
ferroelectric LCD (Section IV.B).

B. Ferroelectric LCDs

The limitations on multiplexing any rms-responding
monostable liquid crystal effect have been mentioned
in Section I1.A. Active matrix addressing, described in
Sectin IV.A, is one way of overcoming these limitations.
Another isto consider aternativeliquid crystal effectsthat
are bistable, or at least non-rms responding. With such
effects, the maximum number of rows that can be mul-
tiplexed is usually determined by the ratio of the frame
time (the time period during which the whole picture
must be refreshed or updated) to the line time (the time
required to address one row of pixels). This is quite de-
manding of the line time; a frame time of 40 msec (only
25-Hz framerate) would require alinetime of 40 sec for
1000 lines. Bistable behavior is associated with smectic
and cholesteric phases, both of which in completely differ-
ent ways have translational symmetries added to nemati-
clike orientational order. In this section, the ferroelectric
tilted smectic devicesarereviewed, while (untilted) smec-
tic A and cholesteric devicesaredescribedin Section I V.C.

Most liquid crystal phases are centrosymmetric and
nonferroelectric. Symmetry low enough for ferroel ectric-
ity to occur is found only in smectic phases that are both
tilted (as explained below) and optically active (chiral).
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Of these, the most important (and which, for simplicity,
we shall consider exclusively) isthe chiral smectic C, de-
noted smectic C*. In this phase, like all smectics, partial
trandational ordering of the molecular centers of gravity
is superimposed on the orientational ordering. In the case
of smectic C, thistranglational order can be thought of as
amass density wave as follows:

p(2) = po[1+ acos(qz — ¢)],

where the period 27 /q of the fluctuations in the number
density p(2) isof theorder of oneor two molecular lengths.
Thedirection zisthedirection of the number density wave
vector and is perpendicular to layers of constant o(2). In
atilted smectic phase, it makes a nonzero angle with the
director. If the phase is chiral, it aso forms the helical
axis about which the director spirals. Figure 10 attempts
to illustrate these points. In the chiral smectic C, the lo-
cal point symmetry isasingle, twofold axis perpendicular
to the mass density wave. This is low enough for spon-
taneous polarization, that is, ferroelectricity, to develop
parallel to this twofold axis. The ferroelectricity is there-
fore associated with noncentrosymmetric ordering of the
transverse component of the molecular electric dipole, not
the longitudinal one.

In a bulk sample of smectic C*, the helical ordering
due to the chirality causes the spontaneous polarization
vector Pg to average to zero over the sample. Device ap-
plications arose from therealization in 1980 that, in a suf-
ficiently thin liquid crystal cell, surface alignment forces
might overcome the helical twist. In the form originally
envisaged, it was supposed that the directors at the surface
could be aligned parallel to the cell walls but free to ro-
tate in the plane of the cell. In this so-called “bookshelf”
geometry, the layers were thus perpendicular to the cell
walls, allowing two director configurations, as shown in
Fig. 11, corresponding to Ps being perpendicular tothecell
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FIGURE 10 Symmetries of the smectic C and C* phases.
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FIGURE 11 Bookshelf geometry in a smectic C* device. The
director is represented by n.

wall and either UP or DOWN. By application of unipolar
pulses, it is possible to switch between UP and DOWN
states, causing the optic axis of the liquid crystal layer to
rotate in the plane of the cell through an angle that on
the bookshelf model would be twice the tilt angle. Good
contrast can be obtai ned between corossed polarizers, par-
ticularly if the angle through which the optic axis switches
is close to the optimum of 45°. Since the optical effect is
based on interference of ordinary and extraordinary rays,
acell gap tolerance of +0.1 um is necessary.

Conditions of surface alignment and cell thickness can
be found for which the UP and DOWN states can be
bistable, and line address times of the order of 100 psec
or less at room temperature have been attained. However,
it has become clear that the operation of these devicesis
not exactly as described by the bookshelf model and that
there are several variants depending on the details of de-
vice construction. Further, the device mode closest to the
original model requires acell gap of the order of 1.5 um.
Although impressive laboratoy demonstrators have been
reported using this technology (the best to date are
14-in.-diagonal 1120 x 1280 pixels with a 150-usec line
time), thevery narrow, tightly toleranced cell gap required
is unattractive for production. An aternative device con-
figuration has been reported that has athicker cell gap (up
to 5 um) yet can show high contrast over awide viewing
angle and perfect bistability. Thisis the technology used
to construct the 3%-i n.-diagonal ferroelectric LCD shown
inFig. 9.

Color can be introduced into ferroelectric LCD
(FELCD) technology by use of color microfilters aligned
with the pixels. Although several suggestions for gray
scale in FELCDs have been made, including combining
active matrix addressing with FEL CD technology, the is-
sueof whether apractical method of introducing gray scale
is possible remains to be resolved. Although significant
development work is still required, FELCDs are likely to
supersede the SBE by offering higher levels of multiplex-
ing (morerowsof pixels), abetter viewing angle, andrapid
line updating, which can be used to display smoothly the
operation of a cursor or mouse (cf. the intrinsically slow
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response of the SBE). If gray scale can be successfully
introduced, video applications will also be accessible.

C. Smectic A and Cholesteric

The smectic A isan untilted phase in which the mass den-
sity waveisparalel tothedirector. The cost in free energy
of buckling the layersinto saddle-shaped deformationsis
low, withtheresult that it isrelatively easy to construct de-
vicesthat show bistability between ascattering focal conic
director configuration in which the layers are buckled and
a clear homeotropic configuration in which the director
is perpendicular to the cell walls and the layers parallel
to the walls. Transitions between these two textures have
been exploited in laser-written projection displays and in
both thermo-optic and electrooptic matrix displays. The
various mechanismsemployed are summarizedin Fig. 12.
In the laser-written projection display, information is
written as scattering lines on a clear homeotropic texture
by using local heating with alaser. Dye may be dissolved
in the liquid crystal to aid absorption of the laser energy.
Lines are selectively earased by writing over them with
the laser in the presence of a moderate electric field ap-
plied with ITO electrodes extendind over thewhole active
area of the cell. This field is insufficient to cause erasure
in unheated areas. Bulk erasureis achieved by application
of ahigher field, possibly assisted by heating of the whole
cell. The cell isviewed in projection to give a large-area
display useful in applications such as map overlay (for
example, for command and control) and computer-aided
design. The speed of writing in the vector mode is suf-
ficient for such applications, but the raster-mode writing
required for an aphagraphic display would be too slow.
The same physics have been demonstrated in athermo-
optic matrix display that uses row electrodes as heating
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FIGURE 12 Mechanisms for inducing transitions between scat-
tering (focal conic) and clear (homeotropic) textures in a smec-
tic A device. The material is assumed to have positive dielectric
anisotropy.
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bars. Each row is addressed in turn by heating it into the
isotropic phase and then applying appropriate voltages to
the column (data) electrodes to ensure that those pixels
in the row intended to be homeotropic cool in sufficient
field, while those intended to be focal conic cool in zero
field.

An electro-optic smectic A matrix display of significant
size and complexity (121-in.-diagonal 780 x 420 pixels)
has been brought to small-scale production. This used the
electrohydrodynamic instability induced by passage of a
low-frequency current (dynamic scattering) to effect the
homeotropic-to-focal conictransitionand ahighacfieldto
induce the reverse transition. The display had impressive
performance, but it was limited by the cost and reliability
guestions associated with the high voltages and dynamic
scattering used in the addressing. In both of these types
of matrix display, the clear and scattering textures may
be used either directly to give optical contrast or via the
guest-host effect (Section I11) using dissolved anisotropic
dye.

Cholesteric materials, as mentioned above, have a
natural helical twisting of the director, with the director
perpendicular to the helical axis. This gives a stratified
structure with layers of constant director orientation. Al-
though the pitch (micrometers) is 3 orders of magnitude
greter than thelayer repeat in smectics, asurprisingly sim-
ilar focal conic texture can be formed. As mentioned in
Section |11.C, this scattering texture can be transformed
into a clear nematiclike texture by application of an elec-
tric field (assuming positive dielectric anisotropy). Since
thetransition back to focal conic hasto benucleated, if the
voltageisthen lowered to asustaining value, the clear tex-
ture can be maintained (at least for aframe period). This
can be described asahysteresiscurve, asshowninFig. 13.
Various schemes have been devised whereby pixels may
be set in either clear or scattering states with voltages
greater than V; or lessthan Vo, respectively (see Fig. 13),
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FIGURE 13 Schematic plot of hysteresis in the electrooptic

response of a cholesteric phase-change device.
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and then sustained in the desired state with a voltage, Vs.
Although laboratory demonstrations have been fabricated,
there appears to be some reluctance to produce, perhaps
because of the comlexity of the effects involved.

V. OTHER DEVICES

A. Thermochromic Devices

Cholesteric materials can be made that have the natural
pitch, P, comparable with the wavelength of visiblelight.
Such materials show selective reflection of light, which
satisfies a Bragg-like condition between wavelength and
pitch. Thereflection, whichiscircularly polarized, is cen-
tered (for normal incidence on athick sample) at awave-
length given by the following:

lo=nP,
where
n = Z(Ne + No),

ne and n, being the extraordinary and ordinary refractive
indices of the liquid crystal, and has awidth given by the
following:

AL = PAnN,
where
An = ne - no.

The pitch of a cholesteric may vary quite rapidly with
temperature, particularly if the phase diagram of the ma-
terial contains a cholesteric to smectic A transition just
below the temperature range of interest since the pitch in
this case divergesto infinity asthe smectic A phaseis ap-
proached. Thus, the color of the selective reflection can
be used a s a sensitive indicator of temperature. Material
for this purpose is incorporated into plastic films with a
black backing to absorb the unreflected polarization, or it
is encapsulated to apply as a paint and used for a variety
of medical, engineering, and consumer applications.

The thermochromic effect could also be used for ther-
mal imaging, although better results are obtained with a
different approach based directly on the temperature de-
pendence of the birefringence of a liquied crystal. Un-
fortunately, the large investment already made in other
approaches to thermal imaging militates against devel op-
ment of liquid crystal thermal imagers.

B. Polymer Dispersed Nematics

Dispersions of micron-sized droplets of nematic liquid
crystal in apolymer matrix form the basis of a potentially
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important class of electrooptic devices. The unpowered
nematic/polymer film scatters light very efficiently and
is milky (translucent) in appearance; the film clears to
achieve a high degree of transparency where an electric
field isapplied across it. Electrically controllable absorp-
tion may be obtained by incorporating an anisotropic dye
(Section 111.A) into the nematic. The use of a polymer
film as the matrix means that it is easy to make curved
and large (3-m?) devices. Although a number of display
applications of thismaterial have been demonstrated, per-
haps the most promising application is as an architectural
material for windows and screens which can be switched
between opague and clear.

Polymer dispersed nematic films are made by one of
two distinct processes. In one, the nematicisemulsified in
either an aqueous solution of a film-forming polymer (for
example, poly vinyl alcohol) or an agueous colloidal dis-
persion (for example, alatex). Thisemulsioniscoated onto
a conductive substrate and allowed to dry, during which
time the polymer coalesces around the nematic droplets.
L aminating asecond conductive substrateto thedried film
completes the device. Alternatively, the nematic is mixed
with aprecursor to the polymer to form an isotropic solu-
tion. When polymerizationisinitiated, typically with heat
or light, nematic droplets nucleate in situ as the polymer
chains grow.

A typical film consists of droplets with dimensions in
therangeof 1to3 umdispersedinafilm 10to 30 umthick.
The ordinary refractive index (no) of the nematic approx-
imately matches the refractive index of the polymer, but
the extraordinay one does not, giving rise to scattering of
light at the nematic—polymer interface when the droplets
are randomly aligned. Application of a voltage sufficient
to aign the droplets (a saturation voltage of 100 V dc is
typical) removestherefractiveindex mismatch that causes
this scattering.

C. Fast Shutters

A shutter is by definition an unmultiplexed single-pixel
device to which only two (possibly rms) drive voltages,
Von and Vorr, are applied, one of which may be zero if
required. The twisted nematic deviceitself isashutter, but
there exist applications for which its natura turnoff time
istoo slow.

The three applications presently attracting greatest at-
tention are linear shutter arrays for nonimpact printers,
field sequential color displays, and stereoscopic displays.
In the first application, the array of shuttersisused to im-
part information onto a photosensitive print drum. In the
second, a frame of information displayed on an emissive
display device (CRTs and vacuum fluorescent dot-matrix
panel s have both been used) isdivided into two (red/green)
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or three (red/green/blue) successive fields according to
whether limited or full color isdesired, and either asingle
shutter (for R/G) or a stack of two shutters (for R/G/B) is
placedinfront of thedisplay and switched so asto transmit
only the required color during each field. Colored polar-
izersare used in place of the normal neutral density type.
The field rate must be sufficiently rapid for persistence of
vision to integrate the fields so that information written,
for example, with equal intensity in both red and green
fields, is seen as flicker-free yellow. In the third applica-
tion, each frame on display is divided into successive | eft-
eyeand right-eye fields that are selected either by asingle
polarization-switching shutter covering the display screen
with the viewer wearing passive polarizing eyeglasses or
by the viewer wearing active eyeglassesin which the | eft-
and right-eye shutters switch 180° out of phase in syn-
chronization with the fields. Again, persistence of vision
is employed to integrate left- and right-eye fields to give
aflicker-free stereoscopic display.

Table 1l summarizes the available shutter technolo-
gies. Thechol esteric phase-change effect hasalready been
mentioned briefly in Sections 111.C and IV.C. A facet of
its behavior not mentioned there was that if the voltage
applied to obtain the clear, field-induced nematic is then
dropped abruptly to zero thedeviceswitchesrapidly (more
rapidly with shorter pitch) to a scattering texture (differ-
ent to the focal conic). The dua-frequency nematic is a
derivative of the basic TN device (Section I1.A), in which
the liquid crystal used has positive dielectric anisotropy
for low-drive frequencies (10° Hz) and negative dielec-
tric anisotropy for higher ones (10* Hz). Thus, its turnoff,
instead of being reliant on viscoelastic forces alone, can
be sped up by application of a high-frequency pulse. The
pi-cell is a homogeneoudy aligned nematic cell with the
pretilts arranged so that the zero field director configura-
tionissplayed (H in Fig. 14). Itisswitched by application
of afield into a metastable state (V in Fig. 14) inwhich a
modest and rapid changeindirector configuration (toV’) is
sufficient to produce achange of 180° intherelative phase
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FIGURE 14 Director configurations occurring during operation of
a pi-cell. The fully relaxed splayed configuration H is switched into
a fully ON state V, which can then be switched rapidly to V' and
back. On removal of the switching waveform, the cell relaxes first
to form a 180° twisted structure T and eventually back to H.

retardation of the extraordinary ray. Thus, oriented at 45°
to the polarization of plane-polarized incident light, it acts
as a polarization switch. By placing two or more pi-cells
in series with their alignment directions parallel, a more
than proportional decrease in switch-off time is obtained.
The ferroelectric device was described in Section 1V.B.
The electroclinic effect can occur in the smectic A phase
of amaterial showing a smectic to smectic C* transition
with decreasing temperature. In this pretransitional effect,
tilt isinduced in the smectic A phase by application of a
unipolar voltage, thedirection of tilt depending onthe sign
of the voltage. Although both dual-frequency and pi-cell
shutters have achieved limited commercial use, the rapid
development of ferroelectric devices indicates that they
arelikely to dominate shutter applications in theimmedi-
ate future.

D. Spatial Light Modulators

Rather confusingly, the term spatial light modulator
(SLM) is used for two entirely different types of de-
vices, electrically addressed SLMs and opticaly ad-
dressed SLMs. The inference to be drawn from the use

TABLE Il Liquid Crystal Fast Shutter Technologies

Typical switch-off time

Technology Status at room temperature Remarks

Cholesteric phase change  Production 3 msec Leaky; suitable for stereoviewer
spectacles only

Dual-frequency nematic ~ Production 2 msec Have been used in commerical products
Pi-cell Production 2 msec Have been used in commerical products
Multiple pi-cell Development 300 psec Superseded by ferroelectric LCD
Ferroelectric Production 100 psec 7(ON) ~ 7 (OFF)
Electroclinic Research 10 psec Limited temperature range
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of the term SLM is that the device is intended for use
in applications such as optical processing and digital
optics.

An éelectrically addressed SLM is essentially a dot-
meatrix display device made to optical standards. The
salient points are that the cell must be optically uniform
and that the pixels must be small in order to keep the aper-
ture down to a convenient size. Evidently, such a device
is equally valuable as the display element in a projection
display. The only SLM requirement not essential in the
display application is the requirement for uniform opti-
cal thickness of the cell walls, although the optical qual-
ity of materials used in dot-matrix display construction
isin practice high. All of the dot-matrix technologies are
in principle candidates for application as electrically ad-
dressed SLMs; most attention has focused on the active
matrix and ferroel ectric technologies (Sections (IV.A and
IV.B). Note that in this application the active matrix tech-
nology isnot effectively restricted to glass substrates; both
quartz and single-crystal silicon are substrates on which
the active matrix can be fabricated and which may have
advantagesin the SLM application.

An optically addressed SLM is a shutter-type device
consisting essentially of thefollowinglayers: atransparent
electrode, a photoconductor, a dielectric mirror, a liquid
crystal, and atransparent electrode, together with various
alignment and barrier layersthat are omitted from thislist
for simplicity. The voltage applied between the transpar-
ent electrodes is insufficient to switch the liquid crystal
layer when the voltage dropped across the dark-state pho-
toconductor is taken into account. However, in regions
where the photoconductor isilluminated by awrite beam,
the fraction of the applied voltage that appears across the
liquid crystal layer is increased, causing the liquid crys-
tal to switch in those regions. Thus, information written
on the device is impressed on a read beam reflected off
theliquid crystal layer. The function of the dielectric mir-
ror isto prevent this read beam from interacting with the
photoconductor.

Both CdS and a-Si have been successfully used as the
photocondoctor; 45°-twisted nematic layersand, on an ex-
perimental basis, ferroelectric layers have been used for
theliquid crystal. CCD structures and silicon vidicon mi-
crodiode arrays have been used in place of the photocon-
ductive layer. The device is useful both when the write
beam is coherent (for example, ascanned laser) and when
it is incoherent (for example, a CRT). In the latter case,
the SLM can be used as an incoherent-to-coherent con-
verter. The CRT-written device has also found application
asaprojection display. There exists avery large potential
market for optically addressed SLMs in a variety of op-
tical processing applications and for projection displays.
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At the moment, the growth of thismarket islimited by the
high cost of these devices.

E. Optical Control Devices

All liquid crystal devices, excepting possibly the fluores-
cent LCDsdescribed in Section I11.D, could be called op-
tical control devices. The purpose of this sectionisto em-
phasizethat theliquid crystal devicesdescribed previously
can be used in applicationswhoserange and variety islim-
ited only by human ingenuity. To do this, we cite briefly
a few selected applications in addition to those already
discussed, classifying the applications according to the
liquid crystal optical effect used: scattering, absorption,
polarization guiding, variable birefringence, or variable
refractive index.

Electrically controllable scattering can be obtained with
cholesteric and smectic A devices (Section 1V.C), with
polymer dispersed nematic films (Section V.B), or by use
of the dynamic scattering electrohydrodynamic instabil-
ity induced by current flow in nematics. It has applica-
tion, for example, in antidazzle rearview mirrors for au-
tomobiles and an ingenious device for training student
pilots to fly in fog. Absorption via the guest—host effect
(Section 111) can be applied to give electronically con-
trollable filters and attenuators; both neutral density and
colored types are possible. The birefringence of a lig-
uid crystal is exploited via polarization guiding in the
twisted nematic (Section 11.A). This device makes an ex-
cellent electro-optic shutter, provided its relatively slow
switching timeisacceptable. Fast twisted nematic shutters
(Section V.C) have been used for automatic welding gog-
gles, inwhich detection of thewelding arc by aphotodiode
initiates dimming of the goggle lenses. The birefringence
can aso be employed directly by using an untwisted de-
vice as an electrically controllable birefringent plate. A
stack of such plates can be used as a state of polarization
(SOP) converter, which will change any elliptica SOP
into any other chosen SOP. Such converters are needed in
coherent optical communications systems. The possibility
of variable optical phase retardation offered by LCDs has
also been exploited in severa proposas for electrically
controllable lenses and prisms. Switching the external re-
fractiveindex seen at aglass-L Cinterface by a(polarized)
ray intheglasscan beused to switch between total internal
reflection of the ray and its passage across the interface.
In thisway, optical switches needed to reconfigure optical
fiber networks have been demonstrated.

F. Liquid Crystal Polymers

Molecular fragments that confer liquid crystalline prop-
erties can beincorporated into polymer chainsin avariety
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of ways. The two basic strategies are to incorporate such
fragments into the backbone of the polymer or to hang
them, usually by use of akyl chains, as side chains off
the backbone. Backbone liquid crystal polymers (LCPs)
have found success as structural materials since the
greater ordering can confer greater strength (for example,
Kevlar). Side-chain LCPs are of greater interest here
since the rationale of incorporating the side-chain moiety
is to transfer some desired property (absorption, fluores-
cence, optical nonlinearity, ferroelectricity, etc.) into the
polymeric medium. The perceived advantages relative
to the corresponding monomeric systems are (1) that the
polymeric nature alows new device embodiments, for
example, plastic sheet or film, not possiblewith afiuid that
must be contained in acell; (2) that an imposed alignment
of the molecular fragments can be preserved even against
mechanical disturbance by storing it isthe highly viscous
polymer smectic or glass phases; and (3) that greater con-
centrations of an active guest molecule might be attainable
than would be possible with a solution of monomeric
components.

Promising nonlinear optical effects can be obtained by
poling thin films of such materials with electric fields.
Another promising application is to employ the physics
described for the laser-written projection display in
Section IV.C to write, erase, or update information on a
smectic LCP film. The great advantage of an LCPrelative
toamonomer isthat theinformationis permanently stored
unless deliberately erased. Since these media are autode-
veloping (that is, no postwriting processing is needed),
they are competitive with conventional micrographic me-
dia (microfiche, microfilm) because they offer a shorter
total cycle time, freedom from chemical processing, up-
datability, and erasability. Like microfiche, they storein-
formation in an instantly human-readable form that can
be turned into paper copy by a conventional microfiche
reader/printer. Figure 15 shows an image written in mi-
crofiche format and resolution onto an LCP film using a
|low-power laser.

715

FIGURE 15 Image written in microfiche format and resolution
on a liquid crystal polymer film using a low-power HeNe laser.
[Courtesy of GEC Hirt Research Centre.]

SEE ALSO THE FOLLOWING ARTICLES

IMAGE PROCESSING e LIQUID CRYSTALS (PHYSICS) e
THIN-FILM TRANSISTORS

BIBLIOGRAPHY

Chigrinov, V. G. (1999). “Liquid Crystal Devices: Physicsand Applica-
tions,” Artech House, Norwood, MA.

lvashchenko, A. V. (1995). “Dichroic Dyesfor Liquid Crystal Displays,”
CRC Press, Boca Raton, FL.

Kramer, L., and Buka, A. (1996). “Pattern Formationin Liquid Crystals,”
Berlin, Springer-Verlag.

Lueder, E. (2001). “Liquid Crystal Displays: Active and Passive Matrix
Addressing Techniques,” Wiley, New York.

Sonin, A. A. (1998). “Freely Suspended Liquid Crystaline Films,”
Wiley, New York.

Yeh, P. (1999). “Optics of Liquid Crystal Displays,” Wiley, New York.



Kenichi Iga

Tokyo Institute of Technology

I. Microoptics: Its Roles in Optoelectronics
II. Basic Theory For Microoptics
Ill. Fundamental Microoptic Elements
IV. Microoptic Components
V. Microoptic Systems

VI. Characterization of Microoptic Components
and Systems

VIl. Stacked Planar Optics

GLOSSARY

Distributed-index microlens Microlenses that utilize
the lens effect due to refractive index distribution and
this provides a flat surface.

Microlens Lens for microoptic components with dimen-
sions small compared to classical optics; large numer-
ical aperture (NA) and small aberration are required.

Microoptic components Optical components used in mi-
crooptics such as microlenses, prisms, filters, and grat-
ings, for use in constructing microoptic systems.

Microoptic systems Optical systems for lightwave com-
munications, laser disks, copy machines, lightwave
sensors, etc., that utilize a concept of microoptics.

Planar microlens Distributed-index microlens with a
three-dimensional index profile inside the planar sub-
strate; planar technology is applied to its construction
and two-dimensional arrays can be formed by the pho-
tolithographic process.

Stacked planar optics Microoptic configuration com-
posed of two-dimensional optical devices such as

Microoptics

planar microlenses and other passive as well as active
devices.

MICROOPTICS utilizes a number of tiny optical com-
ponents for use with electrooptics such as lightwave com-
munications, laser disks, and copying machines.

Since optical fiber communication began to be consid-
ered as a real communication system that provides many
possibilities, a new class of optical components has be-
come necessary. It must be compact and lightweight, have
high performance, and contain various functions that are
different from classical optics. Integrated optics, which
utilizes a concept of a planar dielectric waveguide, is
thought to be the optics of the future, but presently it is
difficult to find systems in use that consist of components
with the guided-wave configuration. On the other hand,
microoptic components made of microlenses and other
tiny optical elements are pragmatically used in real opti-
cal systems such as lightwave communications and laser
disk systems. They make use of all concepts of classical
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opticsaswell as of beam opticsand partly even of guided-
wave optics. One of the new important devicesintroduced
inthe course of research isadistributed index (DI) or gra-
dient index (Gl) lens. It uses the refraction of light rays
by the index gradient coming from the nonuniform index
existing inside the medium. The point isthat we can make
alenswith flat surfaces, which isessential for optical fiber
applicationssincewe can put fibersdirectly in contact with
thelens, whiletheclassical lensimmediately losesitslens
action when some other materials touch its surface.

Therefore, the distributed index lens plays an important
role in microoptics. We can thus define microoptics as an
optics that utilizes microlenses and other tiny optical ele-
ments, with the high performance and reliability required
in heavy-duty electrooptic systems.

I. MICROOPTICS: ITS ROLES
IN OPTOELECTRONICS

A. Comparison of Optical Components

Great progress in optical fiber communication has been
made and many working systems have been installed.
Three types of optical components used in optical fiber
communication systems have been considered:

1. Microoptics, which consists of microlenses such as
gradient-index lenses or tiny spherical lenses

2. Opticad fiber circuits made from manufactured fibers

3. Integrated optics

There have been many problemsin the first two schemes,
such as optical alignment and manufacturing process, and
integrated opticsdevicesarestill far fromthe usablelevel,
asshownin Tablel.

TABLE | Advantages of Stacked Planar Optics?

Optical system
Classification of

encountered problem Discrete Waveguide Stacked
Fabrication process Yes No No
Surface preparation Yes Yes No
Optical alignment Yes Yes No
Coupling No Yes No
Integration of different No Yes No

materias
Single-multicompatibility No Yes No
Polarization preference No Yes No
Mass-production Yes No No
2D array Yes Yes No

Large-scale optics D

@ From Iga, K., Kokubun, Y., and Oikawa, M. (1984). “Fundamentals
of Microoptics,” Academic Press, Orlando, FL.
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B. Roles of Microoptics

The role of microoptics is then believed to be not as a
substitute for other components such as guided-wave op-
tic components or fiber optic circuits, but for the purpose
of fully utilizing these optical systemsmore effectively by
cooperating withthem. It ishoped that some more modern
conceptswill evolveto integrate microoptic deviceswith-
out leaving them as old discrete optics. One of the ideas
may be stacked planar optics, which will be discussed in
detail in Section VII.

Il. BASIC THEORY FOR MICROOPTICS

Light propagation is described simply by aray that indi-
cates a path of light energy. Actually, sometimes a very
thin beam from a laser or collimated light through a pin-
hole appears as a “ray” that certainly indicates the path
of light energy. In a conventional optical system, which
is constructed with lenses, mirrors, prisms, and so on, a
ray is represented by a straight line that is refracted or
reflected at a surface where the refractive index changes.
On the other hand, in a distributed index medium, a ray
does not follow a straight line; rather, it takes a curved
tragjectory as if it were affected by a force toward the
higher refractive index, as shown in Fig. 1. The ray tra-
jectory in a distributed index medium is calculated from
ray equations that are second-order partial differential in
nature.

If we give certain meaning to the parameter dr = ds/n,
we obtain differential ray eguations in Cartesian
coordinates:

d?x/dz? = 3(3n?) /ax, (1a)
d?y/dz? = 3(3n?%) /dy, (1b)
d?z/d7* = 3(3n%) / 0z, (1c)

Y

FIGURE 1 Ray propagation in a distributed-index medium. [From
lga, K., Kokubun, Y., and Oikawa, M. (1984). “Fundamentals of
Microoptics,” Academic Press, Orlando, FL.]
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where s isthe optical path length. When wetreat a Gl rod
lens, the partial derivative of n? with respect to z is zero

whenwechoosethe zaxisastheoptical axis. Equation (1¢)
isintegrated and we have

dz/dr = C;. (2
For theray incident at x =X, y =y, and z, = 0, we have

Ci = n(x;, i, 0) cosy;. 3)
Sincedt =ds/n, here cos y; isadirectional cosine of the

ray at z=0 with respect to the z axis.
Eqg. (1) using Egs. (2) and (3) gives

d?x 1 In?(x, y) @
dz2  2n2(r))coy; ax
d? 1 an3(x,

y ( y), ®)

dz2 ~ 2n%(r)cofy ay

where z denotes the axial distance, r; the incident ray po-
sition, and i the direction cosine of the incident ray.

As will be discussed later, optica components with a
distributed index may play an important role in the mi-
crooptics area. There have been various ways of express-
ing the index distribution of such devices. One method
is a power series expansion of the refractive index with
respect to coordinates. The expression of the refractive
index medium that we present is of the form

n?(r) =n*(O)[1— (gr)*+ha(gr)* +he(gr)®+---]  (6)

for acircularly symmetric fiber or rod, where g isafocus-
ing constant expressing the gradient index, and h, and hg
represent higher-order terms of the index distribution and
are closely related to aberration. In Eq. (6) n(0) expresses
theindex at the center axiswhenr =0.

When we attempt to solve a diffraction problem, how-
ever, we should treat the light asawave. By using awave-
front having a certain relation to the light ray, we can
accomplish this.

The wavefront is defined as a surface constructed with
aset of equioptical path-length pointsfrom alight source.
On awavefront the light phase is constant.

If the wavefront is nonspherical and the displacement
of the actual wavefront from a spherical one is, we call
it awave aberration. Ray aberration is also reduced from
wave aberration.

Spatia information, which is described by an electric
field f(x, y, 0) at z=0in Cartesian coordinates, is trans-
formed while propagating in free space by arelation obey-
ing the well-known Fresnel-Kirchhoff integral,
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(y.2) = = ew(-ik) / / F(X.y.0)
Jk N2
< exp[—z«x—x)

Ty y’)z)} dx dy. @

where z is the propagation distance and k the propaga
tion constant defined by 27 /4. In polar coordinates, the
expression is given in the same way as

F(r,0,2) = éexp(—jkz)// f(r.0',0)
X exp —E(rZ—er’cos(G—e’)
2z

+r’2)}r’dr’d9’. (8)

A simple example is diffraction from a circular aperture,
where f(r, 6, 0) is given by a constant within the region
r < Awith Atheradiusof the aperture. Theresultisgiven
by

11(r 6.2)/1(0,0,2)* = [20(p)/p)%,  (9)

where Ji(p) is the first-order Bessel function and
p=ka(r/z). The profile is known as an Airy pattern as
shownin Fig. 2.

The Fresnel—Kirchhoff (FK) integral for transformation
of alight beam through free space and a GI medium is
discussed. Here we shall describe how a Gaussian beam
changes when propagating in free space and in a Gl
medium.

We shall assume a Gaussian beam at z = 0 given by

f(x,y,0) = Eoexp[—3((x* +y?)/s)].  (10)

1.0

0.5 \

[2J,(u)/u]?

FIGURE 2 Airy function. [From Iga, K., Kokubun, Y., and
Oikawa, M. (1984). “Fundamentals of Microoptics,” Academic
Press, Orlando, FL.]
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Positional change of the beam can be calculated by Eq. (7)
and is expressed as
f(x.y,2) = Eoexp(—jkz)(s/w)
x exp[—3P(x* + y?) + j¢]. (11)

Here the spot size w and radius R of the phase front are
given by

w = sy/1+ (z/ks?)?,

(12
R = Z[1+ (ks?/2)3.
Parameters P and ¢ are defined by
P=1/w?+ j(k/R),
(13)

¢ = tan~1(z/ks?).

From Eq. (11) it can be seen that the transformed beam
is still Gaussian, athough there are spot-size and phase-
front changes. It is clear that R expresses the phase front
if we take into consideration the phase condition:

kz + (k/2R)r? = const. (14)

With thisequation, thefunctional dependence of the phase
front z= —(1/2R)r? can be reduced. When R is positive,
the phase front is convex, as seen from z= +oo0.

Let us next examine the parameter z/ks? that appears
in Egs. (12) and (13). When this parameter is rewritten as

z/ks? = (1/27)(s?/r2) L (15)
and the Fresnel number N is defined as
N = s?/Az, (16)

the Fresnel number is afunction of wavelength, distance,
and spot size, and expresses normalized distance. Regions
can be characterized according to N such that

N « 1 (Fraunhofer region),
N > 1 (Fresnel region).

When the point of observationislocated at apoint some
distance from the origin (N « 1), the spot size w can be
approximated from Eq. (13) as

w = z/ks. a7)
The spreading angle of the beam is, therefore,
2 A0 = 2w/z = 0.64(1/2s). (18)

Thisisanal ogous to the spreading angle of amain |obe of
adiffracted plane wave from acircular aperture, given by

2 A0 = 1.22(A/D). (19)

Figure 3 presents the waveform coefficients Py, Py, and
P, a z=0, z;, and z,, respectively. If the spot sizes
and curvature radii of the wavefront are given by s, wy,

Microoptics

FIGURE 3 Transformation of waveform coefficients. [From
lga, K., Kokubun, Y., and Oikawa, M. (1984). “Fundamentals of
Microoptics,” Academic Press, Orlando, FL.]

and w; and oo, Ry, and Ry, respectively, the coefficients
can be expressed as

Po =1/,
PL=1/wf + jk/Ry, (20)
P, = 1/w3 + jK/Ro.
From Egs. (10)-(12),
1/Py=1/Pi+ jz1/k,
1/Po=1/P, + jzp/k.

When P is eliminated, the relationship between P; and
P, isreduced to

(21)

Pr= Po/[1+ (j/K)(z2 — z1) P,]. (22)
Thisisaspecia case of the linear transform:
P1 = (AP, + B)/(CP, + D) (23)

It isvery convenient to use the matrix form

N (24)

~LC D
to calculate the transform for a system composed of many
tandem components. It isthen possible to obtain atotal F

matrix with the product of the matrices expressed as
F=Fy xFyxFax--. (25)

Table Il presents atabulation of the waveform matrices
associ ated with some optical components. Itisnot difficult
to obtain these matrix forms by calculating the change
of a Gaussian beam when it passes through these optical
components. Kogelnik also proposed a matrix form for
the same purpose, but it is somewhat different from the
definition introduced here.

Figure 4 shows that ray position x; and ray slope x; at
the incident position are related to X, and x, by the same
matrix representation; that is,

e [
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TABLE Il Waveform Matrices for Various Optical Systems?

Optical system Waveform matrix, F
%) it s 44— 1 O Kk —
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;TV

1o Y]
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[ coshgz

~jkgsinhgz

jk—lgsinhgz coshgz ] k = kon(0)
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|
P
| I
x~
I
x~
o
>

@ From Iga, K., Kokubun, Y., and Oikawa, M. (1984). “Fundamentals of Microoptics,”

Academic Press, Orlando, FL.

The propagation constant k isincluded in Eq. (26) to make
it possibleto treat atandem connection of optical compo-
nents having different refractive indices.

A. Guided-Wave Theory

In order to obtain abasic concept of guided-wave compo-
nents including optical fibers and planar dielectric wave-
guides, we summarize the treatment of a simple planar
waveguide consisting of three layers, as shown in Fig. 5.
The tangential field components of TE modes are E, and
H;. Since these two components are directly related to the
boundary condition, it is convenient to deal with the Ey
component instead of the H, component. From Maxwell’s
eguation, Ey must satisfy

d?Ey /dx® + (kn® — B%)Ey = 0. 27)

Special solutions of Eq. (27) in the core are cosine and
sine functions. In the cladding, the solutions are classi-
fied into two types—namely, the evanescent (exponen-
tially decaying) solution for n,k < 8 <nj;k and the si-
nusoidal oscillating solution for 8 < nyk. The former is
called the guided mode. Some amount of optical power
of a guided mode is confined in the core, and the re-
mainder permeates from the cladding. The latter is called
a set of radiation modes and the power is not con-
fined in the core. The group of al guided and radiation
modes constitutes a complete orthogonal set and any field
can be expanded in terms of these guided and radiation
modes.
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FIGURE 4 Relationship of ray positions and ray slopes. [From Iga, K., Kokubun, Y., and Oikawa, M. (1984). “Funda-

mentals of Microoptics,” Academic Press, Orlando, FL.]

The solutions of eigenvalue equations can be normal-
ized by introducing new parameters b and V defined by

b= (8/ko—n2)/(n1 — ny) (28)
where
V = koaniv/2 A (29)

and giving asimple closed form,

V = (7/2)/y/(1 - b)[(2/n)tan"t (/b/(1 — b) + N].

(30)

From this expression we obtain a dispersion curve that
relates VV and b, as shown in Fig. 6. When the waveguide
parameters ny, Ny, and a and wavelength A are given, the
propagation constant By of any mode can be obtained
from (Eqg. 30). The mode number is labeled in the order
of increasing N, and TE; is the fundamental mode. This
mode number N corresponds to the number of nodes in
the field distribution.

When the propagation constant of one guided mode
reaches nok(b — 0), the modeis cut off, and the V value
is then called the cutoff V value. By putting y = 0 and
ka = V,thecutoff V valueof TE modesiseasily obtained
from Egs. (28-30) as

——— E: Electric field
—————— H: Magnetic field

FIGURE 5 Planar waveguide. [From Iga, K., and Kokubun, Y.
(1986). “Optical Fibers,” Ohm, Tokyo.]

V=(@/2N (N=0,1,2 ... (31)

The cutoff V value of TE; gives a single mode condition,
because, when V is smaller than r/2, only the TE mode
can propagate. The single mode condition is important
for designing single mode waveguides and single mode
optical fiberswith an arbitrary refractive index profile.

From Eq. (30) we can obtain the group velocity
vg, Which is the velocity of a light pulse through the
waveguide.

lll. FUNDAMENTAL MICROOPTIC
ELEMENTS

A. Microlens

In microoptics, several types of microlenses have been de-
veloped. A spherical microlens is used mostly to gather
light from a laser diode by taking advantage of the high
numerical apertureand thesmall Fresnel reflection of light
fromitsspherical surface. Moreover, the precise construc-
tion of the sphere is very easy but its mount to a definite
position must be considered specially. Spherical aberra-
tionisof courselarge.

A distributed-index Gl rod lens with anearly parabolic
radial index gradient related to light focusing fiber was

2 T T T T
c L
B ]
2 L N=0 ]
8
S [ 1 ) p
g osf [T
5 | -]
Q
= L o
£ - R
20 L 1 L L L

0 n/2 4 3n/2 2n 5m/2

Normalized frequency V

FIGURE 6 Dispersion curve for a TE mode of a planar
waveguide.
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FIGURE 7 Sinusoidal light ray trajectory ina Gl rod. [From Iga, K.,
Kokubun, Y., and Oikawa, M. (1984). “Fundamentals of Microop-
tics,” Academic Press, Orlando, FL.]

developed in 1968. The ray trace in the Gl rod lens is
expressed by

X = X c0os(g2) + (%i/g) sin(92), (32

where x; and X; are the incident ray position and slope.

It is readily known that the ray is transmitted with a
sinusoidal trace, as shown in Fig. 7, and the periodicity
pitch of thetraceis

Lp=2n/g. 33

If we cut the rod into lengths L,/4, the lens acts as a
single piece of positive (focusing) lens. On the other hand,
if the rod length is 3L, an elect image can be formed
by a single piece of lens. In addition, it has the merit of
having a flat surface, and other optical elements, such as
dielectric multilayer mirrors, gratings, and optical fibers,
can be cemented directly without any space between them.
Another feature is its ability to constitute the conjugate
image device (i.e., real images with unity magnification
can be formed by asingle piece of rod microlens). Thisis
illustrated in Fig. 8.

A planar microlens was invented for the purpose of
constructing two-dimensional lightwave components. A
huge number of microlenses of 0.1-2 mm in diameter
can be arranged two-dimensionally in one substrate, and
their position is determined by the precision of the pho-
tomasks. The applications to lightwave components and
multi-image forming devices are considered.

The importance of a microlens for focusing the light
from adiode laser onto alaser disk isincreasing in poten-
tial. Some new types of microlenses are being devel oped.
One of themisamold lens with aspheric surfacesthat can
be permitted for diffraction-limited focusing.
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FIGURE 8 Imaging configurations with various length Gl rods.
[FromIga, K., Kokubun, Y., and Oikawa, M. (1984). “Fundamentals
of Microoptics,” Academic Press, Orlando, FL.]

B. Grating

A grating normally used in monochromators is used
for multiplexing or demultiplexing different wavelengths.
The grating fundamental s are described in standard optics
textbooks. The band elimination property is sharp, and
reliable components can be constructed. One slight prob-
lemisthat the angle of the exit ray is changed if the wave-
length varies. Thisisseriousinwavelength demultiplexers
because the wavelength of currently used semiconductor
|asers varies considerably with temperature.

C. Multilayer Mirror and Filter

The dielectric-coated multilayer mirror or filter does not
havetheproblem that grating filtershave. The basic theory



742

of multilayer mirrors and filters can be found in classical
optics references. The reflectivity and transmittance can
be designed. The change in optical properties with age
must be especially examined in conventional applications
(e.g., resistivity versus moisture and temperature change).

D. Aperture Stop and Spatial Frequency Filter

An aperture stop is used to eliminate light from an un-
wanted direction. In specia cases various types of spatial
filters are inserted in order to cut out unwanted modes.

E. Optical Fiber

A fiber component consistsof manufactured optical fibers.
A branch is obtained by polishing fibers to bare the
core region for coupling. A directional coupler, polarizer,
Faraday rotator, and so on can be constituted only of op-
tical fibers. The merit of the fiber component is that the
mode of the component is identical to that of the fibers
used.

IV. MICROOPTIC COMPONENTS

A. Focuser

A light-focusing component (focuser) isthe simplest and
still-important component. We first discuss a ssimple fo-
cuser composed of a single lens. The diffraction limit of
the focused spot Dg is given by

Ds = 1.221/NA = 1.22 4 /a, (34)

where A isthe wavelength, 2a the aperture stop diameter,

f the focal length of the employed lens, and NA the nu-
merical aperture of the lens. This formula can be applied
toaGl lens.

The focuser for the laser disk system must have the
smallest aberration since thelensisused in the diffraction
limit. Another important point is the working distance of
the lens. In the laser disk application some space must
be considered between the objective lens and the focal
point because we have to have a clearance of about 2 mm
and must also consider the disk thickness. Therefore, we
need a lens with a large diameter (~5 mm) as well as
a large NA (~0.5). First, the microscope objective was
considered and severa types of microlenses have been
developed, such as the mold plastic aspheric lens and the
Gl lenswith a spherical surface.

A microlens is employed for the purpose of focusing
light from alaser into an optical fiber. A spherical lensisa
simple onewith an NA large enough to gather light froma
semiconductor laser emitting light with 0.5-0.6 NA. Inthe
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FIGURE 9 Optical branch made of GI rod lenses. [From
Kobayashi, K., Ishikawa, R., Minemura, K., and Sugimoto, S.
(1979). Fibers Integr. Opt. 2, 1.]

singlemode fiber application the combination of spherical
and Gl lensesis considered.

B. Branch

High-grade optical communication systems and elec-
trooptic systems need a component that serves to divide
light from one port to two or more ports. Thisisabranch-
ing component not necessarily used for separating power
equally into two branches. A simple branch consists of a
lensand prisms. In Fig. 9 we show abranch made of aman-
ufactured distribution index lens. A microoptic branch is
used inherently both for single mode and multimode fibers
and no polarization preference exists. Another possibility
isto utilize a planar waveguide as shown in Fig. 10. We
have to design separately for single or multimodel fibers.

C. Coupler

A power combiner, or smply acoupler, isacomponent for
combining light from many portsinto one port. In general,
we can use abranch asacombiner if it isilluminated from
therear. A directional coupler isacomponent consisting of
abranch and coupler, as shown in Fig. 11. Thelight from
port Lisdivided into ports 2 and 3, and the light from port
3 exits from ports 1 and 4. A component consisting of a

Yol
=
__LO

= =u

[Te]
TS |

32 mm

FIGURE 10 Waveguide branch. [From Okuda, E. Tanaka, I., and
Yamasaki, T. (1984). Appl. Opt. 23, 1745.]
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FIGURE 11 Directional coupler. [From Uchida, T., and
Kobayashi, K. (1982). Jpn. Annu. Rev. Electron. Comput.
Telecommun. Opt. Devices Fibers 4, 179.]

Gl lensand ahaf-mirror isshownin Fig. 11. Thereisone
component made of coupled fibersinwhich two fibersare
placed so that the light in the two fibers can be coupled
with each other (i.e., light propagating in one waveguide
couplesinto the other while propagating along the guide).

A star coupler or optical mixer branches m ports into
n ports, which serves to send light to many customers as
in data highway or local area networks (LAN). Figure 12
shows a mixer made of manufactured fibers and Fig. 13
utilizes a planar waveguide configuration.

D. Wavelength Multiplexer/Demultiplexer

A wavelength multiplexer (MX)/demultiplexer (DMX) is
a device that combines/separates light of different wave-
lengths at the transmitter receiver, which is needed in-
evitably for a communication system using many wave-
lengths at the same time. There exists a device consisting
of amultilayer filter and Gl lenses, as shown in Fig. 14,
whichisgood for several wavelengthsand onewith agrat-
ing and lensesasin Fig. 15. Thegrating DM X isavailable
for many wavelengths but the remaining problem is that
the beam direction changes when the wavelength varies
(e.g., as aresult of the change in source temperature).
Thereforein this case the wavelength of the utilized light
must be stabilized.

E. Optical Isolator

An optical isolator is used in sophisticated lightwave sys-
tems where one cannot allow light reflection that might
perturb the laser oscillator. Of course, to maintain system
performance one wishes to introduce an optical isolator,
but the cost sometimes prevents this. The principle of the
isolator isillustrated in Fig. 16. The Faraday rotator ro-
tates the polarization of incident light by 45°. Then the

Input  Contracting Mixer Expanding  Output
rport ) taper | rod \ taper Iport |
r T T T I

FIGURE 12 Optical mixer made of fabricated fibers. [From

Ohshima, S., Ito, T., Donuma, K., and Fujii, Y. (1984). Electron.
Lett. 20, 976.]
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Mixing waveguide

T

Fibers Fibers

FIGURE 13 Waveguide star coupler. [From Minowa, J.,
Tokura, N., and Nosu, K. (1985). IEEE J. Lightwave Technology
LT-3, 3, 438.]

reflected light can be cut off by the polarizer at the input
endwhilethetransmitted light passesthrough theanalyzer
at theexit end. Lead glassisused for the short-wavel ength
region and YIG (Y,Fes04,) for the long-wavelength re-
gion. A device with 1 dB of insertion loss and 30 dB
of isolation is developed for wavelength multiplexing
communications.

F. Functional Components

Functional components such asaswitch and alight modu-
|ator are important for el ectrooptic systems. Several types
of optical switches have been considered:

1. Mechanical switch
2. Electrooptic switch
3. Magnetooptic switch

A switch as shown in Fig. 17, using the same idea as that
of theisolator, will beintroduced to switch laser sourcesin
undersea communications for the purpose of maintaining
the system when one of the laser devicesfails.

A beam deflector isimportant in the field of laser print-
ers. A rotating mirror is used now, but some kind of
electro-optically controlled device is required to simplify
the system.

SML Filter SML

e
A+ A, =
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Qi
R

f

A+A,+ A+ + A,
FIGURE 14 DMX using multilayer filter.
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FIGURE 15 DMX using a grating. [From Tomlinson, W. J. (1980).
Appl. Opt. 19, 1117.]

G. Imager

In this section we deal with some imaging components
(imagers), especially those consisting of distribution-
index (Gl) lenses, including a simple imager, conjugate
imager, and multiple imager. In the early history of light-
wavetransmission, aGl mediumwasconsidered apromis-
ing device among continuously focusing light guides hav-
ing geometries of fibers (e.g., by Kapany) or slabs (e.g.,
by Suematsu).

Sometypes of lenslike and square-law mediahave been
proposed and studied for light beam waveguides for laser
communication systems. Various types of gas lenses and
focusing glass fibers provide examples of such media,
whose dielectric constants are gradually graded according
to asquare law with regard to the distance from the center
axis. As for the optical characteristics of such media, it
is known that a Hermite-Gaussian light beam is guided
along the axis of the lendlike medium and, moreover, im-
agesaretransformed according to adefinite transform law
that not only maintains the information concerning their
intensity distribution but also that concerning their phase
relation. Thisis thought to be one of the significant char-
acteristics of gas lenses and focusing glass fibers, a char-
acterigtic different from that of a step-index glass fiber.

Various authors have reported on imaging properties of
Gl media. Theimaging property of agaslenswasinvesti-

Rod lens

Polarizer

Faraday rotator Analyzer

FIGURE 16 Optical isolator. [From Suematsu, Y., and Iga, K.
(1976). “Introduction to Optical Fiber Communications,” Ohm,
Tokyo (Wiley, New York, 1980).]
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Lens Polarization
Separator

Polarizer Lens

FIGURE 17 Optical switch. Arrow indicates a vector quantity.
[From Shirasaki, M. (1984). Jpn. Annu. Rev. Electron. Comput.
Telecommun. Opt. Devices Fibers 11, 152.]

gated, in which thelensformulaand optical transfer func-
tion were obtained on the basis of geometrical optics, and
some imaging experiments were made using a flow-type
gaslens. Inapaper describing theoptical characteristicsof
alight-focusing fiber guide (SELFOC), Uchidaet al. men-
tioned the experimental imaging property and measured
the resolving power of the SELFOC lens. In each of these
papers, imaging properties of GI mediaareinterpreted in
terms of geometrical optics.

When a Gl medium is applied to coherent optics such
asininterferometry and holography, however, it isimpor-
tant that atwo-dimensional system theory based on wave
optics be introduced into the treatment of transforms by
an optical system with a GI medium. In this article we
introduce such a theory, which applies an integral trans-
form associated with a Gl medium into the system theory
of optics. This will enable us to learn not only about the
imaging condition but al so about some types of transform
representations.

We express the index profile of a GI medium by
Eg. (6). If we express the transverse field component by
exp(jwt — jB2), the function v for the index profile is
given approximately by the scalar wave equation,
1d/ dy\ d¥y ., )
r dr <r dr ) d92 +k0n (r)w _ﬁ l/fv (35)
where kg = 27 /.

The normal modes associated with a sguare-law
medium, using the first two terms of Eq. (35), are known
to be Hermite-Gaussian functions, as shown in Fig. 18.

The characteristic spot size wg of thefundamental mode
isgiven by

wo = a/VV, (36)
where the normalized frequency V iswritten as
V = kn(0)av2 A, (37

with A =[n(0) — n(a)]/n(0). Inthe usua DI lenses, V is
larger than 3000, since we have A =0.5 um, n(0) = 1.5,
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FIGURE 18 Hermite—Gaussian functions.

a=0.5mm, and A =5%. The characteristic spot size wg
is therefore smaller than the core radius a by a factor of
50-100. The ratio wo/a=+/V is a measure to indicate
whether we can use this gradient medium as an imaging
lens, because a sinusoidal ray traceis distorted if wo/a is
not small. The propagation constant associated with the
index profile given by Eq. (35), including higher-order
terms, is obtained by a perturbation method and is ex-
pressedintermsof aseriesexpansionin powersof g/ k(0),
where k(0) = kon(0), as

Bim/ko =1 — (2 +m+ 1)(g9/k(0))
+ {32 + m+1)?
+i1-m)] - @ +m+1)?}

x (9/k(0))? + O[(g/K(O)°] +---. (38)

We should notethat g/ k(0) isof the order of 10~%t0 10~3.
If m=0, Eq. (38) isassociated with theradially symmetric
mode that corresponds to meridional rays.

If we calculate the group velocity vy by differentiating
n(0) with respect to w, we seethat the minimum dispersion
condition is hy = % the same result obtained from the
WKB method.

V. MICROOPTIC SYSTEMS

A. Lightwave Communications

Thereisawide variety of microoptic componentsused in
lightwave communication systems. The simplest system
consists of a light source such as a laser diode, an opti-
cal fiber, and a detector at the receiving end, as shown in
Fig. 19. The component employed issaid to focusthelaser
light into the fiber. The wavelength multiplexing (WDM)
system needs a more sophisticated combination of de-
vices. At the output end, the M X combines multiplewave-
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FIGURE 19 Some lightwave communication systems. [From
Suematsu, Y. (1983). Proc. IEEE 71, 692—721.]

lengthsinto asingle piece of fiber, and on the contrary, the
DMX isutilized for the purpose of dividing different sig-
nals on different wavelengths. The overall bandwidth can
be 10 THz. Theimportant points have been introduced in
the previous section, and we have to pay attention to the
near-end reflection, which affects the perturbation of the
laser oscillator to obtain stable operation. Many long-haul
transmission systems have been installed in many coun-
tries. Transatlantic and transpacific underseas cables will
be in use for international communications having a very
wide bandwidth of about several thousand voice channels.
The LAN will be amost popular lightwave communica-
tion. A video transmission system isan attractive medium
for education and commercials. At the Tokyo Institute of
Technol ogy tel evision classroomswereintroduced to con-
nect two campuses separated by 27 km by eight-piece
single mode fibers. Every minute 400-Mbit/sec signals
are transmitted back and forth. The quantity of the mi-
crooptic components employed will increase more and
more as higher speeds and more complex designs are
considered.

B. Laser Disks

One of the most popular systemsis alaser disk for audio
known as acompact disk (CD), in which PCM signalsare
recorded on the rear side of a plastic transparent disk and
laser light reads them as shown in Fig. 20. A digital video
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FIGURE 20 Compact audio disk system. [From Musha, T., and
Morokuma, T. (1984). Jpn. Annu. Rev. Electron. Comput, Telecom-
mun. Opt. Devices Fibers 11, 108.]

disk and optical disk file for computer memory will be
the successor to the CD. The optics used there consist of
a combination of microoptic components. The light from
a semiconductor laser is collimated by a collimating lens
with large NA, passes through a beam splitter, and is fo-
cused ontherear surface of thedisk by afocusing objective
lens. The light reflected from the disk changes its radia-
tion pattern as a result of the depth of the pits recorded
on the disk, and the variation of light intensity is detected
by a matrix light detector. The most important element is
thefocusing lens, since it must be designed with adiffrac-
tion limit while remaining lightweight because motional
feedback is employed to compass the disk deformation.

C. Copiers

A lensarray consisting of distributed index lensesisintro-
duced in a desktop copying machine in which conjugate
images (erect images with unit magnification) of a docu-
ment can be transferred to the image plane as illustrated
inFig. 21. Thisconfiguration is effective for eliminating a

Conjugate image

214

FIGURE 21 Conjugate image made by DI lens array for a copy-
ing machine. [From Kitano, I. (1983). Jpn. Annu. Rev. Electron.
Comput. Telecommun. Opt. Devices Fibers 5, 151.]

Object

Microoptics

Point source Microlens Signal

FIGURE 22 Autofocus microoptic system. [From the Minolta cat-
alogue, Nagoya, Japan.]

long focal length lens and the total volume of the copying
machine can be drastically reduced. The number of lenses
produced is more than 10°.

D. Autofocusers

An autofocusing element to provide easy focusing for a
steel camerais now becoming popular. Multiple images
areformed by alens array, and a CCD detector generates
anerror-defocussignal until themain lensisautomatically
moved to the correct position, as in Fig. 22. Some types
of microlens arrays have now been developed. A planar
microlens array will be one of such arrays since it has
the merit of being easy to mask by a photolithographic
technique.

E. Fiber Sensors

A fiber gyro and other lightwave sensing systems are con-
sidered in various measurement demands. The microoptic
element employed is some type of interferometer consist-
ing of abeam splitter and half-mirrors, asshowninFig. 23.
Single mode components that match the mode of the sin-
glemode employed and pol arization-maintaining fiber are
necessary. An optical circuit made of manufactured fiber
is an interesting method.

N turns

Detector

FIGURE 23 Fiberoptic gyro. [From Ezekiel. S., and Arditty,
H. J. (1982). “Fiber-Optic Rotation Sensors,” Springer-Verlag,
Berlin and New York.]
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Sequence
controller

FIGURE 24 Idea of an optical computer. [From Seko, J. (1984). Oyo Butsuri 53, 409.]

F. Optical Computers

A future technique may be an optical parallel proces-
sor such as a TSE computer; this idea is illustrated in
Fig. 24. Some functional devices such as optica AND
and OR elements based on semiconductor materials must
be devel oped to obtain this sophisticated system. The two-
dimensional configuration made of planar microlensesand
a surface-emitting laser array will be very helpful.

VI. CHARACTERIZATION OF MICROOPTIC
COMPONENTS AND SYSTEMS

A. Measurement of Refractive
Index Distribution

1. Longitudinal Interference Method

The sample (fiber or preform rod sample) iscut into athin
round dlice and its surfaces are polished to be opticaly
flat. This thin sample is examined under an interference
microscope, as shown in Table I11. The refractive index
profile is calculated from the fringe shift. An automatic
measuring system has been developed by incorporating
an image processing apparatus, such as a vidicon cam-
era, and a computer. The spatia resolution limit is about
0.7 um. If thedliced sampleistoo thick, theincident ray is
refracted through the sample and causes an error. There-
fore, the sample must usually be polished to athickness of
less than 100 um. This takes much time, which prevents
this method from being introduced into the fiber manu-
facturing process as a testing system. Accuracy of index
islimited to about 0.0005 because of the roughness of the
polished surfaces.

2. Transverse Interference Method

The sample isimmersed in index-matching oil and is ob-
served in its transverse direction by using an interference
microscope (Table I11). The index profile is calculated
from the fringe shift. Before the author began this study,
analysis based on the straight-ray trgjectory had aways
been used to calculate the index profile. However, it is
now known that accuracy can be increased by using an
analysisthat includes ray refraction. There also exists an-
other method that usestheray refraction angleto calculate
the index profile, but the accuracy is not very good.

3. Transverse Differential Interference Method

The transverse differentidl method is an interference
method modified to apply to thick samples, such as fo-
cusing rod lenses and optical fiber preform rods. Instead
of atransverse interference pattern, a transverse differen-
tial interference pattern, differentiated with respect to the
transverse distance, is used to calculate the index profile.

4. Focusing Method

When an optical fiber with an axillary symmetric index
distribution isilluminated in itstransverse direction by an
incoherent light source, the fiber acts as alens so that the
incident light isfocused on aplane placed behind the fiber
as seen from Table 1. If the light intensity distribution
is uniform with respect to the incident plane, the index
profile can be calculated from the focused light intensity
distribution. This method can be applied to preform rods
aswell asto fibers, and is one of the promising methods,
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TABLE lll Various Measuring Methods of Index Profile?

Microoptics

M easur ement Correction of
time Accuracy Sample preparation eliptical deformation
Longitudinal Long Good Mirror polish Easy
interference
method
Near-field = Short Fairly good Cleave Possible
sl G (6
method
Reflection Medium Fairly good Cleave Possible
method
Scattering Short Fairly good Not necessary Difficult
pattern
method
Transverse Short Good Not necessary Possible
interference
method
Focusing N Short Good Not necessary Not practical
£ N
method e
S
Spatial Short Good Not necessary Possible
filtering
method

2 From Iga, K., Kokubun, Y., and Oikawa, M. (1984). “Fundamentals of Microoptics,” Academic Press, Orlando, FL.

along with the transverse and transverse differential inter-
ference methods. This method can be applied to axially
nonsymmetric preforms.

B. Measurement of Composition
1. X-Ray Microanalyzer (XMA) Method

TheXMA method measuresthe dopant concentration pro-
file, which is related to the index profile, by means of an
XMA (X-ray microanalyzer). The contribution of dopants
such as P,Os, GeO,, and B,Os to the refractive index can
be obtained separately, but accuracy is not good because
of the low signal-to-noise ratio.

2. Scanning Electron-Beam Microscope
(Etching) Method

When the end surface of a distributed index sample is
chemically etched, the etching speed depends on the
dopant concentration. Therefore, the unevenness can

be observed by a scanning electron-beam microscope
(SEM).

C. Reflection Pattern

The reflection coefficient of adielectric material isrelated
to the refractive index at the incident surface. The refrac-
tive index profile of an optical fiber can be measured by
utilizing this principle. A laser light beam with a small
spot sizeis focused into the end surface of a sample, and
thereflection coefficient ismeasured by comparing thein-
cident and reflected light intensity, as shown in Table I11.
Therefractiveindex profileis obtained from the reflection
coefficient profile by shifting the reference point. Accu-
racy isstrongly affected by the flatness of the end surface.
A fractured end surface gives better results than does a
polished end surface. For borosilicate fibers, the result
changes rapidly with time because of atmospheric expo-
sure of the dopant. Spatial resolution isusually limited to
about 1-2 um by the spot size of the incident beam. This
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effect of the finite beam spot size can be corrected by nu-
merical calculation. A 0.3-um spatial resolution and 5%
total accuracy of therefractiveindex has been obtained by
this correction.

D. Scattering Pattern

The scattering pattern is classified into both a forward
scattering pattern method and a backward scattering pat-
tern method. In the case of the forward scattering pattern
method, the sample isimmersed in an index-matching oil
and the forward scattering pattern is observed. Therefrac-
tiveindex profileis calculated from the scattering pattern
by using a computer. The error in this method is deter-
mined from the product of the core radius a and the index
difference An, and it increases with an increase of a An;
as anumerical example, when a An = 0.04 mm, the error
is5%. Therefore, this method is applicable only to single
mode fibers. Since this method requires many sampling
points (500-1000), it is necessary to collect the data auto-
matically.

Ontheother hand, theindex profile can also be obtained
from the backward scattering pattern. This method does
not require index-matching oil and is applicable to thick
samples such as preform rods. However, since the back-
ward scattering pattern is tainted by externally reflected
light, it is not suitable for precise measurements. Further-
more, the accuracy of this method is very sensitive to the
elliptical deformation of the core cross section.

E. Near-Field Pattern

When all the guided modes of a multimode waveguide
are excited uniformly by using an incoherent light source,
the near-field pattern of output optical power is similar
totherefractiveindex profile. Sinceit isdifficult to satisfy
the incident condition strictly and the near-field patternis
affected by leaky modes and the absorption lossdifference
of guided modes, this method cannot provide accurate
measurements. Although several improvements, suchasa
correction factor for leaky modes, arefracting ray method
that isfree from theleaky mode effect, and aspot scanning
method, have been madeto increase accuracy, this method
is being used only as an auxiliary technique.

F. Far-Field Pattern

Thismethod utilizes the far-field pattern of output optical
power instead of the near-field pattern. This method is
applicable only to single mode waveguides. The former
method is not very accurate because of modal interference
within the far field. The latter requires an optical detector
with alarge dynamic range and the error is more than 5%.
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G. Spot Diagram

The spot diagram is a standard characterization of clas-
sical optical systems. This is also applied to dielectric
optical waveguides and fibers as well as microoptic com-
ponents. In Fig. 25, we show atypical spot diagram for a
Gl rod lensthat exhibits some aberrations dueto the index
distribution.

H. Optical Transfer Function

The optical transfer function (OTF) presents the fineness
with which we can transmit spatial information in the spa-
tial frequency domain. The OTF H (s) isdefined with sthe
spatia frequency,

N
HE) = = > exp(jsx). (39)
N
i=1

where X; is the ray position given by the spot diagram
and N is the total number of spots. Figure 26 gives one
example of OTF obtained from the spot diagram of a DI
lens.

I. Phase Space Expression

It isvery convenient to utilize a phase space consisting of
the ray position and ray slope to express a mode spectrum
of amultimode waveguide. Figure 27 shows a phase space
plot of the output end of a branching waveguide.

VII. STACKED PLANAR OPTICS

A. Concept of Stacked Planar Optics

Stacked planar optics consists of planar optical compo-
nents in a stack, as shown in Fig. 28. All components
must have the same two-dimensional spatial relationship,
which can be achieved from planar technology with the
help of photolithographic fabrication, as used in electron-
ics. Once we align the optical axis and adhere all of the
stacked components, two-dimensionally arrayed compo-
nents are realized; the mass production of axially aligned
discrete components is also possible if we separate indi-
vidual components. This is the fundamental concept of
stacked planar optics, which may be a new type of inte-
grated optics.

B. Planar Microlens Array

To have stacked planar optics, all optical devicesmust have
a planar structure. The array of microlenses on a planar
substrate is required in order to focus and collimate the
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FIGURE 25 Spot diagram for a Gl lens. [From Tomlinson, W. J. (1980). Appl. Opt. 19, 1117.]

light in optical circuits. A planar microlens is fabricated
by selective diffusion of a dopant into a planar substrate
through amask, asshownin Fig. 29. We can have an array
of planar microlenses with a 1.6- to 2.0-mm focal length
and anumerical aperture (NA) of 0.34. We have confirmed
that the substrate NA can beincreased to ashigh as0.54 by

1.0 T

stacking two microlenses. This value is considered to be
large enough for use as afocusing light from laser diodes.

A planar microlens is fabricated by using an elec-
tromigration technique, which was described by Iga,
Kokubun, and Oikawa. The substrate is a planar glass
40 x 40 x 3 mm, where planar microlenses were formed
as a40 x 40 matrix with a 1-mm pitch. The radius of the
mask is about 50 um and the radius of the resultant lens
is 0.45 mm. The focused spot of the collimated He-Ne
laser beam (A = 0.63 nm) was measured with the planar
microlens. We could observe an Airy-like disk originat-
ing from diffraction and aberration, as shown in Fig. 30.
The spot diameter is 3.8 um, small enough in comparison

205 1o with the 50-um core diameter of a multimode fiber, even
" \/% whenweuseitinthelong-wavelength region 1.3-1.6 um.
N\\é\\ The datafor available planar microlenses are tabulated in
\\‘ 3 —\/ TablelV.
0 \ 4 >
0 1000 2000 3000 C. Design Rule of Stacked Planar Optics

FIGURE 26 OTF for a DI lens. [From Iga, K., Hata, S., Kato, VY.,
and Fukuyo, H. (1974). Jpn. Appl. Phys. 13, 79.]

A proposed possiblefabrication procedurefor stacked pla-
nar opticsis asfollows:
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FIGURE 27 Phase space plot of a waveguide branch. [From Kokubun, Y., Suzuki, S., Fuse, T. and Iga, K. (1986).

Appl. Opt.]

1. Design of planar optical devices (determination of
thickness, design of mask shape, etc.)

. Construction of planar optical devices

. Optical alignment

. Adhesion

. Connection of optical fibersin the case of arrayed
components

. Separation of individual components in the case of
discrete components and connection of optical fibers

ab~howpnN

o

Features of stacked planar opticsinclude

2-D ARRAYED
OPTICAL COMPONENTS

/j\>bz/’J§/J——

PLANAR MICROLENS

FIGURE 28 Stacked planar optics. [From Iga, K., Oikawa, M.,
Misawa, S., Banno, J., and Kokubun, Y. (1982). Appl. Opt. 21,

3456

1. Mass production of standardized optical components
of circuits, since the planar devices are fabricated by
planar technology

2. Optical alignments, and

3. Connection in tandem optical components of different
materials such as glass, semiconductors, and
electrooptical crystals. This had been thought difficult
in integrated optics consisting of planar substratesin
which the connection of different components
requires optical adjustment, since light is transmitted
through athin waveguide of only afew micronsin
thickness and width.

D. Applications of Stacked Planar Optics

Many kindsof optical circuitscan beintegratedintheform
of stacked planar optics, asis summarized in Table V.

FOCUS

FIGURE 29 Distributed-index planar microlens. [From lga, K.,
Oikawa, M., Misawa, S., Banno, J., and Kokubun, Y. (1982). Appl.
Opt. 21, 3456.]
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3.8/1m

FIGURE 30 Focused spot of a planar microlens. [From Iga, K.,
Oikawa, M., Misawa, S., Banno, J., and Kokubun, Y. (1982). Appl.
Opt. 21, 3456.]

We introduce some components as exampl es of stacked
planar optics. The optical tap in Fig. 31 is the compo-
nent for monitoring the part of the light being transmitted
through an optical fiber. The problem of optical tap isthat
of reducing the scattering and diffraction loss at the com-
ponent. The light from the input fiber is focused by the
use of a partially transparent mirror placed at the back
surface of the device. Some of the light is monitored by
the detector, which is placed on the back of the mirror.

Microoptics

Partial
transparent
mirror

Input fiber
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J\'1Y “““'\’I
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F
) Vi
Circular hole Planar micro-lens
array array

FIGURE 31 Optical tap consisting of stacked planar optics. [From
lga, K., Oikawa, M., Misawa, S., Banno, J., and Kokubun, Y. (1982).
Appl. Opt. 21, 3456.]

The main beam is again focused by the same lens on the
front surface of the output fiber. With this configuration
we can fabricate many optical taps on the same substrate.

The 2 x 3 branching component has been produced
with two pieces of stacked planar microlenses and a half-
mirror, as shown in Fig. 32. Thelight from theinput fiber
was collimated by the first stacked planar microlens, and
a part of the light was reflected by the haf-mirror and
focused again to output fiber 2. Output fiber 2 was put
in contact with input fiber 1. The off-axial value was then
62.5 um, thefiber radius. The collimated light through the
half-mirror was also focused to output fiber 3. In order to
put the fibers on each surface, the thickness of the planar
microlens was carefully designed and adjusted by using
the ray matrix method.

We show an example of optical component using a
planamicrolens array and micro-optical-bench (MOB) as
inFig. 33. Thisisbased on vertical cavity surface emitting
laser array and alignment free MOB.

TABLE IV Design Data of Planar Microlens?

Required Simple Pained
NA 0.2-0.5
NAg (aberration free) 0.2
Diameter 2a (mm) 0.2-1.0
Focal distancel (inglass) 0.3-3.8 3.0 1.76
Lenspitch L, 0.13-1.0 1.0 10

2 From Iga, K., Kokubun, Y., and Oikawa, M. (1984). “Fundamentals of Microoptics,”

Academic Press, Orlando, FL.
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TABLE V Basic Optical Components for Stacked Planar Optics and Optical

Circuits?

Basic components Application Reference

Coaxial imaging Coupler? 4,11,12
components

——— < ———

Noncoaxial imaging components Branching circuit? 3,4,12,13
(transmission-type) Directional coupler® 13

Star coupler® 12
Wavelength demultiplexer? 4,12,13
—
—a—

Noncoaxial imaging Wavelength demultiplexor? 12
components Optical tap? 12,13
(reflection-type)

—

-]

Collimating Branching insertion circuit? 3,4,12,13
components Optical switch® 12,13

Directional coupler? 3,4,11,13
b
( > Attenuater 11

a From Iga, K., Kokubun, Y., and Oikawa, M. (1984). “Fundamentals of Microoptics,”
Academic Press, Orlando, FL.

b Circuit integrated in a two-dimensional array.

¢ Circuit integrated in aone-dimensiona array.

For the moment we are not concerned with the coupling
effect among optical components in the stacked planar
optical circuit. But we can construct a three-dimensional
optical circuit that structuresthe network by allowing cou-
pling among adjacent components.

Since the accumulation of lens aberration may bring
about coupling loss, the number of stackings is limited
by the aberration of the planar microlenses. Thereduction
of aberration in the planar microlens is important, there-
fore, if we apply stacked planar optics to more complex
components with alarge number of stacks.

Stacked planar optics, anew concept in integrating op-
tical circuits, has been proposed. By using stacked planar
optics, we not only make possible the monolithic fabri-
cation of optical circuits, such as the directional coupler
and wavelength demultiplexer, but we can also construct

three-dimensional optical circuits by allowing coupling
among individual componentsin the array with a suitable
design.

FIGURE 32 Branching component made of planar microlenses.
[From Oikawa, M., Iga, K., and Misawa, S. (1984). Dig. Tech. Pap.
Top. Meet. Integr. Guided Wave Opt., 1984.]
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Planar Microlens Put-in Microconnector
Laser Sub-mount
PML SMF

VCSEL Array Optical Fiber Array

Terrace

FIGURE 33 Micro-optical-bench. [From Aoki, Y., Shimada, V.,
Mizuno, R. J., and lga, K. (1999). Opt. Rev. 7, 54.]

SEE ALSO THE FOLLOWING ARTICLES

DIFFRACTIVE OPTICAL COMPONENTS @ LASERS, OPTICAL
FIBER o OPTICAL FIBER COMMUNICATIONS e OPTICAL
FIBER TECHNIQUES FOR MEDICAL APPLICATIONS o OPTI-

Microoptics

CAL INTERFEROMETRY e OPTICAL ISOLATORS, CIRCULA-
TORS @ OPTICAL WAVEGUIDES AND WAVEGUIDE DEVICES
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l. Introduction
Il. We Do It with String
I1l. Geometrical Vector Flux

IV. Designs that Are Functionals
of the Acceptance Angle

V. Solar Thermal Application

VI. Two-Stage Maximally Concentrating Systems
VII. Ultra High Flux and Its Applications
VIIl. Conclusion

GLOSSARY

Cerenkov radiation Faint light produced by charged par-
ticles moving in a medium at a velocity greater than that
of light in the medium.

Compound parabolic concentrator Name given generi-
cally to a class of nonimaging collectors with reflecting
walls (not necessarily parabolic) that concentrate flux
by the theoretical limit.

Dielectric compound parabolic concentrator Nonima-
ging collector that operates by total internal reflection.

Edge-ray principle (maximum slope principle) Met-
hod for designing optical systems with maximum col-
lecting power.

Etendue Product of area times projected solid angle.

Optics

Flow line concentrator (trumpet) Nonimaging collec-
tor in which the reflecting wall follows the lines of
vector flux from a Lambertian source.

Nonimaging optics Optical theory and design that de-
parts from traditional methods and develops techniques
for maximizing the collecting power of concentrating
elements and systems.

Phase space Abstract space wherein half the coordinates
specify locations and half the direction cosines of light
rays.

NONIMAGING OPTICS departs from the methods
of traditional optical design to develop techniques
for maximizing the collecting power of concentrating
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elements and systems. Designs that exceed the concen-
tration attainable with focusing techniques by factors of
4 or more and approach the theoretical limits are pos-
sible. This is accomplished by applying the concepts of
Hamiltonian optics, phase space conservation, thermody-
namic arguments, and radiative transfer methods.

I. INTRODUCTION

Geometrical opticsis arguably the most classical and tra-
ditional of the branches of physical science. Optical de-
sign of instruments and devices have been worked out and
improved over centuries. From the telescopes of Galileo
to the contemporary camera lens, progress, although im-
pressive, has been largely evolutionary, with modern de-
sign benefiting enormously from the availability of fast,
relatively inexpensive digital computers. |n oneimportant
respect, however, conventional image-forming optical de-
sign is quite inefficient, that is, in merely concentrating
and collecting light. Thisiswell illustrated by an example
taken from solar energy concentration.

The flux at the surface of the sun (~63 W/mn?) falls
off inversely with the sguare of the distance to a value
~1.37 mW/mm? above the earth’s atmosphere, or typi-
cally 0.8 to 1 mW/mm? on the ground. The Second Law
of Thermodynamics permits an optical device (in princi-
ple) to concentrate the dilute solar flux at earth in order
to attain temperatures up to but not exceeding that of the
sun’s surface. This places an upper limit on the solar flux
density achievable on earth and correspondingly on the
concentration ratio of any optical device. From simplege-
ometry, this limiting concentration ratio is related to the
sun’sangular size (20) by

Crax = 1/8in%0
~ 1/6? (small angle approximation). (1)

Because § = 0.27°, or 4.67 mrad, Crmax ~ 46,000. When
the target isimmersed in a medium of refractive index n,
thislimit isincreased by afactor n?:

Cmax = N2/ sin?6. (2)

This means that a concentration of about 100,000 will be
theupper limit for ordinary (n ~ 1.5) refractive materials.
However, conventional means for concentrating sun-
light will fall substantially short of this limit, not for any
fundamental reason but because imaging optical design
is quite inefficient for delivering maximum concentra-
tion. For example, consider a paraboloidal mirror used
to concentrate sunlight at its focus (Fig. 1). We can relate
the concentration ratio to the angle 2 subtended by the
paraboloid at its focus and the sun’s angular size (26)
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FIGURE 1 Ray diagram for analyzing two-stage concentrators.

Cpaa = (SiN® cos®/0)* = (5) sin? 29 /62, (3)

where we have used the small angle approximation for 6.
IN Eq. (3) Cpaa ismaximized at & = /4, or

Cpa’a, max — 1/(462) = (%)Cmax‘ (4)

In fact, this result does not depend on the detailed shape
of the paraboloid and would hold for any focusing mir-
ror. One fares no better (and probably worse) with alens
because the optimum paraboloid in the above example is
equivalent in concentrating performance to a lens with
focal ratio f =1 that has been corrected for spherical
aberration and coma. Such high aperture lenses are typ-
ically complex structures with many components. The
limit given by Eq. (1) would require a lens with focal
ratio f =0.5, which, as every optical designer knows, is
unattainable.

Thereasonfor thislarge shortfall isnot hard to find. The
paraboloid images perfectly on axisbut has severe off-axis
aberration (coma), which produces substantial image blur-
ring and broadening. The essential point isthat requiring
an image is unnecessarily restrictive when only concen-
trationisdesired. Recognition of thisrestriction and rel ax-
ation of the associated constraints led to the development
of nonimaging optics. A nonimaging concentrator is es-
sentially a “funnel” for light. Nonimaging optics departs
from the methods of traditional optical design to develop
instead techniquesfor maximizing the collecting power of
concentrating elements and systems. Nonimaging designs
exceed the concentration attainable with focusing tech-
niquesby factorsof 4 or moreand approach thetheoretical
limit (ideal concentrators). The key is simply to dispense
with image-forming requirements in applications where
no image is required. The traditional approaches of aber-
ration theory are replaced by a few generic ideas. In the
“edge ray” method, maximum concentration is achieved
by ensuring that rays collected at the extreme angle for
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which the concentrator is designed are redirected, after at
most one reflection, to form a caustic on the absorber. Al-
ternatively, in the “flow-line” method, reflective surfaces
that follow the lines of net flux, combined with refractive
surfaces can lead to “ideal” concentrating elements and
systemsin three dimensions.

II. WE DO IT WITH STRING

One way to design nonimaging concentratorsis to reflect
theextremeinput raysinto theextremeoutput rays. Wecall
thisthe “edge-ray method.” Anintuitive realization of this
method isto wrap a string about both the light source and
thelight receiver, then allow the string to unwrap from the
source and wrap around the receiver. The locus traced out
turnsout to be the correct reflecting surface. Let’s see how
thisworksin thesimplest kind of problem nonimaging op-
tics addresses: collecting light over an entrance aperture
AA’ with angular divergence +6 and concentrating the
light onto an exit aperture BB’ (Fig. 2). We attach one end
of the string to the edge of the exit aperture B and loop
the other end over aline A’Cinclined at angle 6 to theen-
trance aperture (thisisthe same as attaching to a“point at
infinity””). We now unwrap the string and trace out the lo-
cus of thereflector, taking carethat the string istaught and
perpendicular to A’C. Then wetrace the locus of the other
side of the reflector. We can see with a little algebra that
when we are done, the condition for maximum concentra
tion has been met. When we start unwrapping the string,
thelengthis A'B + BB’. When we finish, the same length
isAC+ AB'. But AC= AA’ sinéd, while AB'=A’B. So
wehaveachieved AA’ /BB’ =1/ sin@, whichismaximum
concentration. To see why this works, we notice that the
reflector directsall raysat -6 to theedges BB’ so that rays
at angles >=+0 arereflected out of the system and rejected.
There is a conservation theorem for light rays called con-
servation of phase space, or “étendue,” which impliesthat

Edge ray Wave front W

reflector
profile

FIGURE 2 [& ndl=Constant. AC+AB A'B+BB
AC=AA’"sing

AB'=A'B

= AA’sing =BB’
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Edge ray Wave front W

reflector
profile

FIGURE 3 String method: ndl=Constant; AC+AB +B'D=
A’'B+BD +2a; AA’ sin =2a.

the rays that have angles <6 are al collected. Next we
can try amore challenging problem, where the “exit aper-
ture” is a cylinder of radius a (Fig. 3). Now we attach
the string to a point on the cylinder and wrap it around
the cylinder. When the string is unwrapped, we find that
AA’/2ra=1/sind, whichismaximum concentration on
thesurface of thecylinder. Thereare, of course, many vari-
ations of this method (Fig. 4), which are well illustrated
by thefollowing rather extreme example (Fig. 5). Suppose
wewant to transfer al energy betweenidentical cylinders.
The locus is traced out as the string unwraps from one
cylinder and wraps around the other. It is interesting to
note that this configuration bears no relationship to the el-
liptical cavity commonly used for this purpose. In fact, as
theradii of the cylindersgoto zero, our design doesnot go
over into an ellipse but degeneratesinto afigure with zero
area. The point isthat the ellipseis never correct for trans-
ferring energy between cylinders. Thisdispelsavariety of
paradoxes based on using the ellipse for energy transfer.

Although the construction of Fig. 4a gives the two-
dimensional compound parabolic concentrator, or CPC,
rotating the profile about the axis of symmetry gives the
three-dimensional CPC with diameter A; at the entrance
and A; at the exit. The two-dimensional CPC is an idesal
concentrator, that is, it works perfectly for al rayswithin
the acceptance angle 6p. The three-dimensional CPC is
very close to ideal. The flat absorber case is a natural
candidate for rotating about the axis because the ratio of
diameters (sin 0) agrees with the ratio of maximum skew.
Other absorber shapes, such as circular cross-sections
(Fig. 4d) (cylindersin two-dimensional, spheresin three-
dimensional), do not havethiscorrespondencebecausethe
area of the sphere is w A%, whereas the entrance aperture
areaisw A2/4.

. GEOMETRICAL VECTOR FLUX

There is an alternative method for designing “ideal” op-
tical systems that bears little resemblance to the “string



FIGURE 4 Cross-sectional profiles of ideal trough concentrators
generalized for absorbers of different shapes. In practice the re-
flectors are usually truncated to about half their full height to save
reflector material with only negligible loss of concentration. Such
designs have come to be called compound parabolic concept
raters, or CPCs.

method” already described. We picture the aggregate of
light rays traversing an optical system as a fluid flow in
phase space (see Fig. 4). We can construct avector field in
this space with a surface that isintegral through any cross
section of the optical system is aways the same. Such a
field isreferred to as a conserved flux, and we have called
it geometrical vector flux. Such quantities have proved ex-
tremely useful in mechanics, where they were introduced
inthe early part of this century by Poincaré. We can place
reflectorsalong thelinesof flow of thisvector field and ask
how thefieldischanged. Becauseenergy cannot flow intoa
reflector (it all getsreflected), wemight hopethat the effect
isnot too severe. Infact, in some geometriesthefieldisnot
changed at all. This can lead to an important class of non-
imaging concentrators. Consider aflat circular Lambertian
source. In this case, the lines of flow are hyperbole with
foci at the edge of the circle (confocal hyperbole). So a
hyperboloid of revolution with its small aperture covered
by acircular cap will appear to beacircle of larger radius.
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Placethisat thefocus of atelescope of asolar furnace, and
the instrument is “fooled” into having a larger target for
the light. In other words, the light is concentrated. Place
an appropriate lens over the large aperture, and you obtain
anideal concentrator, which concentrates by the 1/ sin? 0
limit. Thelocal length of the lens should match the length
of the hyperboloid. A variant of this places alens at both
apertures to produce a device for perfectly changing the
angular aperture of abeam, say, from 6, to 6,, an impossi-
ble task for imaging optics. The point isthat the flow-line
designs are perfect in three dimensions, while the string
designs rotated about an axis are not. On the other hand,
the number of flow-line designs is much more restricted
because in very few geometries is one lucky enough to
leave the flow-lines undisturbed after adding reflectors.

IV. DESIGNS THAT ARE FUNCTIONALS
OF THE ACCEPTANCE ANGLE

A. Tailored Edge-Ray Design Method
for Nonimaging Concentrators

The edge-ray design method, which has produced a va
riety of useful solar concentrators, was further enhanced
in the past decade by allowing the acceptance angle to be
afunction of another parameter, causing the design itself
to be a functional. The development of new techniques
to “tailor” the design of concentrators has enabled the
solution of many new types of optical design problems.
Thebasic advanceisthat nonimaging concentratorscan be
generalized beyond simpledesignsthat accept only afixed
acceptance angular cone of rays. Using tailoring, edge-
ray approaches yield designs that are more general. For
instance, in some cases, thiswill alow two-stage systems
with short focal lengths to increase concentration above
what had been previously thought possible, as shown for
parabolic dish systems by Friedman, Gordon, Rabl, and
Ries. Further developments by Jenkins and Winston show
how to use ageneral design method that involves numer-
ical integration of a simple differential equation and can
be used to generate most types of honimaging concentra-
torsincluding already known solutions, such as CPCsand
flow-line concentrators or “trumpets.” The design geome-
try for the reflector uses numerical integration of asimple
differential equation. Thisgeometry isillustratedinFig. 7,
and the differential equation given in polar coordinates by
d(inR)

dp
is completely specified if « (the slope angle of the reflec-
tor) is known for al points (R, ¢) in the plane of the

reflector. The value of « depends on the incident flux
distribution on the aperture of the concentrator and the

tana(R, ¢), (5
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FIGURE 5 The case of a convex source and a convex absorber treated by the string construction.

target absorber’s shape. For aflat absorber, shapes similar
to CPCs are attained. The geometry of a “tailored” CPC
with flat target absorber isshownin Fig. 8. The coordinate
origin of the differential equation is placed on the edge
of the target and the reflector slope depends only on
the variable acceptance angle at the point R, ¢. All the
concentrator designs used in the experiments described
in this article are based on the well established long focal
length configurations. However, it should be kept in mind
that the use of tailored designs may permit the design
of solar furnaces with as yet undeveloped nonimaging
secondaries to approach the ideal limits of concentration
in a short focal length configuration, thus significantly
reducing the size of these systems. Currently, long focal
length furnaces with nonimaging secondaries are needed
to produce the highest fluxes. The use of fixed angle
acceptance secondary concentratorsin existing dishesand
furnaces may not be the optimum way to compensate for
the aberrations induced by the imaging primary mirror.
Optimizing the compensation for these aberrations by
tailoring both the primary and secondary refiectors should
result in more compact two-stage concentrating systems.
The future potential for solar furnaces configurations
using these new design techniques is just beginning to be
explored.

nds = .p; dq;

FIGURE 6 Flow lines in phase space. [nds along curves C and
C’ is the same.

Finally, we mention anumerical optimization approach
that is sophisticated enough to solve complex problems
that do not readily lend themselves to analytical ago-
rithms. An example would be concentrating onto a spher-
ical receiver, where as already noted in Section 11, thereis
afactor of 4 mismatch between éendue and skew invari-
ants. Thisapproach has been called “inverse engineering”
by its authors Shatz and Bortz.

V. SOLAR THERMAL APPLICATION

The preferred configurations are those that eliminate heat
lossesthrough the back of the absorber, asshowninFig. 4b
and 4d. Note that the geometric concentration is defined
relative to the full surface area of the fin absorber (both

FIGURE 7
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FIGURE 8 The geometry of a “tailored” CPC with a flat target
absorber.

sides) or tube (full circumference) and that these designs
effectively have no back.

In recent years work has centered on the development
of CPCs for use with spectrally selective absorbers en-
closed in vacuum. Work at Argonne National Laboratory
after 1975 was strongly influenced by the emergence of
the Dewar-type evacuated absorber. This thermally effi-
cient device, developed by two major U.S. glass manu-
facturers (General Electric Co. and Owenslllinois) could,
when coupled to CPC reflectors, supply heat at higher
temperatures than flat-plate collectors while retaining the
advantage of a fixed mount. The heat losses associated
with such absorbers are so low that the moderate levels
of concentration associated with CPCs provide adramatic
improvement in thermal performance and achieve excel-
lent efficiencies up to 300°C. In fact, the gains associated
with even higher concentration ratios are margina and
probably negligible when the added complication and ex-
pense of active tracking are considered. Thisisillustrated
in Fig. 9, which shows the calculated efficiency relative
to total insolation of a collector consisting of evacuated
tubes with a selective absorber coating under increasing
levels of concentration.

In characterizing the thermal performance of CPCsin
general, we describe the thermal collection efficiency n as
afunction of operating temperature T by

- oe(T4 -T2
n(T) =no— U(TI T _ e S a), (5)

where C is the geometric concentration ratio, T, the am-
bient temperature, | the total insolation, o the Stefan—
Boltzmann constant, s the absorber surface emittance, and
U thelinear heat loss coefficient.
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The optical efficiency ng is the fraction of the incident
solar radiation (insolation) actually absorbed by the re-
ceiver surface after transmission and reflection losses. The
other terms represent parasitic conduction losses and ra-
diation losses from the absorber surface, both of which
increase substantially as the collector working fluid tem-
peratureisincreased. The most important point to be seen
from Fig. 9 isthat the dramatic reduction in relative ther-
mal lossesproduced by addingal.5x reflector or again ef -
fectively tripling the concentration from 1.5x to 5x isnot
continued asoneincreasesthe concentration much beyond
5x. For example, at approximately 300°C (AT /1 = 0.3),
thethermal lossesfor a5x arealready solow that afurther
factor of 5 reduction correspondsto only anegligiblefrac-
tion of the operating efficiency. It isnot necessary, or even
desirable, to increase the concentration much beyond 5x
when using an evacuated selective absorber at these tem-
peratures. Thus the combination of CPCs up to about 5x
with these thermally efficient absorber tubes represents a
nontracking strategy for practical solar thermal collection
up to power generation temperatures with many unique
advantages.

The most devel oped evacuated CPC design isthat opti-
mized for totally stationary collection throughout theyear,
having an acceptance half-angle 6 = +35° correspond-
ing to a maximum ideal concentration of 1.7x. Com-
mercial versions, truncated to net concentrations of about
1.1-1.4x, arenow availablewith typical optical efficien-
ciesbetween 0.52 and 0.62, depending on whether acover
glassis used. The thermal performanceis excellent, with
valuesof ¢ ~ 0.05and U ~ 0.5W/m? K inEq. (5). Other
versions have opened the acceptance angle to +50° with
C ~ 1.1x toallow polar orientation and are characterized
by U = 1.3 W/m? K (lumping the radiative losses in the

0.8
0.7
25X
0.6 |
5X
0.5 |
g 1.5%
S 0.4 '
©
0.3 ¢ =1 (noreflector)
w 7 T
0.2 ] 1 = 1000 W/m2
Tamb = 0°C
0.1 | Diffuse Fraction = 0.11
0.0 ‘ i . '
0.0 0.1 0.2 0.3 0.4 0.5

BT/1707(°C-m2/HW)

FIGURE 9 Calculated thermal performance curves for evacuated
tubular absorbers under increasing levels of concentration. Note
that the improvement in increasing the concentration above 5x is
marginal.
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CONCENTRATING REFLECTOR AND VACUUM TUBE RECEIVER

CONCENTRATING REFLECTOR
(CPC)

TRANSPARENT
WINDOW TUBE

SELECTIVELY COATED
ABSORBER TUBE

HEAT
TRANSFER FIN

FIGURE 10 Cross section of a contemporary commercial eva-
cuated-tube CPC according to the basic design developed by
Argonne National Laboratories.

linear term). An illustration of the basic configuration is
shown in Fig. 10. Several manufacturers introduced col-
lectorsof thesetypesfor applicationsranging from heating
to absorption cooling to driving Rankine cycle engines. A
number of installations with areas greater than 1000 m?
have been deployed successfully.

Experimental prototype CPCs have been built in higher
concentrations for use with evacuated absorbers. One ver-
sion with C =5.25 x is shown in Fig. 11a. This CPC,
studied at the University of Chicago, is a large trough
coupled to the same glass Dewar-type evacuated tube as
used inthe 1.5x shown previously. Performance measure-
ments for two modules with different reflecting surfaces
areshowninFig. 11b. Theupper curveisfor amodulewith
asilverfoil reflector. It hasbeen operated at 60% efficiency
(relativeto adirect beam) at 220°C above ambient. Thisis
to be compared with the measured performance of afully
tracking parabolic trough tested by Sandia Laboratories,
as shown by the dashed linein Fig. 11b. The performance
of the CPC is comparable to that of the parabolic trough
at all temperaturestested. The lower curveisfor amodule
with aluminized Mylar reflectors, and even with poorer
reflectors, it exhibits quite respectable performance. The
angular acceptance properties of the module are in excel-
lent agreement with the design value of +-8°, which allows
collection with 12-14 annual tilt adjustments.

An experimental CPC collector under development at
the University of Chicago and Argonne Nationa Labo-
ratory that should ultimately lead to the most practical
general-purpose solar thermal collector is the integrated
stationary evacuated concentrator (ISEC). The optical ef-
ficiency of evacuated CPC solar collectors can be signif-
icantly improved over that of contemporary commercial
versions discussed above by shaping the outer glass en-
velope of the evacuated tube into the concentrator profile.
Improved performance results directly from integrating
the reflecting surface and vacuum enclosure into a single
unit. This concept is the basis of a new evacuated CPC
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FIGURE 11 (a) Profile of an experimental 5x CPC for an evacu-
ated tubular absorber built and tested at the University of Chicago.
(b) Measured performance curves for two 5.25x CPC prototype
modules. The performance is comparable to that of a commercial
parabolic trough, shown by the dashed line.

collector tube that has a substantially higher optical effi-
ciency and asignificantly lower rate of exposure-induced
degradation than external reflector versions. These perfor-
mance gainsare aconsequence of two obviousadvantages
of theintegrated design.

1. Placing the reflecting surface in vacuum eliminates
degradation of the mirror’s reflectance, thus
permitting high-quality (silver or aluminum with
reflectance p = 0.91-0.96) first-surface mirrorsto be
used instead of anodized aluminum sheet metal or
thin-film reflectors (o = 0.80-0.85) typical of the
external reflector designs.

2. The transparent part of the glass vacuum enclosure
also functions as an entrance window and thus
eliminates the need for an external cover glazing.
Thisincreasestheinitial optical efficiency by afactor
of 1/z, where typical transmittances r = 0.88-0.92.
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For the past several years, the solar energy group at the
University of Chicago has been developing this concept
in collaboration with GTE Laboratories, which fabricated
the tubes. Of the 80 prototype built, 45 were assembled
into a panel with a net collecting area of about 2 m?.

The ISEC shown in Fig. 12 is an extended cusp tube
CPC matched to a circular absorber of diameter 9.5 mm.
The design acceptance half-angle 6, = £35° was chosen
to permit stationary operation throughout the year. After
truncating the CPC, the net concentrationwas 1.64x. This
collector was tested at Chicago for three years and rou-
tinely achieved the highest high-temperature performance
yet measured for a fixed stationary mount collector. Per-
formance curves based on thesetestsare shownin Fig. 13,
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along with curves for three other collector types. Note in
particular that for temperatures up to about 200°C, the
ISEC is comparable to a fully tracking trough and re-
mains respectabl e up to temperatures approaching 300°C.
The relative performance advantages are similar when the
comparison is made on an annual energy delivery basis at
avariety of locations, asshown for onelocationin Fig. 14.

The design problems for nonevacuated CPC collectors
are entirely different from those for CPCs with evacuated
absorbers. The nonevacuated collectors are particularly
vulnerable to high heat losses if an improper design is
used. One must be careful to minimize or eliminate heat
loss via conduction through the reflectors. This can be
accomplished by using reflectors with a thickness that is

ACCEPTANCE ANGLE  All rays impinging

Silver
Reflector

PROTOTYPE DESIGN
C = 1,6l4x
8. =% 350
GAP LOSSES = 6%

(AVERAGE OVER * 35°)

ONCENTRATION 1.6X
%
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angle reach the
absorber

/

Steel Tube
Absorber
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Glass Tube
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FIGURE 12 (a) Details of the actual profile shape and collector design for the integrated stationary evacuated
concentrator (ISEC) tube, which has achieved a thermal efficiency of 50% at 200°C. (b) Ray trace diagram showing
how essentially all the solar energy incident within £35° is directed onto the absorber tube. Because the reflector
cannot physically touch the absorber, as required for an ideal concentrator, a small fraction is lost in the gap between

the reflectors and the absorber.
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FIGURE 13 Comparative peak performance for a tracking
parabolic trough, an ISEC, contemporary (external reflector) evac-
uated CPCs (triangles) and flat plates. The ISEC’s superior perfor-
mance up to temperatures above 200°C, achieved with no moving
parts, makes it an extremely flexible solar thermal collector.

negligible comparedtothe overall dimension (e.g., height,
aperture) of thetrough, such asmetallized plasticsor films,
or by thermally decoupling the absorber from thereflectors
by a small gap maintained by insulating standoffs. Two
prototype CPCs with nonevacuated absorbers, a3x and a
6x ,were built and tested extensively as part of the early
program at Chicago. The features and performance of
these collectorsare summarized here. The optical efficien-
ciesand total heat loss coefficients were o = 0.68 £ 0.01
and U=185+0.1 W/m?°C for the 6x, and ny=
0.61+0.03 and U = 2.7 4+ 0.02 W/m?°C for the 3x.
The efficiencies of these nonevacuated CPCs are to be
compared with typical values for flat plates of ng=0.70-

~ | U, Tracking
= 3 ATrough
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o 212°F 200°F 572°F
T 1 1
0 100 200 300

AVERAGE TEMPERATURE COLLECTOR (°C)

FIGURE 14 Comparative annual energy delivery at Phoenix,
Arizona, for the collector types in Fig. 13.
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0.78 and U =4.5-7 W/m? K. Despite lower optical effi-
ciencies, the CPCs outperform typical flat-plate collectors
abovetemperatures aslow as 10°C above ambient (for the
6x) to about 35°C above ambient (for the 3x). Thisis
particularly important because the 3x should represent
arelatively inexpensive collector design. Although a de-
tailed economic analysis cannot be based on the prototype
construction methods used here, several unique features
contribute to its low cost potential, among them the rel-
atively small absorber cost and very limited insulation
reguirements.

VI. TWO-STAGE MAXIMALLY
CONCENTRATING SYSTEMS

The principal motivation for employing optical concentra-
tion with photovoltaic cells in solar energy is economic.
By using what one hopes arerelatively inexpensive lenses
or mirrors to collect the sun’s energy over a large area
and redirect it to the expensive but much smaller energy
conversion device, the net cost per unit total area of col-
lection can bereduced substantially. Alternatively, to gen-
erate electricity through the thermodynamic conversion
of solar heat to mechanical energy, concentration is re-
quired to achieve the high temperatures necessary to drive
a heat engine with reasonable efficiency. In this case, the
solar flux is directed to an absorber (often a cavity) small
enough that the heat losses, even at high temperatures,
remainrelatively small. It often turnsout in both the photo-
voltaic and thermal conversion casesthat the desired con-
centration is much higher than can be achieved with non-
tracking CPC-type devices. Conventionaly, these higher
concentrations are achieved by means of some kind of
focusing lens or parabol oidal mirror that is not maximally
concentrating.

It is not widely recognized that the nonimaging tech-
niques described in the previous section can be used to
design secondary elements that can augment the concen-
trations of more conventional focusing elements used as
primaries, and that such a hybrid optical system can aso
approach the allowable limit. Applications of such two-
stagedesignsliein the regime of higher concentration and
small angular acceptance, where the geometry of asingle-
stage CPC becomes impractical. The fundamental advan-
tageisthe sameasinlower-concentration applicationsand
may be expressed in complementary ways. either signifi-
cant additional system concentration can be attained (i.e.,
a smaller, lower-cost absorber) or the angular tolerances
and precision can be relaxed while maintaining the same
level of concentration.

Thelimitsof achievablelevelsof solar concentrationare
represented in Fig. 15 for both line focus and point focus
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