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GLOSSARY

Chromaticity Ratios x , y, z of each of the tristimulus
values of a light to the sum of the three tristimulus val-
ues X , Y , Z , these being the amounts of three primaries
required to match the color of the light.

Chromaticity diagram Plane diagram formed by plot-
ting one of the three chromaticity coordinates against
another (usually y versus x).

Color Characteristics of sensations elicited by light by
which a human observer can distinguish between two
structure-free patches of light of the same size and
shape.

Colorant A substance, such as a dye or pigment, that
modifies the color of objects or imparts color to other-
wise achromatic objects.

Colorimetry Measurement and specification of color.
Color matching Action of making a test color appear the

same as a reference color.
Color order System of reference whereby the relation of

one color to another can be perceived and the position of
that color can be established with respect to the universe
of all colors.

Color rendering General expression for the effect of a
light source on the color appearance of objects in com-
parison with their color appearance under a reference
light source.

Color temperature Absolute temperature of a blackbody
radiator having a chromaticity closest to that of a light
source being specified.

Metamerism (1) Phenomenon whereby lights of differ-
ent spectral power distributions appear to have the same
color. (2) Degree to which a material appears to change
color when viewed under different illuminants.

Optimal colors Stimuli that for a given chromaticity have
the greatest luminous reflectance.

Primaries (1) Additive: Any one of three lights in terms
of which a color is specified by giving the amount
of each required to match it by combining the lights.
(2) Subtractive: Set of dyes or pigments that, when
mixed in various proportions, provides a gamut of
colors.

Radiance Radiant flux per unit solid angle (intensity) per
unit area of an element of an extended source or reflect-
ing surface in a specified direction.

Reflectance Ratio of reflected to incident light.
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Reflection Process by which incident flux leaves a surface
or medium from the incident side, without change in
wavelength.

COLOR SCIENCE examines a fundamental aspect of
human perception. It is based on experimental study un-
der controlled conditions susceptible to physical measure-
ment. For a difference in color to be perceived between
two surfaces, three conditions must be satisfied: (1) There
must be an appropriate source of illumination, (2) the two
surfaces must not have identical spectral reflectances, and
(3) an observer must be present to view them. This arti-
cle is concerned with the relevant characteristics of lights,
surfaces, and human vision that conjoin to allow the per-
ception of object color.

I. PHYSICAL BASIS OF
PERCEIVED COLOR

The physical basis of color exists in the interaction of light
with matter, both outside and inside the eye. The sensation
of color depends on physiological activity in the visual sys-
tem that begins with the absorption of light in photorecep-
tors located in the retina of the eye and ends with patterns
of biochemical activity in the brain. Perceived color can be
described by the color names white, gray, black, yellow,
orange, brown, red, green, blue, purple, and pink. These
11 basic color terms have unambiguous referents in all
fully developed languages. All of these names (as well as
combinations of these and many other less precisely used
nonbasic color terms) describe colors, but white, gray, and
black are excluded from the list of those called hues. Col-
ors with hue are called chromatic colors; those without are
called achromatic colors.

Although color terms are frequently used in reference
to all three aspects of color (e.g., one may speak of a sen-
sation of red, a red surface, or a red light), such usage is
scientifically appropriate only when applied to the sensa-
tion; descriptions of lights and surfaces should be provided
in physical and geometrical language.

II. CIE SYSTEM OF COLOR SPECIFICATION

A. Basic Color-Matching Experiment

The most fundamental experiment in color science entails
the determination of whether two fields of light such as
those that might be produced on a screen with two slide
projectors, appear the same or different. If such fields are
abutted and the division between them disappears to form
a single, homogeneous field, the fields are said to match. A

match will, of course, occur if there is no physical differ-
ence between the fields, and in special cases color matches
are also possible when substantial physical differences ex-
ist between the fields. An understanding of how this can
happen provides an opening to a scientific understanding
of this subject.

Given an initial physical match, a difference in color
can be introduced by either of two procedures, which are
often carried out in combination. In the first instance, the
radiance of one part of a homogeneous field is altered
without any change in its relative spectral distribution.
This produces an achromatic color difference. In the sec-
ond case, the relative spectral distribution of one field is
changed such that, for all possible relative radiances of the
two fields, no match is possible. This is called a chromatic
color difference.

When fields of different spectral distributions can be ad-
justed in relative radiance to eliminate all color difference,
the result is termed a metameric color match. In a color-
matching experiment, a test field is presented next to a
comparison field and the observer causes the two fields to
match exactly by manipulating the radiances of so-called
primaries provided to the comparison field. Such primaries
are said to be added; this can be accomplished by superpo-
sition with a half-silvered mirror, by superimposed images
projected onto a screen, by very rapid temporal alternation
of fields at a rate above the fusion frequency for vision,
or by the use of pixels too small and closely packed to be
discriminated (as in color television). If the primaries are
suitably chosen (no one of them should be matched by any
possible mixture of the other two), a human observer with
normal color vision can uniquely match any test color by
adjusting the radiances of three monochromatic primaries.
To accomplish this, it sometimes proves necessary to shift
one of the primaries so that it is added to the color being
matched; it is useful to treat this as a negative radiance
of that primary in the test field. The choice of exactly
three primaries is by no means arbitrary: If only one or
two primaries are used, matches are generally impossible,
whereas if four or more primaries are allowed, matches
are not uniquely determined.

The result of the color-matching experiment can be rep-
resented mathematically as t(T ) = r (R) + g(G) + b(B),
meaning that t units of test field T produce a color that
is matched by an additive combination of r units of pri-
mary R, g units of primary G, and b units of primary
B, where one or two of the quantities r, g, or b may be
negative. Thus any color can be represented as a vector
in R, G, B space. For small, centrally fixated fields, ex-
periment shows that the transitive, reflexive, linear, and
associative properties of algebra apply also to their empir-
ical counterparts, so that color-matching equations can be
manipulated to predict matches that would be made with a
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change in the choice of primaries. These simple relations
break down for very low levels of illumination and also
with higher levels if the fields are large enough to permit
significant contributions by rod photoreceptors or if the
fields are so bright as to bleach a significant fraction of
cone photopigments, thus altering their action spectra.

Matches are usually made by a method of adjustment, an
iterative, trial-and-error procedure whereby the observer
manipulates three controls, each of which monotonically
varies the radiance of one primary. Although such set-
tings at the match point may be somewhat more variable
than most purely physical measurements, reliable data re-
sult from the means of several settings for each condition
tested. A more serious problem, which will not be treated
in this article, results from differences among observers.
Although not great among those with normal color vi-
sion, such differences are by no means negligible. (For
those with abnormal color vision, they can be very large.)
To achieve a useful standardization—one that is unlikely
to apply exactly to any particular individual—averages of
normal observers are used, leading to the concept of a
standard observer.

FIGURE 1 Experimental color-matching data for primaries at 435.8, 546.1, and 700.0 nm. [From Billmeyer, F. W.,
Jr., and Saltzmann, M. (1981). “Principles of Color Technology,” 2nd ed. Copyright ©1981 John Wiley & Sons, Inc.
Reprinted by permission of John Wiley & Sons, Inc.]

In the color-matching experiment, an observer is in ef-
fect acting as an analog computer, solving three simulta-
neous equations by iteration, using his or her sensations as
a guide. Although activity in the brain underlies the expe-
rience of color, the initial encoding of information related
to wavelength is in terms of the ratios of excitations of
three different classes of cone photoreceptors in the retina
of the eye, whose spectral sensitivities overlap. Any two
physical fields, whether of the same or different spectral
composition, whose images on the retina excite each of
the three classes of cones in the same way will be indis-
criminable. The action spectra of the three classes of cones
in the normal eye are such that no two wavelengths in the
spectrum produce exactly the same ratios of excitations
among them.

B. Imaginary Primaries

Depending on the choice of primaries, many different sets
of color-matching functions are possible, all of which de-
scribe the same color-matching behavior. Figure 1 shows
experimental data for the primaries 435.8, 546.1, and
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FIGURE 2 Estimates of human cone action spectra (König fun-
damentals) derived by V. Smith and J. Pokorny. [From Wyszecki,
G., and Stiles, W. S. (1982). “Color Science: Concepts and Meth-
ods, Quantitative Data and Formulate,” 2nd ed. Copyright ©1982
John Wiley & Sons, Inc. Reprinted by permission of John Wiley &
Sons, Inc.]

700.0 nm. Depicted in Fig. 2 are current estimates of
the spectral sensitivities of the three types of cone pho-
toreceptors. These functions, which have been inferred
from the data of psychophysical experiments of various
kinds, agree reasonably well with direct microspectropho-
tometric measurements of the absorption spectra of outer
segments of human cone photoreceptors containing the
photopigments that are the principal determinants of the
spectral sensitivity of the cones.

The cone spectral sensitivities may be regarded as color-
matching functions based on primaries that are said to be
imaginary in the sense that, although calculations of color
matches based on them are possible, they are not phys-
ically realizable. To exist physically, each such primary
would uniquely excite only one type of cone, whereas
real primaries always excite at least two types.

Another set of all-positive color-matching functions,
based on a different set of imaginary primaries, is given
in Fig. 3. This set, which makes very similar predictions
about color matches as the cone sensitivity curves, was
adopted as a standard by the International Commission on
Illumination (CIE) in 1931.

By simulating any of these sets of sensitivity func-
tions in three optically filtered photocells, it is possible
to remove the human observer from the system of color
measurement (colorimetry) and develop a purely physical
(though necessarily very limited) description of color, one
that can be implemented in automated colorimeters.

C. Chromaticity Diagram

A useful separation between the achromatic and chromatic
aspects of color was achieved in a system of colorimetry
adopted by the CIE in 1931. This was the first specifica-
tion of color to achieve international agreement; it remains
today the principal system used internationally for spec-
ifying colors quantitatively, without reference to a set of
actual samples.

The color-matching functions x̄(λ), ȳ(λ), and z̄(λ) are
based on primaries selected and smoothed to force the
ȳ(λ) function to be proportional to the spectral luminous
efficiency function V (λ), which had been standardized a
decade earlier to define the quantity of “luminous flux”
in lumens per watt of radiant power. The x̄(λ), ȳ(λ), and
z̄(λ) functions were then scaled to equate the areas under
the curves, an operation that does not alter the predictions
they make about color matches.

To specify the color of a patch of light, one begins by
integrating its spectral radiance distribution S(λ) in turn
with the three color-matching functions:

X = k
∫

S(λ)x̄(λ) dλ,

Y = k
∫

S(λ)ȳ(λ) dλ,

Z = k
∫

S(λ)z̄(λ) dλ.

The values X , Y , and Z are called relative tristimulus
values; these are equal for any light having an equal-
radiance spectrum. Tristimulus values permit the spec-
ification of color in terms of three variables that are
related to cone sensitivities rather than by continuous spec-
tral radiance distributions, which do not. Like R, G, and B,
the tristimulus values represent the coordinates of a three-
dimensional vector whose angle specifies chromatic color
and whose length characterizes the amount of that color.

Chromaticity coordinates, which do not depend on the
amount of a color, specify each of the tristimulus values
relative to their sum:

x = X/(X + Y + Z );

y = Y (X + Y + Z );

z = Z/(X + Y + Z )
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FIGURE 3 Tristimulus values of the equal-energy spectrum of the 1931 CIE system of colorimetry. [From Billmeyer,
F. W., Jr., and Saltzmann, M. (1981). “Principles of Color Technology,” 2nd ed. Copyright ©1981 John Wiley & Sons,
Inc. Reprinted by permission of John Wiley & Sons, Inc.]

Given any two of these, the third is determined (e.g., z =
1 − x − y). Therefore, full information about chromaticity
can be conveniently represented in a two-dimensional di-
agram, with y versus x having been chosen by the CIE for
this purpose. The resulting chromaticity diagram is shown
in Fig. 4. If one wishes to specify the quantity of light as
well, the Y tristimulus value can be given, allowing a color
to be fully specified as x , y, and Y , instead of X , Y , and Z .
The manner in which the quantity of light Y is specified
is determined by the normalization constant k.

Depending on the choice of primaries for determining
color-matching functions, many other chromaticity dia-
grams are possible. For example, the set of color-matching
functions of Fig. 1 leads to the chromaticity diagram of
Fig. 5. This so-called RGB system is seldom used.

The affine geometry of chromaticity diagrams endows
all of them with a number of useful properties. Most funda-
mental is that an additive mixture of any two lights will fall
along a straight line connecting the chromaticities of the

mixture components. Another is that straight lines on one
such diagram translate into straight lines on any other re-
lated to it by a change of assumed primaries. The locations
of the imaginary primaries X , Y , and Z are shown in Fig. 5,
where one sees that the triangle formed by them com-
pletely encloses the domain of realizable colors. The lines
X–Y and X–Z of Fig. 5 form the coordinate axes of the CIE
chromaticity diagram of Fig. 4. Conversely, the lines B–G
and B–R in Fig. 4 form the coordinate axes of the chro-
maticity diagram of Fig. 5. The uneven grid of nonoorthog-
onal lines in Fig. 4, forming various angles at their inter-
sections, translates into the regular grid of evenly spaced,
orthogonal lines in Fig. 5. This illustrates that angles and
areas have no instrinsic meaning in chromaticity diagrams.

The CIE in 1964 adopted an alternative set of color-
matching functions based on experiments with large (10◦)
fields. Their use is recommended for making predictions
about color matches for fields subtending more than 4◦ at
the eye.
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FIGURE 4 The XYZ chromaticity diagram showing the locations of the RGB primaries of Fig. 5 and the projection of
the rectilinear grid of that figure onto this one. [From LeGrand, Y. (1957). “Light, Colour, and Vision,” 2nd ed., Wiley
Interscience, New York.]

Table I lists values of the CIE color-matching func-
tions for 2◦ and 10◦ fields at 10-nm wavelength values.
Tables for 1-nm wavelength values for 2◦ and 10◦ fields
are available in Color Measurement, the second volume
in the series Optical Radiation Measurements, edited by
F. Grum and C. J. Bartleson.

III. COLOR RENDERING

From an evolutionary viewpoint, it is not surprising that
sunlight is an excellent source for color rendering. Its
strong, gap-free spectral irradiance distribution (Fig. 6) al-
lows the discrimination of a very large number of surface-
color differences. Color appearance in sunlight provides
the standard against which the adequacy of other sources
for color rendering is often judged.

A. Best and Worst Artificial Sources
for Color Rendering

Of the light sources in common use today, low-pressure
sodium is one of the poorest for color rendering, coming

very close to being one of the worst possible. This illu-
minant consists mainly of the paired sodium lines that lie
very close together (at 589.0 and 589.6 nm) in the “yel-
low” region of the spectrum; although some other spectral
lines are also represented, these are present at such low
relative radiances that low-pressure sodium lighting is for
practical purposes monochromatic.

For a surface that does not fluoresce, its spectral re-
flectance characteristics can modify the quantity and
geometry of incident monochromatic light, but not its
wavelength. Viewed under separate monochromatic light
sources of the same wavelength, any two surfaces with
arbitrarily chosen spectral distributions can be made to
match, both physically and visually, by adjusting the rel-
ative radiances of incident lights. Therefore, no chro-
matic color differences can exist under monochromatic
illumination.

The best sources for color rendering emit continuous
spectra throughout the visible region. Blackbody radia-
tion, which meets this criterion, is shown for three tem-
peratures in Fig. 7. These curves approximate those for
tungsten sources at these temperatures.
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FIGURE 5 The RGB chromaticity diagram showing the locations of the XYZ primaries of Fig. 4. [From LeGrand, Y.
(1957). “Light, Colour, and Vision,” 2nd ed., Wiley Interscience, New York.]

B. Intermediate Quality
of Fluorescent Lighting

Much of the radiant flux produced by incandescence
emerges as infrared radiation at wavelengths longer than
those visible; this is not true of fluorescent light, which is
more efficiently produced, accounting for its widespread
use. This light results from the electrical energizing of mer-
cury vapor, which emits ultraviolet radiation. Although it-
self invisible, this radiation elicits visible light by causing
the fluorescence of phosphors suspended in a layer coating
the inside of a transparent tube.

Fluorescent lamps emit energy at all visible wave-
lengths, which is a good feature for color rendering, but
their spectra are punctuated by regions of much higher ra-
diance whose spectral locations depend on the phosphors
chosen and the visible radiations of mercury vapor. Radi-
ant power distributions of six types of fluorescent lamps
are shown in Fig. 8.

C. Efficacy

The amount of visible light emitted by a source is mea-
sured in lumens, determined by integrating its radiant
power output S(λ) with the spectral luminous efficiency
function V (λ). The latter, which is proportional to ȳ(λ),
peaks at ∼555 nm. Therefore, the theoretically most effi-
cient light source would be monochromatic at this wave-
length, with the associated inability to render chromatic
color differences. Efficacy does not include power lost
in the conversion from electrical input to radiant output,
which may vary independently of the efficacy of the light
finally produced.

D. Correlated Color Temperature

A blackbody, or Planckian radiator, is a cavity within a
heated material from which heat cannot escape. No mat-
ter what the material, the walls of the cavity exhibit a
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TABLE I Spectral Tristimulus Values for Equal Spectral Power Source

a. CIE 1931 Standard Observer b. CIE 1964 Supplementary Observer

Wavelength Wavelength
(nanometer) x̄(λ) ȳ(λ) z̄(λ) (nanometer) x̄10(λ) ȳ10(λ) z̄10(λ)

380 0.0014 0.0000 0.0065 380 0.0002 0.0000 0.0007

385 0.0022 0.0001 0.0105 385 0.0007 0.0001 0.0029

390 0.0042 0.0001 0.0201 390 0.0024 0.0003 0.0105

395 0.0076 0.0002 0.0362 395 0.0072 0.0008 0.0323

400 0.0143 0.0004 0.0679 400 0.0191 0.0020 0.0860

405 0.0232 0.0006 0.1102 405 0.0434 0.0045 0.1971

410 0.0435 0.0012 0.2074 410 0.0847 0.0088 0.3894

415 0.0776 0.0022 0.3713 415 0.1406 0.0145 0.6568

420 0.1344 0.0040 0.6456 420 0.2045 0.0214 0.9725

425 0.2148 0.0073 1.0391 425 0.2647 0.0295 1.2825

430 0.2839 0.0116 1.3856 430 0.3147 0.0387 1.5535

435 0.3285 0.0618 1.6230 435 0.3577 0.0496 1.7985

440 0.3483 0.0230 1.7471 440 0.3837 0.0621 1.9673

445 0.3481 0.0298 1.7826 445 0.3687 0.0747 2.0273

450 0.3362 0.0380 1.7721 450 0.3707 0.0895 1.9948

455 0.3187 0.0480 1.7441 455 0.3430 0.1063 1.9007

460 0.2908 0.0600 1.6692 460 0.3023 0.1282 1.7454

465 0.2511 0.0739 1.5281 465 0.2541 0.1528 1.5549

470 0.1954 0.0910 1.2876 470 0.1956 0.1852 1.3176

475 0.1421 0.1126 1.0419 475 0.1323 0.2199 1.0302

480 0.0956 0.1390 0.8130 480 0.0805 0.2536 0.7721

485 0.0580 0.1693 0.6162 485 0.0411 0.2977 0.5701

490 0.0320 0.2080 0.4652 490 0.0162 0.3391 0.4153

495 0.0147 0.2586 0.3533 495 0.0051 0.3954 0.3024

500 0.0049 0.3230 0.2720 500 0.0038 0.4608 0.2185

505 0.0024 0.4073 0.2123 505 0.0154 0.5314 0.1592

510 0.0093 0.5030 0.1582 510 0.0375 0.6067 0.1120

515 0.0291 0.6082 0.1117 515 0.0714 0.6857 0.0822

520 0.0633 0.7100 0.0782 520 0.1177 0.7618 0.0607

525 0.1096 0.7932 0.0573 525 0.1730 0.8233 0.0431

530 0.1655 0.8620 0.0422 530 0.2365 0.8752 0.0305

535 0.2257 0.9149 0.0298 535 0.3042 0.9238 0.0206

540 0.2904 0.9540 0.0203 540 0.3768 0.9620 0.0137

545 0.3597 0.9803 0.0134 545 0.4516 0.9822 0.0079

550 0.4334 0.9950 0.0087 550 0.5298 0.9918 0.0040

555 0.5121 1.0000 0.0057 555 0.6161 0.9991 0.0011

560 0.5945 0.9950 0.0039 560 0.7052 0.9973 0.0000

565 0.6784 0.9786 0.0027 565 0.7938 0.9824 0.0000

570 0.7621 0.9520 0.0021 570 0.8787 0.9556 0.0000

575 0.8425 0.9154 0.0018 575 0.9512 0.9152 0.0000

580 0.9163 0.8700 0.0017 580 1.0142 0.8689 0.0000

585 0.9786 0.8163 0.0014 585 1.0743 0.8526 0.0000

590 1.0263 0.7570 0.0011 590 1.1185 0.7774 0.0000

595 1.0567 0.6949 0.0010 595 1.1343 0.7204 0.0000

600 1.0622 0.6310 0.0008 600 1.1240 0.6583 0.0000

605 1.0456 0.5668 0.0006 605 1.0891 0.5939 0.0000

610 1.0026 0.5030 0.0003 610 1.0305 0.5280 0.0000

continues
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TABLE I (continued )

a. CIE 1931 Standard Observer b. CIE 1964 Supplementary Observer

Wavelength Wavelength
(nanometer) x̄(λ) ȳ(λ) z̄(λ) (nanometer) x̄10(λ) ȳ10(λ) z̄10(λ)

615 0.9384 0.4412 0.0002 615 0.9507 0.4618 0.0000

620 0.8544 0.3810 0.0002 620 0.8563 0.3981 0.0000

625 0.7514 0.3210 0.0001 625 0.7549 0.3396 0.0000

630 0.6424 0.2650 0.0000 630 0.6475 0.2835 0.0000

635 0.5419 0.2170 0.0000 635 0.5351 0.2283 0.0000

640 0.4479 0.1750 0.0000 640 0.4316 0.1798 0.0000

645 0.3608 0.1382 0.0000 645 0.3437 0.1402 0.0000

650 0.2835 0.1070 0.0000 650 0.2683 0.1076 0.0000

655 0.2187 0.0816 0.0000 655 0.2043 0.0812 0.0000

660 0.1649 0.0610 0.0000 660 0.1526 0.0603 0.0000

665 0.1212 0.0446 0.0000 665 0.1122 0.0441 0.0000

670 0.0874 0.0320 0.0000 670 0.0813 0.0318 0.0000

675 0.0636 0.0232 0.0000 675 0.0579 0.0226 0.0000

680 0.0468 0.0170 0.0000 680 0.0409 0.0159 0.0000

685 0.0329 0.0119 0.0000 685 0.0286 0.0111 0.0000

690 0.0227 0.0082 0.0000 690 0.0199 0.0077 0.0000

695 0.0158 0.0057 0.0000 695 0.0318 0.0054 0.0000

700 0.0114 0.0041 0.0000 700 0.0096 0.0037 0.0000

705 0.0081 0.0029 0.0000 705 0.0066 0.0026 0.0000

710 0.0058 0.0021 0.0000 710 0.0046 0.0018 0.0000

715 0.0041 0.0015 0.0000 715 0.0031 0.0012 0.0000

720 0.0029 0.0010 0.0000 720 0.0022 0.0008 0.0000

725 0.0020 0.0007 0.0000 725 0.0015 0.0006 0.0000

730 0.0014 0.0005 0.0000 730 0.0010 0.0004 0.0000

735 0.0010 0.0004 0.0000 735 0.0007 0.0003 0.0000

740 0.0007 0.0002 0.0000 740 0.0005 0.0002 0.0000

745 0.0005 0.0002 0.0000 745 0.0004 0.0001 0.0000

750 0.0003 0.0001 0.0000 750 0.0003 0.0001 0.0000

755 0.0002 0.0001 0.0000 755 0.0001 0.0001 0.0000

760 0.0002 0.0001 0.0000 760 0.0001 0.0000 0.0000

765 0.0002 0.0001 0.0000 765 0.0001 0.0000 0.0000

770 0.0001 0.0000 0.0000 770 0.0001 0.0000 0.0000

775 0.0001 0.0000 0.0000 775 0.0000 0.0000 0.0000

780 0.0000 0.0000 0.0000 780 0.0000 0.0000 0.0000

Totals 21.3714 21.3711 21.3715 Totals 23.3294 23.3324 23.3343

characteristic spectral emission, which is a function of its
temperature. The locus of the chromaticity coordinates
corresponding to blackbody radiation, as a function of
temperature, plots in the chromaticity diagram as a curved
line known as the Planckian locus (see Fig. 4). The spec-
tral distribution of light from sources with complex spectra
does not approximate that of a Planckian radiator. Never-
theless, it is convenient to have a single index by which
to characterize these other sources of artificial light. For
this purpose the CIE has defined a correlated color tem-

perature, determined by calculating the chromaticity co-
ordinates of the source and then locating the point on the
blackbody locus perceptually closest to these coordinates.

E. Color-Rendering Index

The CIE has developed a system for attempting to specify
the quality of color rendering supplied by any light source.
The calculations are based on a set of reflecting sam-
ples specified in terms of their reflectance functions. The
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FIGURE 6 Spectral power distribution of typical daylight. [From
Billmeyer, F. W., Jr., and Saltzmann, M. (1981). “Principles of Color
Technology,” 2nd ed., Copyright ©1981 John Wiley & Sons, Inc.
Reprinted by permission of John Wiley & Sons, Inc.]

calculations begin with the choice of a reference illumi-
nant specified as a blackbody (or daylight) radiator having
a color temperature (or correlated color temperature) as
close as possible to the correlated color temperature of the
test illuminant; the choice of reference illuminant depends
on the correlated color temperature of the test illuminant
(daylight is used as a reference above 5000 K). For each
of the samples, defined by their spectral reflectance func-
tions, the amount of color shift �E introduced in going
from reference to test illuminant is determined using the
CIELUV formula described in Section VIB. There are 14
reference samples in all. A special color-rendering index
Ri , peculiar to each sample, is calculated as 100–4.6�E .
Most commonly a single-number index is calculated from
the mean of a subset of eight special color-rendering in-
dices to provide a final value known as the general color-
rendering index Ra. The factor 4.6 was chosen so that
a standard warm white fluorescent lamp would have an
Ra of ∼50; tungsten-incadescent sources score very close
to 100. Table II gives Ra values for several commonly
used artificial sources. Despite its official status, Ra is of
limited value because of its many arbitrary features, espe-
cially its dependence on so limited a set of color samples.
It is most useful for distinguishing large differences in
color rendering, but not so useful for discriminating among
sources of very high color-rendering properties. Individ-
ual values of Ri can be useful for determining the man-
ner in which light sources differ in their color-rendering
properties.

The intermediate color-rendering properties of most flu-
orescent light sources are closer to the best than to the
worst. Mercury vapor and high-pressure sodium sources,
widely used for street lighting, have poor color-rendering
properties that fall between those of fluorescent and low-
pressure sodium illumination.

IV. GLOBAL SURFACE PROPERTIES

The term reflection characterizes any of a variety of phys-
ical processes by which less than 100% of the radiant
energy incident on a body at each wavelength is returned
without change of wavelength. Reflection is too compli-
cated for detailed specification at a molecular level for
most surfaces and wavelengths of light. For this reason and
because the molecular details are unimportant for many
practical purposes, methods have been devised for mea-
suring the spectral reflectance of a surface—the spectral
distribution of returned light relative to that which is in-
cident. Reflectance depends on the wavelength and angle
of incidence of the light, as well as the angle(s) at which
reflected light is measured.

A. Specular and Diffuse Reflectance

A familiar example of specular reflectance is provided by
a plane mirror, in which the angles of light incidence and
reflectance are equal. An ideal mirror reflects all incident
light nonselectively with wavelength. If free of dust and
suitably framed, the surface of an even less than ideal real
mirror is not perceived at all; instead, the virtual image of
an object located physically in front of the mirror is seen
as if positioned behind.

Although specular reflectance seldom provides infor-
mation about the color of a surface, there are exceptions.
In particular, highly polished surfaces of metals such as
gold, steel, silver, and copper reflect specularly. They also
reflect diffusely from within but do so selectively with
wavelength so that the specular reflection is seen to be
tinged with the color of the diffuse component. More of-
ten, because highlights from most surfaces do not alter the
spectral distribution of incident light, specular reflection
provides information about the color of the source of light
rather than that of the surface.

Diffuse reflectance, on the other hand, is typically selec-
tive with wavelength, and for the normal observer under
typical conditions of illumination it is the principal de-
terminant of the perceived color of a surface. A surface
exhibiting perfectly diffuse reflectance returns all of the
incident light with the distribution shown in Fig. 9, where
the luminance (intensity per unit area) of the reflected
light decreases a cosine function of the angle of reflection
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FIGURE 7 Spectral radiance distributions of a blackbody radiator at three temperatures. [From Wyszecki, G., and
Stiles, W. S. (1982). “Color Science: Concepts and Methods, Quantitative Data and Formulae,” 2nd ed. Copyright ©
1982 John Wiley & Sons, Inc. Reprinted by permission of John Wiley & Sons, Inc.]

relative to normal. As such a surface is viewed more and
more obliquely through an aperture, a progressively larger
area of the surface fills the aperture—also a cosine func-
tion. The two effects cancel, causing the luminance of the
surface and its subjective counterpart, lightness, to be in-
dependent of the angle of view.

No real surface behaves in exactly this way, although
some surfaces approach it. Some simultaneously exhibit
specular and diffuse reflectance; that of a new automobile
provides a familiar example. The hard, highly polished
outer surface exhibits specular reflectance of some of the
incident light. The remainder is refracted into the layers
below, which contain diffusely reflecting, spectrally selec-
tive absorptive pigments suspended in a binding matrix.
Light not absorbed is scattered within this layer with an
intensity pattern that may approximate that of a perfectly
diffuse reflector. Because of the absorptive properties of

the pigments, some wavelengths reflect more copiously
than others, providing the physical basis for the perceived
color of the object.

Many intermediate geometries are possible, which give
rise to sensations of sheen and gloss; these usually enable
one to predict the felt hardness or smoothness of surface
without actually touching them.

B. Measuring Diffuse Surface Reflectance

The diffuse spectral reflectance of a surface depends on
the exact conditions of measurement. To some extent these
are arbitrary, so that in order for valid comparisons of
measurements to be made among different laboratories
and manufacturers, standard procedures are necessary. To
agree on and specify such procedures has been one of
the functions of the CIE, which has recommended four
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FIGURE 8 Spectral radiance distributions of six typical fluorescent lamps. [From Kaufman, J. E., ed. (1981). “IES
Lighting Handbook; Reference Volume,” © 1981 Illuminating Engineering Society of North America.]

procedures for measuring diffuse spectral reflectance, the
most sophisticated of which is illustrated at the bottom left
in Fig. 10. It makes use of an integrating sphere painted
inside with a highly reflecting and spectrally nonselective
paint made from barium sulfate. When light is admitted
into an ideal integrating sphere, the sphere “lights up” uni-
formly as a result of multiple diffuse internal reflections.
The size of the sphere does not matter so long as the ports
cut into it, which permit entry and exit of the incident and
reflected light, do not exceed 10% of the total surface area.

The surface to be measured fills an opening at the
bottom, oriented horizontally. The incident light, which
should be of limited cross section in order to be confined
to the sample being measured, enters at an angle of 5◦

to normal. To eliminate the specular component of re-
flection from the measurement, a light trap is introduced,
centered at an angle of 5◦ on the other side of normal; the
remaining diffusely reflected component illuminates the
sphere. Ideally, the exit port could be located almost any-
where. In practice, it is located as shown, so that it “sees”
only a small opposite section of the sphere. As an added
precaution, a small baffle is introduced to block the ini-
tially reflected component of light, which otherwise would
strike the sphere in the area being measured. When the cap,
shown in the lower left of Fig. 10 is black, it eliminates
the specular (or direct) component, and only the diffuse
reflectance is measured. When the cap is white (or when
the sphere’s surface is continuous, as at the bottom right

of the figure), both specular and diffuse components con-
tribute, and the measurement is called total reflectance.
Measurements are made, wavelength by wavelength, rel-
ative to the reflectance of a calibrated standard of known
spectral reflectance. The spectral sensitivity of the detec-
tor does not matter so long as it is sufficiently sensitive to
allow reliable measurements.

The arrangement of Fig. 10 ensures that all compo-
nents of diffusely reflected light are equally weighted and
that the specular component can be included in or elimi-
nated from the measurement. Often, however, there is no
true specular component, but rather a high-intensity lobe
with a definite spread. This renders somewhat arbitrary the
distinction between the specular and diffuse components.
Operationally, the distinction depends on the size of exit
port chosen for the specular light trap. Reflectance mea-
surements are usually scaled relative to what a perfectly
diffuse, totally reflecting surface would produce if located
in the position of the sample. Figure 11 shows the diffuse
spectral reflectance curves of a set of enamel paints that
are sometimes used as calibration standards.

C. Chromaticity of an Object

The chromaticity of an object depends on the spectral
properties of the illuminant as well as those of the object.
A quantity φ(λ) is defined as ρ(λ)S(λ) or τ (λ)S(λ),
where ρ(λ) symbolizes reflectance and τ (λ) symbolizes
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FIGURE 9 Intensity distribution of light reflected from a perfectly
diffuse (Lambertian) surface, showing proportion of reflected light
within 5◦ of each indicated direction. [From Boynton, R. M. (1974).
In “Handbook of Perception” (E. C. Carterette and M. P. Friedman,
eds.), Vol. 1. Copyright 1974 Academic Press.]

transmittance. Whereas reflectance ρ is the fraction of in-
cident light returned from a surface, transmittance τ is the
fraction of incident light transmitted by an object. Tris-
timulus values are then calculated as follows:

X = k
∫

φλ x̄(λ) dλ,

Y = k
∫

φλ ȳ(λ) dλ,

Z = k
∫

φλ z̄(λ) dλ.

FIGURE 10 Schematic diagram showing the four CIE standard illuminating and viewing geometries for reflectance
measurements. [From Wyszecki, G., and Stiles, W. S. (1982). “Color Science: Concepts and Methods. Quantitative
Data and Formulae,” 2nd ed. Copyright ©1982 John Wiley & Sons, Inc. Reprinted by permission of John Wiley &
Sons, Inc.]

Calculation of chromaticity coordinates then proceeds as
described above for sources. If an equal-energy spectrum
is assumed, the source term S(λ) can be dropped from
the definition of φ(λ). When the chromaticity of a surface
is specified without specification of the source, an equal-
energy spectrum is usually implied.

D. Fluorescence

The practice of colorimetry so far described becomes con-
siderably more complicated if the measured surface ex-
hibits fluorescence. Materials with fluorescing surfaces,
when excited by incident light, generally both emit light
at a longer wavelength and reflect a portion of the incident
light. When making reflectance measurements of nonflu-
orescent materials, there is no reason to use incident ra-
diation in the ultraviolet, to which the visual mechanism
is nearly insensitive. However, for fluorescent materials
these incident wavelengths can stimulate substantial radi-
ation at visible wavelengths. The full specification of the
relative radiance (reflection plus radiation) properties of
such surfaces requires the determination, for each incident
wavelength (including those wavelengths in the ultraviolet
known to produce fluorescence), of relative radiance at all
visible wavelengths, leading to a huge matrix of measure-
ment conditions. As a meaningful and practical shortcut,
daylight or a suitable daylight substitute can be used to
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FIGURE 11 Diffuse spectral reflectance curves of a set of enamel paints having the following color appearances:
(1) medium gray, (2) white, (3) deep blue, (4) yellow, (5) red, (6) brown, (7) medium green, (8) light blue, (9) light
green, (10) peach, (11) ivory, and (12) black. [From Wyszecki, G., and Stiles, W. S. (1982). “Color Science: Concepts
and Methods, Quantitative Data and Formulae,” 2nd ed. Copyright © 1982 John Wiley & Sons, Inc. Reprinted by
permission of John Wiley & Sons, Inc.]

irradiate the sample, and a spectrophotometer can be lo-
cated at the exit port to register the spectral distribution
of the reflected light, which will include the component
introduced by fluorescence. Daylight substitutes are so
difficult to obtain that the most recent standard illuminant
sanctioned by the CIE, called D-65, has been specified
only mathematically but has never been perfectly real-
ized. (A suitably filtered, high-pressure xenon arc source
comes close.)

E. Optimal Colors

Because of the broadband characteristics of the cone spec-
tral sensitivity functions, most of the spectrum locus in
the chromaticity diagram is very well approximated by
wave bands as broad as 5 nm. A reflecting surface that
completely absorbed all wavelengths of incident broad-
band (white) light and reflected only a 5-nm wave band
would have a chromaticity approximating the midpoint
of that wave band along the spectrum locus. Such a sur-
face would also have a very low reflectance because al-
most all of the incident light would be absorbed. Ex-
tending the wave band would increase reflectance, but
at the cost of moving the chromaticity inward toward
the center of the diagram, with the limit for a nonselec-
tive surface being the chromaticity of the illuminant. For
any particular reflectance, the domain of possible chro-

maticities can be calculated; the outer limit of this do-
main represents the locus of optimal surface colors for that
chromaticity.

The all-or-nothing and stepwise reflectance properties
required for optimal surface colors do not exist either in
nature or in artificially created pigments (see Fig. 11),
which tend to exhibit instead gently sloped spectral re-
flectance functions. For any given reflectance, therefore,
the domain of real colors is always much more restricted
than the ideal one. Figure 12 shows the CIE chromaticity
diagram and the relations between the spectrum locus, the
optimal colors of several reflectances, and the real surface
colors of the Optical Society of America Uniform Color
Scales set.

F. Metamerism Index

As already noted, metamerism refers to the phenomenon
whereby a color match can occur between stimuli that dif-
fer in their spectral distributions. In the domain of reflect-
ing samples the term carries a related, but very different
connotation; here the degree of metamerism specifies the
tendency of surfaces to change in perceived color, or to
resist doing so, as the spectral characteristics of the illumi-
nant are altered. Surfaces greatly exhibiting such changes
are said to exhibit a high degree of metamerism, which
from a commercial standpoint is undesirable.
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FIGURE 12 Locus of optimal colors of reflectances indicated, also showing the locations of 47 surface colors of ∼30%
reflectance developed by the Optical Society of America to be equally spaced perceptually. [From Wyszecki, G., and
Stiles, W. S. (1982). “Color Science: Concepts and Methods, Quantitative Data and Formulae,” 2nd ed. Copyright ©
1982 John Wiley & Sons, Inc. Reprinted by permission of John Wiley & Sons, Inc.]

Most indices of metamerism that have been proposed
depend either on the assessed change in color of specific
surfaces with change in illuminant, calculated by proce-
dures similar to those used for the color-rendering index of
illuminants, or on the number of intersections of the spec-
tral reflectance functions of the samples being assessed.
For two samples to be metameric, these functions must
intersect at least three times; in general, the more intersec-
tions, the lower is the degree of metamerism that results,
implying more resistance to color change with a change
in illuminant. In the limiting case, where the curves are
identical, there is no metamerism and the match holds for
all illuminants.

Except for monochromatic lights on the curved portion
of the spectrum locus in the chromaticity diagram, the
number of possible metamers is mathematically infinite.
Taking into account the limits of sensitivity of the visual

system for the perception of color differences, the num-
ber of possible metamers increases as one approaches the
white point on the chromaticity diagram, moving inward
from the outer limits of realizable reflecting colors.

V. PHYSICAL BASIS OF SURFACE COLOR

The physical basis of the color of a surface is related to
processes that alter the spectral distribution of the returned
light in the direction of an observer, relative to that of the
incident illumination.

A. Color from Organic Molecules

The action of organic molecules, which provide the basis
for much of the color seen in nature, has been interpreted
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with accelerating precision since about 1950 in the con-
text of molecular orbital theory. The interaction of light
with small dye molecules can be completely specified, and
although such detailed interpretation remains impractical
for large dye molecules, even with currently available su-
percomputers, the origin of color in organic molecules is
considered to be understood in principle at a molecular
level.

Most organic dyes contain an extended conjugated
chromophore system to which are attached electron donor
and electron acceptor groups. Although the wavelength of
a “reflected” photon is usually the same as that of the in-
cident one, the reflected photon is not the same particle of
light as the incident one. Instead, the surface is more prop-
erly regarded as a potential emitter of light, where (in the
absence of incandescence, fluorescence, or phosphores-
cence) incident light is required to trigger the molecular
reaction that produces the emitted radiation. Except for
fluorescent materials, the number of emitted photons can-
not exceed at any wavelength the number that are incident,
and the frequency of each photon is unchanged, as is its
wavelength if the medium is homogeneous. In considering
nonfluorescent materials, the subtle exchange of reflected
for incident photons is of no practical importance, and the
term reflection is often used to describe the process as if
some percentage of photons were merely bouncing off the
surface.

B. Colorants

A colorant is any substance employed to produce reflec-
tion that is selective with wavelength. Colorants exist in
two broad categories: dyes and pigments. In general, dyes
are soluble, whereas pigments require a substrate called
a binder. Not all colorants fall into either of these cat-
egories. (Exceptions include colorants used in enamels,
glasses, and glazes.)

C. Scatter

Because pigments do no exist as dissociated, individual
molecules, but instead are bound within particles whose
size and distribution may vary, the spectral distribution of
the reflected light depends only partly on the reaction of the
dye or pigment molecules to absorbed light. In addition to
the possibility of being absorbed, reflected, or transmitted,
light may also be scattered. Particles that are very small
relative to the wavelength of light produce Rayleigh scat-
tering, which varies inversely as the fourth power of wave-
length. (Rayleigh scatter causes the sky to appear blue on a
clear day; without scatter from atmospheric particles, the
sky would be black, as seen from the moon.) As scatter-
ing particles become larger, Mie scattering results. Wave-

length dependence, which is minimal for large-particle
scatter, becomes a factor for particles of intermediate size.
The directionality of scattered light is complex and can be
compounded by multiple scattering. There are two com-
ponents of Rayleigh scattering, which are differentially
polarized. Mie scattering is even more complicated than
the Rayleigh variety, and calculations pertaining to it are
possible to carry out only with very large computers.

Scatter also occurs at object surfaces. For example,
in “blue-eyed” people and animals, the eye color results
mainly from scatter within a lightly pigmented iris. As a
powder containing a colorant is ground more finely or is
compressed into a solid block, its scattering characteristics
change and so does the spectral distribution of the light
reflected from it, despite an unchanging molecular config-
uration of the colorant. Often such scatter is nonselective
with wavelength and tends to dilute the selective effects
of the colorant. A compressed block of calcium carbonate
is interesting in this respect because it comes very close
to being a perfectly diffuse, totally reflecting, spectrally
nonselective reflector.

D. Other Causes of Spectrally
Selective Reflection

The spectral distribution of returned light can also be al-
tered by interference and diffraction. Interference colors
are commonly seen in thin films of oil resting on water;
digital recording disks now provide a common example
of spectral dispersion by diffraction.

Light is often transmitted partially through a material
before being scattered or reflected. Various phenomena
related to transmitted light per se also give rise to spec-
trally selective effects. In a transmitting substance, such as
glass, light is repeatedly absorbed and reradiated, and in
the process its speed is differentially reduced as a function
of wavelength. This leads to wavelength-selective refrac-
tion and the prismatic dispersion of white light into its
spectral components.

The most common colorants in glass are oxides of tran-
sition metals. Glass may be regarded as a solid fluid, in
the sense of being a disordered, noncrystalline system.
The metal oxides enter the molton glass in true solution
and maintain that essential character after the glass has
cooled and hardened. Whereas much colored glass is used
for decorative purposes, color filters for scientific use are
deliberately produced with specific densities and spectral
distributions caused by selective absorption (which usu-
ally also produces some scatter), by reflection from coated
surfaces, or by interference.

The visual characteristics of metals result from specu-
lar reflection (usually somewhat diffused) which, unlike
that from other polished surfaces, is spectrally selective.
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If the regular periodicity of their atoms is taken into ac-
count, the reflectance characteristics of metals can also be
understood in terms of the same molecular orbital theory
that applies to organic colorants. In this case it serves as a
more fundamental basis for band theory, in terms of which
the optical and electrical conductance properties of metals
and semiconductors have classically been characterized.

E. Subtractive Color Mixture

The addition of primaries, as described in Section IA, is an
example of what is often termed additive color mixture.
Four methods of addition were described, all of which
have in common the fact that photons of different wave-
lengths enter the eye from the same, or nearly the same,
part of the visual field. There are no significant interactions
between photons external to the eye; their integration oc-
curs entirely within the photoreceptors, where photons of
different wavelengths are absorbed in separate molecules
of photopigments, which for a given photoreceptor are all
of the same kind, housed within the cone outer segments.

Subtractive color mixing, on the other hand, is con-
cerned with the modification of spectral light distributions
external to the eye by the action of absorptive colorants,
which, in the simplest case, can be considered to act in
successive layers. Here it is dyes or pigments, not lights,
that are mixed. The simplest case, approximated in some
color photography processes, consists of layers of nonscat-
tering, selectively absorptive filters. Consider the spectral
transmittance functions of the subtractive primaries called
cyan and yellow in Fig. 13 and the result of their combi-
nation: green. The transmittance function for the resulting
green is simply the product, wavelength by wavelength,
of the transmittance functions of cyan and yellow. When
a third subtractive primary (magenta) is included in the
system, blue and red can also be produced by the combi-
nations shown. If all three subtractive primaries are used,
very little light can pass through the combination, and the
result is black.

If the filters are replaced by dyes in an ideal nonscat-
tering solution, transmittance functions of the cyan, yel-
low, and magenta primaries can be varied quantitatively,
depending on their concentration, with little change of
“shape”—that is, each can be multiplied by a constant at
each wavelength. By varying the relative concentrations
of three dyes, a wide range of colors can be produced,
as shown by the line segments on the CIE chromaticity
diagram of Fig. 14. Subtractive color mixtures do not fall
along straight lines in the chromaticity diagram.

Dichroic filters, such as those used in color television
cameras, ideally do not absorb, but instead reflect the com-
ponent of light not transmitted, so that the two components
are complementary in color. By contrast, examination of

an ordinary red gelatin filter reveals that the appearance of
light reflected from it, as well as that transmitted through
it, is red. The explanation for the reflected component is
similar to that for colors produced by the application of
pigments to a surface.

Consider elemental layers within the filter and a painted
surface, each oriented horizontally, with light incident
downward. In both cases, the light incident at each elemen-
tal layer consists of that not already absorbed or backscat-
tered in the layers above. Within the elemental layer, some
fraction of the incident light will be scattered upward,
to suffer further absorption and scatter before some of it
emerges from the surface at the top. Another fraction will
be absorbed within the elemental layer, and the remain-
der will be transmitted downward, some specularly and
some by scatter. In the case of the painted surface, a frac-
tion of the initially incident light will reach the backing.
In the case of the red gelatin filter, light emerging at the
bottom constitutes the component transmitted through the
filter. For the painted surface, the spectral reflectance of
the backing will, unless perfectly neutral, alter the spec-
tral distribution of the light reflected upward, with further
attenuation and scattering at each elemental layer, until
some of the light emerges at the top.

The prediction of color matches involving mixtures of
pigments in scattering media is, as the example above
suggests, not a simple matter. For this purpose, a theory
developed by Kubelka and Munk in 1931, and named after
them, is (with variations) most often used. Complex as it
is, the theory nevertheless requires so many simplifying
assumptions that predictions based on it are only approx-
imate. Sometimes Mie scattering theory is applied to the
problem of predicting pigment formulations to match a
color specification, but more often empirical methods are
used for this purpose.

VI. COLOR DIFFERENCE
AND COLOR ORDER

Paradoxically, exact color matches are at the same time
very common and very rare. They are common in the
sense that any two sections of the same uniformly col-
ored surface or material will usually match physically and
therefore also visually. Otherwise, exact color matches are
rare. For example, samples of paints of the same name and
specification, intended to match, seldom do so exactly if
drawn from separate batches. Pigments of identical chem-
ical specification generally do not cause surfaces to match
if they are ground to different particle sizes or suspended
within different binders. Physical matches of different ma-
terials, such as plastics and fabrics, are usually impossi-
ble because differing binders or colorants must be used.
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FIGURE 13 Spectrophotometric curves of a set of subtractive primary filters and their mixtures, superimposed in
various combinations. [From Billmeyer, F. W., Jr., and Saltzmann, M. (1981). “Principles of Color Technology,” 2nd ed.
Copyright © 1981 John Wiley & Sons, Inc. Reprinted by permission of John Wiley & Sons, Inc.]
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FIGURE 14 Chromaticities in a white light (∼6500 K) of indicated combinations of dyes AH, BG, and CB in various
concentrations. (Courtesy D. L. MacAdam and Springer-Verlag.)

In such cases—for example, matching a plastic dashboard
with the fabric of an automobile seat—metameric matches
must suffice; these cannot be perfect for all viewing condi-
tions and observers. Given the difficulty or impossibility
of producing perfect matches, it is important to be able
to specify tolerances within which imperfect matches will
be acceptable.

The issue of color differences on a more global scale
will also be considered. Here concern is with the arrange-
ment of colors in a conceptual space that will be helpful
for visualizing the relations among colors of all possible
kinds—the issue of color order.

A. Color-Difference Data

Figure 15 shows the so-called MacAdam discrimination
ellipses plotted in the CIE chromaticity diagram. These
were produced more than 40 years ago by an experimen-
tal subject who repeatedly attempted to make perfect color
matches to samples located at 25 points in chromaticity
space. The apparatus provided projected rather than sur-

face colors, but with a specified achromatic surround. For
a set of settings at a given reference chromaticity, the ap-
paratus was arranged so that the manipulation of a single
control caused chromaticity to change linearly through the
physical match point in a specified direction while auto-
matically keeping luminance constant. Many attempted
matches were made for each of several directions, as an
index of a criterion sensory difference. The standard devi-
ations of which were plotted on both sides of each refer-
ence chromaticity. Each of the ellipses of Fig. 15 was fit-
ted to collections of such experimental points. MacAdam
developed a system for interpolating between the mea-
sured chromaticities, and further research extended the
effort to include luminance differences as well, leading to
discrimination ellipsoids represented in x–y–Y space. By
this criterion of discrimination, there are several million
discriminable colors.

Early calculational methods required the use of graph-
ical aids, some of which are still in widespread use for
commercial purposes. Very soon it was recognized that,
if a formula could be developed for the prediction of
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FIGURE 15 MacAdam discrimination ellipses, 10 times actual
size. (Courtesy D. L. MacAdam and Springer-Verlag.)

just-discriminable color differences, measurements of
color differences could be made with photoelectric col-
orimeters. Many such formulas have been proposed. To
promote uniformity of use, the CIE in 1976 sanctioned
two systems called CIELAB and CIELUV, the second of
which will be described here.

B. CIELUV Color Difference Formulas

It has long been recognized that the 1931 CIE chromatic-
ity diagram is perceptually nonuniform, as revealed by the
different sizes and orientations of the MacAdam ellipses
plotted thereon. For the evaluation of chromatic differ-
ences, the ideal chromaticity space would be isotropic, and
discrimination ellipsoids would everywhere be spheres
whose cross sections in a constant-luminance plane would
plot as circles of equal size.

Many different projections of the chromaticity diagram
are possible; these correspond to changes in the assumed
primaries, all of which convey the same basic information
about color matches. The projection of Fig. 16 is based on
the following equations:

u′ = 4X/(X + 15Y + 3Z );

v′ = 9Y/(X + 15Y + 3Z ).

The CIELUV formula is based on the chromatic scaling
defined by this transformation combined with a scale of
lightness. The system is related to a white reference ob-
ject having tristimulus values Xn, Yn, Zn , with Yn , usually

FIGURE 16 MacAdam ellipses (L∗ = 50) shown in the CIE u ∗, v ∗
diagram. [From Wyszecki, G., and Stiles, W. S. (1982). “Color Sci-
ence: Concepts and Methods, Quantitative Data and Formulae,”
2nd ed. Copyright ©1982 John Wiley & Sons, Inc. Reprinted by
permission of John Wiley & Sons, Inc.]

taken as 100; these are taken to be the tristimulus values
of a perfectly reflecting diffuser under a specified white
illuminant.

There quantities are then defined as

L∗ = 116Y/Yn − 16,

u∗ = 13L∗(u′ − u′
n),

v∗ = 13L∗(v′ − v′
n).

These attempt to define an isotropic three-dimensional
space having axes L∗, u∗, and v∗, such that a color dif-
ference �E∗

uv is defined as

�E∗
uv = �L∗ + �u∗ + �v∗.

The MacAdam ellipses, plotted on the u∗, v∗ diagram,
are more uniform in size and orientation than in the CIE
diagram. Without recourse to nonlinear transformations,
this is about the greatest degree of uniformity possible.
These data and the CIE’s color difference equations are
recommended for use under conditions in which the ob-
server is assumed to be adapted to average daylight; they
are not recommended by the CIE for other conditions of
adaptation.

It is not difficult to write a computer program that will
calculate the �E∗

uv values appropriate to each member of
a pair of physical samples. Starting with knowledge of
the spectral reflectance distributions of the samples and
the spectral irradiance distribution of the illuminant, one
calculates the tristimulus values X, Y , and Z . From these,
the L∗, u∗, and v∗ values for each sample are calculated
and inserted into the final formula. Given that voltages
proportional to tristimulus values can be approximated
using suitably filtered photocells and electronics, it is a
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short step to the development of fully automated devices
that, when aimed in turn at each of two surfaces, will
register a color difference value.

The CIELUV formula is only one of more than a dozen
schemes that have been suggested for calculating color
differences, some simpler but most more elaborate. None
of these performs as well as would be desired. Correla-
tions of direct visual tests with predictions made by the
best of these systems, including CIELUV, account for only
about half the experimental variance. Different formulas
make predictions that correlate no better than this with one
another. In using CIELUV to predict color differences in
self-luminous displays, agreement is lacking concerning
the appropriate choice of reference white. For industrial
applications in which reflecting materials are being eval-
uated, differential weighting of the three components en-
tering into the CIELUV equation may be helpful, and to
meet the demands of specific situations, doing so can sig-
nificantly improve the predictive power of the system. For
example, when samples of fabrics are being compared,
tolerance for luminance mismatches tends to be greater
than for mismatches along the chromatic dimensions.

Despite these problems and limitations, calculations of
chromatic differences by formula has proved useful, au-
tomated colorimeters for doing so exist, and the practice
may be regarded as established, perhaps more firmly than
it should be. Room for improvement at a practical level
and for a better theoretical understanding of the problem
certainly exists.

C. Arrangement of Colors

In the years before the development of the CIE system of
color specification, which is based on radiometric mea-
surement, colors could be described only by appeal to
labeled physical samples. Any two people possessing a
common collection of samples could then specify a color
by reference to its label. Whereas in principle such sets
of colors could be randomly arranged, an orderly arrange-
ment is clearly preferable in which adjacent colors differ
by only a small amount.

For more than 100 years, it has been thought that colors
can be continuously arranged in a domain composed of
two cones sharing a common base, as shown in Fig. 17. A
line connecting the cone apices defines the axis of achro-
matic colors, ranging from white at the top to black at the
bottom. A horizontal plane intersecting one of the cones,
or their common base, defines a set of colors of equal light-
ness. Within such a plane colors can be represented in an
orderly way, with gray at the center and colors of max-
imum saturation on the circumference. The hues on the
circumference are arranged as they are in the spectrum, in
the order red, orange, yellow, green, blue, and violet, with

FIGURE 17 Representation of three-dimensional domain of sur-
face colors.

the addition of a range of purples shading back to red. In
moving from gray at the center toward a saturated hue, the
hue remains constant while the white content of the color
gradually diminishes as its chromatic content increases, all
at constant lightness. As the intersecting horizontal plane
is moved upward, the represented colors are more highly
reflecting and correspondingly lighter in appearance, but
their gamut is more restricted as must be so if only white
is seen at the top. As the intersecting horizontal plane
is moved down ward, colors become less reflecting and
darker in appearance, with progressively more restricted
gamuts, until at the bottom only a pure black is seen.

Considering a typical cross section, a chromatic gray is
at its center. Significant features, first observed by Newton,
pertain to the circumferential colors. First, they represent
the most highly saturated colors conceivable at that level of
lightness. Second, adjacent hues, if additively mixed, form
legitimate blends; for example, there is a continuous range
of blue-greens between blue and green. Third, opposite
hues cannot blend. For example, yellow and blue, when ad-
ditively mixed, produce a white that contains no trace of ei-
ther component, and the sensations of yellow and blue are
never simultaneously experienced in the same spatial loca-
tion. Two colors that when additively mixed yield a white
are called complementary colors, and in this kind of color-
order system they plot on opposite sides of the hue circle.

There are several such systems in common use, of which
only one, the Munsell system, will be described here. In
this system, the vertical lightness axis is said to vary in
value (equivalent to lightness) from 0 (black) to 10 (white).
At any given value level, colors are arranged as described
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FIGURE 18 Organization of colors in the Munsell system. [From Wyszecki, G., and Stiles, W. S. (1982). “Color
Science: Concepts and Methods, Quantitative Data and Formulae,” 2nd ed. Copyright ©1982 John Wiley & Sons,
Inc. Reprinted by permission of John Wiley & Sons, Inc.]

above but labeled circumferentially according to the hues
blue, green, yellow, red, purple (and adjacent blends),
and radially according to their saturation (called chroma).
Figure 18 illustrates the system.

CIE chromaticity coordinates and Y values have been
determined for each of the Munsell samples—the so-
called Munsell renotations. A rubber-sheet type of trans-
formation exists between the locations of Munsell colors
at a given lightness level and their locations the CIE di-
agram, as shown in Fig. 19, for Munsell value 5. This
figure illustrates that color order can also be visualized
on the CIE diagram. A limitation of the CIE diagram for
this purpose, in addition to its perceptually nonuniform
property, is that it refers to no particular lightness level.
The dark surface colors, including brown and black, do
not exist in isolated patches of light. These colors are seen
only in relation to a lighter surround; in general, surface
colors are seen in a complex context of surrounding colors
and are sometimes called related colors for this reason.

Although surrounding colors can profoundly influence
the appearance of a test color in the laboratory situation,
these effects are seldom obvious in natural environments
and probably represent an influence of the same processes

responsible for color constancy. This concept refers to the
fact that colors appear to change remarkably little despite
changes in the illuminant that materially alter the spectral
distribution of the light reaching the retina. In other words,
the perceived color of an object tends, very adaptively, to
be correlated with its relative spectral reflectance, so that
within limits color seems to be an unchanging character-
istic of the object rather than triply dependent, as it actu-
ally is, on the characteristics of the illuminant, object, and
observer.

VII. PHYSIOLOGICAL BASIS
OF COLOR VISION

Progress in modern neuroscience, including a progres-
sively better understanding of sensory systems in physical
and chemical terms, has been especially rapid since about
1950 and continues to accelerate. The following is a very
brief summary of some highlights and areas of ignorance
related to color vision.

The optical system of the eye receives light reflected
from external objects and images it on the retina, with a
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FIGURE 19 Location of circles of constant chroma and lines of constant hue from the Munsell system plotted on the
CIE chromaticity diagram. [From Billmeyer, F. W., Jr., and Saltzmann, M. (1981). “Principles of Color Technology,” 2nd
ed. Copyright © 1981 John Wiley & Sons, Inc. Reprinted by permission of John Wiley & Sons, Inc.]

spectral distribution that is altered by absorption in the eye
media. By movements of the eyes that are ordinarily un-
consciously programmed, the images of objects of interest
are brought to the very center of a specialized region of the
retina, known as the fovea centralis, where we enjoy our
most detailed spatial vision. The color of objects in the pe-
ripheral visual field plays an important role in this process.

The spectral sensitivities of the three classes of cone
photoreceptors shown in Fig. 2 depend on the action
spectra of three classes of photopigments, each uniquely
housed in one type of cone. The cones are very nonuni-
formly distributed in the retina, being present in highest
density in the fovea and falling off rapidly to lower density
levels across the remainder of the retina.

The colors of small stimuli seen in the periphery are
not registered so clearly as in foveal vision, but if fields
are enlarged sufficiently, the periphery is capable of con-
veying a great deal of information about color. In the
fovea there are few if any short-wavelength-sensitive (S)
cones, and the long-wavelength-sensitive (L) and middle-
wavelength-sensitive (M) cones are present in roughly
equal numbers and very high density.

The L and M cones subserve spatial vision and also pro-
vide chromatic information concerned with the balance

between red and green. Outside the fovea, the proportion
of S cones increases but is always very small. The coarse-
ness of the S-cone mosaic makes it impossible for them
to contribute very much to detailed spatial vision; instead,
they provide information concerned almost exclusively
with the second dimension of chromatic vision.

As noted earlier, color is coded initially in terms of
the ratios of excitation of the three kinds of cones. A
single cone class in isolation is color-blind, because any
two spectral distributions can excite such cones equally
if appropriate relative intensities are used. The same is
true of the much more numerous rod photoreceptors,
which can lead to total color-blindness in night vision,
where the amount of light available is often insufficient
to be effective for cones. At intermediate radiance lev-
els, rods influence both color appearance and, to a de-
gree, color matches. Interestingly, vision at these levels
remains trichromatic in the sense that color matches can
be made using three primaries and three controls. This
suggests that rods feed their signals into pathways shared
by cones, a fact documented by direct electrophysiological
experiment.

Light absorption in the cones generates an electrical sig-
nal in each receptor and modulates the rate of release of a
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neurotransmitter at the cone pedicles, where they synapse
with horizontal and bipolar cells in the retina. The lat-
ter deliver their signals to the ganglion cells, whose long,
slender axons leave the eye at the optic disk as a sheathed
bundle, the optic nerve. Within this nerve are the patterns
of impulses, distributed in about a million fibers from each
eye, by means of which the brain is exclusively informed
about the interaction of light with objects in the external
world, on the basis of which form and color are perceived.

Lateral interactions are especially important for color
vision. The color of a particular area of the visual scene
depends not only on the spectral distribution of the light
coming from that area, but also on the spectral distribution
(and quantity) of light coming from other regions of the
visual field. In both retina and brain, elaborate laternal in-
terconnections are sufficient to provide the basis for these
interactions.

Figure 20 summarizes, in simplified fashion, a current
model of retinal function. The initial trichromacy repre-
sented by L, M, and S cones is transformed within the
retina to a different trichromatic code. The outputs of the
L and M cones are summed to provide a luminance signal,
which is equivalent to the quantity of light as defined by
flicker photometry. The L and M cone outputs are also
differenced to form a red—green signal, which carries
information about the relative excitations of the L and
M cones. An external object that reflects long-wavelength
light selectively excites the L cones more than the M, caus-
ing the red–green difference signal to swing in the red
direction. A yellow–blue signal is derived from the dif-
ference between the luminance signal and that from the
S cones.

FIGURE 20 Opponent-color model of human color vision at the
retinal level.

The color appearance of isolated fields of color, whether
monochromatic or spectrally mixed, can be reasonably
well understood in terms of the relative strengths of the
red–green, yellow–blue, and luminance signals as these
are affected in turn by the strength of the initial signals
generated in the three types of cones. In addition, increas-
ing S-cone excitation appears to influence the red–green
opponent color signal in the red direction.

There has been a great deal of investigation of the
anatomy and physiology of the brain as it relates to color
perception, based on an array of techniques that continues
to expand. The primary visual input arrives in the striate
cortex at the back of the head; in addition, there are sev-
eral other brain centers that receive visual input, some of
which seem specifically concerned with chromatic vision.
The meaning of this activity for visual perception is not
yet clear. In particular, it is not yet known exactly which
kinds or patterns of activity immediately underly the sen-
sation of color or exactly where they are located in the
brain.
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GLOSSARY

Data Factual information, usually expressed in numerical
form, that is derived from an experiment, observation,
or calculation.

Database An organized collection of data; the term gen-
erally implies that the data are expressed in a computer-
readable form.

Evaluated data Data whose accuracy has been assessed
through an independent review.

THE TERM CRITICAL DATA refers to measured prop-
erties of well-defined substances or materials that have
been carefully evaluated and organized for convenient use
by scientists and engineers. Such collections of data have

traditionally been published as handbooks or tables, which
have served as basic reference sources for the technical
community. Modern computer technology makes it pos-
sible to express these collections as databases, which can
be stored, retrieved, and accessed in a variety of ways.

I. HISTORY OF CRITICAL
DATA PROGRAMS

As physics and chemistry developed into active scientific
disciplines in the eighteenth and nineteenth centuries, it
was recognized that the numerical results of experiments
and observations were valuable to other researchers, of-
ten many years after the data were initially obtained. The
archival research literature began to serve the function of a

 1
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storage medium for these data. By the end of the nineteenth
century, this literature had grown to the point that locating
previously published data was time consuming and diffi-
cult. This led to the practice of compiling data from the
primary literature and publishing this information in hand-
book format. An early example was the Landolt-Börnstein
tables, Numerical Data and Functional Relationships in
Science and Technology, which first appeared in 1883. Sci-
entists came to depend on such tables and handbooks for
quick access to data on physical and chemical properties.

The process of compiling data from the literature often
revealed inconsistencies and discrepancies, which indi-
cated errors in the original research. Thus, it became evi-
dent that some form of critical selection or evaluation of
the published data was highly desirable. The first broad-
coverage handbook to attempt this was the International
Critical Tables, a seven-volume set of data books pub-
lished in the 1920s. Experts from many nations evalu-
ated the available data in their specialty areas and selected
recommended values for the final publication. Further ef-
forts of this nature were started in the 1930s and 1940s
in such important areas of physical science as thermody-
namics and atomic physics. In the 1950s, programs for the
collection and evaluation of data in nuclear physics were
established at Brookhaven and Oak Ridge National Labo-
ratories. As scientific research has expanded and the tech-
nological applications of research findings have increased,
it has become more and more evident that a critically eval-
uated base of physical and chemical data is essential for
the orderly progress of science and technology.

II. ROLE OF THE NATIONAL INSTITUTE
OF STANDARDS AND TECHNOLOGY

Scientists from the U.S. National Bureau of Standards
(NBS), whose name was changed to the National Institute
of Standards and Technology (NIST) in 1988, played a
prominent part in these early critical data projects. In the
mid-1960s, NBS was designated as the national focal point
for such activities in the United States. It undertook the
coordination of a set of activities, known as the National
Standard Reference Data System (NSRDS), conducted at
universities, industrial laboratories, and NIST itself. Some
of these projects were long-term efforts, referred to as
data centers, in which relevant data were systematically
compiled from the scientific literature, evaluated, and or-
ganized into databases. Examples of such data centers
include the Atomic Energy Levels Data Center and the
Crystal Data Center at NIST and the Radiation Chemistry
Data Center at Notre Dame University.

Other organizations have also been active in data com-
pilation and evaluation. Such federal agencies as the De-

partment of Energy, Department of Defense, and National
Aeronautics and Space Agency have supported selected
data projects relevant to their missions. Certain industrial
trade associations (e.g., Gas Producers Association and
International Copper Research Association) have spon-
sored data compilation projects of interest to the industry
in question. Many professional societies take an active
role in sponsoring or coordinating data projects. Exam-
ples include the American Institute of Chemical Engineers
(Design Institute for Physical Property Data), ASM Inter-
national (Alloy Phase Diagram Program), and American
Society of Mechanical Engineers (steam properties and
other data). The National Academy of Sciences–National
Research Council has helped to assess needs for data and
has examined several national issues associated with ac-
cess by scientists to data needed in their research.

III. INTERNATIONAL ACTIVITIES

Like many other aspects of science, data compilation ef-
forts can be carried out more efficiently if there is co-
operation at an international level. This is particularly
important when physical and chemical data affect tech-
nological issues, such as performance specifications for
articles in international trade or rules for custody trans-
fer of commodities. An early example of the need for
international agreement on physical data is provided by
the International Association for the Properties of Steam
(IAPS). This group was established more than 60 years
ago with the aim of reaching international agreement on
the thermophysical properties of water and steam, which
are crucial in specifying the performance of turbines, boil-
ers, and pumps. Its international steam tables have been
adopted as standards for trade and commerce, as well as
for scientific applications.

Several international scientific unions have played a role
in data compilation. In particular, the International Union
of Pure and Applied Chemistry sponsors projects that deal
with various types of chemical data. Unions in the geo-
sciences are concerned with data such as terrestrial mag-
netism, where correlations with geographic location are
important. There are also intergovernmental organizations
such as the International Atomic Energy Agency (IAEA),
which has evaluated data from nuclear and atomic physics
that are important in energy research and development.

In 1966, the International Council of Scientific Unions
established a standing Committee on Data for Science and
Technology (CODATA), with a mandate to improve the
quality, reliability, processing, management, and acces-
sibility of data of importance to science and technology.
CODATA has representation from the major countries and
scientific unions and approaches data issues on both an
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TABLE I CODATA 1998 Recommended Values of the Fundamental Physical Constants

Relative std.
Quantity Symbol Value Unit uncert. ur

Speed of light in vacuum c, c0 299 792 458 m s−1 (exact)

Magnetic constant µ0 4π × 10−7 N A−2 (exact)
= 12.566 370 614 . . . × 10−7 N A−2

Electric constant 1/µ0c2 ε0 8.854 187 817 . . . × 10−12 F m−1 (exact)

Newtonian constant of gravitation G 6.673(10) × 10−11 m3 kg−1 s−2 1.5 × 10−3

Planck constant h/2π h 6.626 068 76(52) × 10−34 J s 7.8 × 10−8

h� 1.054 571 596(82) × 10−34 J s 7.8 × 10−8

Elementary charge e 1.602 176 462(63) × 10−19 C 3.9 × 10−8

Magnetic flux quantum h/2e �0 2.067 833 636(81) × 10−15 Wb 3.9 × 10−8

Conductance quantum 2e2/h G0 7.748 091 696(28) × 10−5 S 3.7 × 10−9

Electron mass me 9.109 381 88(72) × 10−31 kg 7.9 × 10−8

Proton mass mp 1.672 621 58(13) × 10−27 kg 7.9 × 10−8

Proton-electron mass ratio mp/me 1 836.152 6675(39) 2.1 × 10−9

Fine-structure constant e2/4πε0h� c α 7.297 352 533(27) × 10−3 3.7 × 10−9

Inverse fine-structure constant α−1 137.035 999 76(50) 3.7 × 10−9

Rydberg constant α2mec/2h R∞ 10 973 731.568 548(83) m−1 7.6 × 10−12

Avogadro constant NA, L 6.022 141 99(47) × 1023 mol−1 7.9 × 10−8

Faraday constant NAe F 96 485.3415(39) C mol−1 4.0 × 10−8

Molar gas constant R 8.314 472(15) J mol−1 K−1 1.7 × 10−6

Boltzmann constant R/NA k 1.380 650 3(24) × 10−23 J K−1 1.7 × 10−6

Stefan-Boltzmann constant σ 5.670 400(40) × 10−8 W m−2 K−4 7.0 × 10−6

(π2/60)k4/h� 3c2

Non-SI units accepted for use with the SI

Electron volt: (e/C) J eV 1.602 176 462(63) × 10−19 J 3.9 × 10−8

(Unified) atomic mass unit u 1.660 538 73(13) × 10−27 kg 7.9 × 10−8

1u = mu = 1
12 m(12C)

= 10−3 kg mol−1/NA

Source: Mohr, P. J., and Taylor, B. N., J. Phys. Chem. Ref. Data, in press.

international and an interdisciplinary basis. It has provided
recommended sets of certain key values, such as funda-
mental physical constants and important thermodynamic
properties, which have been generally accepted for inter-
national use. CODATA also serves as a forum for reaching
consensus on standards and formats for presenting data,
and it carries out several educational activities such as
conferences, training courses, and preparation of tutorial
publications.

The best current values of some frequently used physi-
cal and chemical data published by various data evaluation
groups are presented in Tables I to VIII.

IV. METHODS OF EVALUATING DATA

The question of how to evaluate published data is not easy
to answer in a general way. Specific methodologies have
been developed in some fields, and these have certain ele-

ments in common. However, a technique effective for one
physical property may be entirely unsuitable for another.

A common feature of most evaluation efforts is the re-
duction of all published data to the same basis. Corrections
for changes in temperature scale, atomic weights, funda-
mental constants, conversion relations, and other factors
must be made before a true evaluation can be started. This
often requires considerable effort to deduce the subsidiary
data used by the original authors.

Critical evaluation implies a process of independent as-
sessment of the reliability of data appearing in the lit-
erature. This process should be conducted by scientists
who are familiar with the type of data in question and
who have had experience in the measurement techniques
that produced the data. There are usually some subjective
elements of the evaluation process. For example, the eval-
uator will generally have a feeling for the accuracy of each
measurement technique and for the pitfalls that can lead
to unsuspected errors. The reputation of the researcher or
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TABLE II IUPAC Atomic Weights (1995)

Atomic Atomic Atomic Atomic
number Name Symbol weight number Name Symbol weight

1 Hydrogen H 1.00794(7) 56 Barium Ba 137.327(7)

2 Helium He 4.002602(2) 57 Lanthanum La 138.9055(2)

3 Lithium Li 6.941(2) 58 Cerium Ce 140.116(1)

4 Beryllium Be 9.012182(3) 59 Praseodymium Pr 140.90765(2)

5 Boron B 10.811(7) 60 Neodymium Nd 144.24(3)

6 Carbon C 12.0107(8) 61 Promethium Pm [145]

7 Nitrogen N 14.00674(7) 62 Samarium Sm 150.36(3)

8 Oxygen O 15.9994(3) 63 Europium Eu 151.964(1)

9 Fluorine F 18.9984032(5) 64 Gadolinium Gd 157.25(3)

10 Neon Ne 20.1797(6) 65 Terbium Tb 158.92534(2)

11 Sodium Na 22.989770(2) 66 Dysprosium Dy 162.50(3)

12 Magnesium Mg 24.3050(6) 67 Holmium Ho 164.93032(2)

13 Aluminum Al 26.981538(2) 68 Erbium Er 167.26(3)

14 Silicon Si 28.0855(3) 69 Thulium Tm 168.93421(2)

15 Phosphorus P 30.973761(2) 70 Ytterbium Yb 173.04(3)

16 Sulfur S 32.066(6) 71 Lutetium Lu 174.967(1)

17 Chlorine Cl 35.4527(9) 72 Hafnium Hf 178.49(2)

18 Argon Ar 39.948(1) 73 Tantalum Ta 180.9479(1)

19 Potassium K 39.0983(1) 74 Tungsten W 183.84(1)

20 Calcium Ca 40.078(4) 75 Rhenium Re 186.207(1)

21 Scandium Sc 44.955910(8) 76 Osmium Os 190.23(3)

22 Titanium Ti 47.867(1) 77 Iridium Ir 192.217(3)

23 Vanadium V 50.9415(1) 78 Platinum Pt 195.078(2)

24 Chromium Cr 51.9961(6) 79 Gold Au 196.96655(2)

25 Manganese Mn 54.938049(9) 80 Mercury Hg 200.59(2)

26 Iron Fe 55.845(2) 81 Thallium Tl 204.3833(2)

27 Cobalt Co 58.933200(9) 82 Lead Pb 207.2(1)

28 Nickel Ni 58.6934(2) 83 Bismuth Bi 208.98038(2)

29 Copper Cu 63.546(3) 84 Polonium Po [209]

30 Zinc Zn 65.39(2) 85 Astatine At [210]

31 Gallium Ga 69.723(1) 86 Radon Rn [222]

32 Germanium Ge 72.61(2) 87 Francium Fr [223]

33 Arsenic As 74.92160(2) 88 Radium Ra [226]

34 Selenium Se 78.96(3) 89 Actinium Ac [227]

35 Bromine Br 79.904(1) 90 Thorium Th 232.0381(1)

36 Krypton Kr 83.80(1) 91 Protactinium Pa 231.03588(2)

37 Rubidium Rb 85.4678(3) 92 Uranium U 238.0289(1)

38 Strontium Sr 87.62(1) 93 Neptunium Np [237]

39 Yttrium Y 88.90585(2) 94 Plutonium Pu [244]

40 Zirconium Zr 91.224(2) 95 Americium Am [243]

41 Niobium Nb 92.90638(2) 96 Curium Cm [247]

42 Molybdenum Mo 95.94(1) 97 Berkelium Bk [247]

43 Technetium Tc [98] 98 Californium Cf [251]

44 Ruthenium Ru 101.07(2) 99 Einsteinium Es [252]

45 Rhodium Rh 102.90550(2) 100 Fermium Fm [257]

46 Palladium Pd 106.42(1) 101 Mendelevium Md [258]

47 Silver Ag 107.8682(2) 102 Nobelium No [259]

48 Cadmium Cd 112.411(8) 103 Lawrencium Lr [262]

49 Indium In 114.818(3) 104 Rutherfordium Rf [261]

50 Tin Sn 118.710(7) 105 Dubnium Db [262]

51 Antimony Sb 121.760(1) 106 Seaborgium Sg [266]

52 Tellurium Te 127.60(3) 107 Bohrium Bh [264]

53 Iodine I 126.90447(3) 108 Hassium Hs [269]

54 Xenon Xe 131.29(2) 109 Meitnerium Mt [268]

55 Cesium Cs 132.90545(2)

Note: Numbers in parentheses represent the uncertainty in the last digit. Values in brackets are the mass numbers of the longest-lived isotope of
elements for which a standard atomic weight cannot be defined.

Source: Pure Appl. Chem. 68, 2339 (1996).
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TABLE III Ground Levels and Ionization Energies for the Neutral Atoms

Ground-state Ground Ionization
Z Element configuration level energy (eV)

1 H Hydrogen 1s 2S1/2 13.5984

2 He Helium 1s2 1S0 24.5874

3 Li Lithium 1s2 2s 2S1/2 5.3917

4 Be Beryllium 1s2 2s2 1S0 9.3227

5 B Boron 1s2 2s2 2p 2Po
1/2 8.2980

6 C Carbon 1s2 2s2 2p2 3P0 11.2603

7 N Nitrogen 1s2 2s2 2p3 4So
3/2 14.5341

8 O Oxygen 1s2 2s2 2p4 3P2 13.6181

9 F Fluorine 1s2 2s2 2p5 2Po
3/2 17.4228

10 Ne Neon 1s2 2s2 2p6 1S0 21.5646

11 Na Sodium [Ne] 3s 2S1/2 5.1391

12 Mg Magnesium [Ne] 3s2 1S0 7.6462

13 Al Aluminum [Ne] 3s2 3p 2Po
1/2 5.9858

14 Si Silicon [Ne] 3s2 3p2 3P0 8.1517

15 P Phosphorus [Ne] 3s2 3p3 4So
3/2 10.4867

16 S Sulfur [Ne] 3s2 3p4 3P2 10.3600

17 Cl Chlorine [Ne] 3s2 3p5 2Po
3/2 12.9676

18 Ar Argon [Ne] 3s2 3p6 1S0 15.7596

19 K Potassium [Ar] 4s 2S1/2 4.3407

20 Ca Calcium [Ar] 4s2 1S0 6.1132

21 Sc Scandium [Ar] 3d 4s2 2D3/2 6.5615

22 Ti Titanium [Ar] 3d2 4s2 3F2 6.8281

23 V Vanadium [Ar] 3d3 4s2 4F3/2 6.7462

24 Cr Chromium [Ar] 3d5 4s 7S3 6.7665

25 Mn Manganese [Ar] 3d5 4s2 6S5/2 7.4340

26 Fe Iron [Ar] 3d6 4s2 5D4 7.9024

27 Co Cobalt [Ar] 3d7 4s2 4F9/2 7.8810

28 Ni Nickel [Ar] 3d8 4s2 3F4 7.6398

29 Cu Copper [Ar] 3d10 4s 2S1/2 7.7264

30 Zn Zinc [Ar] 3d10 4s2 1S0 9.3942

31 Ga Gallium [Ar] 3d10 4s2 4p 2Po
1/2 5.9993

32 Ge Germanium [Ar] 3d10 4s2 4p2 3P0 7.8994

33 As Arsenic [Ar] 3d10 4s2 4p3 4So
3/2 9.7886

34 Se Selenium [Ar] 3d10 4s2 4p4 3P2 9.7524

35 Br Bromine [Ar] 3d10 4s2 4p5 2Po
3/2 11.8138

36 Kr Krypton [Ar] 3d10 4s2 4p6 1S0 13.9996

37 Rb Rubidium [Kr] 5s 2S1/2 4.1771

38 Sr Strontium [Kr] 5s2 1S0 5.6949

39 Y Yttrium [Kr] 4d 5s2 2D3/2 6.2171

40 Zr Zirconium [Kr] 4d2 5s2 3F2 6.6339

41 Nb Niobium [Kr] 4d4 5s 6D1/2 6.7589

42 Mo Molybdenum [Kr] 4d5 5s 7S3 7.0924

43 Tc Technetium [Kr] 4d5 5s2 6S5/2 7.28

44 Ru Ruthenium [Kr] 4d7 5s 5F5 7.3605

45 Rh Rhodium [Kr] 4d8 5s 4F9/2 7.4589

46 Pd Palladium [Kr] 4d10 1S0 8.3369

47 Ag Silver [Kr] 4d10 5s 2S1/2 7.5762

48 Cd Cadmium [Kr] 4d10 5s2 1S0 8.9938

49 In Indium [Kr] 4d10 5s2 5p 2Po
1/2 5.7864

50 Sn Tin [Kr] 4d10 5s2 5p2 3P0 7.3439

51 Sb Antimony [Kr] 4d10 5s2 5p3 4So
3/2 8.6084

52 Te Tellurium [Kr] 4d10 5s2 5p4 3 p2 9.0096

53 I Iodine [Kr] 4d10 5s2 5p5 2Po
3/2 10.4513

54 Xe Xenon [Kr] 4d10 5s2 5p6 1S0 12.1298

55 Cs Cesium [Xe] 6s 2S1/2 3.8939

56 Ba Barium [Xe] 6s2 1S0 5.2117

57 La Lanthanum [Xe] 5d 6s2 2D3/2 5.5769

58 Ce Cerium [Xe] 4 f 5d 6s2 1Go
4 5.5387

Continues
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TABLE III Continued( )

Ground-state Ground Ionization
Z Element configuration level energy (eV)

59 Pr Praseodymium [Xe] 4 f 3 6s2 4Io
9/2 5.473

60 Nd Neodymium [Xe] 4 f 4 6s2 5I4 5.5250

61 Pm Promethium [Xe] 4 f 5 6s2 6Ho
5/2 5.582

62 Sm Samarium [Xe] 4 f 6 6s2 7F0 5.6436

63 Eu Europium [Xe] 4 f 7 6s2 8So
7/2 5.6704

64 Gd Gadolinium [Xe] 4 f 7 5d 6s2 9Do
2 6.1501

65 Tb Terbium [Xe] 4 f 9 6s2 6Ho
15/2 5.8638

66 Dy Dysprosium [Xe] 4 f 10 6s2 5I8 5.9389

67 Ho Holmium [Xe] 4 f 11 6s2 4Io
15/2 6.0215

68 Er Erbium [Xe] 4 f 12 6s2 3H6 6.1077

69 Tm Thulium [Xe] 4 f 13 6s2 2Fo
7/2 6.1843

70 Yb Ytterbium [Xe] 4 f 14 6s2 1S0 6.2542

71 Lu Lutetium [Xe] 4 f 14 5d 6s2 2D3/2 5.4259

72 Hf Hafnium [Xe] 4 f 14 5d2 6s2 3F2 6.8251

73 Ta Tantalum [Xe] 4 f 14 5d3 6s2 4F3/2 7.5496

74 W Tungsten [Xe] 4 f 14 5d4 6s2 5D0 7.8640

75 Re Rhenium [Xe] 4 f 14 5d5 6s2 6S5/2 7.8335

76 Os Osmium [Xe] 4 f 14 5d6 6s2 5D4 8.4382

77 Ir Iridium [Xe] 4 f 14 5d7 6s2 4F9/2 8.9670

78 Pt Platinum [Xe] 4 f 14 5d9 6s 3D3 8.9587

79 Au Gold [Xe] 4 f 14 5d10 6s 2S1/2 9.2255

80 Hg Mercury [Xe] 4 f 14 5d10 6s2 1S0 10.4375

81 Tl Thallium [Xe] 4 f 14 5d10 6s2 6p 2Po
1/2 6.1082

82 Pb Lead [Xe] 4 f 14 5d10 6s2 6p2 3P0 7.4167

83 Bi Bismuth [Xe] 4 f 14 5d10 6s2 6p3 4So
3/2 7.2856

84 Po Polonium [Xe] 4 f 14 5d10 6s2 6p4 3P2 8.417?

85 At Astatine [Xe] 4 f 14 5d10 6s2 6p5 2Po
3/2

86 Rn Radon [Xe] 4 f 14 5d10 6s2 6p6 1S0 10.7485

87 Fr Francium [Rn] 7s 2 S1/2 4.0727

88 Ra Radium [Rn] 7s2 1S0 5.2784

89 Ac Actinium [Rn] 6d 7s2 2D3/2 5.17

90 Th Thorium [Rn] 6d2 7s2 3F2 6.3067

91 Pa Protactinium [Rn] 5 f 2(3H4) 6d 7s2 (4, 3
2 )11/2 5.89

92 U Uranium [Rn] 5 f 3(4Io
9/2) 6d 7s2 ( 9

2 , 3
2 )o

6 6.1941

93 Np Neptunium [Rn] 5 f 4(5I4) 6d 7s2 (4, 3
2 )11/2 6.2657

94 Pu Plutonium [Rn] 5 f 6 7s2 7F0 6.0262

95 Am Americium [Rn] 5 f 7 7s2 8So
7/2 5.9738

96 Cm Curium [Rn] 5 f 7 6d 7s2 9Do
2 5.9915

97 Bk Berkelium [Rn] 5 f 9 7s2 6Ho
15/2 6.1979

98 Cf Californium [Rn] 5 f 10 7s2 5I8 6.2817

99 Es Einsteinium [Rn] 5 f 11 7s2 4Io
15/2 6.42

100 Fm Fermium [Rn] 5 f 12 7s2 3H6 6.50

101 Md Mendelevium [Rn] 5 f 13 7s2 2Fo
7/2 6.58

102 No Nobelium [Rn] 5 f 14 7s2 1S0 6.65

103 Lr Lawrencium [Rn] 5 f 14 7s2 7p? 2Po
1/2? 4.9?

104 Rf Rutherfordium [Rn] 5 f 14 6d2 7s2? 3F2? 6.0?

Source: Martin, W. C., and Musgrove, A. (2001). NIST Physics Reference Data Web Site, www.
physics.nist.gov/PhysRefData/.

laboratory from which the data came is also a factor, since
some research groups are known to take greater care in
their work than others.

When there is a high degree of interrelation among a set
of independently measured quantities, a systematic cor-
relation scheme can be devised. Thermodynamics pro-
vides the prime example. Here one may have available

calorimetric measurements of enthalpy changes in chem-
ical reactions, heat capacity measurements, equilibrium
constants as a function of temperature, entropy calculated
from molecular constants, and perhaps other pertinent
experimental measurements. When reduced to standard
temperature and pressure, all the data relevant to a given
reaction must satisfy well-established thermodynamic
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TABLE IV Properties of Selected Nuclides

Abundance Atomic Mass excess Magnetic Quadrupole
or half-life mass (u) (keV) Spin moment (µN) moment (fm2)

1n 10.3 m 1.008 664 916 8071.317 1/2 −1.91304272
1H 99.985% 1.007 825 032 7288.969 1/2 +2.7928473
2H 0.015% 2.014 101 778 13135.720 1 +0.8574382 +0.286
3H 12.32 y 3.016 049 268 14949.794 1/2 +2.9789625
3He 0.000137% 3.016 029 310 14931.204 1/2 −2.1276248
4He 99.999863% 4.002 603 250 2424.911 0 0
6Li 7.5% 6.015 122 3 14086.312 1 +0.8220467 −0.082
7Li 92.5% 7.016 004 0 14907.673 3/2 +3.256427 −4.01
9Be 100% 9.012 182 1 11347.584 3/2 −1.1779 +5.288
10B 19.9% 10.012 937 0 12050.761 3 +1.800645 +8.459
11B 80.1% 11.009 305 5 8667.984 3/2 +2.688649 +4.059
12C 98.90% 12 0 0 0
13C 1.10% 13.003 354 838 3125.011 1/2 +0.7024118
14C 5715 y 14.003 241 988 3019.892 0 0
14N 99.634% 14.003 074 005 2863.417 1 +0.4037610 +2.02
15N 0.366% 15.000 108 898 101.438 1/2 −0.2831888
16O 99.762% 15.994 914 622 −4736.998 0 0
19F 100% 18.998 403 21 −1487.405 1/2 +2.628868
23Na 100% 22.989 769 7 −9529.485 3/2 +2.217522 +10.89
31P 100% 30.973 761 5 −24440.991 1/2 +1.13160
32S 95.02% 31.972 070 7 −26015.981 0 0
34S 4.21% 33.967 866 8 −29931.850 0 0
55Fe 2.73 y 54.938 298 029 −57475.007 3/2
60Co 5.271 y 59.933 822 196 −61644.218 5 +3.799 +44
90Sr 29.1 y 89.907 737 596 −85941.863 0
131I 8.040 d 130.906 124 168 −87444.761 7/2 +2.742 −40
222Rn 3.8235 d 222.017 570 16366.787 0 0
226Ra 1599 y 226.025 403 23662.324 0 0
235U 0.7200% 235.043 923 40914.062 7/2 −0.38 +493.6
238U 99.2745% 238.050 783 47303.664 0 0
239Pu 24110 y 239.052 157 48583.478 1/2 +0.203

Source: Lide, D. R., ed. (1999). “CRC Handbook of Chemistry and Physics,” CRC Press, Boca Raton, FL.

relations. Furthermore, the energy and entropy changes
for a process must be independent of the path followed.
These constraints enable one to check the internal con-
sistency of large data sets whose individual values come
from a variety of sources. In this way, faulty measurements
are frequently recognized that would not be suspected if
examined in isolation.

Chemical thermodynamic data and thermophysical
properties of fluids are routinely evaluated in this man-
ner. Computer programs have been developed to assess
large data sets and select recommended values through
a least-squares or similar fitting procedure. Other fields
amenable to this approach are atomic and molecular spec-
troscopy, nuclear physics, and crystallography. In still
other cases, such as chemical kinetics and atomic collision

cross sections, theory can be used to place limits on data
values.

Ideally, the aim of every evaluation effort is to present a
“best” or “recommended” value plus a quantitative state-
ment of its uncertainty. If the dominant errors are truly ran-
dom, a standard deviation or 95% confidence interval can
be quoted, which gives the user a sound basis for deciding
the implication of this uncertainty for a given problem.
However, this situation almost never applies; instead, the
most significant errors are usually systematic in nature,
deriving from either the initial measurement process or
the model used in analyzing the data. The correlations of
large data sets described above are very helpful in un-
covering such systematic errors, but the judgment of an
experienced researcher is also extremely important.
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TABLE V Specific Heat, Thermal Conductivity, and Coeffi-
cient of Thermal Expansion of the Solid Elements at 25◦C

cp λ α

Element (J g−1 K−1) (W cm−1 K−1) (10−6 K−1)

Aluminum 0.897 2.37 23.1

Antimony 0.207 0.24 11.0

Arsenic 0.329 0.50 15.5

Barium 0.204 0.18 20.6

Beryllium 1.825 2.00 11.3

Bismuth 0.122 0.08 13.4

Boron 1.026 0.27 4.7

Cadmium 0.232 0.97 30.8

Calcium 0.647 2.00 22.3

Carbon (diamond) 0.509 9.00 1.1

Cerium 0.192 0.11 5.2

Cesium 0.242 0.36 —

Chromium 0.449 0.94 4.9

Cobalt 0.421 1.00 13.0

Copper 0.385 4.01 16.5

Dysprosium 0.173 0.11 9.9

Erbium 0.168 0.15 12.2

Europium 0.182 0.14 35.0

Gadolinium 0.236 0.11 9.4

Gallium 0.371 0.41 —

Germanium 0.320 0.60 5.8

Gold 0.129 3.17 14.2

Hafnium 0.144 0.23 5.9

Holmium 0.165 0.16 11.2

Indium 0.233 0.82 32.1

Iridium 0.131 1.47 6.4

Iron 0.449 0.8 11.8

Lanthanum 0.195 0.13 12.1

Lead 0.129 0.35 28.9

Lithium 3.582 0.85 46

Lutetium 0.154 0.16 9.9

Magnesium 1.023 1.56 24.8

Manganese 0.479 0.08 21.7

Mercury 0.140 0.08 —

Molybdenum 0.251 1.38 4.8

Neodymium 0.190 0.17 9.6

Nickel 0.444 0.91 13.4

Niobium 0.265 0.54 7.3

Osmium 0.130 0.88 5.1

Palladium 0.246 0.72 11.8

Phosphorus (white) 0.769 0.24 —

Platinum 0.133 0.72 8.8

Plutonium — 0.07 46.7

Potassium 0.757 1.02 —

Praseodymium 0.193 0.13 6.7

Promethium — 0.15 11

Rhenium 0.137 0.48 6.2

Continues

TABLE V Continued( )

cp λ α

Element (J g−1 K−1) (W cm−1 K−1) (10−6 K−1)

Rhodium 0.243 1.50 8.2

Rubidium 0.363 0.58 —

Ruthenium 0.238 1.17 6.4

Samarium 0.197 0.13 12.7

Scandium 0.568 0.16 10.2

Silicon 0.705 1.48 2.6

Silver 0.235 4.29 18.9

Sodium 1.228 1.41 71

Strontium 0.301 0.35 22.5
Sulfur (rhombic) 0.710 0.27 —

Tantalum 0.140 0.58 6.3

Technetium — 0.51 —

Terbium 0.182 0.11 10.3

Thallium 0.129 0.46 29.9

Thorium 0.113 0.540 11.0

Thulium 0.160 0.17 13.3

Tin 0.228 0.67 22.0

Titanium 0.523 0.22 8.6

Tungsten 0.132 1.74 4.5

Uranium 0.116 0.28 13.9

Vanadium 0.489 0.31 8.4

Ytterbium 0.155 0.39 26.3

Yttrium 0.298 0.17 10.6

Zinc 0.388 1.16 30.2

Zirconium 0.278 0.227 5.7

Source: Adapted from Anderson, H. L., ed. (1989). “A Physicist’s
Desk Reference,” Springer-Verlag, New York; with updates from Lide,
D. R., ed. (1999). “CRC Handbook of Chemistry and Physics,” CRC
Press, Boca Raton, FL.

V. DISSEMINATION OF CRITICAL DATA

Traditionally, books and journals have served as the major
vehicles for disseminating critically evaluated data to sci-
entists and engineers. Several widely used series of tables
have already been mentioned. The Journal of Physical
and Chemical Reference Data, published jointly by the
American Institute of Physics and the National Institute
of Standards and Technology, is one of the major vehicles
for disseminating tables of recommended data and docu-
menting the methodology used for their evaluation. This
journal is published bimonthly, with supplements appear-
ing on an irregular basis. More specialized data journals
also exist—for example, Atomic Data and Nuclear Data
Tables (Academic Press) and Journal of Phase Equilibria
(ASM International). Finally, many technical publishers
offer monographs and handbooks containing evaluated
data on specialized subjects.
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TABLE VI Vapor Pressure of the Elements

Temperature (◦C) for the indicated pressurea

Element 1 Pa 10 Pa 100 Pa 1 kPa 10 kPa 100 kPa

Ag Silver 1010 1140 1302 1509 1782 2160

Al Aluminum 1209 1359 1544 1781 2091 2517

Ar Argon — −226.4 s −220.3 s −212.4 s −201.7 s −186.0

As Arsenic 280 s 323 s 373 s 433 s 508 s 601 s

At Astatine 88 s 119 s 156 s 202 s 258 s 334

Au Gold 1373 1541 1748 2008 2347 2805

B Boron 2075 2289 2549 2868 3272 3799

Ba Barium 638 s 765 912 1115 1413 1897

Be Beryllium 1189 s 1335 1518 1750 2054 2469

Bi Bismuth 668 768 892 1052 1265 1562

Br2 Bromine −87.7 s −71.8 s −52.7 s −29.3 s 2.5 58.4

C Carbon (graphite) — 2566 s 2775 s 3016 s 3299 s 3635 s

Ca Calcium 591 s 683 s 798 s 954 1170 1482

Cd Cadmium 257 s 310 s 381 472 594 767

Ce Cerium 1719 1921 2169 2481 2886 3432

Cl2 Chlorine −145 s −133.7 s −120.2 s −103.6 s −76.1 −34.2

Co Cobalt 1517 1687 1892 2150 2482 2925

Cr Chromium 1383 s 1534 s 1718 s 1950 2257 2669

Cs Cesium 144.5 195.6 260.9 350.0 477.1 667.0

Cu Copper 1236 1388 1577 1816 2131 2563

Dy Dysprosium 1105 s 1250 s 1431 1681 2031 2558

Er Erbium 1231 s 1390 s 1612 1890 2279 2859

Eu Europium 590 s 684 s 799 s 961 1179 1523

F2 Fluorine −235 s −229.5 s −222.9 s −214.8 −204.3 −188.3

Fe Iron 1455 s 1617 1818 2073 2406 2859

Fr Francium 131 181 246 335 465 673

Ga Gallium 1037 1175 1347 1565 1852 2245

Gd Gadolinium 1563 1755 1994 2300 2703 3262

Ge Germanium 1371 1541 1750 2014 2360 2831

H2 Hydrogen — — — — −258.6 −252.8

He Helium — — — — −270.6 −268.9

Hf Hafnium 2416 2681 3004 3406 3921 4603

Hg Mercury 42.0 76.6 120.0 175.6 250.3 355.9

Ho Holmium 1159 s 1311 s 1502 1767 2137 2691

I2 Iodine −12.8 s 9.3 s 35.9 s 68.7 s 108 s 184.0

In Indium 923 1052 1212 1417 1689 2067

Ir Iridium 2440 s 2684 2979 3341 3796 4386

K Potassium 200.2 256.5 328 424 559 756.2

Kr Krypton −214.0 s −208.0 s −199.4 s −188.9 s −174.6 s −153.6

La Lanthanum 1732 1935 2185 2499 2905 3453

Li Lithium 524.3 612.3 722.1 871.2 1064.3 1337.1

Lu Lutetium 1633 s 1829.8 2072.8 2380 2799 3390

Mg Magnesium 428 s 500 s 588 s 698 859 1088

Mn Manganese 955 s 1074 s 1220 s 1418 1682 2060

Mo Molybdenum 2469 s 2721 3039 3434 3939 4606

N2 Nitrogen −236 s −232 s −226.8 s −220.2 s −211.1 s −195.9

Na Sodium 280.6 344.2 424.3 529 673 880.2

Continues
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TABLE VI Continued( )

Temperature (◦C) for the indicated pressurea

Element 1 Pa 10 Pa 100 Pa 1 kPa 10 kPa 100 kPa

Nb Niobium 2669 2934 3251 3637 4120 4740

Nd Neodymium 1322.3 1501.2 1725.3 2023 2442 3063

Ne Neon −261 s −260 s −258 s −255 s −252 s −246.1

Ni Nickel 1510 1677 1881 2137 2468 2911

O2 Oxygen — — — −211.9 −200.5 −183.1

Os Osmium 2887 s 3150 3478 3875 4365 4983

P Phosphorus (white) 6 s 34 s 69 115 180 276

P Phosphorus (red) 182 s 216 s 256 s 303 s 362 s 431 s

Pb Lead 705 815 956 1139 1387 1754
Pd Palladium 1448 s 1624 1844 2122 2480 2961

Po Polonium — — — 573 730.2 963.3

Pr Praseodymium 1497.7 1699.4 1954 2298 2781 3506

Pt Platinum 2057 2277 2542 2870 3283 3821

Pu Plutonium 1483 1680 1925 2238 2653 3226

Ra Radium 546 s 633 s 764 936 1173 1526

Rb Rubidium 160.4 212.5 278.9 368 496.1 685.3

Re Rhenium 3030 s 3341 3736 4227 4854 5681

Rh Rhodium 2015 2223 2476 2790 3132 3724

Rn Radon −163 s −152 s −139 s −121.4 s −97.6 s −62.3

Ru Ruthenium 2315 s 2538 2814 3151 3572 4115

S Sulfur 102 s 135 176 235 318 444

Sb Antimony 534 s 603 s 738 946 1218 1585

Sc Scandium 1372 s 1531 s 1733 1993 2340 2828

Se Selenium 227 279 344 431 540 685

Si Silicon 1635 1829 2066 2363 2748 3264

Sm Samarium 728 s 833 s 967 s 1148 1402 1788

Sn Tin 1224 1384 1582 1834 2165 2620

Sr Strontium 523 s 609 s 717 s 866 1072 1373

Ta Tantalum 3024 3324 3684 4122 4666 5361

Tb Terbium 1516.1 1706.1 1928 2232 2640 3218

Tc Technetium 2454 2725 3051 3453 3961 4621

Te Tellurium — — 502 615 768.8 992.4

Th Thorium 2360 2634 2975 3410 3986 4782

Ti Titanium 1709 1898 2130 2419 2791 3285

Tl Thallium 609 704 824 979 1188 1485

Tm Thulium 844 s 962 s 1108 s 1297 s 1548 1944

U Uranium 2052 2291 2586 2961 3454 4129

V Vanadium 1828 s 2016 2250 2541 2914 3406

W Tungsten 3204 s 3500 3864 4306 4854 5550

Xe Xenon −190 s −181 s −170 s −155.8 s −136.6 s −108.4

Y Yttrium 1610.1 1802.3 2047 2354 2763 3334

Yb Ytterbium 463 s 540 s 637 s 774 s 993 1192

Zn Zinc 337 s 397 s 477 579 717 912

Zr Zirconium 2366 2618 2924 3302 3780 4405

a An “s” following an entry indicates the substance is solid at that temperature.
Source: Lide, D. R., ed. (1999). “CRC Handbook of Chemistry and Physics,” CRC Press, Boca

Raton, FL.
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TABLE VII Properties of Some Common Fluids

Critical constantsNormal melting Normal boiling
Formula Fluid point (tm/◦C) point (tb/◦C) (tc/◦C) (pc/◦C)

He Helium — –268.93 –267.96 0.23

Ar Argon –189.36a –185.85 –122.28 4.9

H2 Hydrogen –259.34 –252.87 –240.18 1.29

O2 Oxygen –218.79 –182.95 –118.56 5.04

N2 Nitrogen –210 –195.79 –146.94 3.39

CO Carbon monoxide –205.02 –191.5 –140.24 3.5

CO2 Carbon dioxide –56.56a –78.4b 30.98 7.38

H2O Water 0.00 100.0 373.99 22.06

NH3 Ammonia –77.73 –33.33 132.4 11.35

N2O Nitrous oxide –90.8 –88.48 36.42 7.26

CH4 Methane –182.47 –161.4 –82.59 4.6

C2H6 Ethane –182.79 –88.6 32.17 4.87

C3H8 Propane –187.63 –42.1 96.68 4.25

C4H10 Butane –138.3 –0.5 151.97 3.8

C2H4 Ethylene –169.15 –103.7 9.19 5.04

C6H6 Benzene 5.49 80.09 288.9 4.9

CH4O Methanol –97.53 64.6 239.4 8.08

C2H6O Ethanol –114.14 78.29 240.9 6.14

C3H6O Acetone –94.7 56.05 235.0 4.700

a Solid–liquid–gas triple point.
b Sublimation point, where vapor pressure of solid reaches 1 atm.
Source: Lide, D. R., ed. (1999). “CRC Handbook of Chemistry and Physics,” CRC Press, Boca

Raton, FL.

TABLE VIII CODATA Key Values for Thermodynamics

Relative
molecular ∆r H◦(298.15 K) S◦(298.15 K) H◦(298.15 K) − H◦(0)

Substance State mass (kJ mol−1) (J K−1 mol−1) (kJ mol−1)

O Gas 15.9994 249.18 ± 0.10 160.950 ± 0.003 6.725 ± 0.001

O2 Gas 31.9988 0 205.043 ± 0.005 8.680 ± 0.002

H Gas 1.00794 217.998 ± 0.006 114.608 ± 0.002 6.197 ± 0.001

H+ Aqueous 1.0074 0 0 —

H2 Gas 2.0159 0 130.571 ± 0.005 8.468 ± 0.001

OH− Aqueous 17.0079 –230.015 ± 0.040 –10.90 ± 0.20 —

H2O Liquid 18.0153 –285.830 ± 0.040 69.95 ± 0.03 13.273 ± 0.020

H2O Gas 18.0153 –241.826 ± 0.040 188.726 ± 0.010 9.905 ± 0.005

He Gas 4.00260 0 126.044 ± 0.002 6.197 ± 0.001

Ne Gas 20.179 0 146.219 ± 0.003 6.197 ± 0.001

Ar Gas 39.948 0 154.737 ± 0.003 6.197 ± 0.001

Kr Gas 83.80 0 163.976 ± 0.003 6.197 ± 0.001

Xe Gas 131.29 0 169.576 ± 0.003 6.197 ± 0.001

F Gas 18.99840 79.38 ± 0.30 158.642 ± 0.004 6.518 ± 0.001

F− Aqueous 18.9989 –335.35 ± 0.65 –13.8 ± 0.8 —

F2 Gas 37.9968 0 202.682 ± 0.005 8.825 ± 0.001

HF Gas 20.0063 −273.30 ± 0.70 173.670 ± 0.003 8.599 ± 0.001

Cl Gas 35.453 121.301 ± 0.008 165.081 ± 0.004 6.272 ± 0.001

Cl− Aqueous 35.4535 –167.080 ± 0.10 56.60 ± 0.20 —

Source: Excerpted from Cox, J. D., Wagman, D. D., and Medvedev, V. A. (1989). “CODATA Key Values for Thermo-
dynamics,” Hemisphere Publishing, New York.
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There are also many handbooks with a broad cover-
age of physical and chemical data; among the most fa-
miliar of these are the CRC Handbook of Chemistry and
Physics, The Merck Index, and the American Institute of
Physics Handbook. Such handbooks are very convenient
data sources. While they cannot provide the backup doc-
umentation found in the data journals and monographs
discussed above, the better ones carry references to more
detailed publications.

The decade beginning in 1990 saw a major change in
the manner of disseminating all types of information, and
scientific data were no exception. There are many advan-
tages associated with computerized data dissemination.
One consideration is economic. While the costs incurred
with composition and printing have continued to increase,
computer costs for data storage and network communica-
tions have decreased sharply, thus making the electronic
dissemination of critical data more attractive. Often the
sheer volume of data makes a machine-readable format the
only practical way of storage and distribution. Electronic
databases lend themselves to easy updating, thus promot-
ing the currency of the data, and search and retrieval are
far more powerful. Having the data in electronic form also
makes it easier for the user to carry out calculations and
look for trends that may lead to new scientific insights.

Although these advantages were recognized much ear-
lier, the transition to electronic dissemination of scientific
data did not begin to accelerate until the mid-1990s. Two
factors have contributed: the expanding availability of per-
sonal computers with CD ROM drives and the explosive
growth of the Internet. The CD ROM has proved to be
an efficient means for distributing physical and chemical
databases and the accompanying software to individuals
for use on their personal computers. The Internet provides
an inexpensive way for users to access large databases
maintained on institutional computers. The graphical ca-
pabilities of the World Wide Web have also contributed
by making it easy to display special characters, chemi-
cal structures, and other non-text information. Finally, the
growing use of computers for data analysis, process sim-
ulation, engineering design, and similar applications has
created a demand for data in digital, as opposed to paper,
format.

The ease with which information can be posted on the
Internet has had one unfortunate consequence. There are a
great many sites that purport to provide physical and chem-
ical data, but the quality is highly variable. Data quality
is a consideration even when dealing with printed com-
pilations, but on the Internet the traditional filter of the
publication process can no longer be relied upon. A search
for a specific property on a standard Internet search engine
is likely to turn up hundreds of sites, most of which have
no documentation and provide no basis for confidence in
the correctness of the data presented. It is important for all

users of data taken from the Internet to evaluate the relia-
bility of the source and assure that it is truly critical data.

Some of the important World Wide Web sites for eval-
uated physical and chemical data are listed below:

� NIST Physics Data, covering fundamental constants,
atomic spectra, and X-ray data; <physics.nist.gov>

� Fundamental Particle Properties, prepared by the
Particle Data Group at Lawrence Berkeley
Laboratories; <pdg.lbl.gov>

� NIST Chemistry Webbook, whose topics include
thermodynamics, ion energetics, infrared and mass
spectra, fluid properties, etc; <webbook.nist.gov>

� Beilstein and Gmelin Databases, covering chemical
properties of organic and inorganic compounds;
<www.beilstein.com>

� Hazardous Substances Data Bank, maintained by the
National Library of Medicine and containing physical
property data as well as toxicity and safety data;
<chem.sis.nlm.nih.gov/hsdb/>

� CRCnetBase, including the Web version of the CRC
Handbook of Chemistry and Physics, The Merck
Index, and other databases; <www.crcpress.com>

Crystallographic databases are maintained for different
classes of materials:

� Organic compounds: <www.ccdc.cam.ac.uk>
� Inorganic compounds: <www.nist.gov/srd/> and

<www.fiz-karlsruhe.de>
� Metals: <www.tothcanada.com>
� Proteins: <www.rcsb.org>
� Nucleic acids: <www.ndbserver.rutgers.edu>

SEE ALSO THE FOLLOWING ARTICLES

CHEMICAL THERMODYNAMICS • DATABASES • MECHAN-
ICS, CLASSICAL • PERIODIC TABLE (CHEMISTRY) • THER-
MAL ANALYSIS • THERMOMETRY
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GLOSSARY

Boson Entity whose intrinsic spin is an even multiple of
h� , examples being photons, phonons, and atoms made
up of an even number of fundamental particles.

Bose–Einstein statistics Form of quantum statistics that
must be used to describe a gaseous assembly of nonin-
teracting bosons at low temperatures.

Cryostat Apparatus used to achieve and maintain cryo-
genic temperatures.

Debye cut-off frequency Maximum possible frequency
for a vibrational wave in a crystal: the Debye character-
istic temperature is the Debye cut-off frequency multi-
plied by Planck’s constant and divided by Boltzmann’s
constant.

Dewar Vacuum-insulated vessel, of a type commonly
used for cryostats or as containers for liquefied
gases.

Dispersion curve Frequencies (energies) of the permitted
excitations of a system plotted as a function of their
momenta (wave vectors).

Fermi–Dirac statistics Form of quantum statistics that
must be used to describe a gaseous assembly of nonin-
teracting fermions at low temperatures.

Fermi sphere Sphere of filled states in momentum space,
characteristic of an ideal Fermi–Dirac gas at a temper-
ature very much less than the Fermi temperature.

Fermi surface Surface of the Fermi sphere, which is a re-
gion of particular importance since it relates to the only
particles that can readily undergo interactions; particles
on the Fermi surface at very low temperatures have the
Fermi momentum and Fermi energy; the Fermi tem-
perature is the Fermi energy divided by Boltzmann’s
constant.

Fermion Entity whose intrinsic spin is a halfintegral mul-
tiple of h� , examples being electrons, protons, neutrons,
and atoms made up of an odd number of fundamental
particles.

He I Nonsuperfluid, higher temperature phase of liquid
4He.

He II Superfluid, lower temperature phase of liquid 4He.
3He-A, 3He-B Superfluid phases of liquid 3He.
Phonon Quantum of vibrational energy in a crystal or

in He II; phonons can be envisaged as quasi-particles
traveling at the velocity of sound.

Roton Excitation, somehow analogous to, but different
from, a phonon, near the minimum of the dispersion
curve of He II.

 37
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Superconductivity State of zero electrical resistivity and
perfect diamagnetism in a material.

Superfluidity State of a fluid in which it has zero vis-
cosity, examples being He II, 3He-A, 3He-B, and the
electron gas in a superconductor.

Superleak Material, usually a tightly packed powder or
a medium with very fine pores, through which a super-
fluid can pass easily but which is impermeable to any
normal (viscous) fluid.

CRYOGENICS is the science and technology of very low
temperatures. Although there is no hard and fast definition
of where ordinary refrigeration gives way to cryogenics,
it is customary to consider the dividing line as being at
∼100 K. Of particular scientific interest and importance
are the cryogenic phenomena of superconductivity (be-
low ∼120 K) and superfluidity (below ∼2 K), for which
no known analogues exist in the everyday world at room
temperature.

Cryogenic techniques are now being employed in appli-
cations as diverse as medicine, rocketry, archeology, and
metrology.

I. NATURE AND SIGNIFICANCE
OF LOW TEMPERATURES

A. Temperature

It is now possible to study the properties of matter experi-
mentally over some 15 decades in temperature. That is, the
highest temperature attainable is about 1015 times larger
than the lowest one. As indicated in Fig. 1, it is feasible to
reach temperatures as low as 10−7 K (for copper nuclei)
with state-of-the-art cryogenic technology, or as high as
108 K in the case of hydrogen fusion experiments in a toka-
mak, starting in each case from the ambient temperature
of 3 × 102 K. Important scientific insights into the funda-
mental nature of matter, with corresponding innovations
and applications in technology, have arisen from contin-
ued progress at both ends of the temperature scale (and it
is interesting to note that low-temperature physicists and
engineers have already traveled further from ambient than
their high-temperature colleagues by a factor of 104). In
this article, we concentrate on what happens in the lower
temperature two-thirds of Fig. 1.

The Kelvin temperature scale is absolute in the sense
that it does not depend on any particular property of any
particular material (the ratio of two temperatures being for-
mally defined as the ratio of the heats accepted and rejected
by an ideal engine operating between thermal reservoirs
at those temperatures). The size of the degree Kelvin (K)

FIGURE 1 The temperatures T (in Kelvin) at which some se-
lected phenomena occur. Note that the scale is logarithmic.

has been chosen, however, so as to be consistent with the
degree Celsius of the earlier ideal gas temperature scale.

There is an absolute zero of temperature: 0 K on the
Kelvin scale. In terms of classical concepts this would
correspond to a complete cessation of all atomic motion.
In reality, however, this is far from being the case. Real
systems are governed by quantum mechanics for which
the ground state does not have zero energy. The quantity
that does approach zero as T → 0 is the entropy, which
gives a measure of the disorder of the system. The third
law of thermodynamics, embodying this observation, is
of particular importance for cryogenics. It can be stated in
two forms. The first of these is

The entropy of all systems and of all states of a system is zero at
absolute zero,

which, it should be noted, is subject to certain restrictions
concerning the thermodynamic reversibility of connecting
paths between the states of the system. The second form
of the law is of more immediately obvious relevance:



P1: GGY Final Pages

Encyclopedia of Physical Science and Technology EN004D-157 June 8, 2001 15:32

Cryogenics 39

It is impossible to reach the absolute zero of temperature by any
finite number of processes.

In other words, the absolute zero is an unattainable goal to
which the cryogenic engineer may aspire but which he or
she can, by definition, never quite reach. The logarithmic
temperature scale of Fig. 1 provides a convenient reminder
of the restrictive nature of the third law (since 0 K would be
situated an infinite distance downwards on such a plot). It
is also appropriate, in the sense that the number of interest-
ing changes in properties that occur when the temperature
is altered often seems to depend more on the factor by
which T changes than on the absolute magnitude of any
change.

B. Matter at Low Temperatures

It is scarcely surprising that the properties of all materials
undergo enormous changes as they are cooled through
the huge range of low temperatures that is accessible. We
discuss some particular cryogenic phenomena below; in
this section we will try to provide a general overview of
the sorts of changes in properties that occur in practice
between, say, room temperature and 1 K.

The first and most striking difference between materi-
als at room temperature and at 1 K is that (with the sole
exception of helium) bulk matter at 1 K exists only in solid
form. There are no liquids or gases.

The specific heats of most materials at 1 K are very small
compared to their values at room temperature. This is, in
fact, only to be expected because the specific heat at con-
stant volume may be written in terms of the entropy S as:

Cv = T (∂S/∂T )v

and the third law tells us that entropy changes all tend to
zero as the temperature T tends to zero. Thus, at a suffi-
ciently low temperature, all specific heats must become
negligible.

The coefficient of thermal conductivity κ usually varies
with T in quite a complicated way (see below) and at 1 K it
may be larger or smaller than it is at 300 K, depending on
the material. The coefficient of thermal diffusion, given by:

kD = κ/Cvρ

where ρ is the density, is usually much larger than at
300 K, however, which causes thermal equilibrium times
at 1 K to be very short.

The electrical resistivity of pure metals usually falls by
orders of magnitude on their being cooled from 300 K to
1 K. That of alloys, on the other hand, tends to be relatively
temperature independent. In both cases, there is a possible
exception. At a range of critical temperatures below about

20 K for metals and alloys, or below about 120 K for the
high Tĉ oxide systems (see Fig. 1), the electrical resistivity
of certain materials drops discontinuously to zero; they are
then said to have become superconductors.

The coefficient of thermal expansion β decreases with
T and, in the design of cryostats and other low-temperature
apparatus, it can usually be ignored for temperatures below
the normal boiling point of nitrogen (77 K). At 1 K, β is
negligible. It can be shown that the third law requires that
β → 0 as T → 0.

The behavior of helium at low temperatures is quite
different from that of all other materials. When cooled
under atmospheric pressure, helium liquefies at 4.2 K, but
it never solidifies, no matter how cold it is made. This be-
havior is inexplicable in terms of classical physics where,
at a sufficiently low temperature, even the very weak in-
teratomic forces that exist between helium atoms should
be sufficient to draw the material together into a crys-
talline solid. Furthermore, the liquid in question has many
extraordinary properties. In particular, it undergoes a tran-
sition at ∼2 K to a state of superfluidity, such that it has
zero viscosity and can flow without dissipation of energy,
even through channels of vanishingly small dimensions.
This frictionless flow of the liquid is closely analogous to
the frictionless flow of the electrons in a superconductor.
On Earth, superfluidity and superconductivity are exclu-
sively low-temperature phenomena, but it is inferred that
they probably also arise in the proton and neutron fluids
within neutron stars.

We have been referring, thus far, to the common
isotope of helium, 4He. The rare isotope. 3He, behaves in
an equally extraordinary manner at low temperatures but
with some interesting and important differences to which
we will return, below. When cooled under atmospheric
pressure, 3He liquefies at 3.2 K but it does not undergo
a superfluid transition until the temperature has fallen to
1 mK.

Superfluidity and superconductivity represent particu-
larly dramatic manifestations of the quantum theory on a
grand scale and, in common also with virtually all other
cryogenic phenomena, they can only be understood satis-
factorily in terms of quantum statistical mechanics.

C. Quantum Statistics

The behavior of materials at cryogenic temperatures is
dominated by quantum effects. It matters, to a very much
greater extent than at room temperature, that the energy
levels available to a system are in reality discrete and not
continuous. The symmetry of the wave functions of the
constituent particles of the system is also of crucial im-
portance since it is this that determines whether or not the
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occupation of a given quantum state by more than one
particle is possible.

Many cryogenic systems can be modeled successfully
as gases, even including some that appear at first sight to be
solids or liquids, as we shall see. In gases, the constituent
particles are indistinguishable; in terms of quantum me-
chanics, each of them can be regarded as a wave that fills
the entire container, with permitted energy states

E = 1

2m

(
p2

x + p2
y + p2

z

)

where px , py , and pz are the x , y, and z components
of its momentum and L is the length of a side of the
container (which is assumed to be a cube). The momenta
take discrete values

px = hn1/L , py = hn2/L , pz = hn3/L

where h is Planck’s constant and n1, n2, and n3 can be any
positive or negative integers, including zero. The magni-
tude of the momentum vector |p| = (p2

x + p2
y + p2

z )1/2;
p = h� k where k is the wave vector.

Particles come in two kinds: (1) bosons, with symmetric
wave functions, in which case any number of them can oc-
cupy the same quantum state (i.e., having the same values
of n1, n2, and n3); and (2) fermions, with antisymmetric
wave functions such that there is a rigid restriction that
(neglecting spin) precludes the occupation of a given state
by more than one particle. Examples of bosons include
photons, phonons, and entities, such as 4He atoms, that
are made up from an even number of fundamental par-
ticles. Examples of fermions include electrons, protons,
neutrons, and entities, such as 3He atoms, that are made up
from an odd number of fundamental particles. Bosons are
described by Bose–Einstein statistics; fermions by Fermi–
Dirac statistics.

At extremely low temperatures, therefore, the particles
of a boson assembly would almost all be in the same zero
momentum state with n1 = n2 = n3 = 0. A fermion assem-
bly would also be in a state close to its lowest possible
energy, but this would be very different from zero, since
only one particle can occupy the zero mementum state
and the others must therefore be in excited states of finite
momentum and energy.

In practice, one deals with very large numbers of parti-
cles, the levels are very closely spaced, and it is reasonable
to envisage a fermion system at very low temperatures as
a sphere of filled states in momentum space as sketched
in Fig. 2; that is, in a space whose axes represent the com-
ponents of momenta in the x , y, and z directions. As the
temperature is gradually raised, the surface of the sphere
becomes “fuzzy” as a few particles just under the surface
get promoted to unfilled states just above the surface. At
higher temperatures the sphere progressively becomes less

FIGURE 2 Sketch of the Fermi sphere of filled states in momen-
tum space for an ideal gas of fermions at a temperature T << TF.
All states with momenta p≤ (p2

x + p2
y + p2

z )1/2 are filled. Those
for larger momenta are all empty.

well defined and finally “evaporates.” For high tempera-
tures, the average energy of the particles is large enough
that the likelihood of two of them wanting to be in the same
state is negligible, since they are then well spread out in
momentum space; it has consequently become irrelevant
whether they are bosons or fermions, and their behavior is
classical. The sphere of filled states at low temperatures is
known as the Fermi sphere, and the particles at its surface,
the Fermi surface, possess the Fermi energy EF and the
Fermi momentum pF. The criterion as to whether the tem-
perature T is to be regarded as “high” or “low” is whether
T > TF. or T < TF, where EF = kBTF, kB is Boltzmann’s
constant, and

TF = (3π2 N/V )2/3(h2/4π2mkB)

where N/V is the number of particles of mass m per unit
volume. TF is known as the Fermi temperature.

An interesting phenomenon predicted for boson sys-
tems where the number of particles is fixed is that of Bose–
Einstein condensation. This implies that, as the temper-
ature is gradually reduced. there is a sudden occupation
of the zero momentum state by a macroscopic number of
particles. The number of particles per increment range of
energy is sketched in Fig. 3 for temperatures above and
just below the Bose–Einstein condensation temperature
Tb. The distribution retains, at least approximately. the
classical Maxwellian form until Tb is reached. Below Tb

there are two classes of particles: those in the condensate
(represented by the “spike” at E = 0) and those in excited
states. The criterion for a high or low temperature in a
boson system is simply that of whether T > Tb or T < Tb,
where Tb is given by:

Tb =
(

N/V

2.612

)2/3 h2

2πmkB

In the case of particles that are localized, such as param-
agnetic ions within a crystal lattice, it is largely irrelevant
whether they are bosons or fermions. They are distinguish-
able by virtue of their positions in the lattice and, for the
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FIGURE 3 Sketch of the energy distribution function n(E) of an
ideal Bose–Einstein gas above, and very slightly below, the Bose–
Einstein condensation temperature Tb.

same reason, there is no way in which two of them could
ever be in the same state. Such assemblies are described by
Boltzmann statistics. In a system containing N localized
particles, the number n of them occupying a particular
energy level Ei (each on its own separate site) is given by:

n = Ne−Ei /kT

/ ∑
j

e−E j /kT

where the summation is taken over all the permitted energy
levels.

II. SOLIDS AT LOW TEMPERATURES

A. Insulators

The thermal energy in an insulating crystal takes the form
of vibrations of the atoms about their equilibrium posi-
tions. The atoms do not vibrate independently, however,
since the movements of one atom directly modulate the
potential wells occupied by its neighbors. The result is
coupled modes of vibration of the crystal as a whole,
known as phonons. The phonon dispersion curve for an
idealized one-dimensional lattice is sketched in Fig. 4.
It is periodic, and it may be seen that there is a definite
maximum phonon frequency, known as the Debye cut-

FIGURE 4 The phonon dispersion curve for an ideal one-
dimensional lattice; the phonon frequency ν is plotted as a function
of its wave vector q. The phonon energy E = hν.

off frequency νD. This corresponds physically to the fact
that the shortest meaningful wavelength of a vibration in a
discrete lattice is equal to twice the nearest neighbor sep-
aration; vibrations with apparently shorter wavelengths
than this are indistinguishable from equivalent vibrations
of longer wavelength. corresponding to the bending over
of the dispersion curves at wave vectors of ±π/a. It is also
an expression of the fact there are only a limited number
of normal modes of vibration of the crystal, equal to 3N
where N is the total number of atoms in it. All the physical
information about the dispersion curve is therefore con-
tained in the range of wave vectors between ±π/a, which
is known as the first Brillouin zone. Dispersion curves
for real three-dimensional solids are considerably more
complicated than this, and there are longitudinal and trans-
verse modes of vibration to be considered, but the essential
physics is still as summarized in Fig. 4.

Phonons in a crystal are closely analogous to the pho-
tons of electromagnetic radiation (although the latter do
not, of course, have any known upper limit on their fre-
quency). Just as in the case of photons, it is possible to
envisage phonons as traveling, particle-like packets of en-
ergy. They move through the crystal at the velocity of
sound (except for very high-energy phonons whose group
velocities, given by the gradient of the dispersion curve,
fall towards zero on the Brillouin zone boundary).

An excellent way of deducing the specific heat of a
crystal is to model it as an empty box containing a gas of
phonons. The phonons are bosons so Bose–Einstein statis-
tics must be used. It should be noted, however, that the
total number of phonons is not conserved (so that a Bose–
Einstein condensation is not to be expected), quite unlike
a gas of, for example, helium atoms. This approach yields
the famous Debye specific heat curve shown in Fig. 5. It
is plotted, not as a function of T directly, but as a function
of T/θD where θD = hνD/kB is the Debye characteristic
temperature, thereby yielding a universal curve that turns
out to be in excellent agreement with experiment for a very
wide range of materials. Whether or not the temperature
should be considered to be low in the context of any given
material depends on whether or not T � θD. Representa-
tive values of θD for a few selected materials are given in
Table I.

It can be seen from Fig. 5 that the specific heat ap-
proaches the classical (Dulong and Petit) value of 3R when
T  θD, as predicted by the theorem of the Equipartition
of Energy. At lower temperatures, however, the specific
heat decreases rapidly towards zero in accordance with
the third law. For T � θD, it is found, both experimentally
and theoretically, that Cv ∝ T 3.

The magnitude of the thermal conductivity coefficient
κ of an insulator is determined both by the number of
phonons it contains and also by the ease with which they
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FIGURE 5 The molar specific heat Cv of an insulating solid, ac-
cording to Debye theory, plotted as a function of T/θD where T
is the absolute temperature and θD is the Debye characteristic
temperature for any given material (see Table I).

can travel through the lattice. In fact, the process can ac-
curately be modeled by analogy with heat conduction in
a classical gas, for which

κ = CV vλ/3

where v is the velocity and λ the mean free path of the
particles. In the present case, CV is given by the Debye
curve of Fig. 5, v is the (approximately constant) velocity
of sound, and λ is determined by a variety of scattering
processes. A typical κ(T ) curve for a crystal is shown by
the upper curve of Fig. 6. At high temperatures, where
CV is constant, κ falls with increasing T because of Umk-
lapp processes: a pair of phonons interacts to produce a

TABLE I Debye Characteristic Temperatures θD
for Some Common Elementsa

Element θD(K)

Ag 225

Al 426

Au 164

C (diamond) 2065

Co 443

Cr 585

Fe 464

H (para) 116

Heb 28–36

Hg 75

N 68

Ni 440

O 91

Pb 108

Si 636

Snc 212

Zn 310

aFrom Rosenberg. H. M. (1963). “Low Temperature
Solid State Physics,” Clarendon Press, Oxford.

bPrecise value dependent on pressure.
cValue given for grey tin.

third phonon of such large momentum that it lies outside
the first Brillouin zone or, equivalently, lies within the first
Brillouin zone but with a momentum of opposite sign from
those of the initial phonons. The result is that the group
velocity and direction of energy flow are reversed. Umk-
lapp processes are very effective in limiting the thermal
conductivity at high temperatures. As the temperature is
reduced, however, there are fewer and fewer phonons of
sufficient energy for the process to occur, so λ increases
rapidly and so does κ . Eventually, for a good-quality single
crystal, λ becomes equal to the dimensions of the sample
and (usually) can increase no further; the mean free path is
then limited by boundary scattering in which the phonons
are scattered by the walls and not to any important extent
by each other. In this regime, λ is constant and approxi-
mately equal to the diameter of the crystal, v is constant,
and CV is decreasing with falling T since T < θD (see
Fig. 5), so that κ passes through a maximum and also de-
creases, varying at T 3, like CV , in the low temperature
limit.

There are many other scattering processes that also in-
fluence κ . Phonons may, for example, be scattered by
impurities, defects, and grain boundaries. Furthermore,
boundary scattering at low temperatures can be either
specular (equal angles of incidence and reflection) or,
more commonly, diffuse (random angle of reflection). The
former process does not limit λ, which can consequently
become considerably larger than the diameter of the crys-
tal; it occurs when the phonon wavelength is much longer
than the scale of the surface roughness, for example in the

FIGURE 6 The thermal conductivity κ of a synthetic sapphire
crystal of diameter 3 mm (upper curve), plotted as a function of
temperature T . The circles and the associated curve represent
measurements of κ for the same sample after it had been ground
down to a diameter of 1.55 mm; and the squares, a diameter of
1.02 mm. [From Berman, R., Foster, E. L., and Ziman, J. M. (1955).
Proc. R. Soc. A 231, 130.]
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case of a flame-polished sapphire. Thermal conduction in
the boundary scattering regime is strange, at first sight, in
that the magnitude of κ is geometry and size dependent,
becoming smaller if the physical dimensions of the sample
are reduced.

The addition of impurities to a crystal drastically re-
duces κ by providing an additional phonon scattering
mechanism, thereby reducing λ. Similarly, κ for disor-
dered or glassy insulators is usually very small because of
the greatly enhanced phonon scattering.

B. Metals

In relation to its low temperature properties, a metal can
be viewed as being like the insulating crystal discussed
above but where, in addition, there is a gas of highly mo-
bile quasi-free conduction electrons. The lattice has re-
markably little effect on their motion, apart from opening
up energy gaps, or forbidden energy ranges, at Brillouin
zone boundaries. The electrons can be treated as an ideal
Fermi gas.

Measurements of the specific heats of metals yield re-
sults almost indistinguishable from the Debye specific
heat curve of Fig. 5, and it can be concluded, therefore, that
the electrons make a negligible contribution to the specific
heat. This is at first sight astonishing since, according to the
classical Equipartition of Energy theorem, there should on
average be a thermal energy of 3

2 kBT per electron ( 1
2 kBT

per degree of freedom, of which there are three for a gas),
leading to an electronic molar specific heat contribution
of 3

2 R. The result is easily explicable, however, in terms of
Fermi–Dirac statistics. The Fermi temperature of the elec-
tron gas in a typical metal turns out to be TF � 5 × 104 K.
Thus, even at room temperature, T � TF, and the electrons
must be regarded as being effectively at a very low temper-
ature. There is consequently a well-defined Fermi sphere
in momentum space (see Fig. 2). Most of the electrons,
being deep inside the sphere, cannot change state because
there are no empty adjacent states into which to move and
so are unresponsive to an alteration of temperature and do
not contribute to the specific heat. The only electrons that
contribute are those within an energy range of ∼± kBT of
the Fermi surface, which can be shown to lead to a linear
dependence of CV on T . Such behavior is characteristic of
highly degenerate (T � TF) Fermi systems and is also seen
in liquid 3He and in liquid 3He–4He solutions (see below).

With a lattice (phonon) specific heat varying as T 3 at
low temperatures, and an electron specific heat varying
as T , it is evident that the latter contribution will even-
tually dominate if the temperature is reduced sufficiently.
For a typical metal, it is necessary to go down at least to
temperatures near 1 K in order to measure the electronic
contribution to the specific heat.

FIGURE 7 The thermal conductivity κ of chromium plotted as a
function of temperature T . [From Harper. A. F. A., Kemp, W. R.
G., Klements, P. G., Tainsh, R. J., and White, G. K. (1957). Philos.
Mag. 2, 577.]

Thermal conduction in metals can in principle occur
through both the phonon and the electron gases. However,
the phonons tend to scatter the electrons, and vice versa;
in practice, it turns out that most of the conduction is due
to the electrons. A typical κ(T ) characteristic for a pure
metal is shown in Fig. 7. At high temperatures electron-
phonon scattering limits the electronic mean free path, so
κ rises with decreasing T because of the corresponding
decrease in the number (and average energy) of phonons.
Eventually, the phonons become so few in number that this
scattering process becomes unimportant. The electronic
mean free path then becomes temperature independent,
being limited by defect scattering or, for a very pure and
perfect crystal, by boundary scattering. The heat capacity
falls linearly with decreasing T ; the relevant velocity for
the electrons is the Fermi velocity vF, which is constant;
the mean free path is constant; and κ , too, falls linearly
with T at very low temperatures.

The electron gas can also, of course, support the pas-
sage of an electrical current. The electrical resistivity ρ is
governed by electron–phonon scattering at high temper-
atures. It consequently falls as T is decreased; a typical
result is as sketched in Fig. 8. At a sufficiently low tem-
perature, electron–phonon scattering becomes negligible
and the resistivity approaches a temperature-independent
value, ρ0, known as the residual resistivity. The magni-
tude of ρ0 provides an excellent measure of the purity and
crystalline quality of the sample and is usually quoted in
terms of the resistivity ratio, the ratio by which the re-
sistivity changes on cooling from room temperature. In
extreme cases of purity and crystal perfection, resistivity
ratios as large as 105 have been recorded.

Both the electrical and thermal conductivities of metals
are greatly reduced by impurities or imperfections in the
lattice. Alloys, for example, are an extreme case and usu-
ally have conductivities that are many orders of magnitude
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FIGURE 8 Sketch to indicate the variation of electrical resistivity
ρ with temperature T in a metal. In the limit of very low temper-
atures, ρ usually approaches a constant value, ρ0, known as the
residual resistivity.

lower than those of pure metals. For this reason, they are
especially valuable in the construction of cryostats since
less heat will then flow from the hotter to the colder parts
of the system. Stainless steel and, to a lesser extent, brass
and German silver, are frequently used for such purposes.

C. Superconductivity

There are a large number of materials whose electrical
resistance vanishes abruptly at a critical temperature Tc

somewhere in the range below 120 K, corresponding to
the onset of super conductivity. The phenomenon is a re-
markable one, for which no known analog exists at room
temperature. The transition itself is extremely sharp for a
pure metal (with a width of 10−5 K in gallium, for exam-
ple), and the electrical resistance at very low temperatures
does actually appear to be zero. A circulating current in
a closed loop of the superconductor, which is easily de-
tectable by the external magnetic field that it creates, will
flow without measurable diminution for as long as the
experiment is continued.

As well as being perfect conductors, superconductors
are also perfect diamagnets. An applied magnetic field is
always excluded from the bulk of the material, regardless
of whether the field was applied before or after cooling
through the superconducting transition at Tc. This phe-
nomenon, known as the Meissner effect, involves the ap-
pearance of circulating currents at the surface of the su-
perconductor which create a magnetic field that exactly
cancels the applied one, inside the material.

The basic mechanism of superconductivity was ac-
counted for in considerable detail by the theory of
Bardeen, Cooper, and Schrieffer (BCS theory), which
discusses the phenomenon in terms of the formation of
Cooper pairs of electrons through an attractive interac-
tion mediated by the lattice. Unlike individual electrons,

the Cooper pairs are bosons and form a condensate anal-
ogous to those for liquid 4He or liquid 3He below their
superfluid transition temperatures. The condensate pos-
sesses a macroscopic wave function that extends through-
out the sample and implies the coherent collective motion
of a very large number of particles. To change the state of
any single particle would involve making simulataneous
changes in the states of all the others, which is a highly
improbable event and helps to explain the resistanceless
flow of a current.

III. LIQUID HELIUM

A. Liquid 4He and Liquid 3He

The low-temperature phase diagrams of 4He and 3He are
shown in Fig. 9(a) and (b), drawn on the same scale for
convenient comparison. It can be seen immediately that,
although the two phase diagrams clearly have much in
common, there are also some interesting differences. Both
isotopes remain liquid to the lowest attainable tempera-
tures, but each can be solidified by the application of suf-
ficient external pressure, greater pressure being needed in
the case of 3He (35 bar in the low-temperature limit) than
in the case of 4He (25 bar). A pronounced minimum is
evident at ∼0.3 K in the melting curve of 3He. Both liq-
uids undergo superfluid transitions, although, as remarked
above, that for 3He takes place at a temperature (Tc) a thou-
sand times lower than that (Tλ) for 4He.

The non-solidification of the liquid heliums at very low
temperatures is, in part, a consequence of the extreme
weakness of their interatomic forces. The helium atom

FIGURE 9 The low-temperature phase diagrams of (a) 4He and
(b) 3He in zero magnetic field.
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possesses an inert gas structure and is chemically inert. It
can be envisaged as a small, rigid sphere, much like the
hard sphere conventionally assumed by classical kinetic
theory. The only attractive force that exists between he-
lium atoms is that due to the Van der Waals interaction,
which is exceptionally weak owing to the tightness with
which the two electrons are bound to the nucleus (helium
having the highest ionization potential of any atom). The
weakness of the interatomic forces would not, in itself,
prevent the solidification of helium under its saturated va-
por pressure, though it would imply, of course, that a very
low temperature would be needed for the process to occur.

The other vital consideration affecting the possibility of
solidification and influencing also almost all of the other
properties of liquid helium is its very high zero-point en-
ergy. In quantum mechanics, the lowest permitted kinetic
energy for a particle is not necessarily zero. If a particle
of mass m is confined to a volume V , then its minimum
kinetic energy, or zero-point energy, is

Ez = h2/8m(4π/3V )2/3

where h is Planck’s constant. The zero point energy of
helium is particularly large because of its relatively small
atomic mass.

In order to minimize its total energy, the liquid tends
to expand, thereby increasing V and decreasing Ez . Be-
cause of the weakness of the interatomic forces, the effect
of zero point energy on the density of the liquid is very
large. As a result, liquid 4He has a density only one-third
of the value that would be obtained if the atoms were
touching each other. Liquid 3He is affected even more
strongly on account of its smaller atomic mass, its density
being reduced by a factor of about one-quarter. Both iso-
topes of helium can thus be envisaged as forming liquids
in which the atoms are exceptionally widely spaced and
therefore able to slip past each other particularly easily;
liquid helium, therefore, has rather gas-like properties.

The key to an understanding of the liquid heliums lies,
in fact, in the realization that they are often best consid-
ered as though they were gases. As a first approximation,
therefore, they can be treated as ideal gases. Liquid 4He,
being composed of atoms that are bosons, should thus be
subject to Bose–Einstein statistics; liquid 3He, composed
of fermions, should be subject to Fermi–Dirac statistics.
Any deviations of the properties of the actual liquids from
those predicted for ideal gases of the same density can
then be attributed to the finite sizes of the atoms and to the
attractive interactions between them.

At temperatures above 2.17 K, liquid 3He and liquid 4He
are very similar to each other and both behave like rather
non-ideal dense classical gases. At 2.17 K under its natu-
ral vapor pressure, however, 4He undergoes the so-called

FIGURE 10 The specific heat CV of liquid 4He as a function
of temperature T [From Atkins, K. R. (1959). “Liquid Helium.”
Cambridge Univ. Press, London.

lambda transition and acquires a whole new set of prop-
erties, many of which are quite unexpected in character.

B. Superfluid Properties of Liquid 4He

The properties of liquid 4He above and below the lambda
transition temperature Tλ are so completely different that
it is almost as though one were dealing with two separate
liquids; to emphasize the distinction they are referred to
as He I and He II respectively. The name of the transi-
tion derives from the characteristic shape of the logarith-
mic singularity that occurs in the specific heat (Fig. 10) at
that temperature, which is strongly reminiscent of a Greek
lambda. As can be seen from Fig. 9, Tλ is weakly pres-
sure dependent, falling towards lower temperatures as the
pressure is increased.

One of the most striking properties of He II is its ability
to flow effortlessly through very narrow channels. An in-
teresting demonstration can be seen in superfluid film flow,
illustrated in Fig. 11, where a vessel containing He II tends
to empty; and an empty one that is partially immersed in
He II tends to fill up until the inside and outside levels

FIGURE 11 Gravitational flow of the creeping superfluid film. (a)
and (b) In the case of a partially immersed vessel, film flow equal-
izes the inside and outside levels. (c) A suspended vessel of He II
will eventually empty completely via the film. [From Daunt, J. G.,
and Mendelssohn, K. (1939). Proc. R. Soc. (London) A170, 423.]
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FIGURE 12 (a) When the temperature of the He II inside the ves-
sel is raised slightly above that of the bath, liquid flows in through
the capillary tube, which acts as a superleak. (b) The same phe-
nomenon (using radiative heating in the case illustrated) can be
used to create a dramatic fountain of liquid helium. [From Allen,
J. F., and Jones, H. (1938). Nature 141, 243.]

equalize. What happens is that the adsorbed film of he-
lium on the walls of the vessel acts as a syphon through
which the liquid can pass under the influence of the gravi-
tational potential. The same phenomenon would doubtless
take place for other liquids, too, such as water, were it not
that their viscosities effectively immobilize their films on
the walls, so that flow at an appreciable rate cannot take
place. In the case of He II, rapid nonviscous flow occurs
within the film which, despite its narrowness (∼10 nm),
can still carry an appreciable volume flow rate of
liquid.

It would be a gross oversimplification, however, to say
that He II is inviscid. The situation is much more com-
plicated than this, as can be seen from the fact there are
often thermal effects associated with superflow. For exam-
ple, when He II is allowed to drain partially from a vessel
whose exit is blocked with a superleak of tightly packed
power (impenetrable to conventional fluids) it is found that
the remaining liquid is at a higher temperature than it was
at the start. The inverse experiment can also be carried out.
When an open-topped cylinder is connected to a reservoir
of He II via a superleak (e.g., a very fine capillary tube)
as shown in Fig. 12a, and the He II inside the cylinder is
warmed to a temperature slightly above that of the reser-
voir, its level rises. If the top of the vessel is drawn out into
a fine jet and the temperature of the He II inside is raised
sufficiently, the liquid squirts to form a fountain as shown
in Fig. 12(b), hence the common apellation fountain effect
for this phenomenon.

Attempts to measure the viscosity of He II directly can
lead to ambiguous results. The liquid can flow through a
narrow tube or orifice, with zero pressure head needed to
induce the flow, implying that the viscosity is itself zero.
On the other hand, finite viscosity values can be measured

through investigations of the damping of oscillating disks
or spheres immersed in the liquid.

Two seemingly quite different models have been de-
veloped to describe the strange modes of behavior of
He II: the two-fluid model and the excitation model, each
of which has its own range of utility and appliability. It
can be demonstrated theoretically that the two pictures
are formally equivalent, in that the latter model implies
the former.

We discuss first the phenomenological two-fluid model,
which is generally the more useful in describing the be-
havior of the liquid between 0.5 K and Tλ. The model pos-
tulates that He II consists of an intimate mixture of two
separate but freely interpenetrating fluids, each of which
fills the entire container. There is a superfluid component
of density ρs that has zero viscosity and carries no en-
tropy, and there is a normal fluid component of density
ρn that has a finite viscosity, carries the whole entropy
of the liquid, and behaves much like any ordinary fluid.
The ratios ρs/ρ and ρn/ρ are not predicted by the model,
but can readily be determined by experiment, when it is
found that ρs/ρ → 1 as T → 0 and ρs/ρ → 0 as T → Tλ

(with opposite behavior occurring in ρn/ρ so as to keep
the total density ρ equal to ρn + ρs), as shown in Fig. 13.
Any transfer of heat to the liquid transforms some of the
superfluid into normal fluid in such a way that the total
density (ρn + ρs) remains constant. A form of two-fluid
hydrodynamics, taking explicit account of these thermal
effects, has been developed and gives an excellent descrip-
tion of most of the properties of the liquid. It is found that,
unlike ordinary fluids, the superfluid may be accelerated,
not only by a gradient in pressure but also by a gradient
in temperature.

The two-fluid model provides a conceptual framework
within which most of the phenomena associated with He II
can be understood. For example, a viscosity of zero is
found for flow-through fine channels, because only the
superfluid component then moves. When a sphere or disk
oscillates in bulk He II, however, its motion is damped by
the normal fluid component which surrounds it, and the

FIGURE 13 The normal and superfluid densities, ρn and ρs, of
He II as functions of temperature T , divided in each case by the
total density ρ of the liquid.
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viscosity appears to be finite. The rise in the temperature
of the residual liquid observed when He II is allowed to
drain away through a superleak occurs because only the
superfluid component leaves so the entropy of the liquid
left behind must remain constant; its entropy density, and
hence its temperature, therefore increases.

The liquid is effectively a superconductor of heat, so
it is extremely difficult to create a temperature gradient.
If a heater is switched on in the liquid, it converts super-
fluid component to normal fluid, which flows away while
more superfluid moves through it towards the heater—
an extremely efficient heat-removal process. This super-
fluid heat flush effect carries all suspended impurities away
from the heater, because they are part of the normal fluid,
and it can therefore be used as the basis of a technique for
isotopic purification.

New phenomena have been predicted on the basis of the
two-fluid equations of motion—for example, the existence
of a novel wave mode known as second sound in which
the normal and superfluid components oscillate in an-
tiphase such that the density remains constant. The char-
acteristic wave velocity (typically 20 m sec−1 but depend-
ing on temperature) is much slower than that of ordinary
or first sound (typically 240 m sec−1), a pressure-density
wave in which the two components oscillate in phase.
Second sound is a temperature-entropy wave at constant
pressure and density; it may be created by means of an os-
cillating voltage applied to a heater and may be detected
by means of a thermometer.

It is tempting to identify the superfluid and normal fluid
components of He II with the atoms of the condensate and
excited states, respectively, of an ideal Bose–Einstein gas,
but this, too, turns out to be a gross oversimplification.
Nonetheless, it is clear that Bose–Einstein statistics do
play an essential role in determining the properties of the
liquid. If one calculates the Bose–Einstein condensation
temperature of an ideal gas with the same density and
atomic mass as liquid 4He, one finds Tc � 3.1 K, and the
difference between this value and Tλ may plausibly be as-
cribed to the influence of the interatomic forces. The pres-
ence of a condensate of 4He atoms in the zero momentum
state has recently been confirmed by inelastic neutron scat-
tering measurements. As shown in Fig. 14, the condensate
fraction rises from zero at Tλ towards an asymptotic limit
of about 14% at low temperatures. This departure from the
approximately 100% condensate characteristic of an ideal
gas for T � Tc is an expected consequence of the non-
negligible interatomic forces. Of couse, as already noted
in Fig. 13, the superfluid component does form 100% of
the liquid at T = 0 and it cannot, therefore, be directly
identified with the condensate fraction.

The excitation model of He II perceives the liquid as be-
ing somewhat akin to a crystal at low temperatures. That

FIGURE 14 The Bose–Einstein condensate fraction of liquid 4He
as a function of temperature T . The points and the dashed curve
represent experimental data from various sources. The full curve
is a theoretical temperature dependence fitted to the data, enbling
a T = 0 K value of 14 ± 2% to be deduced. [From Sears, V. F.,
Svensson, E. C., Martel, P., and Woods, A. D. B. (1982). Phys.
Rev. Lett. 49, 279; Campbell, L. J. (1983). Phys. Rev. B 27, 1913.]

is, the liquid is envisaged as an inert background “either”
in which there can move a gas of particle-like excitations
which carry all the entropy of the system. The dispersion
curve of the excitations as determined by inelastic neutron
scattering is shown in Fig. 15. Usually, only those excita-
tions within the thickened portions of the curve need be
considered, corresponding to phonons at low momentum
and to rotons at higher momentum. The phonons are quan-
tized, longituadinal sound waves, much like those found
in crystals; the physical nature of the rotons remains some-
thing of an enigma.

FIGURE 15 The dispersion curve for elementary excitations in
He II under its saturated vapor pressure. The energy E of an exci-
tation (divided by Boltzmann’s constant to yield temperature units)
is plotted against its momentum p (divided by h to yield the wave
vector in units of reciprocal length). Only those states within the
thickened portions of the curve, phonons and rotons, are popu-
lated to any significant extent in thermal equilibrium. The graident
of the dashed line drawn from the origin to make a tangent near
the roton minimum is equal to the Landau critical velocity vL. [From
Cowley, R. A., and Woods, A. D. B. (1971). Can. J. Phys. 49, 177.]
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The entropy and specific heat of the liquid are read-
ily calculated by standard statistical mechanical methods
in terms of the shape of the dispersion curve; that is, in
terms of the velocity of sound c, which specifies the gra-
dient dE/dP at small values of p, and of the roton pa-
rameters �, p0, and µ, which specify, respectively, the
energy, momentum, and effective mass of a roton at the
minimum. Good agreement is obtained between calcu-
lated and measured values, provided that the temperature
is not too high. Close to Tλ, this simple picture breaks
down, for two reasons. First, the roton parameters them-
selves become temperature dependent, and, second, the
short lifetimes of the excitations cause a broadening of
their energies. Again, provided that the temperature is not
too high, it is possible to calculate the momentum carried
by the gas of excitations. This quantity may be identified
with the momentum carried by the normal fluid compo-
nent of the two-fluid model. Indeed, it emerges that, in a
very real sense, the excitations are the normal fluid com-
ponent. It is then straightforward to calculate ρs and ρn as
functions of T , in terms of c, �, p0, and µ.

The excitation model also provides a natural explana-
tion for the superfluidity of He II. If it is assumed that
a moving object in the liquid can dissipate energy only
through the creation of excitations of energy E and mo-
mentum p and that energy and momentum must be locally
conserved, then it can easily be demonstrated that the min-
imum velocity at which such processes can occur is given
by E/p. For most liquids, where the thermal energy is as-
sociated with individual atoms or molecules, E = p2/2m
and E/p can take any value down to zero. The same ar-
gument would apply to the Bose–condensate for an ideal
gas. In the case of He II, however, E/p can never fall
below the value given by the gradient of a tangent drawn
from the origin to the roton minimum of the dispersion
curve, as shown in Fig. 15. This is the minimum velocity
at which dissipation can occur in the superfluid component
and is known as the Landau critical velocity, vL. Values of
vL have been determined from measurements of the drag
on a small moving object (a negative ion) in He II as a
function of its speed v. As shown in Fig. 16, the results
show that there is no drag on the object until a speed of vL

has been attained, in excellent agreement with theoretical
predictions based on the dispersion curve.

Fundamental (quantum mechanical, manybody) theo-
ries of He II usually seek to calculate the dispersion curve
of Fig. 15 starting from a knowledge of the radii and
massess of 4He atoms and of the interactions between
them. Once the dispersion curve has been correctly de-
rived, superfluidity and the two-fluid model follow auto-
matically.

In actual fact, critical velocities measured for He II,
for example in flow experiments, are usually a great deal

FIGURE 16 The drag force on a negative ion moving through
He II at 0.35 K, as a function of its speed v̄. The drag remains
immeasurably small until v̄ has reached the Landau critical
velocity for roton creation, vL, but then rises rapidly with further
increase of v̄. The behavior of a negative ion in He I at 4.0 K is also
plotted, in order to emphasize the profound qualitative difference
between the two cases. [From Allum, D. R., McClintock, P. V.
E., Phillips, A., and Bowley, R. M. (1977). Phil. Trans. R. Soc.
(London) A284, 179.]

smaller than vL. This is not because there is anything
wrong with the physical arguments leading to vL; rather,
it is an indication that other kinds of excitation can exist
in the liquid, in addition to phonons, rotons, and related
regions of the dispersion curve. In particular, quantized
vortices can exist in the superfluid component. A quan-
tized vortex in He II is a linear singularity, with a core
region of atomic or subatomic dimensions, around which
the superfluid flows tangentially with a velocity vs, that
varies inversely with radial distance from the core, so that
the circulation:

κc =
∫

vs · dl = nh/m4

where d is a superfluid order parameter, l the intrinsic an-
gular momentum, h Planck’s constant, m4 the mass of a
4He atom, and n an integer. In practice, for free vortices
n is always equal to unity. Samples of He II, regardless of
their history, always seem to contain at least a few quan-
tized vortices. When a characteristic critical flow velocity
is exceeded (typically of a few mm sec−1 or cm sec−1, de-
pending on the channel geometry and dimensions), these
grow into a dense disordered tangle, somewhat akin to a
mass of spaghetti but with no free ends, thereby giving
rise to a dissipation of the kineitc energy of the flowing
liquid.

Quantized vortices also play a central role in the “ro-
tation” of the He II within a rotating vessel. Strictly, the
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superfluid component of He II cannot rotate at all because
of a requirement that:

curl vs = 0

which, by use of Stokes’ theorem, quickly leads to the con-
clusion that the circulation κc = 0 in any simply connected
geometry (i.e., where any closed loop can in principle be
shrunk to a point without intercepting boundaries). This
condition implies that the superfluid component of He II
in a vessel on the earth’s surface does not rotate with the
vessel but remains at rest relative to the fixed stars. There
is convincing experimental evidence that this is indeed
the case for small enough angular velocites. For suffi-
ciently large angular velocities of the container, though,
both components of the He II seem to come into rotation
with the vessel. What is actually happening, however, is
that a number of quantized vortices are formed parallel to
the axis of rotation of the vessel; these cause the superfluid
component to simulate solid-body-like rotation, because
each vortex core moves in the combined flow fields of all
the other vortices. Once vortices have been formed, the
geometry is no longer simply connected, and the form of
the flow field of a vortex is such that, except in the vortex
cores, the liquid still remains curl-free, as required.

The inability of the superfluid component to rotate in a
conventional manner is one of the most striking demon-
strations of a macroscopic quantum phenomenon. The
quantization condition for the vortices (above) emerges
naturally from the postualte that the superfluid must be
described by a macroscopic wave function, exactly anal-
ogous to the microscopic wave functions used to describe
electrons in atoms, but on the scale of the containing ves-
sel. The existence of macroscopic quantized vortices may
seem surprising, but there is overwhelming evidence for
their reality, culminating in the development of an imag-
ing system that achieved the vortex photographs shown in
Fig. 17.

Although quantized vortices are central to an under-
standing of He II, and most of their properties are now
reasonably well understood, the mechanism by which they
are created in the first place remains something of a mys-
tery. As mentioned above, all samples of He II invariably
seem to contain a few vortices. and it is now believed
that these “background vortices” are formed as the liquid
is being cooled through the lambda transition. It is also
clear that vortices can be created in the superfluid at lower
temperatures (for example, by a moving object), provided
that a characteristic critical velocity is exceeded, but the
mechanism is difficult to study because of the interfering
effect of the background vortices.

The only reliable experiments on the creation of quan-
tized vortices in the cold superfluid are those based on the

FIGURE 17 Quantized vortex lines in a rotating bucket of He II
for various angular velocities, photographed from above. [From
Yarmchuk, E. J., Gordon, M. J. V., and Packard. R. E. (1979). Phys.
Rev. Lett. 43, 214. Photograph by courtesy of R. E. Packard.]

use of negative ions. They have revealed that the mech-
anism involves a form of macroscoopic quantum tunnel-
ing (MQT); the whole system undergoes a discontinuous
quantum transition, though an energy barrier, to a state
with a vortex loop of finite length attached to the ion
(there being no intermediate states for which momentum
and energy can be conserved). Figure 18 shows measure-
ments of the rate ν at which negative ions nucleate vor-
tices in isotopically pure He II for three electric fields,
as a function of reciprocal temperature T −1. The flat re-
gions of the curves on the right-hand side of the figure cor-
respond to MQT through the energy barrier; the rapidly
rising curves at higher temperatures (left-hand side) cor-
respond to thermally activated jumps over the top of the
barrier attributable to phonons.

Except for low velocities (usually much smaller than
vL ) and small heat currents, the flow and thermal prop-
erties of He II are dominated by quantized vortices. If
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FIGURE 18 Measurements of the rate ν at which quantized vor-
tices are created by negative ions moving through isotopically
pure He II, plotted as a function of reciprocal temperature T−1

for three electic fields E. In stronger fields, the ions move faster
and ν is correspondingly larger. The temperature-independent
mechanism operative at low temperatures-independent mecha-
nism operative at low temperatures (right-hand side of figure) is
attributable to macroscopic quantum tunneling through an energy
barrier; the rapid rise of ν with temperature at higher temperatures
(left-hand side) is attributable to thermal activation over the bar-
rier. [From Hendry, P. C., Lawson, N. S., McClintock, P. V. E., and
Williams, C. D. H. (1988). Phys. Rev. Lett. 60, 604.]

a critical velocity or heat current is exceeded, then the
superfluidity breaks down and a self-sustained tangle of
vortex lines builds up within the liquid. Being a metastable
state, it continuously decays and can only be maintained
by drawing energy from the flow field or heat current.
Recent studies have shown that, despite its quantization,
such turbulence can often behave in a surprisingly classi-
cal manner.

Quantized vortices in He II are the analog of the quan-
tized flux lines found in superconductors, where magnetic
field plays the same role as angular velocity in He II. From
this viewpoint, He II can be regarded as analogous to an
extreme Type II semiconductor. The very small core di-
mensions of the helium vortices implies, however, that
the equivalent of the “second critical field” can never be
attained in practice. Corresponding to that angular veloc-
ity of the system at which the vortex cores touched each
other, it would require angular velocities far beyond the
strengths of available container materials.

C. Normal Liquid 3He

Liquid 3He above 1 K is much like a dense classical gas
and has properties very similar to those of He I. On fur-
ther cooling, however, there is a gradual change in its
behavior to a quite different set of properties, even for

temperatures well above that of the superfluid transition,
Tc � 1 mK. Above 1 K, for example, the viscosity of the
liquid is almost temperature independent and its thermal
conductivity κ decreases with decreasing temperature, but
at 50 mK, on the other hand, η varies as T −2 and κ as T −1.

Qualitatively, this is very much the kind of behavior to
be expected of an ideal Fermi gas. The Fermi tempera-
ture calculated for an ideal gas of the same density and
atomic mass as liquid 3He is TF � 5 K, but one has to bear
in mind that a consequence of the interactions between
the atoms is to increase the effective mass of each atom,
thereby reducing TF. The gradual change in properties
of the liquid 3He on cooling can therefore be attributed to
the change between classical and Fermi–Dirac behavior
as the liquid enters the degenerate (T � TF) regime where
a well-defined Fermi-sphere exists in momentum space.
The specific heat of liquid 3He becomes linear in T at very
low temperatures, just as expected for an ideal Fermi gas,
and is thus closely analogous to the specific heat of the
electron gas in a metal. The paramagnetic spin suscepti-
bility of the liquid, which varies as T −1 at high tempera-
tures, becomes temperature independent below ∼100 mK.
Again, this parallels the properties of the electron gas in
a normal metal and is the behavior predicted theoretically
for the ideal Fermi gas.

Although the properties of liquid 3He are qualitatively
almost identical with those of the ideal Fermi gas, it is not
surprising that there are large quantitative differences; the
system is, after all, a liquid and not a gas, so the interatomic
forces cannot be left completely out of account. As already
remarked, one effect of the interatomic forces is to raise
the effective mass from m3 for a bare 3He atom to a larger
value, m∗

3. It is not, however, possible on this basis alone
to reconcile the departures from ideal behavior for all the
properties of 3He. That is to say, the values of m∗

3 derived
on this basis from measurements of different properties
would themselves be widely different.

A detailed quantitative understanding of liquid 3He at
low temperatures requires the application of Landau’s
Fermi liquid theory, which takes explicit account of the
interactions, and parameterises them in the form of a small
number of dimensionless constants known as Landau pa-
rameters. For most purposes, only three of these param-
eters are needed (usually written as F0, F1 and G1) and
almost all of the properties of the interacting Fermi liq-
uid can be calculated in terms of them. Numerical values
of the Landau parameters are not predicted by the the-
ory but are to be found by experiment. The crucial test
of the theory—a requirement that consistent values of the
Landau parameters should be obtained from widely dif-
fering kinds of experiment—is convincingly fulfilled.

An interesting situation arises in a Fermi system at
very low temperatures when the average time τ between



P1: GGY Final Pages

Encyclopedia of Physical Science and Technology EN004D-157 June 8, 2001 15:32

Cryogenics 51

collisions becomes very long. For any given sound fre-
quency ω, there will be a temperature at which ω and
τ−1 become equal. At lower temperatures than this, where
ωτ  1, the propagation of ordinary sound in an ideal
Fermi gas clearly becomes impossible because the colli-
sions simply do not occur fast enough. For the interact-
ing Fermi liquid, however, Landau predicted that a novel,
“collisionless” form of sound propagation known as zero
sound should still be possible corresponding to a char-
acteristic oscillating distortion in the shape of the Fermi
sphere; zero sound has indeed been observed in liquid 3He.

The curious minimum in the melting curve of 3He near
0.3 K (Fig. 9) may be understood in terms of relative en-
tropies of the two phases and of the Clausius–Clapeyron
equation:

(dp/dT )m = �Sm/�Vm

where m the subscript refers to the melting curve and �S
and �V are the changes in entropy and volume that occur
on melting. The negative sign of (d P/dT )m below 0.3 K
(Fig. 9) shows that the solid entropy must then be larger
than that of the liquid. In fact, this is only to be expected.
Atoms in solid are localized on lattice sites and therefore
distinguishable, so they will be described by Boltzmann
statistics. The entropy of the solid below 1 K arises al-
most entirely from the nuclear spins, which can exist in
either of two permitted states, and will therefore take the
(temperature-independent) value of R ln 2 per mole in ac-
cordance with the Boltzmann–Planck equation. Given that
the specific heat of the liquid, and therefore its entropy,
varies approximately linearly with T , there is bound to
be a characteristic temperature where the entropy of the
liquid falls below that of the solid. Experimental values
of the solid and liquid entropies are plotted in Fig. 19,
where it can be seen that the two curves do indeed cross
at exactly the temperature of the minimum in the melting
curve. (The sudden descent toward zero of the solid en-
tropy, in accordance with the third law, corresponds to an
antiferromagnetic ordering transition at about 1 mK.)

The observation that the entropy of solid 3He can some-
times be lower than that of the liquid appears at first sight
to be quite astonishing considering that entropy gives a
measure of the disorder in a system and that a liquid is
usually considered to be in a highly disordered state com-
pared to a crystalline solid. The resolution of this apparent
paradox lies in the fact that, actually, liquid 3He really is
a highly ordered system but one in which the ordering
takes place in momentum space, rather than in ordinary
Cartesian space.

The existence of the minimum in the melting curve
of 3He is of considerable importance to cryogenic tech-
nology, in addition to its purely scientific interest, in
that it provides the basis for the cooling method known

FIGURE 19 (a) The entropy S of liquid and solid 3He (upper di-
agram) measured in units of the gas constant R, plotted as func-
tions of temperature T and the melting pressure Pm of 3He as
a function of T . It may be noted that the minimum in the melting
curve occurs at the temperature where the difference between the
solid and liquid entropies changes sign. [From values tabulated by
Betts, D. S. (1976). “Refrigeration and Thermometry Below One
Kelvin,” Sussex Univ. Press, London.]

as Pomerancluk refrigeration, a topic to which we will
return.

D. Superfluid Properties of Liquid 3He

Very soon after the publication of the BCS theory of
superconductivity in 1957, it was realized that a simi-
lar phenomenon could perhaps occur in liquid 3He. That
is, the system might be able to reduce its energy if the
3He atoms formed Cooper pairs. It was quickly appreci-
ated, however, that the hard-core repulsion of the relatively
large-diameter 3He atoms would preclude the formation of
pairs with zero relative orbital angular momentum (L = 0).
Cooper paris with finite orbital angular momenta might,
however, be energetically fovored but the temperature of
the transition was difficult to predict with confidence. The
phenomenon was eventually discovered at Cornell Uni-
versity in 1972 by Osheroff, who noted some unexpected
anomalies in the otherwise smooth pressurization charac-
teristics of a Pomeranchuk (compressional cooling) cryo-
stat. Follwing that initial discovery, an immense amount
of research has taken place and the superfluid phases of
the liquid are now understood in remarkable detail. They
share many features in common with He II but are vastly
more complicted on account of their inherent anisotropy
and their magnetic properties.

The low-temperature part of the 3He phase diagram is
shown in Fig. 20. It is very strongly influenced by the
application of a magnetic field. In Fig. 20(a), with zero
magnetic filed, there are two distinct superfluid phases
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FIGURE 20 Schematic diagram illustrating the effect of a mag-
netic field on the low-temperature region of the 3He phase dia-
gram. In (a) there is no magnetic field and in (b) the magnetic field
has been applied.

designated 3He-A and 3He-B, and there is a unique point,
the polycritical point (PCP), where 3He-A, 3He-B and nor-
mal 3He all co-exist in equilibrium. The application of a
magnetic field causes this picture to change dramatically,
as shown in Fig. 20(b). The PCP has then disappeared and,
instead, a narrow slice of A-phase extends right down to
meet the temperature axis at zero pressure. Simultane-
ously, a very narrow region of a third superfluid phase,
the Al-phase, has appeared separating the A-phase from
the normal Fermi liquid. As the magnetic field is further
increased. the region of B-phase retreats towards lower
temperatures until, at a field of ∼0.6T , it has disappeared
entirely.

The specific heat of liquid 3He undergoes a finite dis-
continuity at the superfluid transition. This behavior is
utterly different from the lambda transition (a logarithmic
singularity) observed for liquid 3He, shown in Fig. 10. It
is, however, precisely the behavior expected at the tran-
sition to a BCS-like state; it is a beautiful example of
a second-order phase transformation and is closely sim-
ilar to the specific heat anomaly observed at the nor-
mal/superconducting transition for a metal in a zero mag-
netic field. When the liquid is cooled in a finite magnetic
field, a pair of second-order transitions is seen, one for
normal/Al and the other for the Al/A transition. The A/B
transition is completely different in character, however, be-
ing a first-order phase transition (like boiling or freezing)
in which a significant degree of supercooling can occur as
the temperature of the liquid is being reduced.

Numerous experiments, and particularly those based
on nuclear magnetic resonance (NMR) have shown that
the superfluid phases of 3He involve Cooper pairs in
which the nuclear spins are parallel (equal spin pairing,
or ESP, states with net S = 1) and for which the orbital
angular momentum quantum number L = 1. The Cooper
pairs are thus rather like diatonic molecules, with atoms
orbiting each other in states of finite relative angular
momentum.

For Cooper pairs with S = 1, L = 1 there are a very large
number of possible states for the liquid as a whole. It has
turned out that of the three possible spin projection val-
ues Sz = 0 or ±1, on the quantization axis, only Sz = ±1
pairs are present in the A-phase; all three types of pairs
are present in the B-phase; and only Sz = ± 1 pairs are
present in the Al-phase. In each case, the relative orienta-
tions of the spin and orbital angular momenta adjust them-
selves so as to minimize the free energy of the liquid as a
whole, and they do so in quite different ways for the A- and
B-phases.

In the A-phase (and the Al-phase), the orbital angular
momentum vector for every pair is orientated in the same
direction, so the liquid as a whole must carry a resultant
intrinsic angular momentum I. The A-phase is strongly
anisotropic, with an energy gap �(T ) that varies from
zero in the direction of I to a maximum value in the direc-
tion of S, perpendicular to I. There is a superfluid order
parameter d, analogous to the (scalar) macroscopic wave
function in He II, that points in the same direction as I.
The vector I intersects boundaries at right angles, but it
also tends to orientate perpendicular to S and thus per-
pendicular to an external magnetic field. The liquid there-
fore acquires textures in much the same way as liquid
crystals.

The B-phase has an isotropic energy gap, but the direc-
tion of d varies for different points on the Fermi surface.
The liquid itself is not isotropic, however, and possesses
a symmetry axis N that tends to align with external mag-
netic fields and is analogous to the directorix vector of a
liquid crystal.

There is overwhelming evidence from numerous exper-
iments for the superfluidity of both the A- and B-phases.
One convincing demonstration is shown in Fig. 21, which
plots the damping of a wire vibrating in the liquid as a
function of temperature. Just above Tc, the viscosity of
the liquid is comparable with that of light machine oil and
rising so fast as T is reduced that the damping at Tc itself
was too large to measure. Below Tc, however, the damp-
ing fell steadily with T to reach a value that was actually
smaller than had been measured in a good vacuum at room
temperature.

Most of the superfluid properties of He II (such as the
creeping film, second-sound, and so on) have now also
been demonstrated for superfluid 3He. Like He II, the liq-
uid can be described in terms of a two-fluid hydrodynam-
ics. The 3He superfluid component is associated with the
condensate of Cooper pairs, and the normal fluid compo-
nent with unpaired fermions in excited states. There is a
Landau critical velocity representing the onset condition
for pair-breaking, about 10−3 of the size of vL for He II.
The two-fluid properties of superfluid 3He are greatly com-
plicated by its anisotropy, particularly in the case of the



P1: GGY Final Pages

Encyclopedia of Physical Science and Technology EN004D-157 June 8, 2001 15:32

Cryogenics 53

FIGURE 21 The damping experienced by a vibrating wire im-
mersed in liquid 3He under a pressure of 0.0 atm. The measured
frequency width �ν of the resonance, which gives a measure of
the damping, fell by more than five orders of magnitude as the
sample was cooled from Tc (1.04 mK) to the minimum tempera-
ture reached (0.14 mK). [From Guénault, A. M., Keith, V., Kennedy,
C. J., Miller, I. E., and Pickett, G. R. (1983). Nature 302, 695.]

A-phase where quantities such as the superfluid density
vary with direction.

Superfluid 3He has a wide range of interesting and
important magnetic properties (which were of particular
importance in the original identification of the physical
nature of the phases). For example, both the A and B
phases possess characteristic frequencies corresponding
to oscillations of the d vector about its equilibrium ori-
entation. They may be measured either by NMR, when
the A-phase exhibits an extraordinary longitudinal reso-
nance (with parallel static and radiofrequency fields), or
by measurement of the frequency of parallel ringing. The
latter phenomenon, known as the Leggett effect, is a very
weakly damped magnetic oscillation of the liquid that oc-
curs when the external magnetic field is stepped up or
down by a small increment. It can be understood in terms
of a transfer, by tunneling, of Cooper pairs between what
are effectively separate but weakly coupled superfluids
composed respectively of Sz = +1 or Sz = −1 pairs; that
is, a kind of internal Josephson effect within the liquid.

IV. ACHIEVEMENT AND MEASUREMENT
OF LOW TEMPERATURES

A. Evaporation Cryostats

Cryogenic temperatures are most easily achieved and
maintained with the aid of liquefied gases, or cryogens,

the most commonly used being nitrogen and helium. They
may be liquefied on site or may be purchased as liquid.
In either case, they are stored in highly insulated vessels
prior to their use for cooling devices or samples of ma-
terial in cryostats. For temperatures between the normal
boiling points of N2 and 4He (77 K and 4.2 K, respec-
tively), continuous-flow helium cryostats are often em-
ployed, with the temperature being adjusted by control-
ling the rate at which cold helium vapor removes the heat
flowing in to the sample from room temperature. Table II
summarizes the main cooling methods available in the
temperature range below 4 K.

To reach temperatures below its normal boiling point,
any given cryogen can be pumped so that it boils under re-
duced pressure. Nitrogen becomes solid at 63 K, however;
its vapor pressure is so small that this temperature is the ef-
fective lower limit for a nitrogen cryostat. Liquid hydrogen
solidifies at about 14 K, but the solid has a remarkably high
vapor pressure and the temperature can be further reduced
to about 10 K by sublimation under reduced pressure; on
safety grounds, however, liquid hydrogen is seldom used
in the laboratory. Liquid 4He, as already mentioned, never
solidifies under its own vapor pressure. The temperature
reached is limited, instead, very largely by superfluid film
flow; the creeping film tends to climb up the walls or up
the pumping tube, evaporates in the warmer regions, and
consequently saturates the vacuum pump. For this reason,
the practical lower limit for a pumped 4He cryostat is about
1 K, although with a diaphragm to reduce the perimeter
over which the film flows and with the aid of very powerful
pumps, lower temperatures may be achieved.

A typical liquid 4He cryostat dewar is sketched in
Fig. 22. Particular care is taken to minimize heat fluxes
flowing into the liquid 4He on account of its tiny latent
heat; 1 watt is sufficient to evaporate 1 liter of liquid in
approximately 1 hour. The inner vessel of liquid 4He (and

TABLE II Some Cooling Techniques Available for Use
Below 4 K

Temperature limits (K)

Technique Upper Lower

4He evaporationa 4 1
3He evaporation 1 3 × 10−1

Dilution refrigeration 5 × 10−1 3 × 10−3

Pomeranchuk cooling 3 × 10−1 10−3

Adiabatic demagnetizationb (electronic) 1 10−3

Adiabatic demagnetization (nuclear) 10−2 10−7

aThe lower limit can be pushed below 0.5 K by use of huge
pumping speeds, but the rate at which heat can be extracted becomes
too small to be useful.

bLimits shown are for commonly used salts.
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FIGURE 22 Schematic diagram of a typical metal helium cryo-
stat dewar: a—insert with sample/device to be cooled; b—liquid
4He at 4.2 K; c—liquid N2 at 77 K in annular can; d—copper ra-
diation shield at 77 K; e—gas-cooled copper radiation shields;
f—vacuum; g—pump-out port for vacuum spaces; h—thin-walled
stainless-steel tubes. The insert is usually sealed to the top of the
dewar with a top plate and rubber O-ring (not illustrated).

most of the other vertical tubes, also) is made of thin-
walled stainless steel in order to minimize the inflow of
heat through conduction. For the same reason, it is sur-
rounded by a vacuum space. There is then an annular liq-
uid nitrogen vessel at 77 K, in order to intercept radiation
from room temperature, and an outer vacuum space to
protect the liquid nitrogen from thermal conduction from
room temperature. Some radiation shields placed in the
cold outgoing gas are used to prevent room-temperature
radiation from shining directly on the cold space at the
bottom. The whole helium bath may be pumped in order
to adjust the temperature; more commonly, a dewar such as
the one in Fig. 22 is used as the starting point for the other
refrigeration methods described below. A 3He evaporator
or dilution refrigerator, for example, may be immersed
in liquid helium in the dewar, boiling under atmospheric
pressure at 4.2 K.

For temperatures between 0.3 K and 1.0 K it is conve-
nient to use a 3He evaporation cryostat. Liquid 3He can be
pumped to a lower temperature than 4He, partly because
of its larger vapor pressure at any given temperature, on
account of its lower atomic mass and partly because of
the absence of a creeping superfluid film. The material is
expensive (at the time of writing, ∼$350 for 1 liter of gas
at STP, which yields ∼1 cm3 of liquid), and so is usually
used in rather small quantities. A typical “single-shot” 3He
cryostat is sketched in Fig. 23. The 3He gas, in total usu-
ally 1–5 liters at STP, passes down the 3He pumping tube.
It cools as it goes through the region where the tube is im-

mersed in liquid helium at 4.2 K; it condenses in thermal
contact with a pumped pot of liquid 4He at ∼1.1 K and
then runs down into the 3He pot. When condensation is
complete, the 3He pot is pumped. Its temperature can read-
ily be reduced to ∼0.3 K by use of an oil-diffusion pump.
Depending on the influx of heat, the 3He will typically last
for several hours before recondensation is needed. Alter-
natively, the 3He can be returned continuously to the pot
from the outlet of the pump, via a capillary tube, with a
restriction in the capillary to support the pressure differ-
ence of about 1 atmosphere between its top and bottom.
In this mode, the cryostat has a higher base temperature
which it can, however, maintain for an indefinite period.

B. Helium Dilution Refrigerators

Helium dilution refrigerators can provide continuous cool-
ing within the remarkably large temperature range from
about 0.5 K down to about 3 mK. The technique is based
on the fact of there being a negative heat of solution when
liquid 3He dissolves in liquid 4He. That the method can
be carried to such extremely low temperatures is due to
the fact that the limiting solubility of 3He in 4He, on the
left-hand side of the phase separation diagram (Fig. 24),
approaches 6% as T → 0 rather than approaching zero (as
happens for 4He in 3He on the right-hand side). There is no
conflict with the third law, however, because the 3He atoms
have become highly ordered in momentum space, be-
ing a degenerate Fermi system with a well-defined Fermi
sphere.

In fact, for concentrations of 6% and below, the prop-
erties of a 3He–4He solution at low temperatures are

FIGURE 23 Schematic diagram of lower part of a typical single-
shot 3He cryostat: a—sample to be cooled; b—liquid 3He at 0.3 K
in copper pot; c—liquid 4He at 1.1 K; d—needle-valve on stainless-
steel filling tube for liquid 4He; e—restriction to reduce superfluid
film flow; f—vacuum; g, h, j—stainless-steel pumping tubes for
3He, 4He, and high vacuum, respectively.
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FIGURE 24 Phase-separation for liquid 3He–4He mixtures under
their saturated vapor pressure, where n3 and n4 are the number
densities of 3He and 4He, respectively, and T is the temperature.
The finite solubility of 3He in 4He at T = 0 K should be particularly
noted.

dominated by the 3He. The liquid 4He is almost 100%
superfluid component through which the 3He atoms can
move freely, quite unhindered by any viscous effects. The
4He can therefore be considered as a kind of background or
ether whose only significant influences on the 3He atoms
are to increase their effective mass by a factor of about
2.5 and, of course, to prevent them from condensing. The
properties of the 3He are almost identical to those calcu-
lated for an ideal Fermi gas of the same density. When 3He
dissolves in pure liquid 4He at a very low temperature it
is as though it were “evaporating” in a “vacuum”; there is
a corresponding latent heat, and it is this that is exploited
in the dilution refrigerator.

Dilution refrigerators have been built successfully in
a variety of different configurations, but the arrangement
sketched in Fig. 25 is by far the most common one used
in practice. In operation, the cooling effect occurs in the
mixing chamber as 3He atoms cross the interface between
the concentrated 3He-rich phase floating on top of the
dilute 4He-rich phase; the “evaporation” therefore takes
place downwards. The dilute phase is connected to a still,
which is usually held at about 0.7 K. When the still is
pumped, the vapor that is removed is predominantly 3He,
because its vapor pressure is so much greater than that
of 4He. The depletion of 3He within the still gives rise to
an osmotic pressure, driving 3He toward the still from the
mixing chamber, where more 3He can then dissolve across
the phase boundary. The 3He pumped off from the still is
subsequently returned to the mixing chamber via a heat
exchanger, so that it is cooled by the cold outgoing stream
of 3He on the dilute side. The art of designing efficient
dilution refrigerators lies principally in the optimization
of the heat exchanger.

The dilution refrigerator has become the work-horse of
ultralow temperature physics. Its great virtues are, first, the
huge temperature range that can be covered and, second,
the fact that the cooling effect is continuous. Experiments
can thus be kept at a temperature of a few mK for weeks
or months at a time. In practice, the dilution refrigerator
provides the usual starting point for additional “one shot”
cooling by adiabatic nuclear demagnetization (see below),
enabling experiments to be carried down to temperatures
deep in the microkelvin range.

C. Pomeranchuk Refrigeration

Pomeranchuk cooling enables temperatures as low as
2 mK to be achieved and maintained, typically for a few
hours. The technique exploits the negative latent heat of
solidification of the 3He that arises from the Clausius–
Clapeyron equation and the fact that (dP/dT)m is negative
for 3He when T < 0.3 K (see above). If a volume of
liquid 3He is progressively compressed, therefore, it will
cool as soon as solid starts to form, provided T < 0.3 K.
When all of the liquid has been solidified, then the
experiment is over and the cell must be allowed to warm

FIGURE 25 Schematic diagram illustrating the mode of opera-
tion of the standard dilution refrigerator. The concentrated (3He-
rich) phase is diagonally shaded and the dilute (4He-rich) phase is
dotted, the arrows indicating the direction of the 3He circulation.
a—sample to be cooled; b—mixing chamber between approxi-
mately 3 mK and 0.8 K; c—almost pure 3He; d—dilute (approx-
imately 6%) solution of 3He in 4He; e—heat exchanger; f—still
at approximately 0.8 K; g—heater; h—pumped pot of liquid 4He
at approximately 1.2 K; j—vacuum; k—radiation shield at 1.2 K;
1, m, n—stainless-steel pumping tubes for high vaccum, 3He and
4He, respectively; o—stainless-steel condensing-in tube for 3He
returned from pump; p—stainless-steel filling tube for 4He pot,
with needle-valve; q—restriction.
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up again as the solid decompresses before a new cycle can
start.

The main problem in practice is to compress the liq-
uid/solid mixture smoothly, without jerking, which would
introduce heat. This can be accomplished through the use
of liquid 4He as a hydraulic medium to effect compres-
sion of the 3He on the other side of a bellows. Because the
solidification pressure of 4He is considerably lower than
that of 3He (see Fig. 9), it is actually necessary to use, for
example, two sets of bellows to form a hydraulic amplifier.

The great merit of Pomeranchuk refrigeration is the
relatively large amount of heat that can be removed, be-
ing about ten times greater than in dilution refrigeration
for any given 3He circulation or solidification rate. It is
particularly suitable for studies of 3He itself, given the
difficulties of heat transfer at very low temperatures and
the fact that the cooling effect occurs within the sample
under investigation. As already mentioned above, the orig-
inal discovery of the superfluid phases of liquid 3He took
place in a Pomeranchuk cell. An inherent limitation of
such studies, however, is that they are restricted to the
melting pressure.

D. Magnetic Cooling

The technique of adiabatic demagnetization has been used
for temperatures from 1 K down to the lowest attainable.
Following the successful development of dilution refriger-
ators capable of providing useful continuous cooling pow-
ers below 10 mK the method is now used principally to
cover the temperature range below ∼5 mK. It is inherently
a single-shot procedure. A variety of materials have been
used as working media for demagnetization, but the basis
of the technique is the same. The medium must be para-
magnetic; that is, it must contain magnetic elements that
can be orientated by an externally applied magnetic field
thereby increasing the order and decreasing the entropy of
the system.

The cooling procedure is sketched in Fig. 26, where it
can be seen that, for any given temperature, the entropy
is smaller when the magnetic field has been applied. The
first stage is (ideally) an isothermal magnetization of the
sample; the heat liberated as a result must be removed by,
for example, the dilution refrigerator used for precooling
the system. Once the magnetic field has fully been applied,
the thermal link between it and the dilution refrigerator is
broken, and the magnetic field is gradually reduced. Be-
cause the sample is now thermally isolated, this process is
adiabatic and, hence, ideally, isentropic. The sample must
therefore cool in order to get back to the B = 0 entropy
curve again.

The temperature that can be reached must be limited
ultimately by a ferromagnetic (or antiferromagnetic) or-

FIGURE 26 Schematic diagram illustrating the working princi-
ples of cooling by adiabatic demagnetization. The entropy S of
the paramagnetic material is plotted against temperature T for
zero applied magnetic field B, and for the large value B = B ′. The
system is precooled (e.g., by means of a dilution refrigerator) to
T = T1 and the external field is applied isothermally (a). The ther-
mal link to the dilution refrigerator is then broken and the magnetic
field is removed adiabatically, i.e., isentropically (b), when the sys-
tem cools to the reduced final temperature T2.

dering transition among the magnetic elements. It is not
possible to cool the sample very far below the transi-
tion. Materials whose paramagnetism arises from electron
spins, such as cerium magnesium nitrate (CMN), can be
used to cool experiments to temperatures in the mK range,
CMN itself being one of the best known and allowing tem-
peratures near 1 mK to be attained. For lower temperatures
than this, it is essential to choose a cryogenic medium
whose magnetic elements interact less strongly with each
other. The interactions between the magnetic C3+

e ions
in the CMN may, for example, be reduced by increas-
ing their average separation. This can be accomplished by
dilution of the CMN with the (nonmagnetic) lanthanum
magnesium nitrate to produce a mixture known as CLMN.
Although lower temperatures may thereby be attained, in
principle, because of the resultant depression of the order-
ing temperature to well below 1 mK there is less available
cooling power because of the reduced number of magnetic
ions. A better approach is to use a nuclear paramagnetic
system, such as the nuclei of copper atoms. The magnetic
moments of the nuclei are so small that the interactions
between them are negligible near 1 mK; the ordering tran-
sition takes place at ∼100 nK. On the other hand, precisely
because of the small nuclear moment, it is relatively diffi-
cult to align the nuclei with an external magnetic field.
Successful nuclear adiabatic demagnetization therefore
requires the largest attainable fields (in practice ∼10 T)
and the lowest possible starting temperatures (in practice
∼7 mK, if the precooling time is not to be too long).

The main experimental problem in the µK and low mK
ranges lies not so much in providing sufficient cooling
power, for which the cryogenic technology is now read-
ily available, as in promoting heat flow between the sys-
tem under investigation and the refrigerant. For example,
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the nuclear spin system of copper is relatively easily and
quickly cooled to 10−6 K but it is very much more difficult
to cool even the conduction electrons in the same piece of
copper and, more importantly, via the electrons and the lat-
tice, to cool the item under study. This is because there is a
thermal boundary resistance between all materials which
becomes enormous at ultralow temperatures and implies
the existence of a temperature discontinuity across any
boundary across which heat is flowing. Thus, it is often
the heat leak into the sample in the nuclear demagneti-
zation cryostar that determines the ultimate temperature
to which it can be cooled. By very careful vibration iso-
lation, the screening of external electromagnetic fields,
and judicious design and choice of materials, it is pos-
sible to reduce this heat leak to well below 1 nW. Such
precautions have enabled liquid 3He, for example, to be
studied down to a temperature of approximately 120 µK
(see Fig. 21).

An essential feature of any adiabatic demagnetization
cryostat is a breakable thermal link between the refriger-
ant and the mixing chamber of the dilution refrigerator (or
other precooler). A superconducting link of, for example,
tin has been found particularly convenient and effective. It
has a high thermal conductivity when driven into the nor-
mal state by an applied magnetic field but an extremely low
thermal conductivity when in the superconducting state.
The refrigerant can therefore be connected thermally to the
mixing chamber or thermally isolated, simply by switch-
ing the magnetic field at the tin link on or off.

The most common nuclear refrigerant is copper, usually
powdered or in the form of a bundle of wires, in order
to reduce eddy current heating during demagnetization.
Other nuclear refrigerants have also been used including.
particularly, enhanced hyperfine interaction systems such
as PrNi5, which provides a much larger cooling power but
cannot reach as low a final temperature as copper.

E. Thermometry

A very wide range of thermometric devices has been
developed for the measurement of cryogenic tempera-
tures. Thermometry between 4 K and room temperature
is dealt with under Cryogenic Process Engineering; in
this article, we discuss thermometry in the temperature
range below 4 K. The principal thermometers and their
approximate ranges of useful application are shown in
Table III.

Vapor-pressure thermometry can only be based on 3He
or 4He, being the only non-solid materials below 4 K. The
pressure may be measured relatively easily by means of
a manometer or McLeod gauge and then compared with
international vapor pressure tables in order to find the

TABLE III Some Cryogenic Thermometers Suitable for Use
Below 4 K

Temperature limits (K)

Thermometer Upper Lower

4He vapor pressure 4 1
3He vapor pressure 1.5 5 × 10−1

Carbon resistance >4 10−3

Germanium resistance >4 5 × 10−2

Thermocouples >4 5 × 10−1

Paramagnetic susceptibilitya (electronic) 2 10−3

Paramagnetic susceptibility (nuclear) 10−2 <10−6

Nuclear orientation 10−1 10−3

Noise thermometry >4 10−2

aFor materials used in practice.

temperature. The rapid variation of vapor pressure with
temperature ensures that the latter can be determined to
high precision from pressure measurements of modest
accuracy.

Resistance thermometry below 4 K is usually based
on commercial carbon (radio) resistors or on germanium
resistors. The measuring power must be kept small in or-
der to prevent internal self-heating and varies in practice
from about 10−7 W at 4 K down to 10−15 W in the low
mK range. Both forms of resistor provide for rapid, con-
venient, and sensitive measurements, but both must be
individually calibrated prior to use. Carbon resistors are
usually recalibrated after each thermal cycle to room tem-
perature but have the merits of cheapness and ready avail-
ability. Germanium resistors are much more stable over
long periods and many thermal cycles, but are relatively
expensive. In each case, more than one device is needed
to cover the temperature range indicated with adequate
sensitivity but without the resistance becoming too large
for reliable measurement.

Thermocouples are generally best for temperature mea-
surements above 4 K, where they are more sensitive, but
some recently developed rhodium/iron alloys now permit
measurements of useful sensitivity down to about 0.5 K.
Once a given batch of material has been characterized, no
further calibration is needed.

Paramagnetic susceptibility thermometers using salts
such as CMN permit accurate temperature measurements
down to about 1 mK and have the advantage that the
technique becomes more sensitive as the temperature
decreases. To a good approximation, over much of the
range, a CMN thermometer follows Curie’s Law and its
susceptibility is inversely proportional to the absolute tem-
perature; a single calibration point—for example, against
3He vapor pressure at 0.6 K—is therefore in principle
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sufficient to calibrate the device for measurements down
to temperatures 50 times colder. At temperatures be-
low 10 mK, however, due allowance must be made for
the fact that Curie’s Law is no longer accurately fol-
lowed. The onset of the ordering transition provides a
lower limit below which that particular susceptibility ther-
mometer cannot be used. Thermometers based on the nu-
clear susceptibility of a metal can be employed to be-
low 1 µK but require particularly sensitive measurement
techniques because of the small magnitude of this quan-
tity. Superconducting quantum interferometer devices
(SQUIDs) can be employed to particular advantage in such
measurements.

Nuclear orientation thermometry depends on the anis-
otropic emission of γ -rays from polarized radioactive nu-
clei. The extent of the anisotropy is detemined by the de-
gree of polarization which, in turn, varies inversely with
the absolute temperature. Since the nuclear hyperfine split-
tings are usually known to high precision, the thermometer
is in principle absolute and does not require calibration.
The useful temperature range is relatively narrow. how-
ever, being limited by radioactive self-heating at the lower
end and insensitivity at the upper end.

Noise thermometry is another technique that, in prin-
ciple, provides absolute measurements of temperature.
The Johnson noise voltage VN generated by the random
(Brownian) motion of electrons in an element of resistance
R is measured over a frequency bandwidth � f . The mean-
squared noise voltage 〈V 2

n 〉 = 4kB RT � f , from which T
may be deduced if �F can also be measured. Unfortu-
nately, a lack of sensitivity prevents the extension of this
type of measurement below 10 mK where it would be most
useful.

V. CRYOGENIC APPLICATIONS

Cryogenics is finding useful applications over an extraor-
dinarily diverse range of engineering and technology. One
of the most important and most widely exploited of all
low-temperature phenomena is that of superconductivity,
which is being applied to the construction of powerful
magnets used for particle accelerators, for power storage,
in medicine, and in superconducting motors and genera-
tors. It also holds out the promise of loss-free power trans-
mission along superconducting cables. Superconducting
instrumentation based on SQUIDs enables extraordinarily
sensitive measurements to be made of very weak magnetic
fields and is being widely used in archaeology, geology,
and medicine.

The reduction of thermal (Johnson) noise in electronic
circuits by cooling to cryogenic temperatures can yield ex-

tremely valuable improvements in signal/noise, thus facil-
itating the detection of very weak signals. Cooled infrared
detectors are regularly used in astronomy, particularly for
space and upper-atmosphere experiments.

The liquid heliums are being used to model phenom-
ena that occurred in the very early universe, 10−35 s af-
ter the “big bang.” There are theoretical reasons to ex-
pect that topological defects in space–time (e.g., cosmic
strings) were formed as the universe fell through the criti-
cal temperature of 1027 K at which the GUT (grand unified
theory) phase transition occurred. Cosmic strings are of
particular interest and importance because, in some cos-
mologies, they are believed to have provided the primor-
dial density inhomogeneities on which the galaxies later
condensed. Unfortunately, defect formation at the GUT
transition cannot be studied experimentally on account
of the enormous energies involved, many orders of mag-
nitude larger than available in even the most powerful
particle acclerators, but the physics of the process can
be studied by exploiting the close mathematical analogy
that exists between the GUT and superfluid transitions.
In practice, liquid helium is taken through the transition
quickly and evidence is sought for the production of quan-
tized vortices, which are the superfluid analogues of cos-
mic strings. At the time of writing, this process seems to
have been reliably confirmed at the superfluid transition
in 3He but, surprisingly, not yet at the lambda transition
in 4He.

Isotopically pure liquid 4He is being used as a down-
scattering medium for the production and storage of ultra-
cold neutrons (UCN)—neutrons of such low energy (and
thus long de Broglie wavelength) that they can be totally
reflected from certain materials. UCN can be held inside
a neutrons, bottle and a range of experiments conducted
on them. Because 3He is a strong absorber of neutrons,
the required isotopic ratio is extremely demanding, being
<10−12 compared with the ∼10−7 ratio typically found in
natural well helium. Fortunately, purities of this order and
better are readily achieved through use of superfluid heat
flush to sweep away the 3He atoms, which move with the
normal fluid component.

Liquefied gases (O2, N2, H2, He) find a wide range of
applications in the steel industry, biology and medicine,
the space program, and the food industry.

An interesting phenomenon known as the quantum Hall
effect, which occurs in the two-dimensional electron gas
in, for example, MOSFETs (metal-oxide-semiconductor-
field-effect transistors), is becoming extremely valuable in
metrology. At very low temperatures and strong magnetic
fields, it is possible to exploit the effect to make absolute
measurements of e2/h (in effect, the atomic fine-structure
constant) to very high precision.
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Electrical and Electronic
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I. Methods and Techniques
II. Electrical Parameter Measurement

III. Time-Dependent Quantities
IV. Nonelectrical Quantities
V. Automated Measurements

GLOSSARY

Accuracy Quality that characterizes the ability of a mea-
suring instrument to give indications equivalent to the
true value of the quantity measured. The quantitative
expression of accuracy is frequently given in terms of
uncertainty.

Bandwidth Range of frequencies over which an instru-
ment can be used. It is normally specified in terms of
3 dB points, that is, frequencies at which the response
has fallen by 3 dB or 30% from the mid-frequency
response.

Input impedance Impedance that a circuit under test
“sees” when an instrument is connected to it. Input
impedance is usually specified as a parallel resistance
and capacitance combination, such as 1 M� shunted
by 15 pF.

Insertion error Error introduced into a measured value
as a result of the presence of an instrument.

Interference Signals that arise from sources extraneous
e measurement system and result in errors in the

Mean value Strictly, the rectified mean value, since this
term is conventionally taken as the mean of the rectified
value of an alternating waveform. It is 0.637 of the peak
value of a sine wave.

Measured value Value indicated by an instrument or de-
termined by a measurement process. It must be accom-
panied by a statement of the uncertainty or the possible
limit of error associated with the measurement.

Measurement error Algebraic difference between the
measured (or indicated) value and the true value.

Rise time Time interval measured from 10% to 90% of a
step change.

Root mean square (rms) Effective value of an alternat-
ing current (or voltage), which is equivalent to the direct
current (or voltage) value.

True value Actual or true value of a quantity cannot
be determined, it can only be said to exist within the
tolerance limits of a measured value.

Uncertainty Limits of tolerance placed on a measured
value and obtained by adding the error contributions
from all sources. All measured values should be
to th
measured value. accompanied by a tolerance or uncertainty figure.

 1
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2 Electrical and Electronic Measurements

ELECTRICAL AND ELECTRONIC measurement em-
braces all the devices and systems that utilize electrical
and electronic phenomena in their operation to ascertain
the dimensions, state, quality, or capacity of an unknown
by comparison with a fixed known or reference quantity.
The unknown or quantity being determined is commonly
referred to as the measurand and the known or reference
is termed the standard. The measurand or the standard
may or may not be an electrical quantity, but it must be
appreciated that electrical quantities are ultimately deter-
mined in terms of the primary standards of length, mass,
and temperature.

I. METHODS AND TECHNIQUES

Within the definition of electrical measurement it has been
stated that the magnitude of the measurand (or unknown)
is ascertained by comparison with a reference quantity. It
is therefore necessary in practice to have in every measur-
ing instrument or system a known or reference quantity
that may or may not have the same units as the measurand.
For example, an unknown resistor may be compared with
a known resistor, while a current may be compared with
a force (e.g., a spring) or a voltage (IR drop). Hence, in
measuring electrical quantities, various identifiable tech-
niques have evolved as well as the need for reference,
or standard, values and for a means of establishing how
remote the measured value may be from the standard.

A. Standards and Absolute Measurements

So that instruments manufactured by companies in any
part of the world will all provide the same value for a
measured quantity it has been necessary to establish and
maintain international and national standards to which the
reliability of all measurements should be traceable.

The process of establishing international standards re-
ally began with the International Convention of the Metre
in Paris in 1875. This convention, attended by the United
States and most European countries, agreed on a particular
platinum–iridium bar as the official meter and a cylinder
of the same material as the kilogram standard for inter-
national use. These first international standards were cre-
ated and kept at the International Bureau of Weights and
Measures in Sèvres, France. In 1893 the United States de-
creed that its copies of these international standards would
be their fundamental standards of length and mass. The
turn of the century (1900) saw the establishment of the
U.S. National Bureau of Standards (NBS) and the National
Physical Laboratory (NPL) of the United Kingdom, which
placed the responsibility for measurement standards in
particular government departments. The establishment of

FIGURE 1 Traceability ladder showing the relationship between
instruments in everyday use and the national standards.

standards laboratories has continued until, effectively, ev-
ery industrialized country now has its own. While the pro-
totype kilogram kept in Sèvres has remained the interna-
tional standard of mass, the national standards laboratories
in the various countries have, due to the requirement for
ever more precisely defined standards, expended consid-
erable effort to determine the fundamental quantities with
as small an uncertainty as is possible within the limitations
of technological development. Table I lists and defines the
seven SI base units, and Table II shows the derived units
used in electrical and electronic measurements.

Since it is not practical to check or calibrate the instru-
ments in daily use against the national standards, traceabil-
ity ladders of the type shown in Fig. 1 have evolved. Hence,
national standards laboratories will have a set of “work-
ing standards” that are used to calibrate the reference or
“transfer standards” of calibration laboratories. These, in
turn, are used to check instrument manufacturers’ work-
ing standards of, say, voltage, resistance, capacitance, and
frequency, which are used for setting up the instruments
sold to a customer. It is imperative that instrument users
should operate a program of calibration for their equip-
ment consisting of half-yearly or more frequent checks
on all their instruments. Such a program has largely been
ignored because of its expensive use of highly skilled per-
sonnel in lengthy, labor-intensive processes. However, the
development of programmable calibration systems has ap-
preciably reduced the time and operator skill required, thus
making regular calibration checks feasible. Keeping cali-
bration records is an essential part of the checking process,
for it is from a study of the records that the likely errors
in an instrument’s readings can be established and that
confidence in its performance can develop.
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TABLE I The Seven SI (Système International) Base Unitsa

Unit Unit
Quantity name symbol Definition

Length Meter m The length of the path traveled in vacuum by light during 1/299,792,458 of a second

Mass Kilogram kg The mass of the international prototype

Time Second s (or sec)b The duration of 9,192,631,770 periods of the radiation corresponding to the transition
between the two hyperfine levels of the ground state of the cesium 133 atom

Electric current Ampere A The constant current maintained in two parallel conductors of infinite length, negligible
circular cross section, and 1 m apart in vacuum that produces between these
conductors a force equal to 2 × 10−7 N per m of length

Thermodynamic temperature Kelvin K The fraction 1/273.16 of the thermodynamic temperature of the triple point of water

Luminous intensity Candela cd The luminous intensity, in a given direction, of a source which emits monochromatic
radiation with a frequency 540 × 1012 Hz and whose energy intensity in that
direction is 1/683 W/steradian

Quantity of substance Mole mol The amount of substance of a system that contains as many specified elementary entities
(electrons, ions, atoms) as there are atoms in 0.012 kg of carbon 12

aAfter IEE. (1997). “Units and Symbols for Electrical and Electronic Engineering.”
b Where the use of s may cause confusion the abbreviation sec is recommended.

B. Measurement Methods

While all measurements require comparison of the mea-
surand with a reference quantity, the method or process by
which the comparison is made will vary according to the
parameter under observation, its magnitude, and the con-
ditions prevalent at the time of observation. The methods
in use in electrical and electronic measurement can be cat-
egorized as substitution, force interaction, or derivation.

TABLE II Derived Units Encountered in Electrical and Electronic Measurementsa

Derivation in term
Quantity Unit name Unit symbol of SI base units

Force Newton N m kg s−2

Energy Joule J m2 kg s−2

Power Watt W m2 kg s−3

Pressure Pascal Pa m−1kg s−2

Electric potential Volt V m2 kg s−3 A−1

Electric charge Coulomb C sA

Magnetic flux Weber Wb m2 kg s−2 A−1

Magnetic flux density Tesla T kg s−2 A−1

Electric resistance Ohm � m2kg s−3 A−2

Electric conductance Siemens S m−2 kg−1 s3 A2

Capacitance Farad F m−2 kg−1 s4 A2

Inductance Henry H m2 kg s−2 A−2

Frequency Hertz Hz s−1 or sec−1

Torque Newton meter Nm m2 kg s−2

Electric field strength Volt per meter V/m m kg s−3 A−1

Magnetic field strength Ampere per meter A/m m−1 A

Thermal conductivity Watt per kelvin W/mK m kg s−3 K−1

a After IEE. (1997). “Units and Symbols for Electrical and Electronic Engineering.”

1. Substitution

As implied, this method requires an unknown to be re-
placed by a known value of such magnitude that conditions
are restored to a reference condition. For example, con-
sider the situation illustrated by Fig. 2. A voltage source
causes a current I to flow through a circuit consisting of
an ammeter in series with an unknown resistance Rx . If
the switch is changed so that the unknown is replaced by a
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FIGURE 2 Possible circuit for the substitution method of resis-
tance measurement.

decade resistance box RS, the magnitudes of the decades
can be adjusted until the current is restored to the value
that was present when Rx was in the circuit. The RS set-
ting then becomes equal to the value of Rx . This process
is only occasionally a satisfactory method of measuring a
resistor, but in the Q meter (Section II.E) a substitution
process is used for the measurement of small capacitance
values, reference conditions being restored by reducing a
known variable capacitor by an amount equal to the un-
known capacitor.

2. Force Interaction

This method, which has been exploited since the develop-
ment of the galvanometer in the early 1820s, is based on
the interaction of the magnetic field surrounding a current-
carrying conductor with another magnetic field to produce
a deflecting force. By arranging the current-carrying con-
ductor as a coil, constraining its movement to that of rota-
tion within the field of a permanent magnet, and applying
a control or opposing torque from a spiral spring, we ob-
tain the moving coil that forms the active element of most
analog instruments (Fig. 3). Other current-sensing instru-
ments obtain the deflecting torque by the interaction of fer-
romagnetic vanes in a coil (moving-iron instrument) and
through the interaction of the magnetic fields produced by
a number of coils (electrodynamometer instrument). Dis-
advantages of both moving-iron and electrodynamometer
instruments are that they have nonlinear scales and con-
sume enough power in many situations to affect the per-
formance of the circuit under test. An alternative to the
electromechanical interaction is to derive the displayed
deflection from the interaction of electrostatic forces be-
tween fixed and moving vanes; these latter instruments are
now only used in high-voltage applications.

An advantage of this method of measurement is that the
magnitude of the unknown signal is continuously moni-
tored.

3. Derivation

This category may be subdivided into indirect methods,
ratio techniques, and bridge or null methods. An example

of the first is the use of Ohm’s law to determine the value
of a resistance from voltage and current measurement or
the evaluation of a current from the voltage drop across
a resistor, both of these techniques being commonly used
in digital multimeters (see Sections II.D and II.B).

Ratio techniques have an advantage over the above in
being inherently more accurate due to their comparison of
like with like. For example, an unknown resistance Rx may
be determined by comparing the voltage drop Vx across
it with the drop VS across a known resistance RS when
Rx and RS are connected in series to a constant supply.
Then Vx = IRx and VS = IRS, where I is the circuit current,
and from these equations Rx = RSVS/Vx . If Vx and VS are
measured using the same voltmeter, the error in measure-
ment is largely that associated with the reference resistor
RS since most of the error in the voltage measurement will
cancel out. To illustrate this, assume VS and Vx are both
measured using a voltmeter that indicates δ% high; then

Rx = RS(1 + δ)Vx true

(1 + δ)VS true
= RSVx true

VS true

which shows that the need to know the absolute values of
Vx and VS has been removed. This is an important principle
and is utilized in many modern electronic instruments.

A progression from the ratio method of measurement is
the creation of a circuit so that the difference between the
unknown and a proportion of the known is detected and
then reduced to zero by a balancing or “null detection”
process. An illustration of this technique is the operation
of the dc potentiometer, which in its simplest form (Fig. 4),
consists of a voltage source E driving a current I around
the circuit ABCD. If BC is a 1 m length of wire having
a resistance of 20 � and I = 50 mA, the voltage drop
along BC is 1 V or 0.001 V/mm. Thus any direct voltage
less than 1 V can be determined by adjusting the position
of the slider to give zero deflection on the galvanometer
G and measuring the length of wire between the wiper
and the end C . While developments in digital electronic
voltmeters have meant that the potentiometer has been su-
perseded as a means of voltage measurement, the principle
is still employed in a number of instruments, for example,
in potentiometric pen recorders.

By combining the ratio and potentiometric principles,
we can devise a circuit in which the voltage drops across
known and unknown components (resistors) can be com-
pared and made equal. Such circuits (Fig. 5) are termed
bridges and are investigated further in Section II.D.

C. Analog Techniques

Analog measurements are those involved in continuously
monitoring the magnitude of a signal or measurand. The
use of analog instrumentation is extensive, and while
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FIGURE 3 Moving-coil meter movement. [From Gregory, B. A. (1981). “An Introduction to Electrical Instrumentation
and Measurement Systems,” Macmillan Education, Hampshire, England.]
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FIGURE 4 Elementary dc potentiometer circuit.

digital instruments are ever increasing in number, versa-
tility, and application, it is likely that some analog devices
will never be replaced by digital devices. The reason for
this is that an operator can assimilate the information more
rapidly from a multi-analog display than from a multi-
digital display. In addition, it is very much easier to adjust
a quantity to a particular value using an analog display
as opposed to a digital one. However, a gradual increase
seems very likely in the number of hybrid instruments, that
is, devices that employ digital processes in their operation
but have an analog display. A number of general-purpose
multimeters currently produced have both a digital and a
bargraph analog display as in Fig. 6 (see also Fig. 49).

A large number of the analog instruments in use are
electromechanical in nature, making use of the force-
interaction processes described in the previous section.
The displays used in analog instruments involve either
pointers and scales or some form of graphics. Consider-
ing first the pointer displays, we show the forms of scale
in common use in Fig. 7. The instruments with a linear
scale (equally spaced divisions) are generally the most
convenient to use, particularly those with subdivisions in
tenths. The effective range of an analog instrument is de-
fined by that part of the scale over ch readings can be
made with the stated accuracy an
able without ambiguity. How this
to the manufacturer; Figs. 7c and 
methods. One of the problems asso
struments is misreading due to para

FIGURE 5 Basic arrangement of the W

FIGURE 6 Hand-held digital multimeter with bargraph display.
(Courtesy of Schmidt Scientific Taiwan Ltd.)

is incorrectly positioned relative to the scale, an erroneous
reading is made. To assist the user in removing this source
of reading error, most quality instruments have a mirror
adjacent to the scale so that the fine blade of the pointer
can be aligned with its reflection. It should also be realized
that the limit of resolution on any analog scale is approxi-
mately 0.3 mm, and readings that imply greater resolution
are due to the operator’s imagination.

The displays of graphical instruments are required to
record the variation of one quantity with respect to another.
The most widely used axes are function and time, usually
referred to as y–t . Examples are the display of a voltage
waveform on an oscilloscope (Section III.A) or the record-
ing of temperature variations in a manufacturing process
(Section III.B). Some instruments are designed so that the
variations of one quantity with respect to another quantity
may be recorded and these are referred to as x–y plotters.
One particularly useful form of display in waveform anal-
whi

d should be recogniz-
is accomplished is left
7d show two possible
ciated with pointer in-
llax; that is, if the user

heatstone bridge circuit.

ysis is the presentation of the amplitude of the frequency
components of a signal versus frequency, an arrangement
that is illustrated by the spectrum analyser (see Fig. 55).

If a graphical display is required as a function of a
measurement system, a factor that must be considered
is whether the record can be temporary or if it must be
permanent. If the latter is required, either photographic
techniques or some form of hard-copy writing system
must be used. The filing of quantities of recorded data can
create reference and storage problems, hence the use of
temporary records is often desirable. Examples of this are
virtual instruments (Fig. 11) and the storage oscilloscope
(Section III.B).

D. Digital Measurements

Most digital instruments display the measurand in dis-
crete numerals, thereby eliminating the parallax error and
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FIGURE 7 Examples of scales used on analog pointer instruments. [From Gregory, B. A. (1981). “An Introduction to
Electrical Instrumentation and Measurement Systems,” Macmillan Education, Hampshire, England.]

reducing the operator errors associated with analog pointer
instruments. In general, digital instruments are more ac-
curate than pointer instruments, and many (as in Fig. 6)
incorporate function, automatic polarity, and range indica-
tion, which reduces operator training, measurement error,
and possible instrument damage through overload. In ad-
dition to these features, many digital instruments have an
output facility enabling permanent records of measure-
ments to be made automatically.

Digital instruments are, however, sampling devices; that
is, the displayed quantity is a discrete measurement made
either at one instant in time or over an interval of time by
digital electronic techniques. In using a sampling process
to measure a continuous signal, care must be exercised to
ensure that the sampling rate is sufficient to allow for all
the variations in the measurand. If the sampling rate is too
low, details of the fluctuations in the measurand will be
lost, whereas if the sampling rate is too high, an unneces-
sary amount of data will be collected and processed. The
limiting requirement for the frequency of sampling is that
it must be at least twice the highest frequency component
of the signal being sampled, so that the measurand can be
reconstructed in its original form.

In many situations the amplitude of the measurand can
be considered constant (e.g., the magnitude of a direct
voltage). Then the sampling rate can be slowed down to
one that simply confirms that the measurand does have a
constant value. To convert an analog measurand to a digital
display requires a process that converts the unknown to a
direct voltage (i.e., zero frequency) and then to a digital
signal, the exception to this being in the determination of
time-dependent quantities (Section III.C).

The underlying principle of digital electronics requires
the presence or absence of an electrical voltage; hence
a number of conversion techniques are dependent on the

counting of pulses over a derived period of time. Prob-
ably the most widely used conversion technique in elec-
tronic measurements incorporates this counting process in
the dual-slope or integrating method of analog-to-digital
(A–D) conversion. This process operates by sampling the
direct voltage signal for a fixed period of time (usually
for the duration of one cycle of supply frequency, i.e.,
16.7 msec in the United States, 20 msec in the United
Kingdom). During the sampling time, the unknown volt-
age is applied to an integrating circuit, causing a stored
charge to increase at a rate proportional to the applied
voltage, that is, a large applied voltage results in a steep
slope, and a small applied voltage in a gentle slope (Fig. 8).
At the end of the sample period, the unknown voltage is
removed and replaced by a fixed or reference voltage of
the opposite polarity to the measurand. This results in a

FIGURE 8 Dual-slope A–D conversion process.
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reduction of the charge on the integrating circuit until zero
charge is detected. During this discharge period, pulses are
routed from a generator to a count circuit, which in turn
is connected to a display. The reason for the wide use
of this technique in digital multimeters is that, since the
sampling time is one cycle of power supply frequency, any
electrical interference of that frequency superimposed on
the measurand will be averaged to zero.

Another A–D conversion technique commonly used
in electronic instruments is based on the successive-
approximation process. In this a fixed, or reference, volt-
age is compared with the unknown. If the unknown is
greater than the reference (which could have a magnitude
of, say, 16 units), this fact is recorded. The reference is
then halved in value and added to the original reference
magnitude, so that a known value of 24 units is compared
with the measurand. Had the unknown been less than 16
units, a comparison between 8 units and the measurand
would be made. Fractions of the reference level are added
(or not) until an approximation to the magnitude of the
measurand is established (within the limits of the available
resolution). For the unknown voltage in Fig. 9, the mag-
nitude is 16 + 8 + 0 + 0 + 1 units or, if represented by a
binary chain, 1101 units. The advantage of the successive-
approximation technique is that it can be manufactured to
have a very short sampling time (less than 1 µsec) and can
thus be used for fast analog-to-digital conversions in, for
example, waveform recording and analysis.

The principal advantage of a digital display is that it
removes ambiguity, thereby eliminating a considerable
amount of operator error or reading misinterpretation. Un-
fortunately, it may create a false confidence. The assump-
tion that “I can see it, therefore it must be correct” may
not be true due to interference effects, the specified lim-
itations, and the loading effects of the instrument. The
modern trend of incorporating programming capability

FIGURE 9 Successive approximation A–D conversion process.

FIGURE 10 Digital displays: (a) dot matrix and (b) bar
arrangement.

into instruments has created a need for alphanumeric dis-
plays rather than a simple numeric display. Figure 10 il-
lustrates two types of array that are in use in addition to the
seven-segment numeric display. The methods used to pro-
duce the display are light-emitting diodes (LEDs), liquid-
crystal displays (LCDS), gas discharges (Nixie tubes and
plasma panels), and cathode ray tubes (CRTs) or, as they
are becoming more frequently known, visual display units
(VDUs).

The developments in computing technology have led to
the creation of “virtual instruments” where an interface to
a laptop or personal computer is used to connect points in
a circuit or system and the screen display contains several
conventional instrument displays (Fig. 11). These virtual
instrument systems vary in complexity from a terminal
“pod” to which one or two points in a circuit may be con-
nected and can provide a VDU display of signal magni-
tude, frequency, spectral analysis, and waveform, to more
complex arrangements with plug-in cards that can take 8,
16, or 32 inputs and perform analysis and computations
on the signals connected to the plug-in card.

E. External Influences

In many practical situations the conduction of a small elec-
trical signal from the measurand to the measuring instru-
ment will be affected by a number of forms of interference.
These may be divided into (1) the effects of the environ-
ment on the component parts of the instrument or measur-
ing system and (2) the injection of unwanted signals from
unrelated electrical circuits and fields into the measuring
system.

Thermal effects are the most common of the environ-
mental effects, since all components will have a tem-
perature coefficient of expansion and many will have
a temperature coefficient of resistance. Thus, besides
possible resistance changes with temperature, there will be
dimension changes, with the resulting possibility of stress
forces being applied to mounted components. Since semi-
conductor devices are pressure sensitive, ambient temper-
ature changes may have a marked effect on the perfor-
mance of equipment and circuits incorporating any such
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(a)

(b)

FIGURE 11 Virtual instrument: (a) Display of waveforms, values, and spectrum; (b) terminal “pod.” (Courtesy of Pico
Technology Ltd., Cambridge, UK.)

devices. The normal variations in atmospheric pressure
are generally of little consequence and can usually be ne-
glected. Exceptions are in high-voltage measurements, in
situations where air is used as a dielectric, and possible
effects on electronic components used in aircraft. The
humidity of the environment can also be of importance
since some materials are hydroscopic and changes in hu-
midity will change their electrical properties.

The major problems of injected signals are associated
with alternating voltages and fields. However, two sources
of direct voltage interference exist. First is that due to

thermal emfs: voltages generated when two junctions of
dissimilar materials are at different temperatures. While
this phenomenon is usefully exploited for temperature
measurement (Section IV.A), it can be a problem when
measuring small signals, for voltages of a few microvolts
will be generated for each degree Celsius of temperature
difference between dissimilar material junctions. The sec-
ond source of direct voltage interference results from the
manufacturing processes of electronic equipment, it be-
ing normal to solder components onto copper strips on
an insulating board. The presence of copper, solder, and
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unremoved flux residuals will, if made damp by, say, con-
densation, provide a galvanic voltage that may be tens of
millivolts: a severe problem!

Alternating interference signals result from the
following:

1. Electrostatic (capacitive) coupling that exists between
measuring circuits and devices that are at a different
potential. This interference can be removed by the use
of grounded conducting screens, hence the use of
coaxial cable. NB: The screen must be at earth
potential for this to be effective.

2. Electromagnetic (inductive) coupling resulting from
the linking of the measuring circuits with the fields
surrounding current-carrying conductors. This form
of interference can be reduced by the use of magnetic
shielding and careful component layout.

3. Inherent noise within the measuring circuits and
instruments that occurs as a result of the random
movement of electrons in conductors and
components. This is a major problem only for the
measurement of very small signals and is reduced by
the use of (expensive) selected low-noise components.

4. The mains or power supply, that is, surges and spikes
transmitted from other equipment and received by the
measuring system via the power supply lines. This
interference can be removed by the use of mains input
filters.

5. Radiated interference, that is, radiofrequency signals
transmitted by various sources, such as electrical
discharges, CB radio, and authorized transmissions,
that are picked up by the measuring system. These
effects are removed by the use of conducting shields
around sensitive parts of the measurement system.

F. Measurement Errors

No measurement is perfect. Even the most precise mea-
surements conducted at a national standards laboratory
do not exactly determine the magnitude of a quantity. An
uncertainty or tolerance always exists on a measurement,
and the magnitude of the uncertainty indicates the quality
of measurement. Since the cost of a measurement may be
considered to be determined by the inverse of the measure-
ment tolerance, it is important that a measurement process
appropriate to the application is used. For example, why
use a measurement process costing $100 and giving a tol-
erance of ±0.001% when one costing $1 and yielding a
tolerance of ±1% would be adequate.1

1In the United Kingdom there is a tendency to refer to the tolerance
on an instrument’s reading as its accuracy, e.g., ±0.5%, whereas in the
United States the accuracy of the same instrument is likely to be stated
as 99.5%.

Thus, when any measurement is made, the first con-
sideration should be: How precisely do I need to know
the value? That is to say, what is an acceptable tolerance
on the measurement? When the acceptable limit of tol-
erance on a measurement is established it is then neces-
sary to identify all the possible sources of error in the
instruments being used and the effects of the measure-
ment system on the measurand. Such error sources are as
follows.

1. Construction Errors

The reading on an instrument will be affected by imper-
fections in components in the instrument. If it is an elec-
tromechanical device, these errors will be due to magnetic
hysteresis, friction, and tolerances on the sizes, assembly,
and purity of the components. Likewise, for an electronic
instrument, tolerances on components, assembly, and hys-
teresis of operation of the various circuits will affect the
operation. In both types of instrument, any changes in the
environment (temperature, humidity, and possibly pres-
sure) will have an effect on the performance. Since many
materials change their properties slightly with age (and
continual use), it is necessary to consider the effect of age
on the performance of an instrument. Since this is difficult
to predict, it is essential that instruments be checked (cali-
brated) at regular intervals, for example, once a year, but
preferably every 6 months. From the records (history) of
instruments, confidence in the performance of a particular
instrument is maintained.

2. Determination Error

This error is the uncertainty in the indicated value due to
the resolution of the instrument. Determination error is
dependent on the display method and thus will have as a
minimum one of the following values:

(a) ±0.3 mm on an analog scale or trace
(b) ±1 count or least significant digit (lsd ) in a digital

display
(c) ±half a unit of the least decade of a bridge arm (or

decade box), assuming that a detector of sufficient
sensitivity is in use.

Construction and determination errors are accounted for
within the accuracy specification of an instrument: for ex-
ample, ±1% of the full-scale deflection (FSD) for an ana-
log instrument and either ±(0.01% of reading + 1 count)
or ±(0.01% of reading +0.05% of range) for a digital
instrument.

Note that (a) all these tolerances should be for a spec-
ified temperature band (say 23 ± 5◦C), and when the in-
strument is used outside this band, an additional specified
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tolerance per Celsius degree should be added; and (b) it
is important to look carefully at the specification of an in-
strument to establish how its accuracy has been specified
and apply the appropriate tolerance to all measurements
made using it.

3. Calculation Errors

When a derivation process is used to evaluate the result of
a measurement, calculations are inevitable. Since compu-
tation may at some stage involve truncation and/or round-
ing, these numerical processes may provide an error in
the result. This form of error is usually of significance
only if precise measurements are being made, for exam-
ple, in time-dependent measurements in which tolerances
of ±0.001% (or smaller) are common. Another source of
calculation error results from simplification of formulas.
An example of this is the balance equation for a Kelvin
double bridge (Fig. 31) used for the measurement of low
resistance which is simplified from

Rx = QS

M
+

(
mr

m + q + r

)(
Q

M
− m

)

to

Rx = QS

M

on the assumption that M = m, Q = q , and r = 0.

4. Operation Errors

The sources of error in operating a measuring system re-
sult from insertion effects, system errors, and external in-
fluences. When an instrument is inserted into a circuit or
system to perform a measurement, it changes the system.
Hence there is a need to use voltmeters with as high an
input resistance as possible and ammeters with as low an
input resistance as possible. This condition is exacerbated
by the effects of frequency on the input impedance of ac
instruments that have a capacitive component and hence
a low impedance at high frequencies (Z = 1/ωC).

In assembling a measurement system, care must be ex-
ercised not to introduce factors that would result in op-
eration errors. Examples of such error sources are lead
and contact resistances (when measuring low resistances
and small signals), uneven cable lengths when measuring
small time differences, long connecting wires if operat-
ing at high frequencies, and dirty or damp surfaces when
measuring high resistances.

The effects of external influences (interference) on the
operation of a measurement system can be considerable
and care must be taken to use suitable screened connec-
tions and instrument input types. If random external events

are the possible cause of a problem, it may be necessary
statistically to eliminate a rogue reading.

5. Loading or Insertion Error

Any instrument when connected into a circuit will change
the conditions from those that existed in the circuit prior
to its insertion. It is therefore important to ensure that
this disturbance is made as small as possible, otherwise
incorrect readings will be produced, that is, an error in
addition to those inherent in the instrument will be added
to the measurement.

Consider the simple circuit in Fig. 12 (which may be
the equivalent circuit of a more complex arrangement).
Let Vm be the voltage indicated by the meter, which has
a resistance Rm, and is connected across a source Vs of
internal resistance Rs. Then

Vm = Vs
Rm

Rm + Rs

and the error in the reading resulting from the voltage
division effect will be

Insertion error = Vm − Vs

Vs
× 100%

= Vs[Rm/(Rm + Rs)] − Vs

Vs
× 100%.

Hence

Insertion error = −Rs

(Rm + Rs)
× 100%.

By making Rm equal to n Rs, Table III has been created,
from which it can be seen that Rm needs to be very much
greater than the source resistance for the insertion error to
be negligible. This important concept needs to be borne
in mind when, for example, a digital voltmeter that has
an input resistance of 10 M� and a specified accuracy of
±0.01% is being used to measure the voltage at a test point
in a circuit that is equivalent to a source that has an output
resistance of 10 k�. From the table the insertion error is

FIGURE 12 Equivalent circuit for the evaluation of voltmeter
insertion error.
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TABLE III Magnitude of Insertion Error Result-
ing from Voltmeter Resistance Being n Times
the Source Resistance

n Insertion error (%)

10 9.1

100 0.99

1,000 0.1

10,000 0.01

100,000 0.001

0.1%, which is 10 times greater than the meter’s specified
tolerance on the reading, and so an erroneous value for the
voltage at the test point could be obtained.

An analysis of the insertion effects of an ammeter in
comparison with the resistance of a circuit will result in
a similar table, except that to minimize errors, the amme-
ter resistance should be a small percentage of the circuit
resistance.

6. Measurement Error

The total or limit of error in a measurement is the sum of
the errors from all the above and all must be considered
before any can be considered insignificant in a particular
measurement.

II. ELECTRICAL PARAMETER
MEASUREMENT

Although in electrical and electronic engineering (and
many other disciplines), it is necessary to determine the

FIGURE 13 Resistive voltage dividers (a) for analog instruments, (b) for electronic/digital instruments.

values of electrical parameters per se, it is frequently nec-
essary to use electrical parameters to establish the value
of a nonelectrical quantity such as temperature, position,
or speed. This results in the need to measure a very wide
range of electrical signals and quantities, which are cate-
gorized in the following sections.

A. Voltages

In measuring the amplitude of a voltage it may be first
necessary to scale and change its amplitude and form to
one suitable for the measuring device, for example, to
reduce its amplitude from 100 V to 100 mV and convert
it from an alternating to a direct voltage.

The method used to scale or reduce the amplitude of di-
rect and low-frequency alternating voltages is commonly
a form of resistance divider. The divider in Fig. 13a is gen-
erally used with electromagnetic analog instruments and
has an input resistance that varies from range to range;
that in Fig. 13b is frequently used in digital multimeters
(and some electronic analog meters) and provides a fixed
value of input resistance. When only alternating voltages
have to be scaled, reactive dividers can be used and these
may be capacitive or inductive. The inductive form can,
with careful construction, provide a very precise voltage
division. For example, a decade ratio accuracy (uncer-
tainty) of 1 part in 107 (0.00001%) over a frequency range
from 100 Hz to 20 kHz is obtainable with only moder-
ate expense and care. Consequently such dividers are of
considerable use in calibration work.

The scaling of power line voltages for protection and
power measurement is performed for voltages up to 66 kV
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FIGURE 14 Voltage transformers (VT): (a) Capacitor VT and (b) cascade connected VT. [From Gregory, B. A.
(1981). “An Introduction to Electrical Instrumentation and Measurement Systems,” Macmillan Education, Hampshire,
England.]

using voltage transformers that have a double-wound
construction similar to that of a power transformer. For
higher voltages, instrument transformers incorporate a ca-
pacitive divider (Fig. 14a) or use a cascade construction
(Fig. 14b). All these voltage transformers will have phase
and ratio errors due to the imperfections of the core mate-
rial and the winding losses. Figure 15 shows a simplified
phasor diagram for a voltage transformer, from which it

FIGURE 15 Phasor diagram of voltage transformer.

is apparent that the phase angle error is the small angle
between the primary and secondary phasors, and the ratio
error is (

knUs − Up

Up

)
× 100%.

The load on instrument transformers is of consequence as
this will affect their errors in measurement. Consequently,
the rating of an instrument transformer is given in terms of
a specific load or burden and is normally quoted as a num-
ber of VA (voltamperes). For example, a voltage trans-
former rated 10 VA with a secondary voltage of 110 V
should be operated with an instrument circuit that draws
10/110 A (or 0.09091 A). Thus, when the secondary volt-
age is 110 V, the total resistance of the load across the
secondary winding should have a value of 1210 �.

Knowledge of these operating conditions is of con-
sequence because the magnitude of the errors affects
the measurement of power supplied (and charged) to a
consumer.

The input circuitry of an instrument used to measure
alternating voltages is frequently a combination of an am-
plifier and an R–C divider. The amplifier is necessary to
increase the sensitivity of the measuring circuits or de-
vice and the divider to reduce large incoming signals to
an appropriate magnitude. When a combined resistance
and capacitance (R–C) divider is used (Fig. 16) providing
the resistances and capacitors are of the correct propor-
tions; the division of voltage is independent of frequency.
Mathematically,
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FIGURE 16 Resistance–capacitance voltage divider.

Vout

Vin
=

R2/jωC2

R2 + 1/jωC2

R2/jωC2

R2 + 1/jωC2
+ R1/jωC1

R1 + 1/jωC1

= R2/(1 + jωC2 R2)

R2/(1 + jωC2 R2) + R1/(1 + jωC1 R1)
.

Now, if R1C1 and R2C2, the time constants of the two
halves of the divider, are made equal to T (by adjusting
C2, say), then

Vout

Vin
= R2/(1 + ωT )

R2/(1 + ωT ) + R1/(1 + ωT )
= R2

R1 + R2
.

This shows that the voltage division is (theoretically) the
same for all frequencies from zero (dc) to infinity. In prac-
tice, the imperfections of components result in an up-

FIGURE 17 Mean, peak, and rms values of a single-frequency sine wave.

per limit to the operating frequency of between 50 and
100 MHz.

While some forms of electromechanical instruments,
notably those using an electrodynamometer movement,
have a deflecting torque proportional to current squared
and can thus provide a reading for zero frequency (dc)
and alternating (20–200 Hz) signals, the vast majority of
voltage-measuring analog and digital instruments can only
be used to measure a zero frequency or direct voltage.
Thus, for these voltmeters to be used for measuring al-
ternating signals it is necessary to incorporate an ac-to
dc-converter into the instrument.

The form of converter commonly used in analog multi-
meters has for many years been the full-wave or bridge
rectifier. This provides a deflecting current that is depen-
dent on the mean of the rectified value (Fig. 17) and re-
sults in a “mean-sensing” instrument. Since the rms value
(dc or heating equivalent) is the required value, nearly all
mean-sensing instruments are scaled to indicate the rms
value, on the assumption that the signal being measured
is a pure sine wave. Note that the quotient given by the
rms value divided by the mean value is termed the form
factor and equals 1.111 for a pure sine wave. A limitation
on the use of the simple bridge arrangement is that a min-
imum voltage of 400 mV is required before the rectifying
diodes conduct, which imposes a sensitivity limit that is
often unacceptable in contemporary usage. The problem is
overcome in electronic analog and digital instruments by
incorporating diodes in an amplifier circuit as indicated
in Fig. 18a, but the resulting arrangement is still mean-
sensing.
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FIGURE 18 Ac-to-dc conversion: (a) Mean sensing and (b) peak
sensing.

Should the peak value of voltage wave be required, a
circuit of the form in Fig. 18b can be used to detect (and
hold) the peak value. To provide an rms-sensing instru-
ment, more complex electronic circuitry must be used,
such as multiplier circuits, and to gauge the limitations
of the electronic converter in coping with distorted wave-
forms, the crest factor (ratio of peak to rms value) should
be specified for a “true” rms-sensing instrument. Since a
number of voltage control applications now use a switched
sine-wave technique in which the sine wave is switched
off for part of the cycle (Fig. 19a) it is of interest to see
the effect of varying the “off ” portion (αo) on the crest
factor (Fig. 19b). Specified crest factors for digital multi-
meters vary from 3 to 10 and should be used accordingly,
i.e., when there is a large amount of distortion in the sig-
nal, a meter with a large crest factor must be used. Each
of the components in the input circuits that are subjected
to alternating voltages will be affected by frequency. The
result of this is that a specification will contain lower and
upper frequency limits, typically 20 Hz at the low end and
5–30 kHz at the high end. This makes consideration of the
specification essential, as operating outside of these limits
will result in a (large) unknown error being added to the
measurement.

Many mains-powered instruments have one input ter-
minal that is connected directly (or via a small resistor)
to the mains-supply ground. This grounded input terminal
imposes a severe restriction on the use of an instrument,

FIGURE 19 Sine wave switched off for αo; (b) relationship be-
tween crest factor and α.

particularly when small signals are to be measured. Any
voltage that exists between the ground (or chassis) of the
instrument and the signal source will be added to the mea-
surand, a point that is worth remembering and checking
when using an oscilloscope, by selecting the maximum
sensitivity and connecting the oscilloscope input to the
source ground, thereby measuring any signal present at
the source ground.

The input-ground problem is overcome in most con-
temporary electronic instruments by having an input that
is “floating.” This means there is no direct connection be-
tween the input terminals and ground, for the measurement
circuits are insulated (i.e., isolated) from the ground con-
nection. This situation is represented in Fig. 20, in which

FIGURE 20 Simplified equivalent circuit of instrument with float-
ing input.



P1: LDK/GLT P2: FQP Final Pages

Encyclopedia of Physical Science and Technology EN005I-202 June 15, 2001 21:7

16 Electrical and Electronic Measurements

Z2 represents the impedance of the insulation and will
have a large value (typically 108 �).

To measure small signals remote from the instrument it
is desirable to use an instrument with a “guarded” input
(Fig. 21), for this introduces additional insulation between
the measuring circuits and ground and, more importantly,
provides a path that diverts error-producing currents away
from the signal-sensing circuits.

So that the insulation/isolation of the measuring cir-
cuits to ground of one meter can be compared with those
of another meter, a convention has been established. This
concerns a hypothetical situation represented by Fig. 22,
which provides for the evaluation of the common mode re-
jection ratio (CMRR), which equals 20 log10(Ecm/Ee) dB,
where Ecm is the common mode voltage and Ee the error
introduced in the reading by Ecm when the unbalance resis-
tor is 1 k�. Because there is a capacitive component in the
insulation impedance, the ac CMRR should be specified
at a particular frequency and will be less than the dc value.

Note: As it is unlikely in practice that the unbalance
resistor will be 1 k�, the expression for the CMRR should
be modified to

20 log10

(
Ecm

Ee × (1 k�/Runbal)

)
dB.

When measuring small direct voltages, a frequent prob-
lem is the effect of alternating interference superimposed
on the measurand. The ability of an instrument (in its
direct-voltage measuring mode) to reject this interference
is its normal (or series) mode-rejection ratio capability.
Numerically,

NMRR = 20 log10

(
Enmpeak

Eepeak

)
dB

at a specified frequency,

FIGURE 21 Simplified equivalent circuit of instrument with
guarded input.

FIGURE 22 Common-mode rejection ratio evaluation circuit.

where Enm is the normal mode voltage and Ee the resulting
reading error, which is usually evident as a fluctuation in
the displayed value.

B. Currents

While the majority of analog instruments are current-
measuring devices, that is, the pointer deflection is de-
pendent on the flow of current through the instrument,
the current-carrying capacities of the instrument’s coils
are generally limited to milliamperes, or at the most a
few amperes. The exception to this is some specially
constructed electrodynamometer and moving-iron me-
ters used for measuring currents of the order of 100 A.
Since currents from picoamps to kiloamps are in use,
current scaling is as important and useful as voltage
scaling.

To facilitate the measurement of currents larger than
the capacity of the conductors in an instrument, current
shunts may be used. These provide a low-resistance path
parallel to the measuring instrument and are in general a
four-terminal arrangement (Fig. 23). In use, the measurand
is connected to the current terminals and the measuring
instrument to the potential terminals.

The applications of current shunts lie in the extension of
ammeter ranges (where the voltage drop across the shunt
drives a proportion of the current through the instrument)
for the measurement of low-voltage power, the recording
of current waveforms, and the measurement of current
by voltage-sensing instruments, it being appreciated that
with the increasing use of electronic measuring instru-
ments (which invariably have high input resistances), the
measurement of current as a voltage drop across a known
resistance is becoming a much used method. While the
type of shunt illustrated in Fig. 23 is intended for mea-
suring medium to large direct currents, the use of shunts
is not limited to dc; if a shunt is nonreactive, it can be
used for alternating current measurements. The principal
disadvantages of the shunt are its power consumption and
the fact that the metering connections must be operated at
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FIGURE 23 Four-terminal direct current shunt. [From Gregory, B. A. (1981). “An Introduction to Electrical Instrumen-
tation and Measurement Systems,” Macmillan Education, Hampshire, England.]

the same voltage to ground as the current-carrying line; the
latter, for safety reasons, limits shunt use to low-voltage
applications.

The voltage drop method of measuring current, used for
the majority of digital multimeter current ranges, causes a
voltage drop of between 0.2 and 2 V in the measured cir-
cuit. In many digital multimeter specifications this voltage
drop is termed the burden, terminology originating from
instrument transformer specifications (see Section II.A).
In situations where this burden causes an unacceptable
insertion error, such as in the measurement of very low
currents, feedback ammeters should be used because their
voltage drop is 1 mV or less. This arises because the volt-
age drop V induced in the measured circuit is equal to
the voltage drop across the meter Vo (Fig. 24) divided by
the amplifier gain. Since the amplifier gain is large, the
resulting Vm becomes very small.

A current-divider arrangement that can be incorporated
into a galvanometer as a sensitivity control, and is thus use-
ful when such an instrument is used as a null detector, is the
universal shunt. A much wider application of this device
is to provide the various current ranges of an analog mul-
timeter. Figure 25 shows the basic arrangement for a uni-
versal shunt of resistance R shunting a meter of resistance

FIGURE 24 Low-impedance electronic ammeter circuit.

Rm. With the switch set to position a the meter current
Im = IR1/(R + Rm), and if R 	 Rm, Im = I/1000. Simi-
larly, at position b, Im = I/100; at position c, Im = I/10;
and at d, Im = I . By suitable selection of resistance val-
ues any division of current can be obtained, and even if
R is not much larger than Rm the ratio of division is re-
tained, although the damping of the meter movement will
be affected.

The current transformer (CT) overcomes the power loss
and circuit isolation problems of the current shunt, but like
the VT, it introduces ratio and phase-displacement errors.
The construction of a current transformer (Fig. 26) is dif-
ferent from that of a power transformer, although the basic
theory of all transformers is the same, that is, (a) the volt-
age induced in a transformer winding is proportional to
N
m f (where N is the number of turns in the winding,

m is the flux in the core, and f is the frequency of oper-
ation) and (b) the ampere-turns of the windings balance.

FIGURE 25 Circuit arrangement of a universal shunt.
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FIGURE 26 Current transformer with a bar primary. [From
Gregory, B. A. (1981). “An Introduction to Electrical Instru-
mentation and Measurement Systems,” Macmillan Education,
Hampshire, England.]

It is the latter feature that is exploited in the design of a
current transformer, in which the no-load or magnetiza-
tion current is made as small as possible to ensure that the
current ratio approaches the inverse of the turns ratio. The
magnetization current is minimized by using a toroidal
core wound from a continuous strip of high-permeability
steel. The primary winding is usually a single turn (re-
ferred to as a bar primary) but may consist of a tapped
winding to produce a multiratio CT. The secondary wind-
ing, rated at either 1 or 5 A, will have many turns tightly
wound onto the core.

To investigate the current error (ratio error) and phase
displacement for a current transformer, consider the sim-
plified phasor diagram in Fig. 27. It can be seen that the
difference in magnitude between the primary current Ip

and the secondary current multiplied by the rated trans-
formation ratio (Is Kn) is dependent on the amount of the
primary current used to energize the core, which must
therefore be kept to a minimum. It should be noted that a
CT is operated with a load consisting of an ammeter that
almost short-circuits the secondary terminals; should this

FIGURE 27 Simplified phasor diagram of a current transformer
(not to scale).

load be open-circuited, the whole of the current in the pri-
mary winding will become the energizing current, causing
magnetic saturation of the core (which is detrimental to its
magnetic properties) and causing a large, peaky voltage to
occur at the secondary terminals (which may result in fail-
ure of the interturn insulation, apart from being dangerous
for the operator). Thus, when connected in a circuit, a CT
should never be open-circuited.

The secondary load on a current transformer is termed
the burden and is expressed in ohms or volt-amperes at the
rated current. A commonly used value is 15 V-A, which
for a CT with a secondary rated at 5 A requires a sec-
ondary terminal voltage of 3 V and an external (or load)
impedance of 0.6 � for operation at the correct burden.

C. Power Measurement

The measurement of the power consumed by a load at any
instant requires the determination of the product of the
instantaneous values of the appropriate voltage and cur-
rent, that is, P = vi . For the direct voltage and current,
the power consumed is simply the product of the volt-
age across the load and the current through it, since the
instantaneous and mean values are the same. However,
this simple condition is not true for the load subjected to
an alternating supply because of the continuously varying
amplitude of a sine wave. Additionally, there will almost
certainly be a phase difference between the applied voltage
and the current flowing, as in Fig. 28.

The mean power over one cycle is

P = Vm Im

4π

∫ 2π

0
cos φ dθ

from v = Vm sin θ and i = Im sin(θ + φ). Thus P =
(Vm Im/

√
2
√

2) cos φ = VI cos φ, where V and I are
the rms (dc equivalent) values of voltage and current,
respectively.

For many years the most common method of measuring
ac power has been to use an electrodynamometer instru-
ment. This analog meter has a deflecting torque propor-
tional to the product of the currents flowing in the fixed
and moving coil systems. Figure 29 is a diagram of the
electrodynamometer instrument, which has always been a
relatively expensive instrument to construct. When mea-
suring power, the moving coil is connected via a series
resistor across the load, so the current through it is pro-
portional to the load voltage and the fixed (current) coils
are connected in series (or via a current transformer) with
the load. Due to the power consumption of the electrody-
namometer wattmeter, consideration of the error resulting
from the connection method must be made. If the volt-
age coil is connected on the supply side of the current
coil, the deflecting force proportional to voltage is larger
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FIGURE 28 Voltage, current, and power waveforms in a reactive circuit.

than it should be, whereas when the voltage coil is con-
nected on the load side of the current coil, the deflecting
force proportional to current is erroneously large. In the
former case, I 2

L RC should be subtracted from the meter
reading, whereas for the latter case, V 2

L /RV must be de-
ducted, where IL and VL denote the load current and volt-
age, respectively, and RC and RV are the resistances of the
wattmeter current and voltage circuits, respectively.

The electronic wattmeter is beginning to supplant the
electrodynamometer instrument since it overcomes the
loading disadvantage of the electrodynamic instrument.
However, particularly when the display is a digital one, it
is a moderately expensive instrument. The technique used
to sense the power is essentially the same, deriving sig-
nals proportional to the (instantaneous) load current and
voltage. The determination of the power is either by an
analog process utilizing an electronic multiplier arrange-

FIGURE 29 Diagrammatic representation of the connections in
an electrodynamometer wattmeter.

ment or by a digital process that makes many simultane-
ous samples of both voltage and current during one cycle
of the system frequency and then computes the power
from the mean of the instantaneous power values. In ei-
ther case, because electronic sensing is used, the input
impedance of the voltage circuit will be greater and that
of the current circuit lower than their counterparts in the
electromechanical instrument. Example input impedance
figures for the two types of instrument are 5 k�/V and
<60 m� for an analog electronic wattmeter, compared
with 45 �/V and 1 � for the electromagnetic instrument,
where the respective values are for the voltage and current
circuits of the two types of instrument. These improved
input impedance values result in an instrument that is sim-
pler to use; its connection between a power supply and a
load is shown in Fig. 30. Additionally, it is usually unnec-
essary to calculate the correction due to the loading of the
meter when measuring the power taken by a load. Further
advantages of the electronic wattmeter are that the range of
power that can be measured and the operational bandwidth
are usually far greater than those of an electromechanical
instrument.

FIGURE 30 Connection circuit for an electronic analogue
wattmeter.
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D. Resistance Measurement

Probably the circuit most widely used for many years for
the measurement of resistance is that attributed to Sir
Charles Wheatstone. Whereas he was an accomplished
scientist, making many contributions to science and en-
gineering, he only evaluated the application of the bridge
circuit that bears his name. The circuit, shown in its basic
form in Fig. 5, was originally devised by S. H. Christy in
1833. This circuit has been used in various forms in a pro-
liferation of applications from the Kelvin double bridge
used for low-resistance measurement (Fig. 31) to the un-
balanced arrangement used in many transducers.

The balance equation for the basic circuit of Fig. 5 is X
(the unknown) = SP/Q, in which S is a known variable
arm (decades of resistance values); the arms P and Q are
often referred to as the ratio arms. If switchable values
of 10, 100, 1000, and so on are provided in these arms, a
wide range of unknown resistors can be measured.

For the unbalanced bridge shown in Fig. 32, the output
voltage when one arm is varied by a small amount ±δR is
Vout = Vin ·δR /(4R ± 2δR); see Section IV.B. The balance
equation of the Kelvin double bridge has been given in
Section I.F.

The method traditionally used for resistance measure-
ment in multimeters and ohmmeters has been an appli-
cation of Ohm’s law. In operation, a known current from
a constant-current source is passed through the unknown
resistor and the voltage drop across the resistor measured
so the value of the unknown resistance may be calculated.
However, by suitable scaling the voltage drop can be dis-
played as a resistance value. For example, passing 1 mA
through a resistance of 1.523 k� would produce a volt-
age drop of 1.523 V across it. Measuring this voltage drop
with a high-impedance (digital) voltmeter and using the
circuit arrangement in Fig. 33a provides a two-terminal

FIGURE 31 Kelvin double-bridge circuit.

FIGURE 32 Unbalanced Wheatstone bridge.

measurement which is suitable if the display resolution
is greater than the lead resistance r (say, 0.1 �), while
Fig. 33b is appropriate when this is not the case (i.e., for
low-resistance measurement).

With the inclusion of calculation capability in digital
multimeters, many manufacturers have moved to a ra-
tio process for the resistance measurement function; this
technique is outlined in Figs. 34a and 34b for the two-
and four-terminal measurement situations, respectively.
The main advantages of this arrangement are the mea-
surement error reduction due to the use of a ratio pro-
cess and the replacement of a precision current source
by a less expensive voltage source, which, while it needs
to have good stability, does not require a known con-
stant amplitude. The unknown resistance is evaluated from
the expression Rx = RrefVx/Vref, where Vx and Vref are the
voltages across the unknown and Rref respectively. The
value of Rref (a known stable reference resistance) is held
permanently in a memory and Vx and Vref are measured

FIGURE 33 Resistance measurement (Ohm’s law) arrange-
ments: (a) Two terminal and (b) four terminal.
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FIGURE 34 Resistance measurement (ratio technique): (a) Two
terminal and (b) four terminal.

sequentially prior to the calculation and display of the
value of the resistance being measured. Some multimeters
can measure and store an initial value (e.g., the lead resis-
tance) and then display measurands less the initial value,
a process that eliminates the need to make four-terminal
measurements.

The expansion of automated testing and the need to
measure the components of assembled circuits at stages
in their manufacture have produced a requirement for in-
circuit measurement. All networks of circuit elements can
be reduced to a star or delta arrangement (sometimes re-
ferred to as T and π , respectively). In the star configu-
ration there is no problem since one end of the compo-
nent is disconnected and no alternative circuit path exists.
However, in the delta situation a permanent parallel path
exists around the unknown, and while it might appear pos-
sible to open-circuit the parallel path, in practice such a
step would not be practicable due to time considerations
and the possibility of causing damage to the components
or the board on which they are mounted. The measuring
techniques that have evolved to solve this problem can be
divided into two variations of the same idea in which a

FIGURE 35 In-circuit component measurement, guard raised to
node potential.

“guard” point in the parallel circuit is forced to the same
potential as one end of the unknown resistor. Figure 35
shows the guard point (3) raised to the potential of node
1 so that no current flows through Ra , and Rx = VS/I .
Figure 36 shows the guard point and node 2 effectively
at ground potential; in consequence, zero current flows
through Rb. In both cases, the technique will only operate
over a range of Rx values dependent on the magnitudes
of Ra and Rb. Generally, the limitations are expressed as
(i) the guard ratio Rx/[Ra Rb/(Ra + Rb)], which can have
values between 100 and 1000, and (ii) the minimum mag-
nitude of Ra and Rb (typically 200–500 �).

E. Capacitance and Inductance

These components have relevance only in alternating cur-
rent circuits. At dc a capacitance appears to be an open
circuit (apart from a small leakage current through the
resistance of the dielectric), and an inductor appears to be
a small resistance (that of the coil conductor). However,
on connection or removal of the dc supply, the effects of
capacitance and inductance are apparent due to the change
in the energy stored in the device.

In ac circuits the properties of both inductors and ca-
pacitors are affected by frequency, and while these effects

FIGURE 36 In-circuit component measurement, virtual ground
guard.
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are not generally apparent in capacitors until frequencies
above a few megahertz are reached, the properties of in-
dictors may begin to show changes at a few kilohertz. In
making measurements on inductors and capacitors, it is
therefore relevant to record the frequency at which the
measurement has been made and, if possible, to make the
measurement at the intended frequency of operation. As
with resistance measurement, bridge methods have been
widely used for many years for both inductance and ca-
pacitance measurement.

In the operation of a bridge circuit, both resistive and
reactive components of the unknown must be considered.
For while small capacitors made using modern dielec-
tric materials are effectively pure reactances at low and
medium frequencies, as the (parallel) leakage resistance
has a very high value, this was not the case 20 or so
years ago. Nor is it true for inductors or for large-value
capacitors. The need to know these component parts led
to a proliferation of bridge circuits based on the Wheat-
stone circuit. Well-used examples of ac bridges are those
attributed to Maxwell, Owen, and Heaviside for induc-
tance measurement and to Wein, De Sauty, and Schering
for capacitance measurement. The last of these (Fig. 37)
is still in use because of its high-voltage applications.

An alternative to bridge methods and suitable for use
at frequencies from 1 kHz to 300 MHz was the Q-meter,
a device which is no longer appears in the catalogues of
instrument manufacturers but is likely to still be in use in
some locations, as it capable of measuring small capacitors
over a wide range of frequencies. The Q of a component
indicates its quality and is defined as 2π times the ratio
of energy stored to energy lost per cycle. Numerically,
this is the ratio of reactance to resistance at the frequency
under consideration. The reciprocal of Q (that is, 1/Q)
is the dissipation factor D, both terms being widely used
for the purpose of indicating the quality of inductors and
capacitors.

The Q-meter operates on the principle of creating a
resonant condition between an inductor and a capacitor.
Figure 38 shows a simplified Q-meter circuit in which

FIGURE 37 Schering bridge circuit.

FIGURE 38 Q-meter, simplified circuit.

resonance can be created by variations of the source fre-
quency or by adjustment of Cq . In either case, resonance
is indicated by a maximum of the voltage Eq across Cq

when

Eq

Es
= 1

ω0CR
= ω0L

R
= Q and Q = 1

D
.

The operator skill required to perform reliable measure-
ments using bridge circuits and the Q-meter was appre-
ciable and the contemporary desire for digital display,
the availability of cheap computing power, and improve-
ments in electronic circuit reliability have led to the
replacement of these instruments by impedance or LCR
meters. In operation, either an Ohm’s law or a ratio pro-
cess is used, the latter being an inherently more precise
technique, but requiring a more sophisticated switching
process.

The basic arrangement of an LCR meter is shown in
Fig. 39, in which a current at a known frequency is supplied

FIGURE 39 Basic LCR meter circuit.
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to the unknown or “device under test” (DUT) while con-
nected in series with a known or reference resistance. In
the ratio form of operation, the voltage across the reference
(Vref) and then that across the device under test (Vx ) are
fed in turn to the phase-sensitive detector (PSD), so that
the in-phase and quadrature components of both voltages
with respect to a reference signal can be determined and
fed to an analog-to-digital (A–D) converter. The processor
section then contains the components of Vref as (a + jb)
and those of Vx as (c + jd), from which the required pa-
rameters of the unknown can be evaluated and displayed.
For example, the series components of an inductor can be
displayed from Zx = Vx · Rref/Vref = Rx + j XωLx , or

Rx = Rref
ac + bd

a2 + b2
and ωLx = ad − bc

a2 + b2
.

Should the parallel components of a capacitor be required,
then these can be obtained from Yx = Vref/RrefVx =
Gx − jωCx , or

Rxp = Rref
c2 + d2

ac + bd
and ωCx = ad − bc

(c2 + d2)Rref
.

In addition to these basic quantities, LCR meters gener-
ally are capable of displaying impedance Z and its phase
angle, resistance and series reactance, admittance Y , con-
ductance, parallel susceptance, Q, and D.

III. TIME-DEPENDENT QUANTITIES

The measurement of electrical signal variations with time
can in some situations be of considerable significance, for
example, the time taken from the initiation of a process
to its completion. For alternating (sine wave) signals, fre-
quency is usually the quantity of consequence, while for
step changes in signal level the rise time and overshoot
are generally of importance. Consequently, it is often de-
sirable to monitor or display the variations with time that
are occurring in a signal so that these variations are made

FIGURE 40 Schematic arrangement of cathode ray oscilloscope (CRO).

visible. The type of variation and the rate at which a signal
varies with time dictate the form of measuring instrument
used to display and/or record the signal waveform. Fur-
thermore, if frequency measurement on periodic signals
or the determination of a time interval is required, digital
counters can be used to provide a precise result.

A. Waveform Monitoring

As a result of the use of TV and computers, the cathode ray
tube (CRT) or monitor has become an accepted method
of displaying information. In general, the electron-beam
deflection system used in a cathode ray oscilloscope is
electrostatic and that in a TV or computer monitor is elec-
tromagnetic, although the use of liquid crystal displays is
becoming more widespread and has resulted in the produc-
tion of some ‘flat’ oscilloscopes (Fig. 49). The advantage
of electromagnetic deflection is that a large display area
is obtained with a relatively short tube length; due to the
inherent electromagnetic properties of coils, however, the
operating frequency range of the deflection system is very
limited. The advantage of electrostatic deflection is an in-
creased frequency range, but to obtain a large display a
long tube is required. The principle of operation of both
systems is the same.

Figure 40 shows the arrangement of a cathode ray os-
cilloscope (CRO) with an electrostatic deflection system.
Inside the CRT is an electron gun that projects a fine stream
of electrons between the deflecting plates onto a phosphor-
coated screen, where a luminous spot is formed. The fo-
cusing of this spot is controlled by the magnitude of the
direct voltage applied to biasing electrodes. The quantity
of electrons projected and hence the maximum writing
speed of the oscilloscope is dependent on the voltage dif-
ference between the various electrodes in the electron gun.

To move the spot horizontally across the tube face or
screen at a constant speed, a sawtooth waveform (Fig. 41)
is applied to the X deflection plates. The rising slope of
the sawtooth waveform is adjustable in selectable values
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FIGURE 41 Effect of timebase selection on the waveform displayed on a CRO. [From Gregory, B. A. (1981). “An
Introduction to Electrical Instrumentation and Measurement Systems,” Macmillan Education, Hampshire, England.]

so that the spot can be deflected horizontally (from left to
right) at known speeds, typically in a 1, 2, 5, 10 sequence
from 1 sec/DIV (1 DIV = 1 division on the graticule or
grid on the tube face) to 200 nsec/DIV, and is referred
to as the time base. The falling edge of the sawtooth is
made fast, so that the “flyback” (right to left deflection)
speed is above the writing speed and hence not visible.
To obtain a vertical displacement of the spot, the signal
to be monitored is applied via an attenuator and amplifier
combination to the Y plates. To obtain a stable display of
a periodic wave, it is necessary to be able to trigger or start

the operation of the time base at a selectable point on the
measurand, as indicated in Fig. 41.

The Y or vertical deflection system usually has se-
lectable values in a 1, 2, 5, 10 sequence to give deflections
from 5 mV/DIV to 20 V/DIV for a general-purpose
oscilloscope, or from 50 µV/DIV in some limited-
bandwidth oscilloscopes for special applications. In
the majority of oscilloscopes, one side of the vertical
input socket is grounded since the input connector is
commonly of the BNC type used with coaxial cable,
the outer conductor or screen being “earthed.” Between
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the input socket and the vertical deflection system is
a three-position switch (Fig. 42). In the dc position of
this switch all components of the signal are conveyed
to the deflection system; in the ac position any dc bias
on an input signal is removed so that just the alternating
component of a combined ac and dc signal can be
observed. The GD (or GND) position provided on the
input switch isolates the measurand from the input
amplifier and connects the amplifier input but not the
input terminal to ground. In this ground position the
display on the tube face is a straight horizontal line that
provides a zero reference line so that the presence of a
direct voltage can be detected and measured.

In using an oscilloscope to perform measurements on
a waveform, it should be remembered that the CRO dis-
play provides values that have, typically, ±3% tolerances.
The greatest value of the CRO is the display of what is
occurring to a signal at a point in a circuit, for exam-
ple, if it has become distorted during its progress through
the circuit. To determine the properties of a displayed
wave, use is made of the graticule and the sensitivity
settings on the Y amplifier and the time base. For ex-
ample, from the display of a waveform such as that in
Fig. 43a and with settings on the time base of 10 µsec/
DIV and vertical amplifier of 20 mV/DIV, the amplitude
and frequency can be determined as 6.8 × 20 = 136 mV
peak-to-peak or 48 mV rms and the duration as 8 DIV
× 10 µsec/DIV = 80 µ sec/cycle or 12.5 kHz since the
peak-to-peak value of a waveform is 2

√
2 times the rms

value and the frequency of a wave is the reciprocal of its
duration or period.

When monitoring square or pulse waveforms, the prop-
erty usually of greatest importance is the rise time, defined
as the time taken for the wave to change from 10% to 90%
of its final value. To ease this type of measurement, the
graticule has a pair of dotted lines across it at 10% and 90%
of the distance between the top-but-one and the bottom-
but-one horizontal lines of the graticule. By manipulation
of the variable gain control of the vertical amplifier and
vertical position control it is possible to obtain a display
of the form shown in Fig. 43b; from this display and the
time base setting, the rise time is rapidly established. For

FIGURE 42 CRO input selection switch.

FIGURE 43 (a) Measurement of voltage from a CRO display; (b)
rise time and overshoot measurements on the CRO display of a
step function.

example, considering the wave in Fig. 43b, if the timebase
is 1 µsec/DIV, the rise time is 2 DIV × 1 µsec/DIV, i.e.,
2 µsec.

Of paramount importance when using an oscilloscope
is an awareness of its bandwidth (or frequency range).
This is specified as the −3 dB point, i.e., the frequency
at which its amplitude response has fallen by 30% from
the mid-frequency value. For example, if these values for
a general-purpose oscilloscope are dc and 20 MHz, the
frequency response curve is as in Fig. 44. Now, since the
amplitude response at the −3 dB frequency is reduced by
30% (strictly, 29.3%), and this is likely to be an unaccept-
able error, it is necessary to consider at what frequency
a response that is within, say, 5% of the mid-frequency
would occur. Since the −3 dB frequency value is obtained
from the expression

Vdisp

Vinput
=

√
1

1 + (
1
/
ω2

3d B × T 2
) ,
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FIGURE 44 Frequency response curve for a dc-to-20-MHz oscilloscope.

by putting the time constant T of the oscilloscope circuitry
equal to 1/ω3dB the displayed magnitude is 0.707 (70.7%)
of the input. If T is made equal to 3/ω3dB the displayed
magnitude is 0.95 of the input magnitude at f3dB/3, i.e.,
at 6.7 MHz the response of our 20 MHz oscilloscope has
fallen by 5%.

When measuring the rise time of a square wave or step
function the rise time of the oscilloscope is of conse-
quence. Since trise = 2.2T and f3dB = 1/(2πT ) it is evi-
dent that f3dBtrise = 2.2/2π or 0.35. Hence for an oscil-
loscope with a −3 dB frequency of 20 MHz, the rise
time is 17.5 nsec. The input impedance of an oscilloscope
amplifier is, typically, 1 M� shunted by 20 pF; if this is
connected to a signal source via a 1 m length of coaxial
cable (typically the capacitance of 1 m of coaxial cable
is 25 pF), the source will “see” an impedance of 1 M�

shunted by 45 pF. At 1 MHz this measurement system load
will be approximately 3.5 k� and in many situations will
alter the operation of the circuit under observation. This
means that the displayed waveform will be significantly
different from that which was occurring before the mea-
surement system was connected. In such a situation the
problem of instrument loading can be very much reduced
by using a passive probe between the oscilloscope and the
signal source.

Figure 45 illustrates the passive R–C probe, which op-
erates on the principle of the R–C divider (Section II.A)
and provides a constant-voltage division for signals from
dc to a practical upper limit (100 MHz or so). The correct
adjustment of C1 (the capacitance between the concentric

FIGURE 45 Passive R–C probe connected to a CRO.

core and the barrel of the probe) is set by observing the
display of the oscilloscope’s reference square wave, the
correct value for C1 giving the best square wave display.
If the probe resistance R1 is 9 M� and the cable capaci-
tance 25 pF, C1 will be 5 pF for a scope input impedance
of 1 M� shunted by 20 pF. These values give a measuring
system input impedance of 10 M� shunted by 4.5 pF,
which at 1 MHz is 35.4 k�, or 10 times that without
the probe. However, this decrease in loading is obtained at
the expense of a reduction (to 1/10) in the amplitude of the
displaced waveform. In general this can be compensated
for by increasing the input amplifier gain of the CRO.

To monitor a small signal that is at a voltage above
ground, e.g., displaying a current waveform as a volt-
age drop across a resistor, one must use either an oscil-
loscope fitted with a differential input or a conventional
two-channel oscilloscope operated in its differential mode.
This latter method of operation is achieved by use of the
‘ADD’ and ‘INVERT’ facilities available on most oscil-
loscopes. By selecting the switch positions that engage
these two facilities, the displayed trace becomes the sum
of the two input signals when the polarity of (normally) the
channel 2 input has been reversed, i.e., the display is the
input 1 signal minus the input 2 signal. While this method
overcomes any isolation problems it results in a single
trace display and so time differences between this dis-
played wave and the signal at any other point in the circuit
under investigation cannot be determined. It is in these cir-
cumstances that one must use either an oscilloscope with
a differential input or external circuitry to overcome the
isolation problem.

The use of the X–Y mode of operation of an oscillo-
scope provides an alternative method of determining the
time or phase difference between two waveforms. If the in-
puts to both channels are sine waves of the same frequency
and one signal is applied to the vertical deflection plates
and the other to the horizontal deflection plates, then, de-
pending on the phase difference between the two signals,
an elliptical display will be obtained such as in Fig. 46.
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FIGURE 46 The determination of phase angle using an elliptical
display.

Extracting the dimensions a and b from the display, it
may be shown that the angle θ between the two signals is
sin−1(a/b) irrespective of the amplitude of either signal.
For the ellipse in Fig. 46, a = 6 DIV and b = 6.8 DIV, and
hence the phase angle is given by sin−1(6/6.8) = 62◦.

If the signals applied to the two inputs are of different
frequency the ellipse will rotate at a speed dependent on
the difference in their frequencies. This provides a very
sensitive means by which one frequency may be adjusted
to be the same as (or a simple multiple of) another.

B. Waveform Recording

While the continuous display of waveforms has many
practical applications, the recording of waveforms in hard
copy for analysis and comparison is equally necessary
(particularly for nonperiodic waveforms). For slowly
varying quantities, electromechanical recorders are usu-
ally used, while for frequencies of up to a few megahertz,
recording oscilloscopes are used.

The earliest form of electric graphical recorder used a
moving-coil milliammeter in which the pointer was mod-
ified to carry a pen that drew a trace on a clockwork-

FIGURE 47 Components of a potentiometric pen recorder. [From Gregory, B. A. (1981). “An Introduction to Electrical
Instrumentation and Measurement Systems,” Macmillan Education, Hampshire, England.]

driven chart. This form of recorder had two shortcomings:
first, since a moderate force was needed to drive the pen
across the paper, an appreciable current through the de-
flecting coil was required, manifesting itself as a low input
impedance and a moderate amount of power being drawn
from the circuit under observation; and second, the de-
flection across the chart was in a circular arc rather than
a straight line. Contemporary moving-coil pen recorders
have overcome the loading problem by using an input am-
plifier and have linearized the deflection by using either
a linkage system or electronic compensation in the input
amplifier.

An alternative method of obtaining a linear movement
across the chart is to use a potential difference or potentio-
metric system (Fig. 47). This provides a better accuracy
than the moving-coil recorder, but in general can be used
only to record signals whose frequency is below 2 Hz. It is
very satisfactory for monitoring variables (e.g., transducer
outputs) in a process plant and forms the basis of many
X–Y plotters, an arrangement in which two potentiomet-
ric systems are used, one to provide the X deflection and
the other the Y deflection.

To facilitate the display of nonperiodic waveforms that
are too slow or too fast to be monitored on a conventional-
general-purpose oscilloscope, various forms of storage
have been used. For many years the most commonly used
of these was the phosphor storage CRO, which had two
stable states: written and unwritten. Once stored, the phos-
phor allowed waveforms to be displayed for up to several
hours (unless erased by the operator). The fall in the cost
of digital memory has provided a replacement to phosphor
storage, namely, digital storage oscilloscopes. These have
a superior performance to the phosphor storage scope in
that an increased number of waveforms can be stored in-
definitely, pre-trigger information can be displayed, wave-
forms can be transferred to a computer, hard copies of
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FIGURE 48 Schematic arrangement of a digital oscilloscope.

waveforms can be made, and mathematical processing of
the waves may be made. In these devices (Fig. 48) the in-
coming signal is sampled at a rate controlled by the set time
base, converted to a digital value, and stored in the mem-
ory. To view the waveform, the digital values are read from
the memory, passed through a digital-to-analog (D–A),
converter and displayed on a conventional CRT screen.

The developments in large-scale integration and liquid
crystal displays have enabled the production of hand-held
instruments that are a combination of a digital multimeter
and a digital storage oscilloscope. Figure 49 illustrates one
such instrument, which is ideally suited for use by many
service engineers.

In many measurement situations it is desirable to record
a number of variables simultaneously. Digital storage os-
cilloscopes generally have a two-channel capability; how-
ever, some can record and display four channels of analog
input, while others can store up to 16 channels of digi-
tal signals for logic analysis purposes. The virtual instru-

FIGURE 49 Scopemeter� combined digital multimeter and oscil-
loscope. (Courtesy of The FLUKE Corporation.)

ment data acquisition modules that are used in conjunction
with a PC can typically be used to monitor the outputs of
16 or 32 transducers whose output frequency is less than
2 Hz, for example, the output signals from thermocou-
ples in a processing plant (see also virtual instruments,
Section I.D).

A further method of waveform recording that can be
used is provided by instrumentation tape recorders, which
use the same principles as the first magnetic recording
of information that was performed by Valdemar Poulsen
with his Telegraphon in Denmark in 1893. By 1935 the
Germans had successfully developed a plastic tape, al-
though in the United Kingdom and the United States, steel
wire (or tape) was used until around 1950. Advances in
materials have given the tape recorders of today a perfor-
mance many times superior to that of the Telegraphon.

Tape recorders consist of three basic parts:

1. A recording head that creates a magnetic pattern in
the magnetizable medium (a coating of fine magnetic
oxide particles on a plastic tape)

2. The magnetic tape and tape transport system
3. The reproducing head that detects the magnetic

pattern stored on the tape and translates it back into
the original signal

Associated with each of these parts is substantial elec-
tronic and control circuitry to compensate for the charac-
teristics of the heads, the inertia of moving parts, and so on.

In instrumentation recording, two techniques are in
general use:

1. Direct recording, which has the wider bandwidth
(50 Hz to 2 MHz), but suffers amplitude
inconsistencies and “dropouts” due to tape coating
inhomogenities.

2. Frequency-modulated recording, which overcomes
the direct-recording problems, has a frequency range
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from dc to 50 kHz, but requires more complex
electronics than the direct- recording process.

C. Digital Frequency and Time Measurements

While the frequency of a signal can be established us-
ing an oscilloscope, the accuracy specification for most
oscilloscope time bases gives a tolerance figure of ±5%.
For many situations this is totally inadequate, as a more
precise measurement is required. Fortunately, a sinusoidal
wave can easily be converted into a pulse or square wave,
which can then be counted by digital electronic circuits.
With electronic counting techniques, the frequency of a
signal can be determined with a very small tolerance.

The direct display of a frequency as a digital quantity ap-
pears to remove all problems in frequency measurement.
However, an understanding of the operation of the pro-
cesses used in a counter timer is of benefit since the man-
ner in which the measurement is made has a direct bear-
ing on the tolerance assignable to the reading. The digital
counter timer may be considered to consist of a number of
operational blocks that can be interconnected in different
ways to perform various time-dependent measurements.
The contents of these blocks of circuitry are as follows:

1. Input circuits which convert the incoming or un-
known signal into logic levels compatible with the dig-
ital circuitry used within the instrument. Because of the
wide range of signals that are likely to be encountered,
both amplification and attenuation are provided as well as
protection against accidental damage. The final stages of
the input circuitry are a Schmitt trigger, which converts
the input signal into logic pulses, as well as the trigger
slope selection and level controls, which are essential for
time-interval measurements.

FIGURE 50 Schematic diagram and waveforms for the operation of the main gate.

2. The reference oscillator (sometimes referred to as
the time base oscillator) is used to provide a known fre-
quency or time interval. Some form of crystal oscillator
is generally used to provide a reference frequency of 1 or
10 MHz. Although the stability of such oscillators is inher-
ently good, it can be improved by temperature compensa-
tion circuits or, when used in the top-quality instruments,
by being installed in a constant-temperature oven.

3. A string of decade dividers is necessary so that either
the incoming signal or the reference frequency can be
divided down. The number of decades of division used in
a particular application is decided either by the operation
of front panel switches or by the instrument’s internal logic
in the ‘auto’ mode of operation. The selection of decades
in use is linked to the display so that the decimal point in
the display is in the appropriate place.

By way of an example, seven decades of division would
permit the production, from a 10-MHz reference, of time
intervals of 1 µsec, 10 µsec, 100 µsec, 1 msec, 10 msec,
100 msec, and 1 sec as well as the 0.1 µsec directly from
the oscillator.

4. A main gate (a dual-input logic gate) controls the
passage of the pulses to the count circuits. Depending on
the mode of operation being used, the conditioned input
signal will either be counted (e.g., frequency measure-
ment) or be used to control the counting of time-defined
pulses (e.g., time interval measurement). The control cir-
cuits determine how the main gate will be used and when it
will be enabled and disabled. This pulse-operated switch
is arranged so that one command pulse opens the gate,
i.e., starts the count, and the next command pulse closes
the gate and thus stops the flow of pulses being counted.
Figure 50 shows a schematic diagram with signal wave-
forms for a counting situation.

5. The decimal counting unit and display is the core
of the instrument and consists of a number of counter



P1: LDK/GLT P2: FQP Final Pages

Encyclopedia of Physical Science and Technology EN005I-202 June 15, 2001 21:7

30 Electrical and Electronic Measurements

decades in cascade. Each decade consists of a decade
counter, memory, BCD-to-decimal decoder, numeral in-
dicator driver, and numeral indicator. The actual dis-
play is commonly seven-segment LED or LCD numeral
indicators arranged side by side to give a 6-, 8-, or even
10-digit display.

6. A set of control circuits is required to interconnect
the above modules. These may be considered as a block of
circuitry. The front panel of a counter timer has an array of
switches and pushbuttons, some of which are used to se-
lect the mode of operation, for example, frequency, count,
time interval, etc., and others that are used to control the
duration of the measurement sample, the sensitivity, and
so on. The switches that are used to select the mode of
operation can, in some instruments, be used to activate
the control logic so that either the counter samples and
displays continuously the appropriate function of the in-
coming signal, or a single sample is made on demand and
then ‘held’ as a display.

Most instruments also have an ‘auto’ or automatic rang-
ing capability in their frequency mode of operation and in
this condition their control circuits adjust the duration of
the sample so that the display contains the maximum num-
ber of digits commensurate with a sample time of (usually)
1 sec.

The measurement functions available for a particular
counter timer are dependent on its complexity (and cost).
The simplest function available on any counter timer is the
count or totalling mode of operation, in which the input
signal is routed via the input circuitry to the main gate.
External command pulses are then used to open (and then
close) the gate for the duration of the count.

FIGURE 51 Schematic diagram of connections for frequency measurement. [From Gregory, B. A. (1981). “An Intro-
duction to Electrical Instrumentation and Measurement Systems,” Macmillan Education, Hampshire, England.]

To obtain a direct display of the frequency of a signal
simply requires that a count of cycles of the input wave
be made over a known time interval. Figure 51 shows the
interconnection of the circuit blocks that provide these
conditions. The count of the unknown signal is made over
1000 circles of the reference frequency. While such a pro-
cess is very satisfactory for frequencies above 10 kHz, to
obtain a good-resolution (six-digit) display of a low fre-
quency, say 100 Hz, would require an undesirably long
measurement time: 100 sec would be required to provide
a display of 100 Hz.

To overcome the problem of poor resolution and hence
large tolerances when measuring frequencies lower than
1 kHz, the circuit blocks can be rearranged as in Fig. 52 so
that a count of reference oscillator pulses is made in one or
a number of cycles of the unknown frequency. Then, for a
100-Hz signal divided by 100, a count of the reference os-
cillator (1 MHz, say) is made for approximately 1 sec (i.e.,
a count of 1,000,000), giving a much improved resolution
and smaller measurement tolerance. The disadvantage is
that it is then necessary to calculate the frequency of the
input signal by determining the reciprocal of the displayed
value.

To overcome the need for the operator to perform the
reciprocal calculation, contemporary counter timers that
include a microprocessor for control purposes use its
arithmetic processing capability to perform the recipro-
cal calculation and display the frequency value. Instru-
ments with such capabilities are variously referred to as
reciprocal or calculating counters. The general operation
of a reciprocal counter is essentially the same as that of
a conventional counter, except that when operating in the
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FIGURE 52 Schematic diagram of connections for multiple period measurement. [From Gregory, B. A. (1981). “An
Introduction to Electrical Instrumentation and Measurement Systems,” Macmillan Education, Hampshire, England.]

frequency mode and measuring frequencies less than the
reference oscillator frequency, a reciprocal counter makes
simultaneous counts in separate registers (for an operator-
controlled gate time) of clock pulses (time) and cycles
of the unknown frequency (events). On completion of
the gate time, the processor computes the frequency from
the event and time counts. Figure 53 is a schematic of the
circuit modules in a reciprocal counter. The duration of
the adjustable gate time is in whole cycles of the unknown
frequency, it being possible to measure and display the du-
ration of the gate time by suitable setting of the front panel
controls.

In the time-interval mode of operation (Fig. 54), a clock
unit of suitable duration, say 1 µsec or 1 msec, can be
selected and used to measure the time interval between

FIGURE 53 Schematic diagram of connections for frequency
measurement in a reciprocal counter timer.

positive- or negative-going slopes at the zero crossing or
(in a sophisticated instrument) at an operator-selectable
level. The points between which it is possible to measure
a time interval may be on a single input wave or on two
separate input signals. When making small-time-interval
measurements on separate signals care must be taken to
match the connection lengths, or an appreciable error can
be introduced. This time-interval facility is very useful
when measurements of mark-space ratios or phase dis-
placements have to be made.

D. Spectrum Analysis

It is conveniently assumed that alternating signals are
single-frequency sinusoidal waveforms. Although this is
fortunately an acceptable assumption for many situations,
the presence of harmonics in signal waveforms cannot
always be ignored, and their magnitudes must be estab-
lished. Figure 55 (see page 33) presents a waveform that
consists of a fundamental, a third harmonic, and a fifth
harmonic as a function of time (Fig. 55a) and frequency
(Fig. 56b) and as a three-dimensional form in an attempt
to link the two (Fig. 55c).

The conventional CRO has a horizontal scale that is a
simple function of time. In many measurement situations
this is unsatisfactory because what is really required is
the analysis and display of the signal in the frequency do-
main. The spectrum analyzer provides the visual display
of amplitude against frequency. It was originally devel-
oped for the analysis of the components of radiofrequency
signals and shows in a single display the Fourier compo-
nents of a given waveform (Fig. 55a). Many contemporary
spectrum analyzers have the computing power to perform
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FIGURE 54 Schematic diagram of connections for time interval measurement. [From Gregory, B. A. (1981). “An
Introduction to Electrical Instrumentation and Measurement Systems,” Macmillan Education, Hampshire, England.]

the Fourier analysis and other measurement functions on
the applied waveform. Some virtual instrument packages
(Fig. 11) have spectrum analysis capabilities as well as
multimeter and oscilloscope facilities.

The applications of the spectrum analyzer are many.
For example, acoustic noise and vibration levels are of
major concern to manufacturers and users of mechani-
cal vehicles; by using appropriate transducers, electrical
signals derived from the vibrations can be examined to
assist in locating the source. In the fields of electron-
ics and communications, spectrum analyzers can be used
to provide performance information on carrier-wave pu-
rity, modulation, frequency response, and electrical noise,
in measurements concerned with (1) identifying signals
resulting from nonlinear amplification, filtering, or mix-
ing, (2) determining the purity of signals, (3) measuring
and displaying frequency and modulation characteris-
tics, (4) determining the frequency response of a net-
work, and (5) analyzing of electromagnetic compatibility
performance.

IV. NONELECTRICAL QUANTITIES

Measurements of many physical quantities such as length
(position), pressure, force, temperature, and rainfall are
performed using electrical and electronic instruments or
measuring systems. In an arrangement that performs such
measurements, it is necessary to have a device that con-
verts the physical quantity into related values of an elec-

trical parameter. These devices are termed transducers.
While this section is concerned only with the electrical
measurement aspects of the devices, since it necessary to
ensure that the record or display is a true representation of
the measurand, it is worth briefly considering the principal
methods by which this electrical output is achieved.

1. Resistance Change

(a) In potentiometric devices (Fig. 56) the variation in
displacement of the measurand causes the wiper to move
along the resistor and provides an output voltage that is
proportional to displacement.

(b) Many transducers incorporate strain gauges that can
also be used in their own right for the determination of
strains in members of a structure. The strain gauge is based
on the principle that if a conductor is stretched, its length
increases at the expense of its cross-sectional area. Both
these dimensional changes result in an increase in its resis-
tance R since R = ρl/A, where ρ is the resistivity of the
conductor, l is its length, and A is its cross-sectional area.
Since long lengths of resistance wire would be inconve-
nient to use, the conductor is formed into a grid bonded to
an insulating material as in Fig. 57. The complete gauge
is glued to the member of a structure being investigated.

(c) Some transducers use the temperature coefficient
of resistance to provide the parameter that is sensitive to
the measurand. The most notable of these is the platinum
resistance thermometer, which has proved to be very
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FIGURE 55 Presentation of multifrequency waveform on time and frequency axes. [From Gregory, B. A. (1981). “An
Introduction to Electrical Instrumentation and Measurement Systems,” Macmillan Education, Hampshire, England.]

reliable for industrial applications, its resistance being
monitored by one of the techniques outlined in Section
II.D. When used with specially developed precision bridge
circuits, the platinum resistance thermometer is used as a
reference standard for temperature measurement.

2. Reactance Change

(a) A change in the inductance value of an inductor
may be achieved by varying the reluctance of its core by

FIGURE 56 Principle of the potentiometric transducer.

changing the magnitude of an air gap in it or by moving
a slug of high-permeability material into it. Both of these
techniques have been used to create variable-inductance
transducers. A variation of the latter arrangement that is
extensively used is the linearly variable differential trans-
former (LVDT), in which the coupling between a central
winding to adjacent outer windings is varied by the move-
ment of a high-permeability core (Fig. 58).

(b) In its simplest form a capacitor consists of a pair of
plates separated by a dielectric (air). Variation in capaci-
tance can be achieved either by changing the separation
of the plates or by changing the overlap area of the plates.

FIGURE 57 Simple strain gauge.
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FIGURE 58 A linearly variable differential transformer. [From Gregory, B. A. (1981). “An Introduction to Electrical
Instrumentation and Measurement Systems,” Macmillan Education, Hampshire, England.]

3. Self-Generating

(a) Electromagnetic: The movement of a magnet within
a coil will induce a voltage in the coil. This property is
utilized in vibration transducers, which measures linear
movement, and in which the magnet is vibrated within the
coil; in tachogenerators, in which a magnet is rotated in a
coil system so a voltage proportional to the speed of ro-
tation is generated; and in toothed-rotor pulse-generating
transducers, which produce a voltage pulse each time a
tooth passes a coil wound around a magnet, with the fre-
quency of the pulse waveform directly related to the speed
of rotation and the number of teeth on the rotor.

(b) Thermoelectric: Probably the most widely used
(and least expensive) of all transducers is the thermo-
couple, which consists of a pair of conductors that are
made from different materials, for example, copper and
constantan. Commercially one of the most widely used
conductor pairs is the nickel/chromium–nickel/aluminium
(chromel–alumel) combination, which is obtainable with
plastic insulation for laboratory use or in a mineral-
insulated metallic sheath for industrial applications. Per-
haps its major drawback is that the output signal is not di-
rectly proportional to the temperature difference between
hot and cold junctions, which makes it necessary to insert
some linearization by using either (originally) electronic
hardware or (nowadays) computer software between the
electrical output of the thermocouple and the display of
temperature.

(c) Piezoelectric: If crystals of quartzlike materials are
squeezed, an electric charge appears on the crystal surface
(“piezo,” from the Greek “to squeeze”). This charge can
be measured via a charge amplifier (one with a high in-
put impedance, say 100 M�) and a recording instrument.
Since the charge dissipates through the measuring system
these piezoelectric transducers should be used only in a
dynamic situation. Their main application is for the mea-
surement of acceleration, impact, and related conditions.

A. Transducer Outputs

In addition to the self-generating devices referred to above,
many transducers are arranged so that their output signal

is a voltage whose amplitude is directly proportional to
the magnitude of the measurand. The advantage of such
an arrangement is that a display in engineering units is
easily obtained with simple scaling techniques. The con-
venience of this form of output signal has resulted in many
transducer types that require ac energization; for example,
some LVDTs are manufactured with incorporated elec-
tronics that convert a dc power supply to ac for operation
of the transducer, its output being rectified to produce a di-
rect voltage output with an amplitude that is proportional
to the displacement in the measurand. While such incor-
porated electronics can be arranged to provide an output of
satisfactory amplitude, difficulties arise with some trans-
ducers due to the small size of their output signal and effec-
tive output resistance. Typical values for a transducer that
incorporates a strain gauge bridge are 10 mV maximum
and 120 � minimum, respectively. An exception to this is
found with transducers that use the potentiometer princi-
ple since these devices may have an output amplitude that
(typically) can rise to 10 V, but these generally have a high
output resistance and a limited operational life.

B. Signal Transmission

In many practical situations the transducer is situated in
a location remote from the monitoring or measuring in-
strument. The effective output resistance of many trans-
ducers has an appreciable magnitude, whereas the ampli-
tude of the output signal may be small. These conditions
require the use of sensitive, high-input-impedance mea-
suring instruments and result in a situation almost guar-
anteed to provide interference problems. In consequence,
it is usually necessary to use screened connections be-
tween the transducer and the monitor. If the signal is very
small, a guarded instrument/measuring circuit (Fig. 21)
will be needed to overcome the combined effects of com-
mon mode voltages and lead resistances. The alternative
to elaborate guarding is the provision of signal processing
at the transducer, of which there are various forms:

1. Voltage amplification, so that the transmitted signals
are large compared with the interference levels.
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2. Conversion to current. The “current-loop” method
of signal transmission converts the transducer output to a
current level that varies between 4 and 20 mA. The signal
reverts to a voltage at the instrument end as a voltage drop
across a fixed resistor. If the current falls below 4 mA, a
fault condition is considered to exist.

3. Conversion to light signals, which are transmitted
along optic fibers. This is a fairly expensive undertaking
but is unaffected by electrical interference and is finding
favor in some hazardous environments.

4. Digitizing at the transducer. Since digital signals are
largely unaffected by lead resistance and low-frequency
electrical interference, there are advantages in transmitting
digital rather than analog signals. However, the only true
digital transducer is the position encoder; consequently,
the advantages of digital transmission can only be obtained
by converting the output of an analog transducer into a
digital signal. This has become feasible because of the
miniaturization of electronic components, and transducers
with built-in digitizers can be manufactured that not only
perform the A–D function but also provide processing and
memory capabilities.

5. Conversion to radiofrequencies. When transducers
are located in remote situations, such as for weather moni-
toring on a mountain, the transmission of the data can be
performed using a radio link. While such a process is mod-
erately common in situations such as the chosen example,
it is rarely satisfactory in an industrial environment due to
the noise levels.

A transmission problem peculiar to thermocouples is
due to the use of a material different from that of the
thermocouple being used in the transmission path. The
probable result is the creation of a “reference” junction at
a point of variable temperature and the introduction of a
seemingly random error into the temperature monitoring.
The problem is usually avoided only by running the ther-
mocouple conductors right to the monitoring instrument,
which must incorporate automatic reference junction
compensation.

C. Instrument Loading

The effects of instrument loading in monitoring the out-
put from transducers must always be considered since
most types of transducer appear to the measuring arrange-
ment as a signal source with a moderate to high output
impedance. In consequence, unless the instrument’s input
impedance is sufficiently high, a considerable insertion er-
ror will occur (Section I). If the measurand is oscillatory
in nature, the frequency response of the measuring sys-
tem must be adequate, it being remembered that if this is
specified as a bandwidth, the bandwidth of the system is

Bs = B1 × B2√
B2

1 + B2
2

Hz,

where B1 and B2 are, respectively, the bandwidth fre-
quencies of the transducer and the measuring instrument.
The bandwidth frequency is that at which the response
of the device is reduced by 3 dB (or 30%), that is, the
output signal V0 is 0.707 of the mid-frequency value
[and the output power is half of the mid-frequency value,
from the following expression: response or gain (in dB)
= 10 log10(V 2

0 /V 2
ref)]. To obtain a frequency at which the

system response is still within 1% of the specified value
requires the 3 dB frequency to be divided by five (see
Section III.B).

When transducers are operated in remote locations, to
conserve battery power there is an increasing trend to con-
nect the electrical supply to the transducer only while read-
ings are being made. If such a form of operation is adopted,
sufficient time must be allowed so that the transducer out-
put has settled to its correct value before the reading of
the measurand is made.

V. AUTOMATED MEASUREMENTS

A. Recording and Monitoring Methods

The early efforts to automate measurements, that is, to
obtain a record of readings without the presence of an
operator, resulted in modifying a moving-coil meter to
produce a graphical recording of a single variable. The
contemporary versions, single and multichannel, of such
instruments (described in Section III) are widely used for
recording process variables.

The development of the digital voltmeter in the early
1960s provided an instrument that could be connected
through a switch to sample a number of unknown signals.
Because of the availability of a digital output from the in-
strument, it became possible to provide a printed record
of the sampled measurands. By adding a time clock, we
arrive at the data-logger (Fig. 59). The contemporary ver-
sions of the data-logger are many and various, from small
devices that have limited digital memory (one or two in-
put channels, suitable for use in remote locations), to ver-
satile multichannel (up to 1000) programmable loggers
and some virtual instrument (data acquisition) systems,
suitable for complex research investigations or permanent
monitoring of a process plant.

One of the problems of automated measurement is the
ease with which one can accumulate vast quantities of
data. To avoid this in permanent logger installations, the
operation is programmed so that although the measurands
are continuously scanned, a printout is provided only if
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FIGURE 59 Block diagram of a basic data logger.

a preset limit is exceeded or when a set of readings is
required for record purposes.

An alternative arrangement that is provided in some
monitoring instruments is the use of a memory to store a
limited amount of information. This store is continuously
updated, and when a fault condition occurs, the informa-
tion prior to the event can be printed out.

The trend in recent years to incorporate a microproces-
sor and memory within a digital multimeter has provided
programmable and logging facilities such as displaying a
reading multiplied by a set constant or the deviation of
a reading from a set level, storing 100 readings, and be-
ing able to recall the maximum, minimum, and average
values.

B. Bus-Connected Measurement Systems

To enable instruments to be coupled together and con-
trolled in a preprogrammed manner, an internationally ac-
cepted bus arrangement has been adopted. It is known var-
iously as the IEEE 488 interface bus, the HPIB (Hewlett
Packard interface bus), and the GPIB (general-purpose in-
terface bus). It evolved from the HPIB that was originally
formulated in the late 1960s.

This widely used bus has specified mechanical and op-
erational protocol arrangements that enable instruments of
different manufacture to be linked to a programmed con-
troller (computer). The bus consists of eight parallel data
lines, three handshake or control lines, five management
lines, and seven ground or return lines (one for data, three
for the handshake circuits, and three for particular man-
agement lines). The IEEE bus connectors are of a stackable
type, having 24 pins (1 is connected to the screen around
the 23 connections). Up to 15 devices can be intercon-
nected in a single system, provided a 20-m length of bus
is not exceeded. However, if a modem is used, a system
can be extended over long distances via a telephone link,
although this seriously affects the operating speed.

Within a system a controller commands devices desig-
nated as talkers, which can only put data onto the bus (e.g.,
some measuring instruments), listeners, which can only
receive data and instructions from the bus (e.g., some print-
ers and switch units), and talkers and listeners, which can

both receive and transmit data (e.g., multifunction meters,
which can have range and function remotely changed).

The controller may be a microcomputer specially de-
signed as a bus controller, a personal computer fitted with
an interface to the bus, or a technical computer if speed and
complexity of the measuring system, together with other
computer requirements, justify the expense. The program-
ming language used with most controllers is user-friendly,
frequently being a modified form of BASIC.

The devices connected via an IEEE bus system may
be arranged in a linear fashion, as a star, or as a com-
bination of line and star. So that a particular device will
know when it is required to perform a task, every de-
vice (talker or listener) must have a bus address that is
unique within the system. To facilitate this, every IEEE
bus-compatible device has a binary bus address that is
switch-settable to values between 0 and 30. These switches
are usually located on the back panel of a device but
may be mounted internally; occasionally they are software
controlled and accessible via the front panel key pad. For
this latter arrangement, the address is stored in nonvolatile
memory.

The benefits of the IEEE bus in forming automated or
controlled measurements are immense, for the bus makes
it possible to take large numbers of readings, process fig-
ures, and then tabulate results or plot graphs in a short
time. The bus has found a very large number of uses in
research, development, and teaching laboratories and for
testing in a production situation.

For situations where the operation of the IEEE bus is
not fast enough the VXIbus has been developed around the
VMEbus architecture. This enables high-speed data rates
of 40 MB/sec along with the necessary communication
protocols to provide the means of building instrumentation
systems for high throughputs. In addition, the design of its
architecture allows for the integration of VXIbus products
into traditional IEEE test systems as well as standalone
systems.

C. Automated Test Equipment

The complexity of electronic equipment is such that it
is impractical manually to test it thoroughly, and the
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only way in which a manufacturer can make performance
checks or tests on products is by computerized testing.
This has led to the rapid growth of the automated test
equipment (ATE) industry. The electronics industry has
always needed to test its products, and this requirement
was met by the in-house manufacture of equipment for
testing sections or subassemblies of a particular system.

The justification for automated testing is economic. A
company must provide its customers with reliable work-
ing products or go out of business, hence it must test its
manufactured equipment. In devising a testing strategy, a
company needs to analyze its product range, scale of pro-
duction, anticipated new products, and the types of fault
that occur during manufacturing processes.

The forms of testing available to a manufacturer are the
following:

1. Component test. Checks individual components prior
to assembly, including checking printed circuit
boards for open and short (between track) circuits.

2. In-circuit test. As in item 1, but after the components
have been inserted and soldered to the printed circuit
board. Frequently this type of test is preceded by a
visual inspection to ascertain the absence of any
components and so forth.

3. Functional test. Exercises the board in a manner that
simulates its use in the final product.

4. Combination test. Combines the in-circuit and
function test situations and overcomes the fault
location/diagnosis problems of the functional testers.

5. Subassembly/system test. Function tests the
subassemblies or the complete system.

Since it is generally accepted that the further along a
production process a fault is found the greater the cost,
the arguments for component testing are strong. However,
the actual number of faulty components at purchase is
quite small. The greater problem is incorrect insertion
of components, such as diodes the wrong way round or
wrong-value resistors inserted. As a result of this, many
companies omit component tests in favor of in-circuit test-
ing. The problem with in-circuit testing is that it requires
“bed-of-nails” test fixtures, one for each printed circuit

board, to make contact at appropriate points within a cir-
cuit, both to connect to the component under test and to
guard out the effects of parallel paths (see Section II.D). A
further disadvantage is that components are unlikely to be
checked at their intended operational speed, so although
they appear satisfactory at a low test frequency, they may
not operate correctly at operational frequency. The advan-
tage of in-circuit testing is that every faulty component
can be located in a single test.

Functional testing overcomes the operational condition
shortcomings of in-circuit testing and the need for the
expensive test fixture, but in general it can identify only
one fault at a time. This has led to the provision by some
ATE manufacturers of combination testers.

To enhance the capabilities of ATE systems, many have
an IEEE bus interface. This allows for complex signal
patterns to be applied to the equipment under test and for
specialized instruments to be used to make measurements
on its output.
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Flow Visualization
Wolfgang Merzkirch
Universität Essen

I. Principles of Flow Visualization Techniques
II. Flow Visualization by Tracer Material

III. Visualization by Refractive Index Changes
IV. Surface Flow Visualization

GLOSSARY

Image processing Digitization of a recorded flow picture
and subsequent evaluation of the pattern by a computer
to determine quantitative data.

Laser-induced fluorescence Visualization by tracer ma-
terial that emits fluorescent radiation upon excitation
by laser light.

Line-of-sight method Visualization by transmitting a
light wave through the fluid flow.

Tomography Computer-aided reconstruction of the
three-dimensional, refractive-index distribution in a
flow to which a line-of-sight method has been applied
in various viewing directions (projections).

Tracer particles Foreign particles with which a fluid flow
is seeded for the purpose of flow visualization by light
scattering.

Whole-field method Diagnostic method providing the
information for a whole field of view (photograph) at
a specific instant of time.

THE METHODS OF FLOW VISUALIZATION are di-
agnostic tools for surveying and measuring the flow of
liquids and gases. They make visible the motion of a fluid
that is normally invisible because of its transparency. By

applying one of the methods of flow visualization, a flow
picture can be directly observed or recorded with a cam-
era. The information in the picture is available for a whole
field, that is, the field of view, and for a specific instant of
time (whole-field method). The information can be either
qualitative, thus allowing for interpreting the mechanical
and physical processes involved in the development of
the flow, or quantitative, so that measurements of certain
properties of the flow field (velocity, density, and so forth)
can be performed. The techniques of flow visualization,
which are used in science and industry, can be classified
according to three basic principles: light scattering from
tracer particles; optical methods relying on refractive in-
dex changes in the flowing fluid; and interaction of the
fluid flow with a solid surface.

I. PRINCIPLES OF FLOW
VISUALIZATION TECHNIQUES

The methods of visualizing a flowing fluid are based on
the interaction of the flow with light. A light wave inci-
dent into the flow field (illumination) may interact with
the fluid in two different ways: (1) light can be scattered
from the fluid molecules or from the tracer particles with
which the fluid is seeded; and (2) the properties of the light

 23
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FIGURE 1 Light incident into a fluid flow is scattered from the
fluid molecules or from tracer particles in various directions. The
light wave transmitted through the transparent fluid is altered in
comparison to the incident light, if the flow field exhibits changes
of the fluid’s refractive index.

wave can be changed, because of a certain optical behav-
ior of the fluid, so that the light wave transmitted through
the flow is different from the incident light (Fig. 1). The
visualization methods based on these two interaction pro-
cesses are totally different in nature and apply to different
flow situations.

Since the light scattered from the fluid molecules
(Rayleigh scattering) is extremely weak, the flow is seeded
with small tracer particles (dust, smoke, dye, and so forth),
and the more intense radiation scattered from these tracers
is observed instead. It is thereby assumed that the motion
of the tracer is identical with the motion of the fluid, an
assumption that does not always hold, for example, in
nonstationary flows. The scattered light carries informa-
tion on the state of the flow at the position of the tracer
particle, that is, the recorded information is local. For ex-
ample, if the light in Fig. 1 is incident in form of a thin
light sheet being normal to the plane of the figure, an ob-
server could receive and record information on the state of
the flow (e.g., the velocity distribution) in the respective
illuminated plane.

The signal-to-noise ratio in this type of flow visualiza-
tion can be improved if the tracer does not just rescatter
the incident light but emits its own, characteristic radi-
ation (inelastic scattering). This principle is realized by
fluorescent tracers (e.g., iodine), which may emit bright
fluorescing light once the fluorescence is induced by an
incident radiation with the appropriate wavelength (laser-
induced fluorescence).

An optical property of a fluid that may change the state
of the transmitted light wave (Fig. 1) is its index of re-
fraction. This index is related to the fluid density, so that
flows with varying density, temperature, or concentration
may affect the transmitted light. Two effects are used for
such an optical flow visualization: the deflection of the
light beams from their original direction (refraction) and
the change of the phase distribution of the wave. The latter

is measured by means of optical interferometry; shadow-
graph and schlieren methods are sensitive to the refractive
light deflection, and they are used for qualitative optical
flow visualization.

The information on the state of the flow or the den-
sity field is integrated along the path of the transmitted
light, that is, the information is not local as in the case of
the techniques using light scattering. For the purpose of
a quantitative information on the three-dimensional flow
field, it is necessary to desintegrate (invert) the data, which
is recorded in two-dimensional (plane) form, for example,
on a photograph. This requires the application of methods
known as computer tomography.

The result of a flow visualization experiment is a flow
picture that may be recorded with a camera (for example,
a photographic camera, movie camera, or video camera).
The information on the state of flow is available in the
recording plane (x–y plane) for a specific instant of time,
ti; or for a number of discrete instants of time in the case of
kinematic recording. This makes the information different
from that obtained by probe measurements (e.g., hot wire
anemometer, laser-Doppler velocimeter), where the data is
measured only at one specific location (coordinate x, y, z),
but as a continuous function of time t .

For the purpose of generating quantitative data on the
flow, the recorded visual pattern must be identified, eval-
uated, and interpreted. In order to objectify the evaluation
and make it independent of a viewer’s interpretation, the
pattern can be recognized by electro-optical devices and
transformed into digital data, which are then processed by
a computer (image processing).

II. FLOW VISUALIZATION
BY TRACER MATERIAL

That a flow becomes visible from foreign particles that are
floating on a free water surface or suspended in the fluid is
a fact of daily experience. This crude approach has been
refined for laboratory experiments. The methods of flow
visualization by adding a tracer material to the flow are
not real science but art that concerns the selection of the
appropriate tracers, their concentration in the fluid, and
the systems for illumination and recording.

The trace material, after being released, is swept along
with the flow. If one does not resolve the motion of sin-
gle particles, qualitative information on the flow structure
(streamlines, vortices, separated flow regimes) becomes
available from the observed pattern. The identification of
the motion of individual tracers provides quantitative in-
formation on the flow velocity, provided that there is no
velocity deficit between the tracer and the fluid. Only in
the case of fluorescent (or phosphorescent) tracers is it
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FIGURE 2 Visualization of the swirling flow behind an inclined
cylinder by dye lines in water. Original dye lines are alternat-
ingly red and blue. (Courtesy of Dr. H. Werlé, ONERA, Châtillon,
France.)

possible to deduce data on quantities other than velocity
(density, temperature).

Besides some general properties that any seed mate-
rial for flow visualization should have (e.g., nontoxic,
noncorrosive), there are mainly three conditions the trac-
ers should meet; they are neutral buoyancy, high stability
against mixing, and good visibility. The first requirement

FIGURE 3 Time exposure of the water flow around a pitching airfoil shape. The water is seeded with tracer particles
that appear as streaks of finite length. The pattern of the streaks is a measure of the distribution of the velocity vector
in the illuminated plane. (Courtesy of Dr. M. Coutanceau, Université de Poitiers, France.)

is almost impossible to meet for air flows. Smoke or oil
mist are the most common trace materials in air, with the
particle size of these tracers being so small (<1 µm) that
their settling velocity is minimized. A number of neutrally
buoyant dyes are known for the visualization of water
flows, the colors introducing an additional component of
information (Fig. 2).

Special arrangements for illumination and recording as
well as timing are necessary if the goal is to measure the
velocity of individual tracer particles. A time exposure is
a possible way for visualizing the instantaneous velocity
distribution in a whole field (plane) of the flow. Each par-
ticle appears in the form of a streak whose length is a mea-
sure of the velocity vector in the plane (Fig. 3). An alternate
way is to take a double exposure produced by two very
short light pulses with a definite time interval between the
two pulses. An optical or numerical Fourier analysis of the
field of particle double images provides the distribution of
the velocity vectors (“particle image velocimetry”: PIV).
The plane section in the flow is realized by expanding a
thin laser light beam in one plane by means of a cylindrical
lens, so that all tracer particles in this plane light sheet are
illuminated. The velocity component normal to the plane
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FIGURE 4 Smoke lines around a car in a full-scale wind tunnel. (Courtesy of Volkswagenwerk AG, Wolfsburg, Federal
Republic of Germany.)

is not recovered. Flow visualization by tracer materials is
a standard technique in wind tunnels, water tunnels, other
flow facilities, and field studies. A typical application is
the study of the flow around car bodies with the aim of
improving the aerodynamic characteristics of the shape
(Fig. 4).

III. VISUALIZATION BY REFRACTIVE
INDEX CHANGES

The refractive index of a (transparent) fluid is a function
of the fluid density. The relationship is exactly described
by the Clausius-Mosotti equation; for gases, this equa-
tion reduces to a simple, linear relationship between the
refractive index, n, and the gas density, ρ, known as the
Gladstone-Dale formula. Therefore, refractive index vari-
ations occur in a fluid flow in which the density changes,
for example, because of compressibility (high-speed aero-
dynamics or gas dynamics), heat release (convective
heat transfer, combustion), or differences in concentration
(mixing of fluids with different indices of refraction).

A light wave transmitted through the flow with refrac-
tive index changes is affected in two different ways: it is
deflected from its original direction of propagation and its
optical phase is altered in comparison to the phase of the
undisturbed wave. In a recording plane at a certain distance

behind the flow field under study, three different quantities
can be measured (Fig. 5). Each quantity defines a group
of optical visualization methods that depend in a different
way on the variation of the refractive index, n in the flow
field (Table I). A particular method requires the use of
an optical apparatus transforming the measurable quan-
tity (light deflection, optical phase changes) into a visual
pattern in the recording plane. The pattern is either qual-
itative (shadowgraph, schlieren) or quantitative (moiré,
speckle photography, interferometry), thus allowing for

FIGURE 5 Interaction of a light ray with the refractive index field
of a fluid flow (test object). The information on light deflection and
optical phase changes is recorded in a plane at distance l behind
the flow field. [From Merzkirch, W. (1987). “Flow Visualization,”
2nd ed., Academic Press, San Diego.]
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TABLE I Optical Methods for Line-of-Sight Flow Visualization

Information on
Quantity measured Sensitive to refractive index

Optical method (see Fig. 5) changes of or density

Shadowgraph �x + �y

(
∂2n

∂x2
+ ∂2n

∂y2

)
Qualitative

Schlieren εx or εy
∂n

∂x
or

∂n

∂y
Qualitative

Moiré deflectometry εx or εy
∂n

∂x
or

∂n

∂y
Quantitative

Speckle deflectometry εx or εy
∂n

∂x
and

∂n

∂y
Quantitative

Schlieren interferometry Optical phase change in Q∗ ∂n

∂x
or

∂n

∂y
Quantitative

Reference beam interferometry Optical phase change in Q∗ n Quantitative

a deduction of data of the refractive index or density dis-
tribution in the flow.

A standard case of application of optical flow visual-
ization is the air flow around a projectile or aerodynamic
shape flying at high velocity (Fig. 6). This application to
experimental ballistic studies can be traced back to the
middle of the 19th century when the methods had been in-
vented in their simplest form. A tremendous push forward
in the development of these methods was the availability
of laser light, from which particularly the interferometric
methods benefitted (Fig. 7). Finally, the combination of
holography with interferometry facilitated the mechani-
cal design of practical interferometers.

FIGURE 6 Schlieren photograph of a sphere flying at high super-
sonic velocity from left to right. [From Merzkirch, W. (1987). “Flow
Visualization,” 2nd ed., Academic Press, San Diego.]

A major problem with the optical visualization meth-
ods, which rely on the transmittance of light (line-of-sight
methods), is the integration of the information on the re-
fractive index (or density) along the path of the light, in
terms of Fig. 5 along the z-direction. The data received in
the recording plane are functions of only x and y, whereas
in the general case, refractive index or fluid density in the
flow are functions of all three space coordinates, x, y, and z.

FIGURE 7 Shearing (schlieren) interferogram of the hot gases
rising from a candle flame. (Photographed by H. Vanheiden, Uni-
versität Essen, Federal Republic of Germany.)
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FIGURE 8 Oil film pattern of the flow around an orbiter model that was tested in a wind tunnel. (Courtesy of L. H.
Seegmiller, NASA Ames Research Center, Moffet Field, California.)

This three-dimensional distribution of the fluid density
can be resolved by recording with the optical setup sev-
eral projections in different directions through the flow and
processing the obtained data with the methods of com-
puter tomography. If the flow has rotational symmetry,
one projection only is sufficient, and the axisymmetrically
distributed fluid density can be determined by applying to
the data an inversion scheme (Abel inversion).

IV. SURFACE FLOW VISUALIZATION

The interaction of a fluid flow with the surface of a solid
body is a subject of great interest. Many technical mea-
surements are aimed to determine the shear forces, pres-
sure forces, or heating loads applied by the flow to the
body. A possible means of estimating the rates of momen-
tum, mass, and heat transfer is to visualize the flow pattern
very close to the body surface. For this purpose, the body
surface can be coated with a thin layer of a substance that,
upon the interaction with the fluid flow, develops a certain
visible pattern. This pattern can be interpreted qualita-
tively, and in some cases, it is possible to measure certain
properties of the flow close to the surface. Three different
interaction processes can be used for generating different
kinds of information.

1. Mechanical Interaction

In the most common technique, which applies to air flows
around solid bodies, the solid surface is coated with a thin

layer of oil mixed with a finely powdered pigment. Be-
cause of frictional forces, the air stream carries the oil
with it, and the remaining streaky deposit of the pigment
gives information on the direction of the flow close to the
surface. The observed pattern may also indicate positions
where the flow changes from laminar to turbulent and po-
sitions of flow separation and attachment (Fig. 8). Under
certain circumstances the wall shear stress can be deter-
mined from a measurement of the instantaneous oil film
thickness.

2. Chemical Interaction

The solid surface is coated with a substance that changes
color upon the chemical reaction with a material with
which the flowing fluid is seeded. The reaction, and
thereby the color change, is the more intense, the higher
the mass transfer from the fluid to the surface. Separated
flow regimes with little mass transfer rates can therefore be
well discriminated from regions of attached flow. Coating
substances are known that change color upon changes of
the surface pressure. This is an elegant way for determin-
ing pressure loads on the surface of aerodynamic bodies.

3. Thermal Interaction

Coating materials that change color as a function of the
surface temperature (temperature sensitive paints, liq-
uid crystals) are known. Observation of the respective
color changes allows for determining the instantaneous
positions of specific isothermals and deriving the heat
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transfer rates to surfaces, which are heated up or cooled
down in a fluid flow. Equivalent visible information is
available, without the need of surface coating, by apply-
ing an infrared camera.

SEE ALSO THE FOLLOWING ARTICLES

FLUID DYNAMICS • HEAT FLOW • IMAGING OPTICS •
LIQUIDS, STRUCTURE AND DYNAMICS • IMAGING OPTICS
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I. Introduction
II. Positioning

III. Earth’s Gravity Field
IV. Geo-Kinematics
V. Satellite Techniques

GLOSSARY

Coordinates These are the numbers that define positions
in a specific coordinate system. For a coordinate system
to be usable (to allow the determination of coordinates)
in the real (earth) space, its position and the orientation
of its Cartesian axes in the real (earth) space must be
known.

Coordinate system In three-dimensional Euclidean
space, which we use in geodesy for solving most of
the problems, we need either the Cartesian or a curvi-
linear coordinate system, or both, to be able to work
with positions. The Cartesian system is defined by an
orthogonal triad of coordinate axes; a curvilinear sys-
tem is related to its associated generic Cartesian system
through some mathematical prescription.

Ellipsoid/spheroid Unless specified otherwise, we un-
derstand by this term the geometrical body created by
revolving an ellipse around it minor axis, consequently
known as an ellipsoid of revolution. By spheroid, we
understand a spherelike body, which, of course, in-
cludes an ellipsoid as well.

Errors (uncertainties) Inevitable, usually small errors

of either a random or systematic nature, which
cause uncertainty in every measurement and, conse-
quently, an uncertainty in quantities derived from these
observations.

GPS Global Positioning System based on the use of a
flock of dedicated satellites.

Gravity anomaly The difference between actual gravity
and model gravity, e.g., the normal gravity, where the
two gravity values are related to two different points on
the same vertical line. These two points have the same
value of gravity potential: the actual gravity potential
and the model gravity potential, respectively.

Normal gravity field An ellipsoidal model of the real
gravity field.

Positioning (static and kinematic) This term is used in
geodesy as a synonym for the “determination of posi-
tions” of different objects, either stationary or moving.

Satellite techniques Techniques for carrying out differ-
ent tasks that use satellites and/or satellite-borne instru-
mentation.

Tides The phenomenon of the earth deformation, includ-
ing its liquid parts, under the influence of solar and
lunar gravitational variations.

 575
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WHAT IS GEODESY?

Geodesy is a science, the oldest earth (geo-) science, in
fact. It was born of fear and curiosity, driven by a desire to
predict natural happenings and calls for the understanding
of these happenings. The classical definition, according
to one of the “fathers of geodesy” reads: “Geodesy is the
science of measuring and portraying the earth’s surface”
(Helmert, 1880, p. 3). Nowadays, we understand the scope
of geodesy to be somewhat wider. It is captured by the fol-
lowing definition (Vanı́ček and Krakiwsky, 1986, p. 45):
“Geodesy is the discipline that deals with the measure-
ment and representation of the earth, including its gravity
field, in a three-dimensional time varying space.” Note
that the contemporary definition includes the study of the
earth gravity field (see Section III), as well as studies of
temporal changes in positions and in the gravity field (see
Section IV).

I. INTRODUCTION

A. Brief History of Geodesy

Little documentation of the geodetic accomplishments of
the oldest civilizations, the Sumerian, the Egyptian, the
Chinese, and the Indian, has survived. The first firmly doc-
umented ideas about geodesy go back to Thales of Miletus
(ca. 625–547 BC), Anaximander of Miletus (ca. 611–
545 BC), and the school of Pythagoras (ca. 580–500 BC).
The Greek students of geodesy included Aristotle (384–

FIGURE 1 Toscanelli’s view of the Western Hemisphere.

322 BC), Eratosthenes (276–194 BC)—the first reason-
ably accurate determination of the size of the earth, but
not taken seriously until 17 centuries later—and Ptolemy
(ca. 75–151 AD).

In the Middle Ages, the lack of knowledge of the real
size of the earth led Toscanelli (1397–1482) to his famous
misinterpretation of the world (Fig. 1), which allegedly
lured Columbus to his first voyage west. Soon after,
the golden age of exploration got under way and with it the
use of position determination by astronomical means. The
real extent of the world was revealed to have been close to
Eratosthenes’s prediction, and people started looking for
further quantitative improvements of their conceptual
model of the earth. This led to new measurements on
the surface of the earth by a Dutchman Snellius (in the
1610s) and a Frenchman Picard (in the 1670s) and the first
improvement on Eratosthenes’s results. Interested readers
can find fascinating details about the oldest geodetic events
in Berthon and Robinson (1991).

At about the same time, the notion of the earth’s grav-
ity started forming up through the efforts of a Dutch-
man Stevin (1548–1620), Italians Galileo (1564–1642)
and Borelli (1608–1679), an Englishman Horrox (1619–
1641), and culminating in Newton’s (1642–1727) theory
of gravitation. Newton’s theory predicted that the earth’s
globe should be slightly oblate due to the spinning of
the earth around its polar axis. A Frenchman Cassini
(1625–1712) disputed this prediction; consequently, the
French Academy of Science organized two expeditions to
Peru and to Lapland under the leadership of Bouguer and



P1: GPB Final

Encyclopedia of Physical Science and Technology EN006G-283 June 29, 2001 21:25

Geodesy 577

Maupertuis to measure two meridian arcs. The results con-
firmed the validity of Newton’s prediction. In addition,
these measurements gave us the first definition of a meter,
as one ten-millionth part of the earth’s quadrant.

For 200 years, from about mid-18th century on, geodesy
saw an unprecedented growth in its application. Posi-
tion determination by terrestrial and astronomical means
was needed for making maps, and this service, which
was naturally provided by geodesists and the image of
a geodesist as being only a provider of positions, sur-
vives in some quarters till today. In the meantime, the
evolution of geodesy as a science continued with contri-
butions by Lagrange (1736–1813), Laplace (1749–1827),
Fourier (1768–1830), Gauss (1777–1855), claimed by
some geodesists to have been the real founder of geode-
tic science, Bessel (1784–1846), Coriolis (1792–1843),
Stokes (1819–1903), Poincaré (1854–1912), and Albert
Einstein. For a description of these contributions, see
Vanı́ček and Krakiwsky (1986, Section 1.3).

B. Geodesy and Other Disciplines
and Sciences

We have already mentioned that for more than 200 years
geodesy—strictly speaking, only one part of geodesy,
i.e., positioning—was applied in mapping in the disguise
known on this continent as “control surveying.” Posi-

FIGURE 2 Geodesy and other disciplines.

tioning finds applications also in the realm of hydrog-
raphy, boundary demarcation, engineering projects, ur-
ban management, environmental management, geogra-
phy, and planetology. At least one other part of geodesy,
geo-kinematic, finds applications also in ecology.

Geodesy has a symbiotic relation with some other sci-
ences. While geodesy supplies geometrical information
about the earth, the other geosciences supply physical
knowledge needed in geodesy for modeling. Geophysics
is the first to come to mind: the collaboration between geo-
physicists and geodesists is quite wide and covers many
facets of both sciences. As a result, the boundary between
the two sciences became quite blurred even in the minds of
many geoscientists. For example, to some, the study of the
global gravity field fits better under geophysics rather than
geodesy, while the study of the local gravity field may be-
long to the branch of geophysics known as exploration
geophysics. Other sciences have similar but somewhat
weaker relations with geodesy: space science, astronomy
(historical ties), oceanography, atmospheric sciences, and
geology.

As all exact sciences, geodesy makes heavy use of math-
ematics, physics, and, of late, computer science. These
form the theoretical foundations of geodetic science and,
thus, play a somewhat different role vis-à-vis geodesy. In
Fig. 2, we have attempted to display the three levels of
relations in a cartoon form.
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C. Profession and Practice of Geodesy

Geodesy, as most other professions, spans activities rang-
ing from purely theoretical to very applied. The global
nature of geodesy dictates that theoretical work be done
mostly at universities or government institutions. Few pri-
vate institutes find it economically feasible to do geodetic
research. On the other hand, it is quite usual to combine
geodetic theory with practice within one establishment.
Much of geodetic research is done under the disguise of
space science, geophysics, oceanography, etc.

Of great importance to geodetic theory is international
scientific communication. The international organization
looking after geodetic needs is the International Associ-
ation of Geodesy (IAG), the first association of the more
encompassing International Union of Geodesy and Geo-
physics (IUGG) which was set up later in the first third
of 20th century. Since its inception, the IAG has been
responsible for putting forward numerous important rec-
ommendations and proposals to its member countries. It
is also operating several international service outfits such
as the International Gravimetric Bureau (BGI), the Inter-
national Earth Rotation Service (IERS), Bureau Interna-
tionale des Poids et Mesures—Time Section (BIPM), the
International GPS Service (IGS), etc. The interested reader
would be well advised to check the current services on the
IAG web page.

Geodetic practice is frequently subjugated to mapping
needs of individual countries, often only military map-
ping needs. This results in other components of geodetic
work being done under the auspices of other professional
institutions. Geodesists practicing positioning are often
lumped together with surveyors. They find a limited inter-
national forum for exchanging ideas and experience in the
International Federation of Surveyors (FIG), a member
of the Union of International Engineering Organizations
(UIEO).

The educational requirements in geodesy would typ-
ically be a graduate degree in geodesy, mathematics,
physics, geophysics, etc. for a theoretical geodesist and an
undergraduate degree in geodesy, surveying engineering
(or geomatics, as it is being called today), survey science,
or a similar program for an applied geodesist. Survey tech-
nicians, with a surveying (geomatics) diploma from a col-
lege or a technological school, would be much in demand
for field data collection and routine data manipulations.

II. POSITIONING

A. Coordinate Systems Used in Geodesy

Geodesy is interested in positioning points on the surface
of the earth. For this task a well-defined coordinate sys-

tem is needed. Many coordinate systems are being used
in geodesy, some concentric with the earth (geocentric
systems), some not. Also, both Cartesian and curvilinear
coordinates are used. There are also coordinate systems
needed specifically in astronomical and satellite position-
ing, which are not appropriate to describe positions of
terrestrial points in.

Let us discuss the latter coordinate systems first. They
are of two distinct varieties: the apparent places and the
orbital. The apparent places (AP) and its close relative,
the right ascension (RA) coordinate systems, are the ones
in which (angular) coordinates of stars are published. The
orbital coordinate systems (OR) are designed to be used in
describing satellite positions and velocities. T
between these systems and with the systems
below will be discussed in Section II.F. Intere
can learn about these coordinate systems in V
Krakiwsky (1986, Chap. 15).

The geocentric systems have their z-axis al
with the instantaneous spin axis (cf., Section 
earth (instantaneous terrestrial system) or w
thetical spin axis adopted by a convention (c
terrestrial systems). The geocentric systems b
ful only quite recently, with the advent of satell
ing. The nongeocentric systems are used eith
work (observations), in which case their orig
located at a point on the surface of the eart
tric systems called local astronomic and loca
or for a regional/continental work in the pas
ter nongeocentric (near-geocentric) systems w
used in lieu of geocentric systems, when the
yet realizable, and are known as the geodetic sy
origin is usually as close to the center of mass
as the geodesists of yesteryear could make it
the center of mass by anything between a few
a few kilometers, and there are some 150 of th
tence around the world.

Both the geocentric and geodetic coordinate
used together with reference ellipsoids (ellipso
lution or biaxial ellipsoids), also called in som
ature “spheroids.” (The modern usage of the te
is for closed, spherelike surfaces, which are m
cated than biaxial ellipsoids.) These referenc
are taken to be concentric with their coordin
geocentric or near geocentric, with the axis o
coinciding with the z-axis of the coordinate s
basic idea behind using the reference ellipsoid
fit the real shape of the earth, as described b
(see Section III.B for details) rather well and
regarded as representative, yet simple, expre
shape of the earth.
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hence, the name. But to serve in this role, an ellipsoid
(together with the associated Cartesian coordinate system)
must be fixed with respect to the earth. Such an ellipsoid
(fixed with respect to the earth) is often called a horizontal
datum. In North America we had the North American
Datum of 1927, known as NAD 27 (U.S. Department of
Commerce, 1973) which was replaced by the geocentric
North American Datum of 1983, referred to as NAD 83
(Boal and Henderson, 1988; Schwarz, 1989).

The horizontal geodetic coordinates, latitude ϕ and lon-
gitude λ, together with the geodetic height h (called by
some authors by ellipsoidal height, a logical nonsequitur,
as we shall see later), make the basic triplet of curvilinear
coordinates widely used in geodesy. They are related to
their associated Cartesian coordinates x , y, and z by the
following simple expressions:

x = (N + h) cos ϕ cos λ

y = (N + h) cos ϕ sin λ (1)

z = (Nb2/a2 + h) sin ϕ,

where N is the local radius of curvature of the reference
ellipsoid in the east–west direction,

N = a2 (a2 cos2 ϕ + b2 sin2 ϕ)−1/2, (2)

where a is the major semi-axis and b is the minor semi-
axis of the reference ellipsoid. We note that the geodetic
heights are not used in practice; for practical heights, see
Section II.B. It should be noted that the horizontal geodetic
coordinates are the ones that make the basis for all maps,
charts, legal land and marine boundaries, marine and land
navigation, etc. The transformations between these hor-
izontal coordinates and the two-dimensional Cartesian
coordinates x , y on the maps are called cartographic
mappings.

Terrestrial (geocentric) coordinate systems are used in
satellite positioning. While the instantaneous terrestrial
(IT) system is well suited to describe instantaneous po-
sitions in, the conventional terrestrial (CT) systems are
useful for describing positions for archiving. The con-
ventional terrestrial system recommended by IAG is the
International Terrestrial Reference System (ITRS), which
is “fixed to the earth” via several permanent stations whose
horizontal tectonic velocities are monitored and recorded.

gets associated with the time of fixing by time tagging. The
“realization” of the ITRS by means of coordinates of some
selected points is called the International Terrestrial Ref-
erence Frame (ITRF). Transformation parameters needed
for transforming coordinates from one epoch to the next
are produced by the International Earth Rotation Service
(IERS) in Paris, so one can keep track of the time evolution
of the positions. For more detail the reader is referred to

the web site of the IERS or to a popular article by Boucher
and Altamini (1996).

B. Point Positioning

It is not possible to determine either three-dimensional
(3D) or two-dimensional (2D) (horizontal) positions of
isolated points on the earth’s surface by terrestrial means.
For point positioning we must be looking at celestial ob-
jects, meaning that we must be using either optical tech-
niques to observe stars [geodetic astronomy, see Mueller
(1969)] or electronic/optical techniques to observe earth’s
artificial satellites (satellite positioning, cf., Section V.B).
Geodetic astronomy is now considered more or less obso-
lete, because the astronomically determined positions are
not very accurate (due to large effects of unpredictable at-
mospheric refraction) and also because they are strongly
affected by the earth’s gravity field (cf., Section III.D).
Satellite positioning has proved to be much more practi-
cal and more accurate.

On the other hand, it is possible to determine heights
of some isolated points through terrestrial means by tying
these points to the sea level. Practical heights in geodesy,
known as orthometric heights and denoted by H O, or sim-
ply by H , are referred to the geoid, which is an equipo-
tential surface of the earth’s gravity field (for details, see
Section III.B) approximated by the mean sea level (MSL)
surface to an accuracy of within ±1.5 m. The difference
between the two surfaces arises from the fact that seawater
is not homogeneous and because of a variety of dynamical
effects on the seawater. The height of the MSL above the
geoid is called the sea surface topography (SST). It is a
very difficult quantity to obtain from any measurements;
consequently, it is not yet known very accurately. We note
that the orthometric height H is indeed different from the
geodetic height h discussed in Section II.A: the relation
between the two kinds of heights is shown in Fig. 3, where
the quantity N , the height of the geoid above the refer-
ence ellipsoid, is usually called the geoidal height (geoid

FIGURE 3 Orthometric and geodetic heights.
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undulation) (cf., Section III.B). Thus, the knowledge of
the geoid is necessary for transforming the geodetic to
orthometric heights and vice versa. We note that the ac-
ceptance of the standard geodetic term of “geoidal height”
(height of the geoid above the reference ellipsoid) makes
the expression “ellipsoidal height” for (geodetic) height
of anything above the reference ellipsoid, a logical non-
sequitur as pointed out above.

We have seen above that the geodetic height is a purely
geometrical quantity, the length of the normal to the ref-
erence ellipsoid between the ellipsoid and the point of
interest. The orthometric height, on the other hand, is de-
fined as the length of the plumbline (a line that is always
normal to the equipotential surface of the gravity field)
between the geoid and the point of interest and, as such,
is intimately related to the gravity field of the earth. (As
the plumbline is only slightly curved, the length of the
plumbline is practically the same as the length of the nor-
mal to the geoid between the geoid and the point of inter-
est. Hence, the equation h ∼= H + N is valid everywhere
to better than a few millimeters.) The defining equation
for the orthometric height of point A (given by its position
vector rA) is

H O(rA) = H (rA) = [W0 − W (rA)]/mean(gA), (3)

where W0 stands for the constant gravity potential on
the geoid, W (rA) is the gravity potential at point A, and
mean(gA) is the mean value of gravity (for detailed treat-
ment of these quantities, see Sections III.A and III.B) be-
tween A and the geoid—these. From these equations it
can be easily gleaned that orthometric heights are indeed
referred to the geoid (defined as W0 = 0). The mean(g)
cannot be measured and has to be estimated from grav-
ity observed at A, g(rA), assuming a reasonable value for
the vertical gradient of gravity within the earth. Helmert
(1880) hypothesized the value of 0.0848 mGal m−1 sug-(1880) hypothesized the value of 0.0848 mGal m−1 sug-
gested independently by Poincaré and Prey to be valid for
the region between the geoid and the earth’s surface (see
Section III.C), to write

mean(gA) ∼= g(rA) + 0.0848 H (rA)/2 [mGal]. (4)

For the definition of units of gravity, Gal, see Section III.A.
Helmert’s (approximate) orthometric heights are used for
mapping and for technical work almost everywhere. They
may be in error by up to a few decimeters in the moun-
tains. Equipotential surfaces at different heights are not
parallel to the equipotential surface at height 0, i.e., the
geoid. Thus, orthometric heights of points on the same
equipotential surface W = const. �= W0 are generally not
the same and, for example, the level of a lake appears to
be sloping. To avoid this, and to allow the physical laws
to be taken into proper account, another system of height
is used: dynamic heights. The dynamic height of point A

is defined as

H D(rA) = [W0 − W (rA)]/γref, (5)

where γref is a selected (reference) value of gravity, con-
stant for the area of interest. We note that points on the
same equipotential surface have the same dynamic height;
that dynamic heights are referred to the geoid but they must
be regarded as having a scale that changes from point to
point.

We must also mention the third most widely used height
system, the normal heights. These heights are defined by

H N(rA) = H ∗(rA) = [W0 − W (rA)]/mean(γA), (6)

where mean(γA) is the value of the model gravity called
“normal” (for a detailed explanation, see Section III.A) at
a height of H N(rA)/2 above the reference ellipsoid along
the normal to the ellipsoid (Molodenskij, Eremeev, and
Yurkina, 1960). We refer to this value as mean because
it is evaluated at a point halfway between the reference
ellipsoid and the locus of H N(rA), referred to the refer-
ence ellipsoid, which (locus) surface is called the telluroid.
For practical purposes, normal heights of terrain points A
are referred to a different surface, called quasi-geoid (cf.,
Section III.G), which, according to Molodenskij, can be
computed from gravity measurements in a similar way to
the computation of the geoid.

C. Relative Positioning

Relative positioning, meaning positioning of a point with
respect to an existing point or points, is the preferred mode
of positioning in geodesy. If there is intervisibility between
the points, terrestrial techniques can be used. For satellite
relative positioning, the intervisibility is not a requirement,
as long as the selected satellites are visible from the two
points in question. The accuracy of such relative positions
is usually significantly higher than the accuracy of single
point positions.

The classical terrestrial techniques for 2D relative po-
sitioning make use of angular (horizontal) and distance
measurements, which always involve two or three points.
These techniques are thus differential in nature. The com-
putations of the relative 2D positions are carried out either
on the horizontal datum (reference ellipsoid), in terms of
latitude difference �ϕ and longitude difference �λ, or
on a map, in terms of Cartesian map coordinate differ-
ences �x and �y. In either case, the observed angles,
azimuths, and distances have to be first transformed (re-
duced) from the earth’s surface, where they are acquired,
to the reference ellipsoid, where they are either used in
the computations or transformed further onto the selected
mapping plane. We shall not explain these reductions here;
rather, we would advise the interested reader to consult one
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of the classical geodetic textbooks (e.g., Zakatov, 1953;
Bomford, 1971).

To determine the relative position of one point with re-
spect to another on the reference ellipsoid is not a simple
proposition, since the computations have to be carried out
on a curved surface and Euclidean geometry no longer
applies. Links between points can no longer be straight
lines in the Euclidean sense; they have to be defined as
geodesics (the shortest possible lines) on the reference el-
lipsoid. Consequently, closed form mathematical expres-
sions for the computations do not exist, and use has to
be made of various series approximations. Many such ap-
proximations had been worked out, which are valid for
short, medium, or long geodesics. For 200 years, coor-
dinate computations on the ellipsoid were considered to
be the backbone of (classical) geodesy, a litmus test for
aspiring geodesists. Once again, we shall have to desist
from explaining the involved concepts here as there is no
room for them in this small article. Interested readers are
referred once more to the textbooks cited above.

Sometimes, preference is given to carrying out the rel-
ative position computations on the mapping plane, rather
than on the reference ellipsoid. To this end, a suitable car-
tographic mapping is first selected, normally this would be
the conformal mapping used for the national/state geodetic
work. This selection carries with it the appropriate mathe-
matical mapping formulae and distortions associated with
the selected mapping (Lee, 1976). The observed angles ω,
azimuths α, and distances S (that had been first reduced
to the reference ellipsoid) are then reduced further (dis-
torted) onto the selected mapping plane where (2D) Eu-
clidean geometry can be applied. This is shown schemat-
ically in Fig. 4. Once these reductions have been carried
out, the computation of the (relative) position of the un-
known point B with respect to point A already known on
the mapping plane is then rather trivial:

xB = xA + �xAB, yB = yA + �yAB. (7)

FIGURE 4 Mapping of ellipsoid onto a mapping plane.

Relative vertical positioning is based on somewhat more
transparent concepts. The process used for determining
the height difference between two points is called geode-
tic levelling (Bomford, 1971). Once the levelled height
difference is obtained from field observations, one has to
add to it a small correction based on gravity values along
the way to convert it to either the orthometric, the dy-
namic, or the normal height difference. Geodetic levelling
is probably the most accurate geodetic relative position-
ing technique. To determine the geodetic height difference
between two points, all we have to do is to measure the
vertical angle and the distance between the points. Some
care has to be taken that the vertical angle is reckoned
from a plane perpendicular to the ellipsoidal normal at the
point of measurement.

Modern extraterrestrial (satellite and radio astronomi-
cal) techniques are inherently three dimensional. Simulta-
neous observations at two points yield 3D coordinate dif-
ferences that can be added directly to the coordinates of the
known point A on the earth’s surface to get the sought co-
ordinates of the unknown point B (on the earth’s surface).
Denoting the triplet of Cartesian coordinates (x , y, z) in
any coordinate system by r and the triplet of coordinate
differences (�x , �y, �z) by �r, the 3D position of point
B is given simply by

rB = rB + �rAB, (8)

where �rAB comes from the observations.
We shall discuss in Section V.B how the “base vector”

�rAB is derived from satellite observations. Let us just
mention here that �rAB can be obtained also by other tech-
niques, such as radio astronomy, inertial positioning, or
simply from terrestrial observations of horizontal and ver-
tical angles and distances. Let us show here the principle of
the interesting radio astronomic technique for the determi-
nation of the base vector, known in geodesy as Very Long
Baseline Interferometry (VLBI). Figure 5 shows schemat-
ically the pair of radio telescopes (steerable antennas, A
and B) following the same quasar whose celestial position
is known (meaning that es is known). The time delay τ can
be measured very accurately and the base vector �rAB can
be evaluated from the following equation:

τ = c−1 es�rAB, (9)

where c is the speed of light. At least three such equations
are needed for three different quasars to solve for �rAB.

Normally, thousands of such equations are available
from dedicated observational campaigns. The most im-
portant contribution of VLBI to geodesy (and astronomy)
is that it works with directions (to quasars) which can be
considered as the best approximations of directions in an
inertial space.
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FIGURE 5 Radioastronomical interferometry.

D. Geodetic Networks

In geodesy we prefer to position several points simulta-
neously because when doing so we can collect redundant
information that can be used to check the correctness of
the whole positioning process. Also, from the redundancy,
one can infer the internal consistency of the positioning
process and estimate the accuracy of so determined posi-
tions (cf., Section II.E). Thus, the classical geodetic way
of positioning points has been in the mode of geodetic
networks, where a whole set of points is treated simulta-
neously. This approach is, of course, particularly suitable
for the terrestrial techniques that are differential in nature,
but the basic rationale is equally valid even for modern
positioning techniques. After the observations have been
made in the field, the positions of network points are esti-
mated using optimal estimation techniques that minimize
the quadratic norm of observation residuals from systems
of (sometimes hundreds of thousands) overdetermined
(observation) equations. A whole body of mathematical
and statistical techniques dealing with network design and
position estimation (network adjustment) has been devel-
oped; the interested reader may consult Grafarend and
Sansò (1985), Hirvonen (1971), and Mikhail (1976) for
details.

The 2D (horizontal) and 1D (vertical) geodetic net-
works of national extent, sometimes called national con-

trol networks, have been the main tool for positioning
needed in mapping, boundary demarcation, and other
geodetic applications. For illustration, the Canadian na-
tional geodetic levelling network is shown in Fig. 6. We
note that national networks are usually interconnected to
create continental networks that are sometimes adjusted
together—as is the case in North America—to make the
networks more homogeneous. Local networks in one, two,
and three dimensions have been used for construction pur-
poses. In classical geodetic practice, the most widely en-
countered networks are horizontal, while 3D networks are
very rare.

Vertical (height, levelling) networks are probably the
best example of how differential positioning is used to-
gether with the knowledge of point heights in carrying the
height information from the seashore inland. The heights
of selected shore benchmarks are first derived from the ob-
servations of the sea level (cf., Section II.B), carried out
by means of tide gauges (also known in older literature
as mareographs) by means of short levelling lines. These
basic benchmarks are then linked to the network by longer
levelling lines that connect together a whole multitude of
land benchmarks (cf., Fig. 6).

Modern satellite networks are inherently three-
dimensional. Because the intervisibility is not a re-
quirement for relative satellite positioning, satellite net-
works can and do contain much longer links and can
be much larger in geographical extent. Nowadays, global
geodetic networks are constructed and used for different
applications.

E. Treatment of Errors in Positions

All positions, determined in whatever way, have errors,
both systematic and random. This is due to the fact that
every observation is subject to an error; some of these
errors are smaller, some are larger. Also, the mathematical
models from which the positions are computed are not
always completely known or properly described. Thus,
when we speak about positions in geodesy, we always
mention the accuracy/error that accompanies it. How are
these errors expressed?

Random errors are described by following quadratic
form:

ξTC−1ξ = Cα, (10)

where C is the covariance matrix of the position (a three
by three matrix composed of variances and covariances of
the three coordinates which comes as a by-product of the
network adjustment) and Cα is a factor that depends on
the probability density function involved in the position
estimation and on the desired probability level α. This



P1: GPB Final

Encyclopedia of Physical Science and Technology EN006G-283 June 29, 2001 21:25

Geodesy 583

FIGURE 6 The Canadian national geodetic levelling network (Source: www.nrcan.gc.ca. Copyright: Her Majesty the
Queen in Right of Canada, Natural Resources Canada, Geodetic Survey Division. All rights reserved.)

quadratic form can be interpreted as an equation of an
ellipsoid, called a confidence region in statistics or an error
ellipsoid in geodetic practice. The understanding is that if
we know the covariance matrix C and select a probability
level α we are comfortable with, then the vector difference
ξ between the estimated position r∗ and the real position
r is, with probability α, within the confines of the error
ellipsoid.

The interpretation of the error ellipsoid is a bit tricky.
The error ellipsoid described above is called absolute, and
one may expect that errors (and thus also accuracy) thus
measured refer to the coordinate system in which the po-
sitions are determined. They do not! They actually refer
to the point (points) given to the network adjustment (cf.,
Section II.D) for fixing the position of the adjusted point
configuration. This point (points) is sometimes called the
“datum” for the adjustment, and we can say that the ab-
solute confidence regions are really relative with respect
to the “adjustment datum.” As such, they have a natural
tendency to grow in size with the growing distance of the
point of interest from the adjustment datum. This behavior
curtails somewhat the usefulness of these measures.

Hence, in some applications, relative error ellipsoids
(confidence regions) are sought. These measure errors (ac-
curacy) of one position, A, with respect to another posi-

tion, B, and thus refer always to pairs of points. A relative
confidence region is defined by an expression identical to
Eq. (10), except that the covariance matrix used, C�AB, is
that of the three coordinate differences �rAB rather than
the three coordinates r. This covariance matrix is evalu-
ated from the following expression:

C�AB = CA + CB − CAB − CBA, (11)

where CA and CB are the covariance matrices of the two
points, A and B, and CAB = CT

BA is the cross-covariance
matrix of the two points. The cross-covariance matrix
comes also as a by-product of the network adjustment.
It should be noted that the cross-covariances (cross-
correlations) between the two points play a very signif-
icant role here: when the cross-correlations are strong, the
relative confidence region is small and vice versa.

When we deal with 2D instead of 3D coordinates,
the confidence regions (absolute and relative) also be-
come two dimensional. Instead of having error ellipsoids,
we have error ellipses—see Fig. 7 that shows both absolute
and relative error ellipses as well as errors in the distance
S, σŝ and azimuth α, Sσα , computed (estimated) from the
positions of A and B. In the 1D case (heighting), confi-
dence regions degenerate to line segments. The Dilution of
Precision (DOP) indicators used in GPS (cf., Section V.B)

www.nrcan.gc.ca
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FIGURE 7 Absolute and relative error ellipses.

are related to the idea of (somewhat simplified) confidence
regions.

Once we know the desired confidence region(s) in one
coordinate system, we can derive the confidence region
in any other coordinate system. The transformation works
on the covariance matrix used in the defining expression
(10) and is given by

C(2) = TC(1)TT, (12)

where T is the Jacobian of transformation from the first to
the second coordinate systems evaluated for the point of
interest, i.e., T = T(r).

Systematic errors are much more difficult to deal with.
Evaluating them requires an intimate knowledge of their
sources, and these are not always known. The preferred
way of dealing with systematic errors is to prevent them
from occurring in the first place. If they do occur, then an
attempt is made to eliminate them as much as possible.

There are other important issues that we should discuss
here in connection with position errors. These include
concepts of blunder elimination, reliability, geometrical
strength of point configurations, and more. Unfortunately,
there is no room to get into these concepts here, and
the interested reader may wish to consult Vanı́ček and
Krakiwsky (1986) or some other geodetic textbook.

F. Coordinate Transformations

A distinction should be made between (abstract) “coordi-
nate system transformations” and “coordinate transforma-
tions”: coordinate systems do not have any errors associ-
ated with them while coordinates do. The transformation
between two Cartesian coordinate systems [first (1) and
second (2)] can be written in terms of hypothetical posi-
tions r(1) and r(2) as

r(2) = R(εx , εy, εz,)r(1) + t(2)
0 , (13)

where R(εx , εy, εz ,) is the “rotation matrix,” which after
application to a vector rotates the vector by the three mis-
alignment angles εx , εy, εz, around the coordinate axes,
and t(2)

0 is the position vector of the origin of the first sys-
tem reckoned in the second system, called the translation
vector.

The transformation between coordinates must take into
account the errors in both coordinates/coordinate sets (in
the first and second coordinate system), particularly the
systematic errors. A transformation of coordinates thus
consists of two distinct components: the transformation
between the corresponding coordinate systems as de-
scribed above, plus a model for the difference between the
errors in the two coordinate sets. The standard illustration
of such a model is the inclusion of the scale factor, which
accounts for the difference in linear scales of the two coor-
dinate sets. In practice, when dealing with coordinate sets
from more extensive areas such as states or countries, these
models are much more elaborate, as they have to model
the differences in the deformations caused by errors in the
two configurations. These models differ from country to
country. For unknown reasons, some people prefer not to
distinguish between the two kinds of transformations.

Figure 8 shows a commutative diagram for transfor-
mations between most of the coordinate systems used
in geodesy. The quantities in rectangles are the transfor-
mation parameters, the misalignment angles, and transla-
tion components. For a full understanding of the involved
transformations, the reader is advised to consult Vanı́ček
and Krakiwsky (1986, Chap. 15).

Let us just mention that sometimes we are not interested
in transforming positions (position vectors, triplets of co-
ordinates), but small (differential) changes δr in positions
r as we saw in Eq. (12). In this case, we are not con-
cerned with translations between the coordinate systems,
only misalignments are of interest. Instead of using the ro-
tation matrix, we may use the Jacobian of transformation,
getting

δr(2) (r) = T(r) δr(1) (r). (14)

FIGURE 8 Commutative diagram of transformations between
coordinate systems.
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The final topic we want to discuss in this section is one that
we are often faced with in practice: given two correspond-
ing sets of positions (of the same points) in two different
coordinate systems we wish to determine the transforma-
tion parameters for the two systems. This is done by means
of Eq. (13), where εx , εy, εz, t(2)

1 become the six unknown
transformation parameters, while r(1), r(2) are the known
quantities. The set of known positions has to consist of at
least three noncollinear points so we get at least six equa-
tions for determining the six unknowns. We must stress
that the set of position vectors r(1), r(2) has to be first cor-
rected for the distortions caused by the errors in both sets
of coordinates. These distortions are added back on if we
become interested in coordinate transformation.

G. Kinematic Positioning and Navigation

As we have seen so far, classical geodetic positioning deals
with stationary points (objects). In recent times, however,
geodetic positioning has found its role also in positioning
moving objects such as ships, aircraft, and cars. This ap-
plication became known as kinematic positioning, and it is
understood as being the real-time positioning part of navi-
gation. Formally, the task of kinematic positioning can be
expressed as

r(t) = r(t0) +
∫ t

t0

v(t) dt, (15)

where t stands for time and v(t) is the observed change
in position in time, i.e., velocity (vector) of the moving
object. The velocity vector can be measured on the moving
vehicle in relation to the surrounding space or in relation
to an inertial coordinate system by an inertial positioning
system. We note that, in many applications, the attitude
(roll and pitch) of the vehicle is also of interest.

Alternatively, optical astronomy or point satellite po-
sitioning produce directly the string of positions, r(t1),
r(t2), . . . , r(tn), that describe the required trajectory of the
vehicle, without the necessity of integrating over veloc-
ities. Similarly, a relative positioning technique, such as
the hyperbolic radio system Loran-C (or Hi-Fix, Decca,
Omega in the past), produces a string of position changes,
�r(t0, t1), �r(t1, t2), . . . , �r(tn−1, tn), which once again
define the trajectory. We note that these techniques are
called hyperbolic because positions or position differences
are determined from intersections of hyperbolae, which,
in turn, are the loci of constant distance differences from
the land-located radiotransmitters. Relative satellite posi-
tioning is also being used for kinematic positioning, as we
shall see later in Section V.B.

For a navigator, it is not enough to know his posi-
tion r(tn) at the time tn . The navigator must also have
the position estimates for the future, i.e., for the times

tn , tn+1, . . . , to be able to navigate safely, he has to have
the predicted positions. Thus, the kinematic positioning
described above has to be combined with a navigation
algorithm, a predictive filter which predicts positions in
the future based on the observed position in the past, at
times t1, t2, . . . , tn . Particularly popular seem to be dif-
ferent kinds of Kalman’s filters, which contain a feature
allowing one to describe the dynamic characteristics of the
vehicle navigating in a specified environment. Kalman’s
filters do have a problem with environments that behave
in an unpredictable way, such as an agitated sea. We note
that some of the navigation algorithms accept input from
two or more kinematic position systems and combine the
information in an optimal way.

In some applications, it is desirable to have a post-
mission record of trajectories available for future retrac-
ing of these trajectories. These post-mission trajectories
can be made more accurate than the real-time trajectories
(which, in turn, are of course more accurate than the pre-
dicted trajectories). Most navigation algorithms have the
facility of post-mission smoothing the real-time trajecto-
ries by using all the data collected during the mission.

III. EARTH’S GRAVITY FIELD

A. Origin of the Earth’s Gravity Field

In geodesy, we are interested in studying the gravity field
in the macroscopic sense where the quantum behavior of
gravity does not have to be taken into account. Also, in
terrestrial gravity work, we deal with velocities that are
very much smaller than the speed of light. Thus, we can
safely use Newtonian physics and may begin by recalling
mass attraction force f defined by Newton’s integral

f(r) = a(r)m =
(

G
∫

B
ρ(r′)(r′ − r)|r′ − r|−3 dV

)
m,

(16)

where r and r′ are position vectors of the point of interest
and the dummy point of the integration; B is the attracting
massive body of density ρ, i.e., the earth; V stands for
volume; G is Newton’s gravitational constant; m is the
mass of the particle located at r; and a(r) is the acceleration
associated with the particle located at r (see Fig. 9). We
can speak about the acceleration a(r), called gravitation,
even when there is no mass particle present at r, but we
cannot measure it (only an acceleration of a mass can
be measured). This is the idea behind the definition of the
gravitational field of body B, the earth; this field is defined
at all points r. The physical units of gravitation are those
of an acceleration, i.e., m s−2; in practice, units of cm s−2,
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FIGURE 9 Mass attraction.

called “Gal” [to commemorate Galileo’s (c.f., Section I.A)
contribution to geodesy], are often used.

Newton’s gravitational constant G represents the ra-
tio between mass acting in the “attracted capacity” and
the same mass acting in the “attracting capacity.” From
Eq. (16) we can deduce the physical units of G, which
are 10 kg−1 m3 s−2. The value of G has to be determined
experimentally. The most accurate measurements are ob-
tained from tracking deep space probes that move in the
gravitational field of the earth. If a deep space probe is suf-
ficiently far from the earth (and the attractions of the other
celestial bodies are eliminated mathematically), then the
physical dimensions of the probe become negligible. At
the same time, the earth can be regarded with sufficient
accuracy as a sphere with a laterally homogeneous density
distribution. Under these circumstances, the gravitational
field of the earth becomes radial, i.e., it will look as if it
were generated by a particle of mass M equal to the total
mass of the earth:

M =
∫

B
ρ(r′) dV . (17)

When a “geocentric” coordinate system is used in the com-
putations, the probe’s acceleration becomes

a(r) = −GMr|r|−3. (18)

Thus, the gravitational constant G, or more accurately
GM, called the geocentric constant, can be obtained
from purely geometrical measurements of the deep space

probe positions r(t). These positions, in turn, are deter-
mined from measurements of the propagation of elec-
tromagnetic waves and as such depend very intimately
on the accepted value of the speed of light c. The value
of GM is now thought to be (3,986,004.418 ± 0.008)
∗108 m3 s−2 (Ries et al., 1992), which must be regarded
as directly dependent on the accepted value of c. Di-
viding the geocentric constant by the mass of the earth
[(5.974 ± 0.001) ∗ 1024 kg], one obtains the value for G
as (6.672 ± 0.001) ∗ 10−11 kg−1 m3 s−2.

The earth spins around its instantaneous spin axis at a
more or less constant angular velocity of once per “sidereal
day”—sidereal time scale is taken with respect to fixed
stars, which is different from the solar time scale, taken
with respect to the sun. This spin gives rise to a centrifugal
force that acts on each and every particle within or bound
with the earth. A particle, or a body, which is not bound
with the earth, such as an earth satellite, is not subject to
the centrifugal force. This force is given by the following
equation:

F(r) = ω2 p(r)m, (19)

where p(r) is the projection of r onto the equatorial plane,
ω is the siderial angular velocity of 1 revolution per day
(7.292115 ∗ 10−5 rad s−1), and m is the mass of the par-
ticle subjected to the force. Note that the particles on the
spin axis of the earth experience no centrifugal force as the
projection p(r) of their radius vector equals to 0. We in-
troduce the centrifugal acceleration ac(r) at point r as ω2

p(r) and speak of the centrifugal acceleration field much
in the same way we speak of the gravitational field (accel-
eration) a(r).

The earth (B) gravitation is denoted by gg (subscripted
g for gravitation) rather than a, and its centrifugal accel-
eration is denoted by gc (c for centrifugal) rather than ac.
When studying the fields gg and gc acting at points bound
with the earth (spinning with the earth), we normally lump
these two fields together and speak of the earth’s gravity
field g:

g(r) = gg(r) + gc(r). (20)

A stationary test mass m located at any of these points will
sense the total gravity vector g (acceleration).

If the (test) mass moves with respect to the earth, then
another (virtual) force affects the mass: the Coriolis force,
responsible, for instance, for the geostrophic motion en-
countered in air or water movement. In the studies of the
earth’s gravity field, Coriolis’ force is not considered. Sim-
ilarly, temporal variation of the gravity field, due to varia-
tions in density distribution and in earth’s rotation speed,
which are small compared to the magnitude of the field it-
self, is mostly not considered either. It is studied separately
within the field of geo-kinematics (Section IV).
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B. Gravity Potential

When we move a mass m in the gravity field g(r) from
location r1 to location r2, to overcome the force g(r) m
of the field, we have to do some work w. This work is
expressed by the following line integral:

w = −
∫ r2

r1

g(r)′m dr′. (21)

Note that the physical units of workw are kg m2 s−2. Fortu-
nately, for the gravitational field the amount of work does
not depend on what trajectory is followed when moving
the particle from r1 to r2. This property can be expressed
as ∮

C
g(r′) dr′m =

∮
C

g(r′) dr′ = 0, (22)

where the line integral is now taken along an arbitrary
closed curve C . The physical meaning of Eq. (22) is when
we move a particle in the gravitational field along an ar-
bitrary closed trajectory, we do not expend any work.

This property must be true also when the closed trajec-
tory (curve) C is infinitesimally short. This means that the
gravitational field must be an irrotational vector field: its
vorticity is equal to 0 everywhere:

∇ × g(r) = 0. (23)

A field which behaves in this way is also known as a
potential field, meaning that there exists a scalar function,
called potential, of which the vector field in question is
a gradient. Denoting this potential by W (r), we can thus
write

∇W (r) = g(r). (24)

To get some insight into the physical meaning of the po-
tential W , whose physical units are m2 s−2, we relate it to
the work w defined in Eq. (21). It can be shown that the
amount of work expended when moving a mass m from
r1 to r2, along an arbitrary trajectory, is equal to

w = [W (r2) − W (r1)]m. (25)

In addition to the two differential equations (Eqs. 23 and
24) governing the behavior of the gravity field, there is a
third equation describing the field’s divergence,

∇ · g(r) = −4πGρ(r) + 2ω2. (26)

These three field equations describe fully the differential
behavior of the earth’s gravity field. We note that the first
term on the right-hand side of Eq. (26) corresponds to the
gravitational potential Wg, whose gradient is the gravita-
tional vector gg, while the second term corresponds to the
centrifugal potential Wc that gives rise to the centrifugal
acceleration vector gc. The negative sign of the first term
indicates that, at the point r, there is a sink rather than a

source of the gravity field, which should be somewhat ob-
vious from the direction of the vectors of the field. Since
the ∇ operator is linear, we can write

W (r) = Wg(r) + Wc(r). (27)

A potential field is a scalar field that is simple to describe
and to work with, and it has become the basic descriptor of
the earth’s gravity field in geodesy (cf., the article “Global
Gravity” in this volume). Once one has an adequate knowl-
edge of the gravity potential, one can derive all the other
characteristics of the earth’s gravity field, g by Eq. (24),
Wg by Eq. (27), etc., mathematically. Interestingly, the
Newton integral in Eq. (16) can be also rewritten for the
gravitational potential Wg, rather than the acceleration, to
give

Wg(r) = G
∫

B
ρ(r′)|r′ − r|−1 dV, (28)

which is one of the most often used equations in gravity
field studies. Let us, for completeness, spell out also the
equation for the centrifugal potential:

Wc(r) = 1
2 ω2 p2(r), (29)

[cf., Eq. (19)].
A surface on which the gravity potential value is con-

stant is called an equipotential surface. As the value of the
potential varies continuously, we may recognize infinitely
many equipotential surfaces defined by the following pre-
scription:

W (r) = const. (30)

These equipotential surfaces are convex everywhere above
the earth and never cross each other anywhere. By defini-
tion, the equipotential surfaces are horizontal everywhere
and are thus sometimes called the level surfaces.

One of these infinitely many equipotential surfaces is
the geoid, one of the most important surfaces used in
geodesy, the equipotential surface defined by a specific
value W0 and thought of as approximating the MSL the
best (cf., Section II.B) in some sense. We shall have more
to say about the two requirements in Section IV.D. At
the time of writing, the best value of W0 is thought to be
62,636,855.8 ± 0.5 m2 s−2 (Burša et al., 1997). A global
picture of the geo id is shown in Fig. 5 in the article “Global
Gravity” in this volume, where the geoidal height N (cf.,
Section II.B), i.e., the geoid-ellipsoid separation, is plot-
ted. Note that the departure of the geoid from the mean
earth ellipsoid (for the definition see below) is at most
about 100 m in absolute value.

When studying the earth’s gravity field, we often need
and use an idealized model of the field. The use of such
a model allows us to express the actual gravity field as
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a sum of the selected model field and the remainder of
the actual field. When the model field is selected to re-
semble closely the actual field itself, the remainder, called
an anomaly or disturbance, is much smaller than the ac-
tual field itself. This is very advantageous because work-
ing with significantly smaller values requires less rigorous
mathematical treatment to arrive at the same accuracy of
the final results. This procedure resembles the “lineariza-
tion” procedure used in mathematics and is often referred
to as such. Two such models are used in geodesy: spher-
ical (radial field) and ellipsoidal (also called normal or
Somigliana-Pizzetti’s) models. The former model is used
mainly in satellite orbit analysis and prediction (cf., Sec-
tion V.C), while the normal model is used in terrestrial
investigations.

The normal gravity field is generated by a massive body
called the mean earth ellipsoid adopted by a convention.
The most recent such convention, proposed by the IAG in
1980 (IAG, 1980) and called Geodetic Reference System
of 1980 (GRS 80), specifies the mean earth ellipsoid as
having the major semi-axis “a” 6,378,137 m long and the
flattening “ f ” of 1/298.25. A flattening of an ellipsoid is
defined as

f = (a − b)/a, (31)

where “b” is the minor semi-axis. This ellipsoid departs
from a mean earth sphere by slightly more than 10 km;
the difference of a − b is about 22 km. We must note here
that the flattening f is closely related to the second degree
coefficient C2,0 discussed in the article “Global Gravity.”

This massive ellipsoid is defined as rotating with the
earth with the same angular velocity ω, its potential is
defined to be constant and equal to W0 on the surface
of the ellipsoid, and its mass is the same as that (M)
of the earth. Interestingly, these prescriptions are enough
to evaluate the normal potential U (r) everywhere above
the ellipsoid so that the mass density distribution within
the ellipsoid does not have to be specified. The departure
of the actual gravity potential from the normal model is
called disturbing potential T (r):

T (r) = W (r) − U (r). (32)

The earth’s gravity potential field is described in a global
form as a truncated series of spherical harmonics up
to order and degree 360 or even higher. Many such
series have been prepared by different institutions in the
United States and in Europe. Neither regional nor local
representations of the potential are used in practice; only
the geoid, the gravity anomalies, and the deflections of
the vertical (see the next three sections) are needed on a
regional/local basis.

C. Magnitude of Gravity

The gravity vector g(r) introduced in Section III.A can
be regarded as consisting of a magnitude (length) and a
direction. The magnitude of g, denoted by g, is referred
to as gravity, which is a scalar quantity measured in units
of acceleration. It changes from place to place on the sur-
face of the earth in response to latitude, height, and the
underground mass density variations. The largest is the
latitude variation, due to the oblateness of the earth and
due to the change in centrifugal acceleration with lati-
tude, with amounts to about 5.3 cm s−2, i.e., about 0.5%
of the total value of gravity. At the poles, gravity is the
strongest, about 9.833 m s−2 (983.3 Gal); at the equator
it is at its weakest, about 978.0 Gal. The height variation,
due to varying distance from the attracting body, the earth,
amounts to 0.3086 mGal m−1 when we are above the earth
and to around 0.0848 mGal m−1 (we have seen this gradi-
ent already in Section II.B) when we are in the uppermost
layer of the earth such as the topography. The variations
due to mass density variations are somewhat smaller. We
note that all these variations in gravity are responsible for
the variation in weight: for instance, a mass of 1 kg at
the pole weighs 9.833 kg m1 s−2, while on the equator it
weighs only 9.780 kg m1 s−2.

Gravity can be measured by means of a test mass, by
simply measuring either the acceleration of the test mass
in free fall or the force needed to keep it in place. Instru-
ments that use the first approach, pendulums and “free-fall
devices,” can measure the total value of gravity (absolute
instruments), while the instruments based on the second
approach, called “gravimeters,” are used to measure grav-
ity changes from place to place or changes in time (rela-
tive instruments). The most popular field instruments are
the gravimeters (of many different designs) which can be
made easily portable and easily operated. Gravimetric sur-
veys conducted for the geophysical exploration purpose,
which is the main user of detailed gravity data, employ
portable gravimeters exclusively. The accuracy, in terms
of standard deviations, of most of the data obtained in the
field is of the order of 0.05 mGal.

To facilitate the use of gravimeters as relative instru-
ments, countries have developed gravimetric networks
consisting of points at which gravity had been determined
through a national effort. The idea of gravimetric networks
is parallel to the geodetic (positioning) networks we have
seen in Section II.D, and the network adjustment process is
much the same as the one used for the geodetic networks.
A national gravimetric network starts with national grav-
ity reference point(s) established in participating coun-
tries through an international effort; the last such effort,
organized by IAG (cf., Section I.C), was the International
Gravity Standardization Net 1971 (IGSN 71) (IAG, 1974).
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Gravity data as observed on the earth’s surface are of lit-
tle direct use in exploration geophysics. To become useful,
they have to be stripped of

1. The height effect, by reducing the observed gravity to
the geoid, using an appropriate vertical gradient of
gravity ∂g/∂ H

2. The dominating latitudinal effect, by subtracting from
them the corresponding magnitude of normal gravity
γ [the magnitude of the gradient of U , cf., Eq. (24)]
reckoned on the mean earth ellipsoid (see
Section III.B), i.e., at points (re, ϕ, λ)

The resulting values �g are called gravity anomalies
and are thought of as corresponding to locations (rg , ϕ,
λ) on the geoid. For geophysical interpretation, gravity
anomalies are thus defined as (for the definition used in
geodesy, see Section III.E)

�g(rg, ϕ, λ) = g(rt , ϕ, λ) − ∂g/∂ H H (ϕ, λ)

− γ (re, ϕ, λ), (33)

where g(rt , ϕ, λ) are the gravity values observed at points
(rt , ϕ, λ) on the earth’s surface and H (ϕ, λ) are the or-
thometric heights of the observed gravity points. These
orthometric heights are usually determined together with
the observed gravity. Normal gravity on the mean earth el-
lipsoid is part of the normal model accepted by convention
as discussed in the previous section. The GRS 80 speci-
fies the normal gravity on the mean earth ellipsoid by the
following formula:

γ (re, ϕ) = 978.0327(1 + 0.0052790414 sin2 ϕ

+ 0.0000232718 sin4 ϕ

+ 0.0000001262 sin6 ϕ)Gal.

(34)

Gravity anomalies, like the disturbing potential in Sec-
tion III.B, are thought of as showing only the anoma-
lous part of gravity, i.e., the spatial variations in gravity
caused by subsurface mass density variations. Depend-
ing on what value is used for the vertical gradient of
gravity ∂g/∂ H , we get different kinds of gravity anoma-
lies: using ∂g/∂ H = −0.3086 mGal m−1, we get the
free-air gravity anomaly; using ∂g/∂ H = 1

2 (−0.3086 −
0.0848) mGal m−1, we get the (simple) Bouguer grav-
ity anomaly. Other kinds of anomalies exist, but they
are not very popular in other than specific theoretical
undertakings.

Observed gravity data, different kinds of point gravity
anomalies, anomalies averaged over certain geographical
cells, and other gravity-related data are nowadays avail-

FIGURE 10 Map of free-air gravity anomalies in Canadian Rocky
Mountains.

able in either a digital form or in the form of maps. These
can be obtained from various national and international
agencies upon request. Figure 10 shows the map of free-
air gravity anomalies in Canada.

D. Direction of Gravity

Like the magnitude of the gravity vector g discussed in
the previous section, its direction is also of interest. As it
requires two angles to specify the direction, the direction
of gravity is a little more difficult to deal with than the
magnitude. As has been the case with gravity anomalies, it
is convenient to use the normal gravity model here as well.
When subtracting the direction of normal gravity from the
direction of actual gravity, we end up with a small angle,
probably smaller than 1 or 2 arcmin anywhere on earth.
This smaller angle θ , called the deflection of the vertical,
is easier to work with than the arbitrarily large angles used
for describing the direction of g. We thus have

θ (r) = �[g(r), γ(r)], (35)

where, in parallel with Eq. (24), γ(r) is evaluated as the
gradient of the normal potential U :

γ(r) = ∇U (r). (36)

We may again think of the deflection of the vertical as
being only just an effect of a disturbance of the actual
field, compared to the normal field.

Gravity vectors, being gradients of their respective po-
tentials, are always perpendicular to the level surfaces,
be they actual gravity vectors or normal gravity vectors.
Thus, the direction of g(r) is the real vertical (a line per-
pendicular to the horizontal surface) at r and the direction
of γ(r) is the normal vertical at r: the deflection of the
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vertical is really the angle between the actual and normal
vertical directions. We note that the actual vertical direc-
tion is always tangential to the actual plumbline, known
in physics also as the line of force of the earth’s gravity
field. At the geoid, for r = rg , the direction of γ(rg) is
to a high degree of accuracy the same as the direction of
the normal to the mean earth ellipsoid (being exactly the
same on the mean earth ellipsoid).

If the mean earth ellipsoid is chosen also as a reference
ellipsoid, then the angles that describe the direction of the
normal to the ellipsoid are the geodetic latitude ϕ and
longitude λ (cf., Section II.A). Similarly, the direction of
the plumbline at any point r is defined by astronomical
latitude Φ and astronomical longitude Λ. The astronom-
ical coordinates Φ and Λ can be obtained, to a limited
accuracy, from optical astronomical measurements, while
the geodetic coordinates are obtained by any of the posi-
tioning techniques described in Section II. Because θ is
a spatial angle, it is customary in geodesy to describe it
by two components, the meridian ξ and the prime vertical
η components. The former is the projection of θ onto the
local meridian plane, and the latter is the projection onto
the local prime vertical plane (plane perpendicular to the
horizontal and meridian planes).

There are two kinds of deflection of vertical used in
geodesy: those taken at the surface of the earth, at points
rt = (rt , ϕ, λ), called surface deflections and those taken
at the geoid level, at points rg = (rg, ϕ, λ), called geoid
deflections. Surface deflections are generally significantly
larger than the geoid deflections, as they are affected not
only by the internal distribution of masses but also by the
topographical masses. The two kinds of deflections can
be transformed to each other. To do so, we have to evalu-
ate the curvature of the plumbline (in both perpendicular
directions) and the curvature of the normal vertical. The
former can be quite sizeable—up to a few tens of arc-
seconds—and is very difficult to evaluate. The latter is
curved only in the meridian direction (the normal field be-
ing rotationally symmetrical), and even that curvature is
rather small, reaching a maximum of about 1 arcsec.

The classical way of obtaining the deflections of the
vertical is through the differencing of the astronomical
and geodetic coordinates as follows:

ξ = Φ − ϕ, η = (Λ − λ) cos ϕ. (37)

These equations also define the signs of the deflection
components. In North America, however, the sign of η is
sometimes reversed. We emphasize here that the geode-
tic coordinates have to refer to the geocentric reference
ellipsoid/mean earth ellipsoid. Both geodetic and astro-
nomical coordinates must refer to the same point, either
on the geoid or on the surface of the earth. In Section II.B,
we mentioned that the astronomical determination of point

positions (Φ,Λ) is not used in practice any more because
of the large effect of the earth’s gravity field. Here, we see
the reason spelled out in Eqs. (37): considering the astro-
nomically determined position (Φ,Λ) to be an approx-
imation of the geodetic position (ϕ, λ) invokes an error
of (ξ, η/ cos ϕ) that can reach several kilometers on the
surface of the earth. The deflections of the vertical can be
determined also from other measurements, which we will
show in the next section.

E. Transformations between Field Parameters

Let us begin with the transformation of the geoidal height
to the deflection of the vertical [i.e., N → (ξ, η)], which
is of a purely geometrical nature and fairly simple. When
the deflections are of the “geoid” kind, they can be in-
terpreted simply as showing the slope of the geoid with
respect to the geocentric reference ellipsoid at the deflec-
tion point. This being the case, geoidal height differences
can be constructed from the deflections ((ξ, η) → �N )
in the following fashion. We take two adjacent deflection
points and project their deflections onto a vertical plane
going through the two points. These projected deflections
represent the projected slopes of the geoid in the vertical
plane; their average multiplied by the distance between
the two points gives us an estimate of the difference in
geoidal heights �N at the two points. Pairs of deflection
points can be then strung together to produce the geoid
profiles along selected strings of deflection points. This
technique is known as Helmert’s levelling. We note that
if the deflections refer to a geodetic datum (rather than to
a geocentric reference ellipsoid), this technique gives us
geoidal height differences referred to the same geodetic
datum. Some older geoid models were produced using this
technique.

Another very useful relation (transformation) relates
the geoid height N to the disturbing potential T (T → N ,
N → T ). It was first formulated by a German physicist
H. Bruns (1878), and it reads

N = T/γ. (38)

The equation is accurate to a few millimeters; it is now
referred to as Bruns’s formula.

In Section III.C we introduced gravity anomaly �g of
different kinds (defined on the geoid), as they are normally
used in geophysics. In geodesy we need a different gravity
anomaly, one that is defined for any location r rather than
being tied to the geoid. Such gravity anomaly is defined
by the following exact equation:

�g(r) = −∂T/∂h|r=(r,ϕ,λ)

+ γ (r)−1∂γ /∂h|r=(r,ϕ,λ)T (r − Z , ϕ, λ), (39)
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where Z is the displacement between the actual equipo-
tential surface W = const. passing through r and the
corresponding (i.e., having the same potential) normal
equipotential surface U = const. This differential equation
of first order, sometimes called fundamental gravimetric
equation, can be regarded as the transformation from T (r)
to �g(r)(T → �g) and is used as such in the studies of
the earth’s gravity field. The relation between this grav-
ity anomaly and the ones discussed above is somewhat
tenuous.

Perhaps the most important transformation is that of
gravity anomaly �g, it being the cheapest data, to disturb-
ing potential T (�g → T ), from which other quantities can
be derived using the transformations above. This transfor-
mation turns out to be rather complicated: it comes as a
solution of a scalar boundary value problem and it will
be discussed in the following two sections. We devote two
sections to this problem because it is regarded as central to
the studies of earth’s gravity field. Other transformations
between different parameters and quantities related to the
gravity field exist, and the interested reader is advised to
consult any textbook on geodesy; the classical textbook
by Heiskanen and Moritz (1967) is particularly useful.

F. Stokes’s Geodetic Boundary Value Problem

The scalar geodetic boundary value problem was formu-
lated first by Stokes (1849). The formulation is based on
the partial differential equation valid for the gravity po-
tential W [derived by substituting Eq. (24) into Eq. (26)],

∇2W (r) = −4πGρ(r) + 2ω2. (40)

This is a nonhomogeneous elliptical equation of second
order, known under the name of Poisson equation, that
embodies all the field equations (see Section III.A) of the
earth gravity field. Stokes applied this to the disturbing
potential T (see Section III.B) outside the earth to get

∇2T (r) = 0. (41)

This is so because T does not have the centrifugal com-
ponent and the mass density ρ(r) is equal to 0 outside the
earth. (This would be true only if the earth’s atmosphere
did not exist; as it does exist, it has to be dealt with. This
is done in a corrective fashion, as we shall see below.)
This homogeneous form of Poisson equation is known as
Laplace equation. A function (T , in our case) that satisfies
the Laplace equation in a region (outside the earth, in our
case) is known as being harmonic in that region.

Further, Stokes has chosen the geoid to be the bound-
ary for his boundary value problem because it is a smooth
enough surface for the solution to exist (in the space out-
side the geoid). This of course violates the requirement of
harmonicity of T by the presence of topography (and the

atmosphere). Helmert (1880) suggested to avoid this prob-
lem by transforming the formulation into a space where
T is harmonic outside the geoid. The actual disturbing
potential T is transformed to a disturbing potential T h,
harmonic outside the geoid, by subtracting from it the po-
tential caused by topography (and the atmosphere) and
adding to it the potential caused by topography (and the
atmosphere) condensed on the geoid (or some other sur-
face below the geoid). Then the Laplace equation

∇2 T h(r) = 0 (42)

is satisfied everywhere outside the geoid. This became
known as the Stokes-Helmert formulation.

The boundary values on the geoid are constructed from
gravity observed on the earth’s surface in a series of
steps. First, gravity anomalies on the surface are evaluated
from Eq. (33) using the free-air gradient These are trans-
formed to Helmert’s anomalies �gh, defined by Eq. (39)
for T = T h, by applying a transformation parallel to the
one for the disturbing potentials as described above. By
adding some fairly small corrections, Helmert’s anoma-
lies are transformed to the following expression (Vanı́ček
et al., 1999):

2r−1T h(r − Z , ϕ, λ) + ∂T h/∂r|r = −�gh∗(r). (43)

As T h is harmonic above the geoid, this linear combina-
tion, multiplied by r , is also harmonic above the geoid.
As such it can be “continued downward” to the geoid by
using the standard Poisson integral.

Given the Laplace equation (42), the boundary values
on the geoid, and the fact that T h(r) disappears as r → ∞,
Stokes (1849) derived the following integral solution to
his boundary value problem:

T h(rg) = T h(rg, Ω)R/(4π )
∫

G
�gh∗(rg, Ω

′) S(Ψ) dΩ ′,

(44)

where Ω, Ω ′ are the geocentric spatial angles of positions
r, r′, Ψ is the spatial angle between r and r′; S is the Stokes
integration kernel in its spherical (approximate) form

S(Ψ) ∼= 1 + sin−1(Ψ/2) − 6 sin(Ψ/2) − 5 cos Ψ

− 3 cos Ψ ln [sin (Ψ/2) + sin2(Ψ/2)]; (45)

and the integration is carried out over the geoid. We
note that, if desired, the disturbing potential is easily
transformed to geoidal height by means of the Bruns
formula (38).

In the final step, the solution T h(rg) is transformed to
T (rg) by adding to it the potential of topography (and the
atmosphere) and subtracting the potential of topography
(and the atmosphere) condensed to the geoid. This can
be regarded as a back transformation from the “Helmert
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harmonic space” back to the real space. We have to men-
tion that the fore and back transformation between the two
spaces requires knowledge of topography (and the atmo-
sphere), both of height and of density. The latter represents
the most serious accuracy limitation of Stokes’s solution:
the uncertainty in topographical density may cause an er-
ror up to 1 to 2 dm in the geoid in high mountains.

Let us add that recently it became very popular to use a
higher than second order (Somigliana-Pizzetti’s) reference
field in Stokes’s formulation. For this purpose, a global
field (cf., the article, “Global Gravity”), preferably of a
pure satellite origin, is selected and a residual disturbing
potential on, or geoidal height above, a reference spheroid
defined by such a field (cf., Fig. 5 in the article “Global
Gravity”) is then produced. This approach may be termed
a generalized Stokes formulation (Vanı́ček and Sjöberg,
1991), and it is attractive because it alleviates the negative
impact of the existing nonhomogeneous terrestrial gravity
coverage by attenuating the effect of distant data in the
Stokes integral (44). For illustration, so computed a geoid
for a part of North America is shown in Fig. 11. It should
be also mentioned that the evaluation of Stokes’ integral
is often sought in terms of Fast Fourier Transform.

G. Molodenskij’s Geodetic Boundary
Value Problem

In the mid-20th century, Russian physicist M. S.
Molodenskij formulated a different scalar boundary value
problem to solve for the disturbing potential outside the
earth (Molodenskij, Eremeev, and Yurkine 1960). His crit-
icism of Stokes’ approach was that the geoid is an equipo-
tential surface internal to the earth and as such requires
detailed knowledge of internal (topographical) earth mass
density, which we will never have. He then proceeded to
replace Stokes’s choice of the boundary (geoid) by the
earth’s surface and to solve for T (r) outside the earth.

At the earth’s surface, the Poisson equation changes
dramatically. The first term on its right-hand side, equal to

FIGURE 11 Detailed geoid for an area in the Canadian Rocky
Mountains (computed at the University of New Brunswick).

−4πGρ(r), changes from 0 to a value of approximately
2.24 ∗ 10−6 s−2 (more than three orders of magnitude
larger than the value of the second term). The latter value
is obtained using the density ρ of the most common rock,
granite. Conventionally, the value of the first term right on
the earth’s surface is defined as −4k(rt)πGρ(rt), where
the function k(rt) has a value between 0 and 1 depend-
ing on the shape of the earth’s surface; it equals 1/2 for
a flat surface, close to 0 for a “needle-like” topograph-
ical feature, and close to 1 for a “well-like” feature. In
Molodenskij’s solution, the Poisson equation has to be
integrated over the earth’s surface and the above varia-
tions of the right-hand side cause problems, particularly
on steep surfaces. It is still uncertain just how accurate a
solution can be obtained with Molodenskij’s approach; it
looks as if bypassing the topographical density may have
introduced another problem caused by the real shape of
topographical surface.

For technical reasons, the integration is not carried out
on the earth’s surface but on a surface which differs from
the earth’s surface by about as much as the geoidal height
N ; this surface is the telluroid encountered already in Sec-
tion II.B. The solution for T on the earth’s surface (more
accurately on the telluroid) is given by the following inte-
gral equation:

T (rt) − R/(2π )
∫

tell
[∂/∂n′|rt − r′

t|−1 − |rt − r′
t|−1

× cos β/γ ∂γ /∂ H N]T (r′
t) dΩ ′

= R/(2π )
∫

tell
[�g(r′

t) − γ ][ξ ′ tan β1 + η′ tan β2]

× |rt − r′
t |−1 cos β d Ω ′, (46)

where n′ is the outer normal to the telluroid; β is the max-
imum slope of the telluroid (terrain); β1, β2 are the north–
south and east–west terrain slopes; and ξ ′, η′ are deflection
components on the earth’s surface. This integral equation
is too complicated to be solved directly and simplifications
must be introduced. The solution is then sought in terms
of successive iterations, the first of which has an identical
shape to the Stokes integral (44). Subsequent iterations can
be thought of as supplying appropriate corrective terms
(related to topography) to the basic Stokes solution.

In fact, the difference between the telluroid and the
earth’s surface, called the height anomaly ζ , is what can
be determined directly from Molodenskij’s integral us-
ing a surface density function. It can be interpreted as a
“geoidal height” in Molodenskij’s sense as it defines the
Molodenskij “geoid” introduced in Section II.B (called
quasi-geoid, to distinguish it from the real geoid). The dif-
ference between the geoid and quasi-geoid may reach up
to a few meters in mountainous regions, but it disappears at
sea (Pick, Pı́cha, and Vyskočil, 1973). It can be seen from
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Section II.B that the difference may be evaluated from or-
thometric and normal heights (referred to the geoid, and
quasi-geoid, respectively):

ζ − N = H O − H N, (47)

subject to the error in the orthometric height. Approxi-
mately, the difference is also equal to −�gBouguer H O/γ .

H. Global and Local Modeling of the Field

Often, it is useful to describe the different parameters of the
earth’s gravity field by a series of spherical or ellipsoidal
harmonic functions (cf., the article “Global Gravity” in
this volume). This description is often referred to as the
spectral form, and it is really the only practical global de-
scription of the field parameters. The spectral form, how-
ever, is useful also in showing the spectral behavior of
the individual parameters. We learn, for instance, that the
series for T , N , or ζ converge to 0 much faster than the
series for �g, ζ , η do: we say that the T , N , or ζ fields
are smoother than the �g, ζ , η fields. This means that a
truncation of the harmonic series describing one of the
smoother fields does not cause as much damage as does a
truncation for one of the rougher fields by leaving out the
higher “frequency” components of the field. The global
description of the smoother fields will be closer to reality.

If higher frequency information is of importance for
the area of interest, then it is more appropriate to use a
point description of the field. This form of a description
is called in geodesy the spatial form. Above we have seen
only examples of spatial expressions, in the article “Global
Gravity” only spectral expressions are used. Spatial ex-
pressions involving surface convolution integrals over the
whole earth [cf., Eqs. (44) and (46)], can be always trans-
formed into corresponding spectral forms and vice versa.
The two kinds of forms can be, of course, also combined
as we saw in the case of generalized Stokes’s formulation
(Section III.F).

IV. GEO-KINEMATICS

A. Geodynamics and Geo-Kinematics

Dynamics is that part of physics that deals with forces (and
therefore masses), and motions in response to these forces
and geodynamics is that part of geophysics that deals with
the dynamics of the earth. In geodesy, the primary interest
is the geometry of the motion and of the deformation (re-
ally just a special kind of motion) of the earth or its part.
The geometrical aspect of dynamics is called kinematics,
and therefore, we talk here about geo-kinematics. As a
matter of fact, the reader might have noticed already in the
above paragraphs involving physics how mass was elimi-

nated from the discussions, leaving us with only kinematic
descriptions.

Geo-kinematics is one of the obvious fields where coop-
eration with other sciences, geophysics here, is essential.
On the one hand, geometrical information on the defor-
mation of the surface of the earth is of much interest to
a geophysicist who studies the forces/stresses responsible
for the deformation and the response of the earth to these
forces/stresses. On the other hand, it is always helpful to
a geodesist to get an insight into the physical processes
responsible for the deformation he is trying to monitor.

Geodesists have studied some parts of geo-kinematics,
such as those dealing with changes in the earth’s rotation,
for a long time. Other parts were only more recently in-
corporated into geodesy because the accuracy of geodetic
measurements had not been good enough to see the real-
time evolution of deformations occurring on the surface of
the earth. Nowadays, geodetic monitoring of crustal mo-
tions is probably the fastest developing field of geodesy.

B. Temporal Changes in Coordinate Systems

In Section II.A we encountered a reference to the earth’s
“spin axis” in the context of geocentric coordinate sys-
tems. It is this axis the earth spins around with 366.2564
sidereal revolutions (cf., Section III.A), or 365.2564 rev-
olutions with respect to the sun (defining solar days) per
year. The spin axis of the earth moves with respect to the
universe (directions to distant stars, the realization of an
inertial coordinate system), undergoing two main motions:
one very large, called precession, with a period of about
26,000 years and the other much smaller, called nutation,
with the main period of 18.6 years. These motions must
be accounted for when doing astronomical measurements
of either the optical or radio variety (see Section II.C).

In addition to precession and nutation, the spin axis
also undergoes a torque-free nutation, also called a wob-
ble, with respect to the earth. More accurately, the wobble
should be viewed as the motion of the earth with respect to
the instantaneous spin axis. It is governed by the famous
Euler’s gyroscopic equation:

J ω + ω × J ω, (48)

where J is the earth’s tensor of inertia and ω is the instan-
taneous spin angular velocity vector whose magnitude ω

we have met several times above. Some relations among
the diagonal elements of J, known as moments of inertia,
can be inferred from astronomical observations giving a
solution ω of this differential equation. Such a solution
describes a periodic motion with a period of about 305
sidereal days, called Euler’s period.

Observations of the wobble (Fig. 12) have shown that
beside the Euler component, there is also an annual
periodic component of similar magnitude plus a small
drift. The magnitude of the periodic components fluctuates
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FIGURE 12 Earth pole wobble. (Source: International Earth
Rotation Service.)

around 0.1 arcsec. Thus, the wobble causes a displacement
of the pole (intersection of instantaneous spin axis with
the earth’s surface) of several meters. Furthermore, sys-
tematic observations show also that the period of the Euler
component is actually longer by some 40% than predicted
by the Euler equation. This discrepancy is caused by the
nonrigidity of the earth, and the actual period, around 435
solar days, is now called Chandler’s. The actual motion of
the pole is now being observed and monitored by IAG’s
IERS on a daily basis. It is easy to appreciate that any
coordinate system linked to the earth’s spin axis (cf., Sec-
tion II.A) is directly affected by the earth pole wobble
which, therefore, has to be accounted for.

As the direction of ω varies, so does its magnitude ω.
The variations of spin velocity are also monitored in terms
of the length of the day (LOD) by the Bureau Interna-
tionale des Poids et Mesures—Time Section (BIPM) on
a continuous basis. The variations are somewhat irregular
and amount to about 0.25 msec/year—the earth’s spin is
generally slowing down.

There is one more temporal effect on a geodetic coor-
dinate system, that on the datum for vertical positioning,
i.e., on the geoid. It should be fairly obvious that if the
reference surface for heights (orthometric and dynamic)
changes, so do the heights referred to it. In most countries,
however, these changes are not taken too seriously. The
geoid indicated by the MSL, as described in Section III.B,
changes with time both in response to the mass changes
within the earth and to the MSL temporal changes. The
latter was discussed in Section III.B, the former will be
discussed in Section IV.C.

C. Temporal Changes in Positions

The earth is a deformable body and its shape is contin-
uously undergoing changes caused by a host of stresses;
thus, the positions of points on the earth’s surface change

continuously. Some of the stresses that cause the defor-
mations are known, some are not, with the best known
being the tidal stress (Melchior, 1966). Some loading
stresses causing crustal deformation are reasonably well
known, such as those caused by filling up water dams,
others, such as sedimentation and glaciation, are known
only approximately. Tectonic and other stresses can be
only inferred from observed deformations (cf., the article,
“Tectonophysics” in this encyclopedia). The response of
the earth to a stress, i.e., the deformation, varies with the
temporal frequency and the spatial extent of the stress and
depends on the rheological properties of the whole or just
a part of the earth. Some of these properties are now rea-
sonably well known, some are not. The ultimate role of
geodesy vis-à-vis these deformations is to take them into
account for predicting the temporal variations of positions
on the earth’s surface. This can be done relatively simply
for deformations that can be modeled with a sufficient de-
gree of accuracy (e.g., tidal deformations), but it cannot
yet be done for other kinds of deformations, where the
physical models are not known with a sufficient degree of
certainty. Then the role of geodesy is confined to moni-
toring the surface movements, kinematics, to provide the
input to geophysical investigations.

A few words are now in order about tidal deformations.
They are caused by the moon and sun gravitational attrac-
tion (see Fig. 13). Tidal potential caused by the next most
influential celestial body, Venus, amounts to only 0.036%
of the luni-solar potential; in practice only the luni-solar
tidal potential is considered. The tidal potential W C

t of the
moon, the lunar tidal potential, is given by the following
equation:

W C

t (r) = G MC|rC − r|−1
∞∑
j=2

r j |rC − r|− j Pj (cos Ψ C),

(49)

where the symbol C refers to the moon, Pj is the Legendre
function of degree j , and Ψ is the geocentric angle

FIGURE 13 The provenance of tidal force due to the moon.
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between r and rC. The tidal potential of the sun W �

t is
given by a similar series, and it amounts to about 46% of
the lunar tidal potential. To achieve an accuracy of 0.03%,
it is enough to take the first two terms from the lunar series
and the first term from the solar series.

The temporal behavior of tidal potential is periodic, as
dictated by the motions of the moon and the sun (but see
Section IV.D for the tidal constant effect). The tidal waves,
into which the potential can be decomposed, have periods
around 1 day, called diurnal; around 12 h, called semidi-
urnal; and longer. The tidal deformation as well as all the
tidal effects (except for the sea tide, which requires solving
a boundary value problem for the Laplace tidal equation,
which we are not going to discuss here) can be relatively
easily evaluated from the tidal potential. This is because
the rheological properties of the earth for global stresses
and tidal periods are reasonably well known. Geodetic
observations as well as positions are affected by tidal de-
formations, and these effects are routinely corrected for
in levelling, VLBI (cf., Section II.C), satellite positioning
(cf., Section V.B), and other precise geodetic works. For
illustration, the range of orthometric height tidal variation
due to the moon is 36 cm, that due to the sun is another
17 cm. With tidal deformation being of a global character,
however, these tidal variations are all but imperceptible
locally.

Tectonic stresses are not well known, but horizontal mo-
tion of tectonic plates has been inferred from various kinds
of observations, including geodetic, with some degree of
certainty, and different maps of these motions have been
published (cf., the article, “Tectonophysics” in this ency-
clopedia). The AM0-2 absolute plate motion model was
chosen to be an “associated velocity model” in the defini-
tion of the ITRF (see Section II.A), which together with di-
rect geodetic determination of horizontal velocities define
the temporal evolution of the ITRF and thus the tempo-
ral evolution of horizontal positions. From other ongoing
earth deformations, the post-glacial rebound is probably
the most important globally as it is large enough to affect
the flattening [Eq. (31)] of the mean earth ellipsoid as we
will see in Section IV.C.

Mapping and monitoring of ongoing motions (defor-
mations) on the surface of the earth are done by repeated
position determination. In global monitoring the global
techniques of VLBI and satellite positioning are used (see
Section V.B). For instance, one of the IAG services, the
IGS (cf., Section I.C), has been mandated with monitor-
ing the horizontal velocities of a multitude of permanent
tracking stations under its jurisdiction. In regional inves-
tigations the standard terrestrial geodetic techniques such
as horizontal and vertical profiles, horizontal and levelling
network re-observation campaigns are employed. The po-

FIGURE 14 Mean annual horizontal displacements in Imperial
Valley, CA, computed from data covering the period 1941–1975.

sitions are then determined separately from each campaign
with subsequent evaluation of displacements. Preferably,
the displacements (horizontal or vertical) are estimated
directly from the observations collected in all the cam-
paigns. The latter approach allows the inclusion of cor-
relations in the mathematical model for the displacement
estimation with more correct estimates ensuing. For illus-
tration, Fig. 14 shows such estimated horizontal displace-
ments from the area of Imperial Valley, CA, computed
from standard geodetic observations.

It is not possible to derive absolute displacements from
relative positions. Because the repeated horizontal posi-
tion determination described above is usually of a rel-
ative kind, the displacements are indeterminate. It then
makes sense to deal only with relative quantification of
deformation such as strain. Strain is, most generally, de-
scribed by the displacement gradient matrix S; denoting
the 2D displacement vector of a point r by v(r) we can
write

S(r) = ∇′vT(r), (50)

where ∇′ is the 2D nabla operator. The inverse transfor-
mation

v(r) = S(r) r + v0, (51)

where v0 describes the translational indeterminacy, shows
better the role of S, which can be also understood as a
Jacobian matrix [cf., Eq. (14)] which transforms from the
space of positions (real 2D space) into the space of dis-
placements. The symmetrical part of S is called the de-
formation tensor in the mechanics of continuum; the anti-
symmetrical part of S describes the rotational deformation.
Other strain parameters can be derived from S.
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D. Temporal Changes in Gravity Field

Let us begin with the two requirements defining the geoid
presented in Section III.B: the constancy of W0 and the
fit of the equipotential surface to the MSL. These two re-
quirements are not compatible when viewed from the point
of time evolution or the temporal changes of the earth’s
gravity field. The MSL grows with time at a rate estimated
to be between 1 and 2 mm year−1 (the eustatic water level
change), which would require systematic lowering of the
value of W0. The mass density distribution within the earth
changes with time as well (due to tectonic motions, post-
glacial rebound, sedimentation, as discussed above), but
its temporal effect on the geoid is clearly different from
that of the MSL. This dichotomy has not been addressed
by the geodetic community yet.

In the areas of largest documented changes of the mass
distribution (those caused by the post-glacial rebound), the
northeastern part of North America and Fennoscandia, the
maximum earth surface uplift reaches about 1 cm year−1.
The corresponding change in gravity value reaches up to
0.006 mGal year−1 and the change in the equipotential sur-
faces W = const. reaches up to 1 mm year−1. The potential
coefficient C2,0 (cf., Section III.B), or rather its unitless
version J2,0 that is used most of the time in gravity field
studies, as observed by satellites shows a temporal change
caused by the rebound. The rebound can be thought of as
changing the shape of the geoid, and thus the shape of the
mean earth ellipsoid, within the realm of observability.

As mentioned in Section IV.C, the tidal effect on gravity
is routinely evaluated and corrected for in precise gravi-
metric work, where the effect is well above the observa-
tional noise level. By correcting the gravity observations
for the periodic tidal variations we eliminate the temporal
variations, but we do not eliminate the whole tidal effect.
In fact, the luni-solar tidal potential given by Eq. (49) has
a significant constant component responsible for what is
called in geodesy permanent tide. The effect of permanent
tide is an increased flattening of gravity equipotential sur-
faces, and thus of the mean earth ellipsoid, by about one
part in 105. For some geodetic work, the tideless mean
earth ellipsoid is better suited than the mean tide ellipsoid,
and, consequently, both ellipsoids can be encountered in
geodesy.

Temporal variations of gravity are routinely monitored
in different parts of the world. These variations (corrected
for the effect of underground water fluctuations) represent
an excellent indicator that a geodynamical phenomenon,
such as tectonic plate motion, sedimentation loading, vol-
canic activity, etc., is at work in the monitored region.
When gravity monitoring is supplemented with vertical
motion monitoring, the combined results can be used to
infer the physical causes of the monitored phenomenon.

Let us mention that the earth pole wobble introduces also
observable variations of gravity of the order of about 0.008
mGal. So far, these variations have been of academic in-
terest only.

V. SATELLITE TECHNIQUES

A. Satellite Motion, Functions, and Sensors

Artificial satellites of the earth appeared on the world scene
in the late 1950s and were relatively early embraced by
geodesists as the obvious potential tool to solve world-
wide geodetic problems. In geodetic applications, satel-
lites can be used both in positioning and in gravitational
field studies as we have alluded to in the previous three
sections. Geodesists have used many different satellites
in the past 40 years, ranging from completely passive to
highly sophisticated active (transmitting) satellites, from
quite small to very large. Passive satellites do not have any
sensors on board and their role is basically that of an orbit-
ing target. Active satellites may carry a large assortment
of sensors, ranging from accurate clocks through various
counters to sophisticated data processors, and transmit the
collected data down to the earth either continuously or in-
termittently.

Satellites orbit the earth following a trajectory which
resembles the Keplerian ellipse that describes the motion
in radial field (cf., Section III.A); the higher the satellite
is, the closer its orbit to the Keplerian ellipse. Lower orbit-
ing satellites are more affected by the irregularities of the
earth’s gravitational field, and their orbit becomes more
perturbed compared to the Keplerian orbit. This curious
behavior is caused by the inherent property of gravitational
field known as the attenuation of shorter wavelengths of
the field with height and can be gleaned from Eq. (4) in
the article “Global Gravity.” The ratio a/r is always smaller
than 1 and thus tends to disappear the faster the larger its
exponent l which stands for the spatial wave number of the
field. We can see that the attenuation factor (a/r )� goes to
0 for growing � and growing r ; for r > a, we have:

lim
l→∞

(a/r )� = 0. (52)

We shall see in Section V.C how this behavior is used in
studying the gravitational field by means of satellites.

Satellite orbits are classified as high and low orbits, po-
lar orbits (when the orbital plane contains the spin axis
of the earth), equatorial orbits (orbital plane coincides
with the equatorial plane of the earth), and pro-grade and
retro-grade or bits (the direction of satellite motion is ei-
ther eastward or westward). The lower the orbit is, the
faster the satellite circles the earth. At an altitude of about
36,000 km, the orbital velocity matches that of the earth’s
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spin, its orbital period becomes 24 h long, and the satellite
moves only in one meridian plane (its motion is neither
pro- nor retro-grade). If its orbit is equatorial, the satellite
remains in one position above the equator. Such an orbit
(satellite) is called geostationary.

Satellites are tracked from points on the earth or by
other satellites using electromagnetic waves of frequen-
cies that can penetrate the ionosphere. These frequencies
propagate along a more or less straight line and thus re-
quire intervisibility between the satellite and the tracking
device (transmitter, receiver, or reflector); they range from
microwave to visible (from 30 to 109 MHz). The single
or double passage of the electromagnetic signal between
the satellite and the tracking device is accurately timed
and the distance is obtained by multiplying the time of
passage by the propagation speed. The propagation speed
is close to the speed of light in vacuum, i.e., 299, 792,
460 m s−1, with the departure being due to the delay of
the wave passing through the atmosphere and ionosphere.

Tracked satellite orbits are then computed from the mea-
sured (observed) distances and known positions of the
tracking stations by solving the equations of motion in the
earth’s gravity field. This can be done quite accurately (to
a centimeter or so) for smaller, spherical, homogeneous,
and high-flying spacecraft that can be tracked by lasers.
Other satellites present more of a problem; consequently,
their orbits are less well known. When orbits are extrapo-
lated into the future, this task becomes known as the orbit
prediction. Orbit computation and prediction are special-
ized tasks conducted only by larger geodetic institutions.

B. Satellite Positioning

The first satellite used for positioning was a large, light,
passive balloon (ECHO I, launched in 1960) whose only
role was to serve as a naturally illuminated moving target
on the sky. This target was photographed against the star
background from several stations on the earth, and direc-
tions to the satellite were then derived from the known
directions of surrounding stars. From these directions and
from a few measured interstation distances, positions of
the camera stations were then computed. These positions
were not very accurate though because the directions were
burdened by large unpredictable refraction errors (cf., Sec-
tion II.B). It became clear that range (distance) measure-
ment would be a better way to go.

The first practical satellite positioning system
(TRANSIT) was originally conceived for relatively in-
accurate naval navigation and only later was adapted for
much more accurate geodetic positioning needs. It was
launched in 1963 and was made available for civilian use
4 years later. The system consisted of several active satel-

lites in circular polar orbits of an altitude of 1074 km and
an orbital period of 107 min, the positions (ephemere-
des given in the OR coordinate system—cf., Section II.A)
of which were continuously broadcast by the satellites to
the users. Also transmitted by these satellites were two
signals at fairly stable frequencies of 150 and 400 MHz
controlled by crystal oscillators. The user would then re-
ceive both signals (as well as the ephemeris messages) in
his specially constructed TRANSIT satellite receiver and
compare them with internally generated stable signals of
the same frequencies. The beat frequencies would then be
converted to range rates by means of the Doppler equation

λR = λT (1 + v/c)(1 + v2/c2)
1
2 , (53)

where v is the projection of the range rate onto the receiver-
satellite direction; λR , λT are the wavelengths of the re-
ceived and the transmitted signals; and c is the speed of
light in vacuum. Finally, the range rates and the satel-
lite positions computed from the broadcast ephemeredes
would be used to compute the generic position r of the re-
ceiver (more accurately, the position of receiver’s antenna)
in the CT coordinate system (cf., Section II.A). More pre-
cise satellite positions than those broadcast by the satel-
lites themselves were available from the U.S. naval ground
control station some time after the observations have taken
place. This control station would also predict the satellite
orbits and upload these predicted orbits periodically into
the satellite memories.

At most, one TRANSIT satellite would be always “vis-
ible” to a terrestrial receiver. Consequently, it was not pos-
sible to determine the sequence of positions (trajectory)
of a moving receiver with this system; only position lines
(lines on which the unknown position would lie) were
determinable. For determining an accurate position (1 m
with broadcast and 0.2 m with precise ephemeredes) of a
stationary point, the receiver would have to operate at that
point for several days.

Further accuracy improvement was experienced when
two or more receivers were used simultaneously at two
or more stationary points, and relative positions in terms
of interstation vectors �r were produced. The reason for
the increased accuracy was the attenuation of the effect
of common errors/biases (atmospheric delays, orbital er-
rors, etc.) through differencing. This relative or differen-
tial mode of using the system became very popular and
remains the staple mode for geodetic positioning even with
the more modern GPS used today.

In the late 1970s, the U.S. military started experiment-
ing with the GPS (originally called NAVSTAR). It should
be mentioned that the military have always been vitally
interested in positions, instantaneous and otherwise, and
so many developments in geodesy are owed to military
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initiatives. The original idea was somewhat similar to
that of the now defunct TRANSIT system (active satel-
lites with oscillators on board that transmit their own
ephemeredes) but to have several satellites orbiting the
earth so that at least four of them would be always “vis-
ible” from any point on the earth. Four is the minimal
number needed to get an instantaneous 3D position by
measuring simultaneously the four ranges to the visible
satellites: three for the three coordinates and one for de-
termining the ever-changing offset between the satellite
and receiver oscillators.

Currently, there are 28 active GPS satellites orbiting the
earth at an altitude of 20,000 km spaced equidistantly in
orbital planes inclined 60 arc-degrees with respect to the
equatorial plane. Their orbital period is 12 h. They transmit
two highly coherent cross-polarized signals at frequencies
of 1227.60 and 1575.42 MHz, generated by atomic oscil-
lators (cesium and rubidium) on board, as well as their
own (broadcast) ephemeredes. Two pseudo-random tim-
ing sequences of frequencies 1.023 and 10.23 MHz—one
called P-code for restricted users only and the other called
C/A-code meant for general use—are modulated on the
two carriers. The original intent was to use the timing
codes for observing the ranges for determining instanta-
neous positions. For geodetic applications, so determined
ranges are too coarse and it is necessary to employ the
carriers themselves.

FIGURE 15 Canadian Active Control System. (Source: www.nrcan.gc.ca. Copyright: Her Majesty the Queen in Right
of Canada, Natural Resources Canada, Geodetic Survey Division. All rights reserved.)

Nowadays, there is a multitude of GPS receivers avail-
able off the shelf, ranging from very accurate, bulky, and
relatively expensive “geodetic receivers” all the way to
hand-held and wrist-mounted cheap receivers. The cheap-
est receivers use the C/A-code ranging (to several satel-
lites) in a point-positioning mode capable of delivering an
accuracy of tens of meters. At the other end of the receiver
list, the most sophisticated geodetic receivers use both car-
riers for the ranging in the differential mode. They achieve
an accuracy of the interstation vector between a few mil-
limeters for shorter distances and better than S10−7, where
S stands for the interstation distance, for distances up to a
few thousand kilometers.

In addition to the global network of tracking stations
maintained by the IGS (cf., Section I.C), there have been
networks of continually tracking GPS stations established
in many countries and regions; for an illustration, see
Fig. 15. The idea is that the tracking stations are used as
traditional position control stations and the tracking data
are as well used for GPS satellite orbit improvement. The
stations also provide “differential corrections” for roving
GPS users in the vicinity of these stations. These cor-
rections are used to eliminate most of the biases (atmo-
spheric delays, orbital errors, etc.) when added to point
positions of roving receivers. As a result of the technolog-
ical and logistical improvements during the past 20 years,
GPS positioning is now cheap, accurate, and used almost

www.nrcan.gc.ca
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everywhere for both positioning and precise navigation in
preference to classical terrestrial techniques.

The most accurate absolute positions r (standard er-
ror of 1 cm) are now determined using small, heavy,
spherical, high-orbiting, passive satellites equipped with
retro-reflectors (LAGEOS 1, LAGEOS 2, STARLETTE,
AJISAI, etc.) and laser ranging. The technique became
known as Satellite Laser Ranging (SLR), and the reason
for its phenomenal accuracy is that the orbits of such satel-
lites can be computed very accurately (cf., Section V.A).
Also, the ranging is conducted over long periods of time
by means of powerful astronomical telescopes and very
precise timing devices. Let us just mention that SLR is
also used in the relative positioning mode, where it gives
very accurate results. The technique is, however, much
more expensive than, say, GPS and is thus employed only
for scientific investigations

Finally, we have to mention that other satellite-based
positioning exist. These are less accurate systems used for
nongeodetic applications. Some of them are used solely in
commercial application. At least one technique deserves to
be pointed out, however, even though it is not a positioning
technique per se. This is the synthetic aperture radar inter-
ferometry (INSAR). This technique uses collected reflec-
tions from a space-borne radar. By sophisticated computer
processing of reflections collected during two overflights
of the area of interest, the pattern of ground deformation
that had occurred between the two flights can be discerned
(Massonnet et al., 1993). The result is a map of relative
local deformations, which may be used, for instance, as a
source of information on co-seismic activity. Features as
small as a hundred meters across and a decimeter high can
be recognized.

C. Gravitational Field Studies by Satellites

The structure of the earth’s gravity field was very briefly
mentioned in Section III.H, where the field wavelengths
were discussed in the context of the spectral description
of the global field. A closer look at the field reveals that:

1. The field is overwhelmingly radial (cf., Section III.A)
and the first term in the potential series, G M/r , is
already a fairly accurate (to about 10−3) description
of the field; this is why the radial field is used as a
model field (cf., Section III.B) in satellite studies.

2. The largest departure from radiality is described by the
second degree term J2,0 (cf., Section IV.D), showing
the ellipticity of the field, which is about 3 orders
of magnitude smaller than the radial part of the field.

3. The remaining wavelength amplitudes are
again about 3 orders of magnitude smaller and they
further decrease with increasing wave number �. The

decrease of amplitude is seen, for instance in Fig. 8
in the article “Global Gravity.” In some studies it is
possible to use a mathematical expression describing
the decrease, such as the experimental Kaula’s rule of
thumb, approximately valid for � between 2 and 40:

√
��

m=2

(
C2

lm + S2
lm

) ≈ R ∗ 10−5/�2, (54)

where Clm and Slm are the potential coefficients (cf., Eq. (4)
in “Global Gravity”).

As discussed in Section V.A, the earth’s gravity field
also gets smoother with altitude. Thus, for example, at
the altitude of lunar orbit (about 60 times the radius of
the earth), the only measurable departure from radiality is
due to the earth’s ellipticity and even this amounts to less
than 3 × 10−7 of the radial component. Contributions of
shorter wavelength are 5 orders of magnitude smaller still.
Consequently, a low-orbiting satellite has a “bumpier to
use a satellite as a gravitation-sensing device, we get more
detailed information from low-orbiting spacecraft.

The idea of using satellites to “measure” gravitational
field (we note that a satellite cannot sense the total grav-
ity field, cf., Section III.A) stems from the fact that their
orbital motion (free fall) is controlled predominantly by
the earth’s gravitational field. There are other forces act-
ing on an orbiting satellite, such as the attraction of other
celestial bodies, air friction, and solar radiation pressure,
which have to be accounted for mathematically. Leaving
these forces alone, the equations of motion are formulated
so that they contain the gravitational field described by
potential coefficients Clm and Slm. When the observed or-
bit does not match the orbit computed from the known
potential coefficients, more realistic potential coefficient
values can be derived. In order to derive a complete set
of more realistic potential coefficients, the procedure has
to be formulated for a multitude of different orbits, from
low to high, with different inclinations, so that these orbits
sample the space above the earth in a homogeneous way.
We note that because of the smaller amplitude and faster
attenuation of shorter wavelength features, it is possible to
use the described orbital analysis technique only for the
first few tens of degrees �. The article “Global Gravity”
shows some numerical results arising from the application
of this technique.

Other techniques such as “satellite-to-satellite tracking”
and “gradiometry” (see “Global Gravity”) are now being
used to study the shorter wavelength features of the grav-
itational field. A very successful technique, “satellite al-
timetry,” a hybrid between a positioning technique and
gravitational field study technique (see “Global Gravity”)
must be also mentioned here. This technique has now been
used for some 20 years and has yielded some important
results.
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V. Special Topics
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GLOSSARY

Declustering Technique to assign relative weights to dif-
ferent data values based on their redundancy with
nearby data. Closely spaced data get less weight.

Kriging After the name of D. G. Krige, this term refers to
the procedure of constructing the best linear unbiased
estimate of a value at a point or of an average over a
volume.

Realization Nonunique grid of simulated values. A set of
realizations is used as a measure of uncertainty in the
variable being studied.

Simulation Procedure of adding correlated error by
Monte Carlo to create a value that reflects the full vari-
ability.

Variogram Basic tool of the theory used to characterize
the spatial continuity of the variable.

GEOSTATICS commonly refers to the theory of region-
alized variables and the related techniques that are used
to predict variables such as rock properties at unsampled
locations. Matheron formalized this theory in the early

1960s (Matheron, 1971). Geostatistics was not developed
as a theory in search of practical problems. On the con-
trary, development was driven by engineers and geologists
faced with real problems. They were searching for a con-
sistent set of numerical tools that would help them address
real problems such as ore reserve estimation, reservoir
performance forecasting, and environmental site charac-
terization. Reasons for seeking such comprehensive tech-
nology included (1) an increasing number of data to deal
with, (2) a greater diversity of available data at differ-
ent scales and levels of precision, (3) a need to address
problems with consistent and reproducible methods, (4)
a belief that improved numerical models should be pos-
sible by exploiting computational and mathematical de-
velopments in related scientific disciplines, and (5) a be-
lief that more responsible decisions would be made with
improved numerical models. These reasons explain the
continued expansion of the theory and practice of geo-
statistics. Problems in mining, such as unbiased estimation
of recoverable reserves, initially drove the development
of geostatistics. Problems in petroleum, such as realis-
tic heterogeneity models for unbiased flow predictions,
were dominant from the mid-1980s through the late 1990s.
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Geostatistics is applied extensively in these two areas and
is increasingly applied to problems of spatial modeling
and uncertainty in environmental studies, hydrogeology,
and agriculture.

I. ESSENTIAL CONCEPTS

Geostatistics is concerned with constructing high-
resolution three-dimensional models of categorical vari-
ables such as rock type or facies and continuous variables
such as mineral grade, porosity, or contaminant concen-
tration. It is necessary to have hard truth measurements
at some volumetric scale. All other data types, including
remotely sensed data, are called soft data and must be cali-
brated to the hard data. It is neither possible nor optimal to
construct models at the resolution of the hard data. Mod-
els are generated at some intermediate geologic modeling
scale, and then scaled to an even coarser resolution for pro-
cess performance. A common goal of geostatistics is the
creation of detailed numerical three-dimensional geologic
models that simultaneously account for a wide range of
relevant data of varying degrees of resolution, quality, and
certainty. Much of geostatistics relates to data calibration
and reconciling data types at different scales.

At any instance in geologic time, there is a single true
distribution of variables over each study area. This true
distribution is the result of a complex succession of phys-
ical, chemical, and biological processes. Although some
of these processes may be understood quite well, we do
not completely understand all of the processes and their
interactions, and could never have access to the boundary
conditions in sufficient detail to provide the unique true
distribution of properties. We can only hope to create nu-
merical models that mimic the physically significant fea-
tures. Uncertainty exists because of our lack of knowledge.
Geostatistical techniques allow alternative realizations to
be generated. These realizations are often combined in a
histogram as a model of uncertainty.

Conventional mapping algorithms were devised to cre-
ate smooth maps to reveal large-scale geologic trends; they
are low-pass filters that remove high-frequency property
variations. The goal of such conventional mapping algo-
rithms, including splines and inverse distance estimation,
is not to show the full variability of the variable being
mapped. For many practical problems, however, this vari-
ability has a large affect on the predicted response. Geosta-
tistical simulation techniques, conversely, are devised with
the goal of introducing the full variability, that is, creating
maps or realizations that are neither unique nor smooth.
Although the small-scale variability of these realizations
may mask large-scale trends, geostatistical simulation is
more appropriate for most engineering applications.

There are often insufficient data to provide reliable
statistics. For this reason, data from analogous, more
densely sampled study areas are used to help infer spatial
statistics that are impossible to calculate from the available
data. There are general features of certain geologic settings
that can be transported to other study areas of similar geo-
logic setting. Although the use of analogous data is often
essential in geostatistics, it should be critically evaluated
and adapted to fit any hard data from the study area.

A sequential approach is often followed for geostatis-
tical modeling. The overall geometry and major layering
or zones are defined first, perhaps deterministically. The
rock types are modeled within each major layer or zone.
Continuous variables are modeled within homogeneous
rock types. Repeating the entire process creates multiple
equally probable realizations.

A. Random Variables

The uncertainty about an unsampled value z is modeled
through the probability distribution of a random variable
(RV) Z . The probability distribution of Z after data condi-
tioning is usually location-dependent; hence the notation
Z (u), with u being the coordinate location vector. A ran-
dom function (RF) is a set of RVs defined over some field
of interest, e.g., Z(u), u ∈ study area A. Geostatistics is
concerned with inference of statistics related to a random
function (RF).

Inference of any statistic requires some repetitive sam-
pling. For example, repetitive sampling of the variable z(u)
is needed to evaluate the cumulative distribution function:
F(u; z) = Prob{Z (u) ≤ z} from experimental proportions.
However, at most, one sample is available at any single lo-
cation u; therefore, the paradigm underlying statistical in-
ference processes is to trade the unavailable replication at
location u for replication over the sampling distribution of
z samples collected at other locations within the same field.

This trade of replication corresponds to the decision
of stationarity. Stationarity is a property of the RF model,
not of the underlying physical spatial distribution. Thus, it
cannot be checked from data. The decision to pool data into
statistics across rock types is not refutable a priori from
data; however, it can be shown inappropriate a posteriori
if differentiation per rock type is critical to the undergoing
study.

II. QUANTIFICATION OF SPATIAL
VARIABILITY

A. Declustering

Data are rarely collected with the goal of statistical rep-
resentivity. Wells are often drilled in areas with a greater
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probability of good reservoir quality. Core measurements
are taken preferentially from good-quality reservoir rock.
These data-collection practices should not be changed;
they lead to the best economics and the greatest number
of data in portions of the reservoir that contribute the great-
est flow. There is a need, however, to adjust the histograms
and summary statistics to be representative of the entire
volume of interest.

Most contouring or mapping algorithms automatically
correct this preferential clustering. Closely spaced data in-
form fewer grid nodes and, hence, receive lesser weight.
Widely spaced data inform more grid nodes and, hence,
receive greater weight. Geostatistical mapping algorithms
depend on a global distribution that must be equally rep-
resentative of the entire area being studied.

Declustering techniques assign each datum a weight,
wi , i = 1, . . . , n, based on its closeness to surrounding
data. Then the histogram and summary statistics are calcu-
lated with the declustering weights. The weights wi , i = 1,
. . . , n, are between 0 and 1 and add up to 1.0. The height
of each histogram bar is proportional to the cumulative
weight in the interval, and summary statistics such as
the mean and variance are calculated as weighted aver-
ages. The simplest approach to declustering is to base the
weights on the volume of influence of each sample. Deter-
mining a global representative histogram is the first step
of a geostatistical study. The next step is to quantify the
spatial correlation structure.

B. Measures of Spatial Dependence

The covariance, correlation, and variogram are related
measures of spatial correlation. The decision of station-
arity allows inference of the stationary covariance (also
called auto covariance):

C(h) = E[Z (u + h) · Z (u)] − m2,

where m is the stationary mean. This is estimated from all
pairs of z-data values approximately separated by vector h.
At h = 0 the stationary covariance C(0) equals the station-
ary variance σ 2. The standardized stationary correlogram
(also called auto correlation) is defined as

ρ(h) = C(h)/σ 2.

Geostatisticians have preferred another two-point measure
of spatial correlation called the variogram:

2γ (h) = E{[Z (u + h) − Z (u)]2}
The variogram does not call for the mean m or the variance
σ 2; however, under the decision of stationarity the covari-
ance, correlogram, and variogram are equivalent tools for
characterizing two-point correlation:

C(h) = σ 2 · ρ(h) = σ 2 − γ (h)

This relation depends on the model decision that the mean
and variance are constant and independent of location.
These relations are the foundation of variogram interpreta-
tion. That is, (1) the “sill” of the variogram is the variance,
which is the variogram value that corresponds to zero cor-
relation; (2) the correlation between Z (u) and Z (u + h) is
positive when the variogram value is less than the still; and
(3) the correlation between Z (u) and Z (u + h) is negative
when the variogram exceeds the sill.

C. Anisotropy

Spatial continuity depends on direction. Anisotropy in
geostatistical calculations is geometric, that is, defined by
a triaxial Cartesian system of coordinates. Three angles
define orthogonal x , y, and z coordinates and then the
components of the distance vectors are scaled by three
range parameters to determine the scalar distance, that is,

h =
√(

hx

ax

)2

+
(

hy

ay

)2

+
(

hz

az

)2

,

where hx , hy , and hz are the components of a vector h
in three-dimensional coordinate space and ax , ay , and az

are scaling parameters in the principal directions. Contour
lines of equal “distance” follow ellipsoids. The use of z for
the random variable and a coordinate axis is made clear by
context. The three x , y, and z coordinates must be aligned
with the principal directions of continuity. A coordinate
rotation may be required.

The directions of continuity are often known through
geologic understanding. In case of ambiguity, the vari-
ogram may be calculated in a number of directions. A
variogram map could be created by calculating the vari-
ogram for a large number of directions and distances; then,
the variogram values are posted on a map where the center
of the map is the lag distance of zero.

D. Variogram Modeling

The variogram is calculated and displayed in the princi-
pal directions. These experimental directional variogram
points are not used directly in subsequent geostatistical
steps such as kriging and simulation; a parametric vari-
ogram model is fitted to the experimental points. There are
two reasons why experimental variograms must be mod-
eled: (1) there is a need to interpolate the variogram func-
tion for h values where too few or no experimental data
pairs are available, and (2) the variogram measure γ (h)
must have the mathematical property of “positive defi-
niteness” for the corresponding covariance model—that
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FIGURE 1 Typical variogram structures that are combined together in nested structures to fit experimental vari-
ograms. Anisotropy, that is, different directional variograms, are brought to the same distance units by geometric
scaling.

is, we must be able to use the variogram and its covariance
counterpart in kriging and stochastic simulation. For these
reasons, geostatisticians have fitted sample variograms
with specific known positive definite functions such as
the spherical, exponential, Gaussian, and hole-effect var-
iogram models (see Fig. 1).

A variogram model can be constructed as a sum of
known positive-definite licit variogram functions called
nested structures. Each nested structure explains a fraction
of the variability. All nested structures together describe
the total variability, σ 2. Interactive software is typically
used to fit a variogram model to experimental points in
different directions.

III. SPATIAL REGRESSION OR KRIGING

A. Point Estimation

An important application of geostatistics is to calculate
estimates at unsampled locations. The basic idea is to pro-
pose a liner estimate of the residual from the mean:

z∗(u) − m(u) =
n∑

α = 1

λα · [z(uα) − m(uα)],

where z∗(u) is an estimate made with n data, m(u) is the
mean value known at all locations, and λα , α = 1, . . . , n,
are weights that account for how close the n data are to the
location being estimated and how redundant the data are
with each other. The weights could be assigned inversely

proportional to the distance between the data uα and
location being estimated, u; however, a better procedure
is to use the variogram and minimize the error variance.

B. Simple Kriging

Least-squares optimization has been used for many years.
The idea, proposed by early workers in geostatistics, was
to calculate the weights to be optimum in a minimum
squared error sense, that is, minimize the squared differ-
ence between the true value z(u) and the estimator z∗(u).
Of course, the true values are known only at the data loca-
tions, not at the locations being estimated. Therefore, as
is classical in statistics, the squared error is minimized in
the expected value.

The geostatistical technique known as simple kriging
is a least-squares regression procedure to calculate the
weights that minimize the squared error. A set of n equa-
tions must be solved to calculate the n weights:

n∑
β = 1

λβC(uβ − uα) = C(u − uα), α = 1, . . . , n.

Recall that C(h) = σ 2 − γ (h); therefore, knowledge of the
variogram model permits calculation of all needed covari-
ance terms. The left-hand side contains all of the informa-
tion related to redundancy in the data, and the right-hand
side contains all of the information related to closeness
of the data to the location being estimated. Kriging is
the best estimator in terms of minimum error variance.
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Kriging is an exact estimator; that is, the kriging estima-
tor at a data location will be the data value. The minimized
error variance or kriging variance can be calculated for all
estimated locations:

σ 2
K (u) = σ 2−

∑
α = 1

λα · C(u − uα),

where the kriging variance is the global variance, σ 2, in
the presence of no local data and 0 at a data location. The
kriging estimates and kriging variance can be calculated
at each location and posted on maps.

C. Constrained Kriging

The basic estimator written in Section III.A requires the
mean m(u) at all locations. A number of techniques have
been developed in geostatistics to relax this requirement.
Ordinary kriging, for example, assumes that the mean m
is constant and unknown. A constraint is added to the
kriging equations to enforce the sum of the weights to
equal 1, which amounts to estimating the mean at each
location. Universal kriging assumes the mean follows a
particular parametric shape; the parameters are estimated
at each location. These constrained versions of kriging
make a different decision regarding stationarity.

D. Multiple Variables

The term kriging is traditionally reserved for linear re-
gression using data with the same variable as that being
estimated. The term cokriging is reserved for linear regres-
sion that also uses data defined on different attributes. For
example, the porosity value z(u) may be estimated from
a combination of porosity samples and related acoustic
impedance values, y(u). Kriging requires a model for the
Z variogram. Cokriging requires a joint model for the
matrix of variogram functions including the Z variogram,
γZ (h), the Y variogram, γY (h), and the cross Z–Y vari-
ogram γZ−Y (h). When K different variables are consid-
ered, the covariance matrix requires K 2 covariance func-
tions. The inference becomes demanding in terms of data
and the subsequent joint variogram modeling; however,
cokriging provides the minimum error-variance estimator
of the variable at an unsampled location using multiple
data variables.

E. Smoothing

Kriging estimates are smooth. The kriging variance is a
quantitative measure of the smoothness of the kriging esti-
mates. There is no smoothing when kriging at a data loca-
tion, σ 2

K = 0. There is complete smoothness when kriging
with data far from the location being estimated; the es-

timate is equal to the mean and the kriging variance is
the full variance, σ 2

K = σ 2. This nonuniform smoothing
of kriging is the largest shortcoming of kriging for map
making. A map of kriging estimates gives an incorrect
picture of variability, and calculated results such as recov-
erable reserves and flow properties are wrong. Simulation
corrects for the smoothing of kriging.

IV. SIMULATION

A. Sequential Gaussian Simulation

The idea of simulation is to draw multiple, equally prob-
able realizations from the random function model. These
realizatios provide a joint measure of uncertainty. Each
realization should reproduce (1) the local data at the cor-
rect scale and measured precision, (2) the global station-
ary histogram within statistical fluctuation, and (3) the
global stationary variogram or covariance within statisti-
cal fluctuation. There is much discussion in the geosta-
tistical literature about different random function models.
The most commonly used, however, is the multivariate
Gaussian model. The data are first transformed so that
the global stationary histogram is Gaussian or normal.
Then, all multivariate distributions of n points taken at
a time are assumed to follow the mathematically conge-
nial Gaussian distribution. There are many techniques to
draw simulations from a multivariate Gaussian random
function. The sequential approach gained wide popular-
ity in the 1990s because of its simplicity and flexibility.
The sequential Gaussian simulation (SGS) algorithm is as
follows.

1. Transform the original Z data to a standard normal
distribution (all work will be done in “normal” space).
There are different techniques for this transformation.
The normal score transformation whereby the normal
transform y is calculated from the original variable z as
y = G−1[F(z)], where G(·) is the standard normal cumu-
lative distribution function (cdf) and F(·) is the cdf of the
original data.

2. Go to a location u (chosen randomly from the set of
locations that have not been simulated yet) and perform
kriging to obtain a kriged estimate and the corresponding
kriging variance.

3. Draw a random residual R(u) that follows a normal
distribution with mean of 0.0 and a variance of σ 2

K (u). Add
the kriging estimate and residual to get a simulated value.
The independent residual R(u) is drawn with classical
Monte Carlo simulation.

4. The simulated value is added to the data set and
used in future kriging and simulation to ensure that the
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variogram between all of the simulated values is correct.
A key idea of sequential simulation is to add previously
simulated values to the data set.

5. Visit all locations in a random order (return to step 2).
There is no theoretical requirement for a random order or
path; however, practice has shown that a regular path can
induce artifacts. When every grid node has been assigned,
the data values and simulated values are back-transformed
to real units.

Repeating the entire procedure with a different random
number seeds creates multiple realizations. The proce-
dure is straightforward; however, there are a number of
implementation issues, including (1) a reasonable three-
dimensional model for the mean m(u) must be established,
(2) the input statistics must be reliable, and (3) reproduc-
tion of all input statistics must be validated.

B. Alternatives to Sequential Approach

Many algorithms can be devised using the properties
of the multi-Gaussian distribution to create stochastic
simulations: (1) matrix approaches (LU decomposition),
which are not used extensively because of size restric-
tions (an N × N matrix must be solved, where N could
be in the millions for reservoir applications); (2) turn-
ing bands methods, where the variable is simulated on
one-dimensional lines and then combined into a three-
dimensional model, which is not commonly used because
of artifacts; (3) spectral methods using fast Fourier trans-
forms can be CPU-fast, but the grid size N must be a power
of 2 and honoring conditioning data requires an expensive
kriging step; (4) fractals, which are not used extensively
because of the restrictive assumption of self-similarity, and
(5) moving-average methods, which are used infrequently
due to CPU requirements.

C. Indicator Simulation

The aim of the indicator formalism for categorical vari-
ables is to simulate the distribution of a categorical vari-
able such as rock type, soil type, or facies. A sequential
simulation procedure is followed, but the distribution at
each step consists of estimated probabilities for each cat-
egory: p∗(k), k = 1, . . . , K , where K is the number of
categories. The probability values are estimated by first
coding the data as indicator or probability values—that is,
an indicator is 1 if the category is present, and 0 otherwise.
The Monte Carlo simulation at each step is a discrete cat-
egory. Requirements for indicator simulation include K
variograms of the indicator transforms and K global pro-
portions.

V. SPECIAL TOPICS

A. Object-Based Modeling

Object-based models are becoming popular for creating
facies models in petroleum reservoirs. The three key is-
sues to be addressed in setting up an object-based model
are (1) the geologic shapes, (2) an algorithm for object
placement, and (3) relevant data to constrain the result-
ing realizations. There is no inherent limitation to the
shapes that can be modeled with object-based techniques.
Equations, a raster template, or a combination of the two
can specify the shapes. The geologic shapes can be mod-
eled hierarchically—that is, one object shape can be used
at large scale and then different shapes can be used for
internal small-scale geologic shapes. It should be noted
that object-based modeling has nothing to do with object-
oriented programming in a computer sense.

The typical application of object-based modeling is
the placement of abandoned sand-filled fluvial channels
within a matrix of floodplain shales and fine-grained sedi-
ments. The sinuous channel shapes are modeled by a one-
dimensional centerline and a variable cross section along
the centerline. Levee and crevasse objects can be attached
to the channels. Shale plugs, cemented concretions, shale
clasts, and other non-net facies can be positioned within
the channels. Clustering of the channels into channel com-
plexes or belts can be handled by large-scale objects or as
part of the object-placement algorithm.

Object-based facies modeling is applicable to many dif-
ferent depositional settings. The main limitation is com-
ing up with a suitable parameterization for the geologic
objects. Deltaic or deep-water lobes are one object that
could be defined. Eolean sand dunes, remnant shales, and
different carbonate facies could also be used.

B. Indicator Methods

The indicator approach to categorical variable simulation
was mentioned earlier. The idea of indicators has also been
applied to continuous variables. The key idea behind the
indicator formalism is to code all of the data in a com-
mon format, that is, as probability values. The two main
advantages of this approach are (1) simplified data inte-
gration because of the common probability coding, and
(2) greater flexibility to account for different continuity
of extreme values. The indicator approach for continuous
data variables requires significant additional effort versus
Gaussian techniques.

The aim of the indicator formalism for continuous vari-
ables is to estimate directly the distribution of uncertainty
F∗(z) at unsampled location u. The cumulative distribu-
tion function is estimated at a series of threshold values:
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zk , k = 1, . . . , K . The indicator coding at location uα for
a particular threshold zk is

i(uα; zk) = Prob[Z (uα) ≤ zk]

=
{

1, if z(uα) ≤ zk ,

0, otherwise.

All hard data z(uα) are coded as discrete zeros and ones.
Soft data can take values between zero and one. The in-
dicator transform for a threshold less than the data value
is zero, since there is no probability that the data value is
less than the threshold; the indicator transform for a very
high threshold is one, since the data value is certainly less
than the threshold.

The cumulative distribution function at an unsam-
pled location at threshold zk can be estimated by krig-
ing. This “indicator kriging” or IK requires a variogram
measure of correlation corresponding to each threshold
zk , k = 1, . . . , K . The IK process is repeated for all K
threshold values that discretize the interval of variabil-
ity of the continuous attribute Z . The distribution of un-
certainty, built from assembling the K indicator krig-
ing estimates, can be used for uncertainty assessment or
simulation.

C. Simulated Annealing

The method of simulated annealing is an optimization
technique that has attracted significant attention. The task
of creating a three-dimensional numerical model that re-
produces some data is posed as an optimization problem.
An objective function measures the mismatch between the
data and the numerical model. An initial random model
is successively perturbed until the objective function is
lowered to zero. The essential contribution of simulated
annealing is a prescription for when to accept or reject a
given perturbation. This acceptance probability distribu-
tion is taken from an analogy with the physical process
of annealing, where a material is heated and then slowly
cooled to obtain low energy.

Simulated annealing is a powerful optimization algo-
rithm that can be used for numerical modeling; however,
it is more difficult to apply than kriging-based methods
because of difficulties in setting up the objective func-
tion and choosing many interrelated parameters such as
the annealing schedule. Therefore, the place of simulated
annealing is not for conventional problems where kriging-
based simulation is adequate. Simulated annealing is ap-
plicable to difficult problems that involve (1) dynamic
data, (2) large-scale soft data, (3) multiple-point statis-
tics, (4) object placement, or (5) special continuity of
extremes.

D. Change of Support

Reconciling data from different scales is a long-standing
problem in geostatistics. Data from different sources, in-
cluding remotely sensed data, must all be accounted for in
the construction of a geostatistical reservoir model. These
data are at vastly different scales, and it is wrong to ig-
nore the scale difference when constructing a geostatisti-
cal model. Geostatistical scaling laws were devised in the
1960s and 1970s primarily in the mining industry, where
the concern was mineral grades of selective mining unit
(SMU) blocks of different sizes. These techniques can be
extended to address problems in other areas, subject to
implicit assumptions of stationarity and linear averaging.

The first important notion in volume-variance relations
is the spatial or dispersion variance. The dispersion vari-
ance D2(a , b) is the variance of values of volume a in a
larger volume b. In a geostatistical context, all variances
are dispersion variances. A critical relationships in geo-
statistics is the link between the dispersion variance and
the average variogram value:

D2(a , b) = γ̄ (b , b) − γ̄ (a , a).

This tells us how the variability of a variable changes with
the volume scale and variogram. The variability of a vari-
able with high short-scale variability decreases quickly,
since high and low values average out.

VI. APPLICATIONS AND EXAMPLES

A. Environmental

Figure 2 illustrates some of the geostatistical operations
applied to characterize the spatial distribution of lead con-
tamination over a 12,500-ft2 area. There are five parts to
Fig. 2: (1) the upper left shows the location map of the
180 samples—there is no evident clustering that would
require declustering; (2) the equal-weighted histogram, at
the upper right, shows the basic statistics related to the
measurements—note the logarithmic scale; (3) the vari-
ogram, shown below the histogram, is of the normal scores
transform of the lead data—about 40% of the variability
is at very short distances and the remaining 60% of the
variability is explained over 4500 ft—the black dots are
the experimentally calculated points and the solid line is
the fitted model; (4) a map of kriging estimates on a 100-
ft2 grid is shown at the lower left—note the smoothness of
the kriging estimates; and (5) a sequential Gaussian simu-
lation (SGS) realization is shown at the lower right—this
realization reproduces the 180 sample data, the input his-
togram, and the variogram model. A set of realizations
could be used to assess the probability that each location
exceeds some critical threshold of lead concentration.
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FIGURE 2 Location map (distance units in feet) of 180 samples, histogram of lead concentration, variogram of the
normal scores transform (hence the sill value of 1.0), a map of kriging estimates on a 100-ft2 grid and an SGS
realization over the same domain.

B. Mining

Figure 3 illustrates an example application to a vein-type
mineral deposit. The cross-sectional view at the upper left
is a vertical cross section facing west; the vertical coor-
dinate is meters below the surface. The drillhole intersec-
tions are clustered in the thickest part of the vein. The
polygonal areas of influence plotted on the location map
are used for declustering weights. The histogram at the up-
per right of the figure considers the declustering weights.
The variogram is shown below the histogram. Two nested
structures were used to fit this variogram. One sequential

Gaussian realization is shown at the lower left; 150 re-
alizations were generated. The probability of exceeding
1-m thickness is plotted at the lower right. The black lo-
cations are where the vein is measured to be greater than
1 m in thickness (probability of 1), and the white loca-
tions are where the vein is measured to be less than 1 m
(probability of 0).

C. Petroleum

The profile of porosity and permeability from two wells
from an offshore petroleum reservoir are shown at the
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FIGURE 3 Location map (distance units in meters) of 67 drillholes with polygonal areas of influence for declustering
weights, histogram of vein thickness, variogram of the normal scores transform, an SGS realization over the same
domain, and the probability to exceed 1.0-m thickness calculated from 100 realizations.

bottom of Fig. 4. A porosity and permeability realization
are shown at the top. Simulation of porosity and perme-
ability were done simultaneously to reproduce the correla-
tion between these two variables. The vertical variograms

were calculated and modeled easily; however, the horizon-
tal variograms are impossible to discern from two wells.
A 50:1 horizontal-to-vertical anisotropy was considered
from analog data.



P1: GGY Final

Encyclopedia of Physical Science and Technology EN006B-869 June 29, 2001 21:37

706 Geostatistics

FIGURE 4 Permeability realization (top) and porosity realization (middle) constrained to two wells 600 m apart
(shown at the bottom).
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I. Definition of the Global Gravity Field
II. Method of Measurement

III. Future Dedicated Satellite Gravity Missions
IV. Applications

GLOSSARY

Geoid Equipotential surface of the Earth’s gravity field
that best approximates mean sea level. Over the land,
this surface can lie above the surface, or below the
surface.

Gravity Force exerted by a mass on another body, typ-
ically measured in units of acceleration in milliGals
(1 gal = 1 cm/s2).

Geopotential A representation of the potential of the
Earth that satisfies Laplace’s equation (∇2U = 0).

Spherical harmonics Means of mathematically repre-
senting a variable in terms of trigonometric functions,
each having a different amplitude and wavelength, on
the surface of a sphere. Analogous to a Fourier rep-
resentation of a two-dimensional function, but in this
case used for representing spherical functions.

GLOBAL GRAVITY MODELING an area of study that
attempts to make the best possible estimate of the de-
tailed gravity field of a planet using both terrestrial gravity
measurements and more recently, satellite measurements.
These models, together with topography models, are used
in the fields of geodesy, geophysics, and planetary physics

to characterize the internal structure of the planet and the
dynamics of planetary interiors. These models also see
wide use in the aerospace community for trajectory deter-
mination of spacecraft and missiles.

I. DEFINITION OF THE GLOBAL
GRAVITY FIELD

The concept of a global gravity field is based on the
basic principles of physics, which is at present largely
Newtonian mechanics. Newton’s Law of Gravitation
states that the magnitude of the force between two masses
M and m is inversely proportional to the square of the
distance (r ) between them and may be written as:

F = G Mm

r2
, (1)

where G is the Universal Gravitational Constant (6.673×
10−20 km3/kg s2). In the gravity modeling community, the
vector force of gravity is usually represented as the gradi-
ent of a potential, where the gradient operator (∇) can be
written as:

∇ = ∂

∂x
î + ∂

∂y
ĵ + ∂

z
k̂. (2)

 817
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FIGURE 1 Mass distribution M with volume element dm and ob-
ject at point P (from Fig. 1 of Anderson chapter with Q = dm,

E = M, and I = ρ).

The potential is usually represented as an integral over the
planet of the contribution of each infintesimal mass dm as
(Fig. 1)

U =
∫

M

Gm

ρ
dm, (3)

where ρ is the distance from the incremental mass dm to
a point P outside the Earth. For a spherical homogenous
planet (point mass), this reduces to

U = GMm

r
, (4)

where r is the distance from the coordinate system origin
to the satellite. The force on the satellite can be computed
from the gradient of the potential

�F = ∇U = GMm

r2

�r
r
, (5)

which is the vector equivalent of Eq. (1). This represen-
tation is sufficient for points that are a long distance from
the planet or when accuracy requirements are not demand-
ing. For more stringent applications, the planet should be
considered nonhomogenous. Then, 1/ρ in Eq. (3) is ex-
panded in terms of spherical harmonic functions, and the
integral results in a constant coefficient associated with
each harmonic in the expansion:

U = GM

r

[
1 +

∞∑
l=2

l∑
m=0

(ae

r

)l
P̄lm(sin φ)

× (C̄lm cos mλ + S̄lm sin mλ)

]
, (6)

where ae is the equatorial radius of the planet, φ and λ

are the latitude and longitude of the satellite, l and m are
the degree and order of the spherical harmonic expansion,
Plm(sin φ) are the fully normalized Legendre associated
functions of degree l and order m (for m = 0, these are
the Legendre polynomials of degree l), and the Clm/Slm

are the fully normalized spherical harmonic coefficients
describing the spatial variations of the Earth’s potential
field. The constants GM , ae, and Clm/Slm will of course be
unique for each planet, and are referred to as a gravity mod-
els for that planet. For Earth, GM = 398600.4415 km3/s2

and ae = 6378.1363 km, and the first few values of the
spherical harmonic coefficients are shown in Table I. For
a given spherical harmonic degree l, the corresponding
half-wavelength spatial resolution on the Earth’s surface
is approximately given by 20000/l km. The degree l coef-
ficients of the spherical harmonic potential (6) are usually
assumed to be zero if the mass center is assumed to coin-
cide with the origin of the coordinate system being used.
While the expansion is theoretically infinite, in practice
it is complete to l = 360 or less, depending on the spatial
resolution of the data used to determine the spherical har-
monic coefficients. Higher-resolution global gravity mod-
els are usually presented in gridded form rather than as a
spherical harmonic representation.

The gravity field of the Earth also varies as a function
of time as it deforms due to the gravitational effects of
the Sun and the Moon, resulting in solid Earth and ocean
tides. The tidal effects have been reasonably well deter-
mined, mainly because they occur at well-known astro-
nomical frequencies. In addition, the gravity field varies
slightly as mass is redistributed on its surface and in its
interior. The phenomena of postglacial rebound refers to
the slow rebound of the Earth’s crust, predominantly in
North America and Scandinavia, due to the melting of the
ice sheets at the end of the last ice age 10,000 years ago.
This rebound causes small secular changes in the spheri-
cal harmonic coefficients of the gravity field. In addition,
the gravity field varies as water mass moves amongst the
continents, oceans, and atmosphere [Wahr et al., 1998].
There are a host of smaller effects.

TABLE I Current Global Geopotential Models

Model Date NMAX Data useda

GEM9 1977 20 S

Rapp 1978 180 S + G(A) + G(T )

SAO 1980 30 S + A + G(T )

GEM 10B 1981 36 S + A + G(T )

GEM 10C 1981 180 S + A + G(T )

Rapp 1981 180 S + G(A) + G(T )

GEML2 1982 20 S

GRIM3B 1983 36 S + G(A) + G(T )

GRIM3-L1 1984 36 S + G(A) + G(T )

a S is satellite orbit data, A is satellite altimetry
data, G(A) is gravity anomaly data derived from satel-
lite altimetry, and G(T ) is terrestrially measured gravity
anomalies (surface gravimeter-based data).
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FIGURE 2 Contour map of the geoid height complete to degree and order 360 from the EGM-96 gravity model (From
Lemoine, F. G. et al. (1998). “The Development of the Joint NASA GSFG and the National Imagery and Mapping
Agency (NIMA) Geopotential Model EGM96, NASA Goddard Space Flight Center, Greenbelt, MD.)

II. METHOD OF MEASUREMENT

Until the launch of Sputnik, the only method available to
measure the Earth’s gravity field was through the use of
surface gravimeters, and the first crude representations of
the global gravity field were assembled by merging to-
gether surface gravimetric measurements from around the
world. Almost immediately after entering the satellite era,
the long wavelength components of the global gravity field
were determined by measuring the gravitational perturba-
tions to satellite orbits using ground-based tracking data.
This is how the slight “pear shape” of the Earth was first
determined (the “oblateness” of the Earth was previously
known). In the late 1970s, satellite altimeter measurements
were used to study the Earth’s gravity field over the oceans,
since the ocean surface largely conforms (to within ±1 m)
to the geoid. At present, the most comprehensive models
of the global gravity field are determined from a combi-

FIGURE 3 Estimates of errors in the geoid height for the EGM-96 model.

nation of satellite tracking data (collected from dozens
of different satellites since the beginning of the satel-
lite era), satellite altimeter data, and surface gravity data
(Nerem et al., 1995).

Maps of the global gravity field are usually represented
either in the form of the geoid or as gravity anomalies. The
geoid is defined as the height of the equipotential surface
of the Earth’s gravity field with most closely corresponds
to mean sea level. The acceleration of gravity on this sur-
face is everywhere the same. Because the ocean is a fluid,
it adjusts itself to conform to the geoid, with the excep-
tion of the ±1 m deviations caused by the ocean currents.
The geoid height can be found by chosing an appropriate
constant value for the potential, U0, and then determin-
ing the radius r from the expression for the geopotential
in Eq. (5) plus the rotational potential ( 1

2‖�ω × �r‖). It is
normally expressed relative to the height of a reference
ellipsoid which best fits the shape of the Earth. As shown
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FIGURE 4 Gravity anomalies computed from the EGM-96 gravity model complete to degree and order 360.

in Fig. 2, the geoid height varies by ±100 m relative to
the reference ellipsoid, and at long wavelengths mainly re-
flects density anomalies deep within the Earth. A map of
the error in our current knowledge of the geoid is shown in
Fig. 3. The errors are lowest over the oceans where we have
satellite altimeter measurements, and highest over land ar-
eas where surface gravity observations are not available or

FIGURE 5 Estimates of the errors in our current knowledge of the geoid versus spherical harmonic degree versus
the expected errors from two future satellite gravity missions, GRACE and GOCE.

suffer from poor accuracy. Gravity anomalies are the to-
tal gravitational acceleration at a given location minus the
acceleration described by the reference ellipsoid, which
varies only with latitude. Gravity anomalies are generally
generally expressed in milliGals, where 1 Gal = 1 cm/s2,
as shown in Fig. 4. Gravity anomalies, which are
“rougher” than the geoid, are better for representing
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the fine scale density variations near the surface of the
Earth.

III. FUTURE DEDICATED SATELLITE
GRAVITY MISSIONS

The field of global gravity field determination is enter-
ing a new era as satellite missions dedicated to measuring
the Earth’s gravity field are being developed and flown.
In the next few years, the Gravity Recovery and Climate
Experiment (GRACE) and the Global Ocean Circulation
Explorer (GOCE) will be launched. GRACE will use pre-
cise microwave measurements between two satellites fly-
ing at an altitude of approximately 450 km to precisely
map the Earth’s gravity field. In addition, GRACE will
be able to detect temporal variations of the Earth’s gravity
field, which after tidal variations are removed, are predom-
inantly due to water mass being redistributed on the sur-
face of the Earth (snow, ice, ground water, aquifers, etc.),
in the atmosphere (water vapor), and in the ocean. It is
expected that GRACE will be capable of making monthly

FIGURE 6 Magnitude of various quantities related to Earth global gravity anomalies at different wavelengths. 
gr is
the gravity anomaly in mGals, ht is the relative variation of ocean surface height in meters, ε(Nt) is the accuracy of
the geoid height in meters, ε(R) is the accuracy of the radial component of a typical artificial satellite orbit in meters,
and ε(Pt) is the relative position accuracy typically obtained using geodetic techniques.

estimates of the gravity field with a spatial resolution of
∼300–500 km and an accuracy of 1 cm equivalent water
thickness (Dickey et al., 1997). GOCE will consist of a
single satellite carrying a gravity gradiometer, which will
directly measure the gravity gradient (spatial derivative of
gravity) in three axes. While GOCE will likely not have
enough sensitivity to detect temporal gravity variations
at long wavelengths, it will provide a much better deter-
mination of the static gravity field that can be provided
by GRACE alone. The primary objective for the GOCE
mission is to improve our knowledge of the geoid over the
oceans to allow detailed studies of ocean circulation using
satellite altimetry measurements. The expected errors in
our knowledge of the Earth’s gravity derived from each of
these future missions is shown in Fig. 5.

IV. APPLICATIONS

Global gravity field models are used in a wide variety of
applications in geophysics, oceanography, geodesy, and
engineering (Fig. 6). Geodesists interested in measuring
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FIGURE 7 Map of the ocean dynamic topography determined using TOPEX/Poseidon satellite altimeter data relative
to the EGM-96 geoid model (Lemoine et al., 1998). The contour lines are parrallel to the direction of the ocean currents,
which move clockwise in the northern hemisphere, and counter-clockwise in the southern hemisphere.

orthometric heights (relative to the geoid or “mean sea
level”) using the Global Positioning System (GPS) must
know the geoid height at the desired location, since GPS
provides absolute heights. Oceanographers need to know
the geoid height in order to measure the ocean circula-
tion using satellite altimetry, since slope of the difference
between the height of the ocean surface and the geoid is
directly related to the geostrophic velocity of the ocean
currents (Fig. 7). Geophysicists use gravity field mod-
els to study the internal structure of the Earth and as
a geophysical exploration tool. Gravity field models are
also fundamental to accurately computing the trajecto-

FIGURE 8 Representation of the typical spatial and temporal scales of non-tidal temporal gravity variations on the
Earth. The shaded area is the temporal and spatial scales that the GRACE satellite mission is expected to resolve.

ries of Earth orbiting satellites, which is very important
when making geodetic measurement from space (such
as satellite altimetry), and computing ballistic missile
trajectories.

Measurements of temporal variations of the Earth’s
gravity field largely represent the redistribution of water
mass in the Earth system and a variety of temporal and spa-
tial scales (Fig. 8), and are of interest to solid Earth geo-
physicist, hydrologists, meteorologists, oceanographers,
and glaciologists, among others. At present, temporal
gravity variations derived from satellite measurements
have only been detected at wavelengths longer than
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10,000 km; however, the GRACE mission should usher
in a new paradijm in this field. Thus, the anticipated fu-
ture improvements to the global gravity model will benefit
a wide array of science and engineering applications.

Gravity modeling is also our principal tool for discern-
ing the internal structure of the planets (Nerem et al.,
1995). Planetary gravity models are determined from
Earth-based tracking of spacecraft orbiting the planet.
Combined with topography models, often determined us-
ing radar or laser altimetry from these spacecraft, much
can be learned about the structure of the planet, such as
crustal thickness, density anomalies, and composition of
the core. In recent years, precise gravity and topography
models have been determined for Venus, the Moon, Mars,
and the asteroid Eros using such measurements. Tempo-
rals gravity variations are also important for understand-
ing planetary dynamics. The planet Mars is thought to
have significant variations in its oblateness due to the
annual accumulation/melting of ice at its poles. In ad-
dition the tidal variation of gravity and topography on
Jupiter’s moon Europa is thought to hold the key to de-
termine if a subsurface ocean lies beneath Europa’s icy
shell.

SEE ALSO THE FOLLOWING ARTICLES

GEODESY • GRAVITATIONAL WAVE DETECTORS • GRAV-
ITATIONAL WAVE PHYSICS • MECHANICS, CLASSICAL •
REMOTE SENSING FROM SATELLITES
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I. Primary Applications
II. Equipment and Instrumentation

III. Polarized Light Microscopy

GLOSSARY

Anisotropic Classification of materials exhibiting differ-
ent properties in different directions.

Auger Electron beam instrument capable of chemical
analyses on very shallow sample depths (5–20 Å).

Birefringence Optical phenomena of anisotropic sub-
stances quantitatively measured as the difference be-
tween the refractive indices of the substances.

Crystal Solid three-dimensional material having a re-
peating three-dimensional array of atoms, ions, or
molecules.

Isotropic Classification of materials exhibiting identical
physical properties in all directions.

Molecular optical laser examiner (MOLE) Instrument
combining a laser excitation source with a microscope,
resulting in a raman spectrum which can be used to
“fingerprint” chemically small particles or thin films
of complex compounds.

Optical crystallography Study of crystals and their
effect on light, specifically polarized light.

Polarized light microscope (PLM) Instrumentation
used to study optical phenomena as they relate to the
chemistry and condition of a material illuminated by
polarized light.

Refractive index Measure of the change of the speed of

light as it passes from air (vacuum) through a given
medium, expressed as a ratio of the two.

Scanning electron microscope (SEM) Electron beam
instrument used to observe surface features of ma-
terials at great resolution and depth of field, usu-
ally used in conjunction with X-ray spectrometers
to obtain chemical analytical information from the
specimen.

Transmission electron microscope (TEM) Electron
beam instrument analogous to light microscopes in that
the radiant cone (electrons versus light) is transmit-
ted through the sample. Only very thin samples (<0–
10 µm) can be observed in any detail. X-ray spectrom-
eters can also be used with the TEM.

X-ray spectrometer Instrumentation which measures
X-ray generation and segregates energies or wave-
lengths into a spectrum representing the elemental
composition of a sample.

CHEMICAL MICROSCOPY may best be defined as any
one of many techniques employed to analyze the chem-
istry, nature, or behavior of materials on a microscopic
scale. Classically, chemical microscopy has meant observ-
ing optical phenomena of a material or chemical reactions
and their end products with a polarized light microscope.

 765



P1: GNB/GAM P2: GNB Final Pages

Encyclopedia of Physical Science and Technology EN009D-444 July 19, 2001 23:0

766 Microscopy

This technique in trained hands yields more information
about a material than any other single microanalytical tool.
Since the 1970s, however, techniques and instrumentation
which can aid the analyst whose material problems may lie
beyond the capabilities of the light microscope have been
developed; TEM, SEM, ESCA/XPS, and Auger, among
others, are the new accessories to which the chemist in
search of answers to microscopical problems can also turn.

I. PRIMARY APPLICATIONS

A. Research

There are few types of microscopy that are not within the
field of chemistry itself, for example, a biologist observ-
ing cell behavior (biochemistry), a geophysicist observing
shale structure (physical chemistry), a forensics investiga-
tor matching glass particles, or an art conservator validat-
ing the authenticity of a painting. All are hoping to learn
something about microscopic samples by observing some
feature or features of the sample.

During the preliminary research into any new mate-
rial, whether it is a drug, polymer, metal, or combina-
tion of materials, only small amounts of samples are pre-
pared. Often, many different tests must be performed on
each of these small samples; therefore, in order for a
chemist to obtain chemical information about the sample,
he must know or utilize chemical testing on a microscopic
scale.

B. Industry

Since the advent of solid-state circuitry and miniatur-
ized electronics, interest in ultramicroanalysis has grown
tremendously, primarily with regard to contamination con-
trol and contaminant analysis. Exotic new materials which
are being developed are often manufactured under clean-
room environments which must be tightly controlled and
constantly monitored to ensure the integrity and consis-
tency of the end product. For example, a mere trace of
contaminant in a silicon crystal-growing process could
jeopardize thousands of circuits.

Similarly, the metallurgist must often analyze small ar-
eas or inclusions in an alloy or determine the nature of
a fractured surface. These problems can be solved only
with microanalytical techniques. In the fields of environ-
mental science and contamination control, the chemist
most often analyzes single particles of material a few
microns or less in size. Asbestos analysis, for exam-
ple, as specified by the U.S. Environmental Protection
Agency, is to be performed using a polarized light micro-
scope (PLM), which is the principal tool of the chemical
microscopist.

Geologists searching for specific types of minerals of-
ten determine crystallographic data by PLM to identify
minerals. This is a very rapid method to obtain crystallo-
graphic data.

C. Forensics

Probably no branch of science is held to higher scrutiny
than forensics. In a forensics laboratory, when trace evi-
dence is often all there is available from a crime scene, a
trained microscopist is imperative. Drug tests, blood tests,
gunshot residue, glass matching, and fiber and hair anal-
ysis are all performed on trace evidence using a variety
of microchemical techniques, most often with a polarized
light microscope.

II. EQUIPMENT AND INSTRUMENTATION

The instrumentation utilized in the field of chemical mi-
croscopy can be very simple or highly complex, as can the
sample to be analyzed. Therefore, the sample itself fre-
quently determines the type of analysis to be performed;
however, no analysis should be performed without first
having in mind a question which the analysis will answer
or observing the specimen through some type of optical
microscope.

A. Optical Systems

1. Stereomicroscope

The simplest optical microscope most frequently encoun-
tered in a laboratory is a stereobinocular microscope. This
is typically used to magnify an image from 5 to 60 times,
and the user sees a three-dimensional, noninverted im-
age. The three-dimensional, or stereo, image is formed by
two separate compound microscopes (one for each eye)
focused at the same point from two different angles, typi-
cally 10–15◦ apart. This results in the brain receiving two
slightly different images which, when combined, give the
third dimension to the object observed, just as in normal
everyday vision.

Most manufacturers offer very fine microscopes with
highly corrected objectives and methods to record an im-
age on film or videotape. Stereomicroscopes are used most
frequently as inspection devices; however, to the chemical
microscopist, the uses include preliminary sample obser-
vation or sample selection, segregation of materials, ma-
nipulation of a sample, and preparation such as picking a
particle or fiber from a bulk sample and mounting it in a
particular orientation on a microscope slide in preparation
for more detailed study under the higher magnification of
a compound microscope, most usually, a polarized light
microscope.
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2. Compound Microscopes

The optical system of a simple compound microscope con-
sists of four basic elements: a light source, a condenser,
an objective lens, and an eyepiece or ocular.

The light source in present-day microscopes consists
of a tungsten filament light bulb or a higher brightness
quartz–halogen bulb. Some specialized techniques, how-
ever, require more sophisticated light sources. Fluores-
cence microscopy, for example, requires a lamp which
will emit light at a wavelength (365 nm) sufficient to cause
the specimen under observation to fluoresce in the visible
light range. The best sources for fluorescence are mercury
vapor arc lamps with a set of filters to remove unwanted
wavelengths and heat. The condenser is used primarily
to collect the light from the source and concentrate the
light upon the specimen plane in order to uniformly illu-
minate the sample. Condensers have other uses which are
discussed below.

The objective lens is the most important optical element
in the compound microscope; it gathers the light transmit-
ted through or reflected by the specimen and forms a pri-
mary image then further enlarged by the ocular. The objec-
tive is usually engraved on its barrel with various numbers
and letters; for example, 10 × POL, 0.25 or 40 Ph, 0.65,
0.17. The first, and usually largest number, is the magnifi-
cation; in the two examples above, this would be 10× and
40×. This is the nominal magnification of the intermedi-
ate image formed at the focal point of the eyepiece. The
letters signify the type of objective in use which, in the
examples, should be POL for polarizing and PH for phase
contrast. Others could be HI for homogeneous (oil) im-
mersion, EPI for episcopic, PLAN for flat field corrected,
APO for apochromatic, as well as combinations of these
and others.

The next set of numbers in the examples, 0.25 and 0.65,
respectively, is the numerical aperture (NA), a measure of
the light-gathering capability of the objective and, there-
fore, its resolution. Since the purpose of a microscope is
not solely to magnify an object but rather to resolve fine
details of the object, a higher NA objective is preferable
to a low-NA objective. The NA was stated by Ernst Abbe
to be related to Snell’s law as follows:

NA = n sin 1
2 AA,

where n is the lowest refractive index of any element in
the lens/specimen system and AA is the angular aperture
(the angle between the two most divergent beams entering
the front element of the objective).

Diffraction theory states that if an object made up of
fine details is illuminated by a beam of light, diffraction
maxima will be formed on either side of the perpendicular
incident ray. The finer the detail, the larger the diffraction

angle; consequently, a wider AA (i.e., higher NA) would
be necessary to capture the diffracted rays. In addition to
the NA, microscope resolution depends on a number of
other factors, such as chromatic and spherical aberration,
coma, and astigmatism, any one of which can adversely
affect the image quality. For best results each objective
must be used with the proper thickness and refractive in-
dex of all materials between the object and the objective
front lens. Very important is the thickness of the coverslip,
especially for high-power dry objectives. The 0.17 on the
40× objective, for example, signifies the thickness of the
coverslip for which the objective has been corrected for
spherical and chromatic aberrations. Objectives are avail-
able with few or all of these problems corrected to varying
degrees and at appropriate costs.

The eyepieces, or oculars, are the final stage of mag-
nification. Oculars magnify the image formed by the ob-
jective and in some cases supplement the corrections of
the objective. Oculars range in power from 5× up to 30×;
however, increasing the magnification of the objective and
the ocular beyond a certain point does nothing to increase
resolution, rather it delivers “empty magnification” due
to the limit of resolution governed by the wavelength of
light used (usually white light). The generally accepted
rule for maximum useful magnification (MUM) is 1000×
the NA of the objective used. Thus, a 95 × 1.3NA ob-
jective would not be able to show any more detail with
the 25× ocular (total magnification = 2375×) than with a
15× ocular (1425×).

Numerous variations of the compound microscope are
available, the most basic being a standard biological mi-
croscope and the most complex being various types of
interference microscopes. Microscopists often will have
a universal or modular type of microscope which can be
altered by adding intermediate attachments or substage
components depending on the type of analysis to be per-
formed. The polarized light microscope is best for chem-
ical microscopy. Under some conditions, most frequently
in a crime lab where two similar samples must be com-
pared for possible common origin, two identical micro-
scopes can be optically connected to a single viewing
head. This is known as a comparison microscope; it is
used for fiber, hair, tool mark, bullet, and cartridge-case
comparisons.

3. Spectrometers

The microscope has not been immune to the revolution in
laboratory instrumentation whereby most current analyt-
ical tools are now computer aided, if not computer oper-
ated. New interest in the analysis of very small amounts
of materials has prompted individuals and manufacturers
alike to design and build instrumentation for attachment to
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or including a microscope as an integral part of a larger sys-
tem. The ultraviolet, infrared, and other radiating sources
beyond the spectrum visible to the eye can all yield in-
formation about a sample; however, translating this infor-
mation into something like a spectrum requires an “eye”
which can “see” these wavelengths (i.e., a spectrometer).
Once the spectrometer collects the information, it can be
digitized and stored in a computer for retrieval to display
on a CRT, provide a hard-copy printout, or be manipulated
in a variety of ways.

Spectrophotometric systems are helpful in matching
certain types of unknown materials to standards which
can be stored in the computer and are most useful in iden-
tifying complex organic or inorganic substances and in
quality control applications.

An ultraviolet–visible (UV-VIS) spectrophotometer in-
corporating a microscope to image small particles or areas
of a sample is very useful for problems involving color
matching of samples, such as dye compound identifica-
tion, fiber matching, ink matching, paint identification, or
any other problem where spectral content of the sample is
important. This instrumentation is commercially available
in both reflectance and transmission modes.

A Fourier transform infrared (FTIR) spectrophotome-
ter goes a bit further than the UV-VIS system, enhancing
the identification of small amounts of organic material;
however, optics, sample handling, and a good background
in infrared spectroscopy are essential for getting the infor-
mation present in the sample out of the complex spectrum
generated. FTIR will show what functional groups are
present in an organic substance and identify most anions
and cations in inorganic compounds. Numerous standard
spectra for materials are available and can be kept on file
in the system’s computer.

Problems involving absorption of IR wavelengths in
the optical glass of standard microscope lens systems
made it necessary to construct reflecting microscopes as
an integral part of modern FTIR spectrophotometers in
both transmission and reflectance modes. A computerized
system allows for rapid background removal and compar-
ison to a reference beam so that scan times of less than
a minute are now possible and library searches of known
materials can be rapidly performed. If one is diligent about
sample preparation and handling, quantitative information
can be obtained.

Concurrent with the development of microscopical
FTIR spectroscopy has been the combination of light mi-
croscopy, raman scattering spectroscopy, and the laser: the
laser raman microprobe (MOLE). The raman effect is a
measure of the change in the frequency of monochromatic
light as it illuminates an object. Differing from rayleigh
scattering in which most of the light is scattered at its orig-
inal frequency, raman shifts occur both above and below
the wavelengths of the illuminating beam; however, these

changes occur only with a magnitude of a few parts per
million, and conventional light sources can take days to
produce enough shifts to generate a spectrum. A laser
now provides enough light at a single wavelength so that
a spectrum can be obtained in a matter of minutes. When
the collimated laser beam is directed through the objective
of a microscope such that the beam will impinge upon the
sample after first passing through the objective, it becomes
even more collimated. The same objective is then used to
collect the raman scattered light and direct it to the spec-
trophotometer. Any sample which can be viewed with the
microscope and is not diatomic, fluorescent, or sensitive
to the laser beam can be analyzed with this microprobe.

Raman spectra and infrared spectra are similar in that
they are based on molecular bond shifts and both spectra
yield similar information. Raman spectra, however, are a
great deal more complex in that not only does this spec-
trum indicate types of bonding that occur on the molecular
level, it also indicates molecular positioning, thereby al-
lowing differentiation between different polymorphs of
a compound, which is generally not achieved with IR.
Presently, the only instrument commercially available is
the MOLE, and little in the way of prepackaged standard
spectra is available; therefore, the analyst should run a
standard against the unknown or, at best, have a good idea
of the nature of the unknown first.

B. Particle Beam Systems

When particles or surfaces smaller than the resolution of a
light microscope (∼0.15µm) are encountered, an entirely
different radiant source must be utilized. Since the wave-
length of electrons is less by a factor of about 10−5 than
the wavelength of visible light, it follows that a micro-
scope using a beam of electrons as a source might allow
visualization of much finer detail (i.e., better resolution).
Since electrons are electronegative, they can be focused by
means of electromagnetic or electrostatic lenses. Various
types of electron beam microscopes have been developed,
including the TEM, SEM, STEM, electron probe microan-
alyzer (EPMA), and the field emission microscope, two of
which are discussed: the transmission electron microscope
(TEM) and the scanning electron microscope (SEM).

1. Transmission Electron Microscope

The TEM operates exactly as its name implies: a beam of
electrons is transmitted through the sample. The illuminat-
ing beam of electrons is emitted by a thermionic source,
usually a fine tungsten wire electrically heated at high volt-
ages under fairly high vacuum, typically 10−5 Torr. The
beam then is passed through a series of lenses analogous
to the lens system of a compound microscope. When the
beam passes through the sample, crystal diffraction by the
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sample causes some of the incident beam to be scattered
away from the normal and some to be absorbed by the sam-
ple. The attenuated beam is then passed through another
series of lenses, known as projector lenses, whose strength
determines the final magnification. This final image is ob-
served directly on a phosphor-coated screen. Resolution
is dependent on wavelength, which, in turn, is a function
of the accelerating voltage. A beam of short wavelength
corresponding to 100 or more kV yields better resolution.
Commercial instruments are available with accelerating
voltages, typically of 100 to 200 kV and some as high as
10,000 kV. It is not uncommon to have resolution on the
order of 2–3 Å and magnifications above 10,000,000×.
Chemical information which can be furnished directly by
the TEM is a diffraction pattern observed at the back focal
plane of the objective lens of the microscope. This pat-
tern is identical in nature to that generated in an X-ray
diffraction camera and it is possible to identify crystalline
materials in this manner. TEM is frequently used to ana-
lyze asbestos collected from water or air.

Sample preparation for TEM is an art, and extreme
care must be taken during sample manipulation to avoid
cross-contamination. Bulk samples must either be crushed
or be sectioned with an ultramicrotome to get samples no
thicker than a few hundred Ångstroms. Generally with
crystalline preparations, the sample should merely be
crushed finely and dispersed on a thin carbon film sup-
ported on a 3-mm grid.

2. Scanning Electron Microscope

In contrast to the TEM, the SEM can easily observe nearly
any reasonably sized sample and furnish the chemical mi-
croscopist with much information with little effort. Pri-
mary signals generated in an SEM are secondary elec-
trons (SE), backscattered electrons (BSE), characteristic
X rays, X-ray continuum, Auger electrons (AE), low-loss
electrons (LLE), electron energy loss (EEL), and trans-
mitted electrons. Of value to the chemical microscopist
are primarily the SE, BSE, and X-ray spectrum.

The SEM is related to the TEM only by virtue of the fact
that it also employs a beam of focused electrons to bom-
bard a sample and generate an image; however, once the
beam of electrons passes through the condenser lenses, the
similarity ends. After the beam has been passed through
a final aperture, a set of scanning coils deflects the beam
at various rates across the sample.

The striking three-dimensional images which have pop-
ularized the SEM are the result of secondary electrons
ejected from the surface of the sample by the bombarding
primary electron beam. The SE image is collected by a
scintillator or phosphor-coated light pipe which transmits
the signal to a photomultiplier and finally to a viewing
CRT, which scans simultaneously with the primary elec-

tron beam. Since the area scanned is quite small in rela-
tion to the area of the viewing CRT, magnification is thus
achieved and can be varied by changing the size of the area
scanned across the sample. Resolution and magnification
in the SEM are not as good as with the TEM: commercial
SEMs now routinely work at 60-Å resolution and magnifi-
cations of 500,000× are achievable although the theoreti-
cal MUM is ∼20,000×. Most work on an SEM, however,
is below 5000×, and very high resolution is rarely im-
portant. The lower resolution of the SEM is due partly to
lower accelerating voltages in the SEM (0.5–40 kV), but
mostly to scattering effects of various types of radiation
occurring below the surface of the sample with electrons
and X-rays emerging from an area larger in diameter than
that of the primary beam. Varying the accelerating volt-
age also changes the depth to which the primary beam
penetrates the sample, usually from 1 to 15µm.

The SEM can reveal much chemical information about a
sample; the three-dimensional images can aid in the study
of crystalline material and sample morphology and BSE
images can often be used to determine areas of varying
composition. The signals of most import to the chemical
microscopist, however, are X-rays since their wavelengths
or energies can be measured, thus identifying the individ-
ual chemical elements in the sample.

3. X-ray Spectroscopy

Both the SEM and the TEM generate characteristic X-rays
due to beam/sample interactions. When an electron im-
pacts with an atom, probabilities are that a collision with
an inner-shell electron will result. If this inner-shell elec-
tron is ejected from the atom, an energy deficiency exists
within the atom, and an adjacent shell electron will drop
into the space vacated by the ejected electron. When this
transfer occurs, X-rays of energies and wavelengths spe-
cific to the atomic number of the atom are emitted. These
wavelengths and energies can be detected and are, there-
fore, extremely helpful in terms of chemical element iden-
tification. In some cases, compound identification can be
enhanced by quantification.

Two different systems presently are utilized to detect
and measure X-ray generation in electron beam instru-
ments: wavelength dispersive spectrometers (WDS) and
energy dispersive spectrometers (EDS).

Energy dispersive systems are more likely to be incor-
porated with a TEM or SEM, and wavelength systems, or
crystal spectrometers, are more commonly the basis for
an analytical TEM.

The wavelength dispersive X-ray analyzer is more diffi-
cult to operate and requires a higher energy electron beam.
Analysis time can be lengthy (minutes rather than seconds
for EDS) and multiple detectors must be used if more than
a few elements are to be analyzed. The positive aspects
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of WDS are a better than 10-fold increase in resolution
(<10 eV), very low background, and analysis of light el-
ements as low as boron.

The EDS is simple to operate and easy to maintain. With
most samples, preselected instrument parameters and de-
tector position rarely need be changed. Of course, each
sample presents a unique set of aspects which must be
taken into account prior to analysis. Most qualitative tests
are quite simple and results are obtained in a matter of
seconds for all elements above sodium in atomic number.
The major drawback of EDS is the poor spectral resolu-
tion (145–180 eV), which can cause peak overlaps and
difficulty in analysis. For example, a sample containing
both Al (1486 eV) and Br (1480 eV) would have severe
overlap in that region of the spectrum if the unknown were
analyzed at low accelerating voltage (kV). If the voltage is
raised, and if Br is present, additional bromine lines would
appear at 11,907 and 13,287 eV, confirming the presence
of Br, since Al will display only the two lower energy
lines. In WDS, this would not be seen as a problem be-
cause the two low-energy lines would not overlap but be
clearly separated. Another drawback of EDS is the relative
difficulty in accurately and routinely analyzing elements
below atomic number 11, making carbonate or oxide anal-
ysis impossible. This is primarily due to detector design;
however, special detectors are currently available which
circumvent some of these problems.

Almost all X-ray analyzers are powerful computer-
based systems which allow for extensive data storage,
rapid access of files, and simple quantitative analysis of
samples. The combining of these spectrometers with elec-
tron beam microscopes has allowed routine detection of
<10−18 g of some elements, and since these areas are also
imaged by the instrumentation, this elemental analysis can
be related to microstructure.

4. Auger/ESCA Spectroscopy

Frequently, analyses must be performed on samples or
surfaces which (1) cannot be imaged or analyzed due to
small sample size, (2) would be subject to damage by a
high voltage (>10 kV) electron beam, or (3) can be im-
aged only under low kV, and therefore little X-ray infor-
mation is produced. These samples are commonplace in
organic analysis, metallurgy, adhesives and bonding tech-
nology, and crystal-growth technology. Recent advances
in high-vacuum technology have led to microanalytical
tools which can now help solve problems in those fields:
Auger (pronounced “ō-zhā”) electron spectroscopy (AES)
and electron spectroscopy for chemical analysis (ESCA).

The energy deficiency which exists in an atom which
has lost an inner-shell electron due to bombardment by
an electron beam can be equalized by replacement with

an adjacent-shell electron. This energy transfer releases
X-radiation or can result in the ejection of an Auger
electron.

These electrons are of fairly high energy (50–2000 eV)
and the energies are specific to elements present in the
sample, additionally, since the amplitude of the Auger
peaks are a function of amounts of material present, results
can be quantified.

The instrumentation utilizes an electron beam of low
accelerating voltages (<5 kV) and large diameter which
results in very low penetration into the sample (10–100 Å).
By adding an ion gun to the system which, by atomic bom-
bardment of the area under analysis, can remove layers of
the structure, a layer-by-layer profile of the chemistry of
the material under investigation can be obtained. Because
of the high sensitivity of this system, an ultrahigh vacuum
of >10−9 Torr is desirable and often mandatory.

ESCA does not use an electron beam to excite the sam-
ple; rather, it illuminates the sample with a band of X-rays
(photons). Upon impact with an atom, these photons will
give up some of their energy to electrons which become
photoelectrons and are ejected from the atom. An electron
spectrometer placed near the illuminated area then de-
tects and measures the intensity or kinetic energy of these
photoelectrons. Since the energy of the X-rays is known,
the kinetic energy of the photoelectrons can be subtracted
from the X-ray energy to yield the binding energy of the
ejected electron. This binding energy is unique to each dif-
ferent chemical configuration relative to molecular struc-
ture (e.g., to differentiate between a nitrate and a nitrite).
ESCA is frequently the instrument of choice in matters of
organic surface analysis; however, ESCA, like AES, is a
surface probe (10–50 Å) and as such requires care dur-
ing specimen preparation in order to avoid contaminating
the surfaces. Additionally, ultrahigh vacuum systems must
be used with ESCA in order to prevent the sample surface
from becoming contaminated by gases and vapors in the
system.

Until very recently, it had not been possible to analyze
samples smaller than a few square millimeters with ESCA,
since the illuminating X-ray beam could not be collimated
into a fine enough spot. Currently, commercial instruments
have become available which can illuminate a 100-µm2

area to allow analysis of similarly sized samples.

III. POLARIZED LIGHT MICROSCOPY

A. Significance of Polarized Light Microscopy
to Chemical Microscopy

The polarized light microscope (PLM) is rather unique in
that no other instrument can reveal as much about sam-
ple structure and therefore its chemical nature. Numerous
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physical properties relating to the chemistry of a material
can be observed directly with PLM and quantified in lit-
tle time by an experienced microscopist. Recognition of
this fact can be seen in the recent increase in both sales of
PLMs and in the increasing number of students attending
industrial and chemical microscopy courses given at a few
universities and research institutes.

B. Instrumentation and Accessories

The polarized light microscope is a highly specialized tool
quite unlike a medical or biological microscope. Their
only similarity is in presenting a magnified image of the
sample to the user.

The basic element in any microscope is the stand. The
PLM stand should be quite sturdy and be capable of ac-
cepting a variety of auxiliary components. Most current
microscopes have illuminators built into the base, and
these should be able to exhibit good Köhler illumination
(see the final paragraph in this section).

Immediately after the illuminator and usually incorpo-
rated into the condenser system is a polarizer. This al-
lows light of only one vibration direction to pass through
the sample. The polarizer should be oriented such that
the plane of vibration of the transmitted light lies in the
east/west direction.

Further along the optical path, between the objective
and the ocular, lies a second polarizer, known as an an-
alyzer. When the analyzer is inserted into the light path
and rotated so that its vibration direction is perpendic-
ular to the polarizer, all light transmitted by the polar-
izer is absorbed. The analyzer is freely rotatable and is
graduated by a scale, measurable in degrees of rotation.
The analyzer should be easily removable from the light
path by a sliding mechanism. Slots are usually incorpo-
rated in the analyzer tube for inserting various types of
compensators. A Bertrand lens allows visualization of
interference figures and checking the illumination. One
ocular should be fitted with a crossline reticle and an-
other with a micrometer scale, and both should be fo-
cusable, and the interpupillary distance should be eas-
ily varied if the microscope is fitted with a binocular
head.

The stage of a PLM is usually circular, freely rotatable,
and centerable with respect to the instrument axis. One
British design has simultaneously rotating polars (polar-
izers) and a fixed stage. Either arrangement allows a sam-
ple to be observed through all orientations with respect to
the vibration planes of the polarizer and analyzer. Stage
clips or an attachable mechanical stage may be desirable
for certain applications; however, for chemical work, they
can be a detriment to simple and rapid sample changes or
manipulation.

A rotating nosepiece, capable of mounting four or more
objectives, is generally supplied. Objectives should be
polarizing objectives (i.e., strain-free) and should be cen-
terable in the nosepiece or individually centerable in in-
dividual mounts as well as parfocal. Use of objectives not
designed for polarized light may impart unwanted polar-
ization colors to a sample due to strain introduced into the
glass lens during manufacture.

The condenser should also be strain free, and the NA
should be near the highest objective NA to be used. The
condenser should be centerable in its mount in order to aid
in bringing the optical system into perfect concentricity.
Often, the sample may require a different type of illu-
mination, such as phase contrast or dark field. Provision
should be made for simple changeover to different con-
densers, which must be used for these types of transmitted
illumination techniques.

Various compensators such as a quartz wedge, a “first-
order red” plate, or a quarterwave plate can be introduced
into the bodytube. Compensators aid in the determination
of degree of retardation or birefringence and in determin-
ing the orientation of the high refractive index.

A desirable addition would be an incident-light illumi-
nator for observing opaque substances or reflected light
phenomena. Also, a photomicrographic attachment is use-
ful for recording various effects due to illumination, for
comparison of similar samples by use of photomicro-
graphs, or to provide a record for inclusion in a notebook
or report.

Dynamic studies such as crystal growth, microchemical
reactions, or changes due to thermal effects can be best
recorded with a video camera and recorder. These can be
easily adapted to any microscope having the capability to
accept photomicrographic systems.

Of foremost import regarding the use of any light micro-
scope is the ability to set up the illumination system cor-
rectly. “Correctly” means Köhler illumination, whereby
the images presented have good sharpness, contrast, and
are evenly illuminated over the entire field for all objec-
tives. Most microscope users (as distinguished from mi-
croscopists) simply turn on the lamp and go about business
as usual. If a few minutes were spent adjusting for Köhler
illumination, however, optimum resolution and contrast
would be ensured at all magnifications and for all sam-
ples. Detailed steps for these operations are outlined in
any of the referenced McCrone publications.

C. Observable Optical Phenomena

An experienced microscopist can often identify many fre-
quently encountered substances at sight. Unfortunately,
the microscopist is less likely to be believed if he/she
says something is, for example, cornstarch rather than
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saying, “These particles are approximately 5–15 µm in
size, are colorless, transparent, and rounded polyhedra.
The refractive index is about 1.530 and each grain contains
a central nonspherical air bubble. The surface is smooth,
there is no agglomeration, and when observed between
crossed polars, the particles appear gray to white with a
distinct black cross.” To further substantiate the identifi-
cation, a dilute aqueous drop of I-KI (iodine–potassium
iodide) added to the particles will color starch blue to
nearly black. This entire identification can be performed
in less than 15 sec, additionally 10 different bits of infor-
mation were obtained by simple observation. Obviously
all samples are not so readily characterized; nevertheless,
the techniques remain the same and much additional in-
formation about processing and source can be obtained.

Preliminary examination under a stereomicroscope can
reveal whether a substance is crystalline or amorphous
and can aid in determining which area of a bulk sample
is representative of the problem at hand. A sample can
also be more easily manipulated and mounted under the
stereoscope. If the sample is large enough, it is best to try
to break the sample into a few smaller particles so more
than one prep is available for testing. Preparing a mount
generally means placing a sample on a microscope slide
and immersing it in a suitable medium, preferably with
a refractive index of 1.660. The sample is then ready for
observation by PLM.

Once the sample is focused and observed in plane polar-
ized light, a number of simple observations are possible.
Particle size can be measured with a calibrated measuring
eyepiece reticle or a filar micrometer eyepiece. Once sizes
are established, a size distribution of particles can be esti-
mated as can the percentage of various types of particles
if the sample is a mixture.

The general appearance of the particle(s) can also be
noted. Transparency or opacity should be noted as should
shape and surface texture. Unless one is going to be ad-
dressing specialized specific types of particles all of the
time (e.g., fibers or mineral samples), it is best not to be-
come too specific about shape or texture nomenclature.
Easily conveyed terms such as flakes, fibrous, granular or
cracked, smooth or pitted usually suffice to describe the
general overall shape and surface texture of the sample. If
analysis of the sample by optical crystallography becomes
necessary, then terms such as orthorhombic bipyramids,
or monoclinic prisms, if correctly applied, are necessary
to classify a crystal. Observations of surfaces are gener-
ally aided with the use of an incident illuminator to light
the top surface of the sample. Color of the sample should
also be observed with both incident and transmitted light.
Pleochroism can be determined while the sample is illu-
minated by transmitted plane polarized light. Pleochroic
materials exhibit different colors with changes in orienta-

tion relative to the plane of light vibration. Simply stated,
if the color of the particle changes as the stage is rotated,
the particle is pleochroic, thus also anisotropic.

The relative hardness of a material can also be tested
by simply pressing down gently on the coverslip within
the vicinity of the particle with a fine tungsten needle.
Brittle particles will easily fracture or flake apart; a par-
ticle which spreads out and then recovers its original
shape will indicate some polymerized or rubberized ma-
terial; very hard particles may do nothing. Magnetic prop-
erties can easily be tested by passing a small magnet
past the objective while observing its movement or lack
thereof.

One of the most helpful keys in morphological analy-
sis of microscopic samples is knowing the refractive in-
dex of the sample. The reason for selecting a mounting
medium with a refractive index of 1.660 is that most sub-
stances have refractive indices on either side of 1.660
(the best mountant for this purpose has proved to be
Aroclor, which is available in various viscosities). For
example, glass (nD = 1.515) and the mineral corundum
Al2O3 (nD = >1.7) appear to be similar under the mi-
croscope but if the sample has been mounted in Aroclor,
the relative refractive index of the particle determined
by the “Becke line” test will quickly differentiate the two.
The Becke line is the bright ring or halo visible around
the boundary of the particle visible as the plane of focus
is raised or lowered. The halo will always move from the
medium of lower refractive index to the medium of higher
refractive index as the plane of focus is raised. Thus, if fo-
cus is raised on the particle in question and the halo moves
from the outer perimeter of the particle to the inner perime-
ter, the refractive index of the particle is higher than the
mountant; in this case, the unknown could be corundum.
At this point, simply inserting the analyzer at the crossed
polars position (90◦ to polarizer) would confirm this fact;
since glass is isotropic and corundum is anisotropic, the
glass would be lost to sight and the corundum would ap-
pear bright against a black field.

Once an approximation of the refractive index of the
particle is determined, an exact match can be determined
by plotting a dispersion staining curve. Dispersion is the
variation in refractive index with wavelength of light. By
using (1) a suitable mounting liquid, (2) a dispersion stain-
ing objective, (3) a hot stage, and (4) graph paper, a curve
can be obtained by plotting the wavelength of the particle’s
observed dispersion staining colors (from charts) versus
the variation in the refractive index of the medium, which
changes with temperature. Two pieces of data are obtained
from this test; the experimental refractive index at which
the particle is no longer visible is established as the re-
fractive index of the particle and the curve obtained can
be compared to known literature data to obtain a match,
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therefore, an identity. Dispersion staining is also a very
useful technique for determining the presence of a known
substance in a mixture; it would be possible to estimate the
percentage of sucrose in a cake mix, determine drug pu-
rity, or determine asbestos content in an insulation sample
very rapidly with appropriate dispersion staining methods.

Observation of samples with the analyzer now inserted
reveals other information about a material. With the ana-
lyzer set to the crossed polars position (90◦ to polarizer),
particles which remain dark while rotating the stage are
termed isotropic and exhibit only a single refractive index.
All crystals in the cubic system, some polymers, and un-
strained glasses are isotropic and will not affect the light
passing through them aside from refraction. The vast ma-
jority of samples observed will be anisotropic and will
appear white or colored under crossed polars.

Anistropic or doubly refractive substances exhibit more
than one refractive index and are termed birefringent ma-
terials. When plane polarized light enters a birefringent
crystal, the particular molecular lattice structure of that
crystal will split the light into two different but perpendic-
ular vibrational directions termed component vibrations,
each traveling at different velocities, therefore indicating
different indices of refraction. By rotating the stage, the
particle will change from bright to dark, or extinction,
every 90◦. The new vibration axes of each of the compo-
nent vibrations can be measured by aligning a crystal face
parallel to the crossline in the ocular, noting the angle indi-
cated on the stage vernier and now rotating the stage until
the crystal loses all color. At this point, the stage angle is
read again and the difference between the two readings is
the extinction angle of the crystal.

Since the two components travel at different rates
through the crystal, they become separated as the slow
component is retarded behind the fast component. This
difference in path length between the two, termed the retar-
dation, can be estimated and measured in nanometers. Re-
tardation is observed as polarization colors resulting from
destructive interference which occurs as the two compo-
nents pass through the analyzer. Retardation is estimated
by use of variable compensators such as the quartz wedge
or Berek compensator. Sample thickness is related to re-
tardation and birefringence as follows: r = 1000tB, where
r is retardation in nanometers, t is thickness in microns,
and B is birefringence (n2 − n1); therefore, if any two of
the above quantities are known, the third may be obtained.
These data, in conjunction with a Michel–Lévy birefrin-
gence chart, are also helpful in identifying substances. The
colors on the chart follow the same order as one sees as
the variable compensator is inserted (or for the Berek, ro-
tated). The color sequence is known as the Newton series.
Once familiar with the colors in the series, it is relatively
simple to estimate the retardation of a sample. Some ma-

terials show very low order polarization colors making
quantitation difficult. In such cases, a first-order red-plate
compensator is used to shift the colors higher into the
Newton series and give colors (blue or yellow) to gray
and white particles.

If necessary at this point, additional optical crystallo-
graphic data may be obtained. Suffice it to say, however,
that most materials may be characterized by polarized light
microscopy: interference figures, crystal systems, symme-
try, form, habit, crystallographic axes, and signs of elon-
gation. These data added to information already obtained
should give positive identification (if that substance has
been characterized previously).

D. Microchemical Tests

On occasion, a sample may be more rapidly identified, or
the suspected identity may be confirmed, by microchem-
ical tests. These tests are scaled-down versions of known
chemical reactions and can be performed on inorganic or
organic materials. The previously mentioned test for starch
is one such example.

One should not attempt microchemical tests without
first conducting a morphological examination of the sam-
ple as previously outlined. This examination should limit
the sample to a few possibilities, which may be reduced
to a final known with careful treatment and technique.

Chemical tests on a microscale are based on many well-
known reactions; color, precipitation, or other types of re-
actions which occur and can be observed on a macroscale
can all be miniaturized to be performed on individual par-
ticles of samples. Sensitivities of these tests depend on a
number of criteria: the lowest concentration of material in
a mixture which will always yield a positive test, the ab-
solute smallest mass or concentration of a single material
which always yields a positive test, and varying chemi-
cal phenomena not always controllable by the analyst (i.e,
solubility, catalysis, rate of reaction, etc.).

Above all, meticulous technique is imperative as is com-
mon sense with regard to approaching the sample from a
chemical point of view. There can be no predetermined
standard procedure used when approaching an analysis,
although actual tests are basically cookbook type. Most
importantly, a preformulated, well-thought-out idea with
regard to what the test is intended to illustrate should be
the first consideration.

Numerous reagents for testing exist, however, for most
determinations, no more than a few dozen should be nec-
essary. An excellent set of reagents is available from
Cargille Labs (Cedar Grove, NJ), which should cover
most inorganic tests, and numerous others are listed in the
various references. Most common solvents should also be
available.
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A prime advantage of microchemical tests is the low
cost of testing. Aside from the microscope, cost for all
ancillary equipment, including reagents, should be a few
hundred dollars; the reagents are used in amounts of only
a few crystals per test; thus, the initial purchase may last
many years. Associated equipment necessary may include
a microburner or hot plate, thin glass rods, a length of plat-
inum wire, microcapillary tubes, and scrupulously clean
slides and coverslips.

Since the sensitivity of most tests is in the subnanogram
range, it is frequently possible to perform a range of tests
on a single particle. A first step might be to observe the
sample’s reaction to heat. Does it melt at a very low tem-
perature or not at all? This would be a good indicator of a
sample being organic or not and would eliminate numer-
ous possibilities. What solvents affect the sample? Solu-
bility tests can be easily performed with only nanoliters of
solvent as follows: (1) place the particle on a coverslip, (2)
place a section of glass tubing (10–15 mm in diameter and
10 mm high) upright on a glass slide, (3) carefully invert
the coverslip with particle and set it on top of the well,
and (4) apply a drop of solvent to the base of the well.
Capillarity will cause the solvent to flow into the chamber
and vapors will be seen to affect the particle if it is solu-
ble. Slightly heating the slide near the well will increase
the vapor pressure when necessary. Microchemical tests
can often be made on single particles in this same cell by
placing a reagent nearby on the coverslip. Moisture pickup
gives two droplets, which then coalesce and react to give
the test.

Most tests require that the sample be brought into solu-
tion before being tested. Occasionally, a sample may not
be readily soluble in most reagents or only very slowly sol-
uble. These may need to be “opened up” by means of high
temperature fusion in a flux such as sodium carbonate.
This can also be performed easily on a microscale (i.e., a
fine platinum loop) with appropriate fluxes and technique.

Once the sample has been brought into solution,
reagents for the specific test(s) may be introduced and, in
most cases, the resulting crystals, precipitate, or color will
be immediately apparent. Reagents may be introduced in
a number of ways and the specific method recommended
should be employed. Most frequently, “negative” tests re-
sult from inappropriate application of the reagent or hur-
ried, inexact technique. If a negative test results, the sam-
ple will still be in solution and through careful treatment,
can still be used for additional testing.

Another advantage of microchemical tests is that not
only can cations be detected, but anions can be quite
specifically identified as well. Silver nitrate or barium
chloride as reagents can pinpoint more than 50 different
anions. This is not as easily determined with more exotic
electron beam instruments.

As an example of how quickly these tests can be per-
formed, a few examples follow:

1. A sample is found to be opaque, noncrystalline, and
highly reflective, with a silvery-gray metallic appearance.
Solubility testing indicates the sample to be slowly at-
tacked by dilute HCl with effervescence. An iron (fer-
ric) containing metal is suspected; therefore, the sample
is treated with HNO3 to ensure obtaining ferric ions and a
crystal of potassium ferrocyanide is added to the test drop.
If the resulting precipitate is dark blue (prussian blue) in
color, the test is positive for ferric iron.

2. Fibers found in the trunk of a car submitted for anal-
ysis are observed to have small reddish-brown deposits
clinging to the outside. The fiber, found to be nylon by
use of a quartz wedge and Michel–Lévy chart, readily re-
leases the material in water. The amorphous appearance
and reddish color indicates iron or possibly blood. A mi-
crochemical test for iron is negative; therefore, a test for
blood is attempted. The reagent (Takayama reagent) is a
mixture of water, 10% glucose, 10% sodium hydroxide,
and pyridine. When a drop is added to the particles, heated
gently but not to boiling, and allowed to stand for several
minutes, red, lightning-shaped crystals result, specific for
blood.

3. A colored compound in a red rubber is thought to
contain iron, copper, or cadmium. The organics in the
rubber are first removed in a flame, and the residual ash is
placed on a slide. After treating the material with HNO3

and diluting it, a crystal of potassium mercuric thiocyanate
is added to the drop and observed. Iron will give no crys-
tals, cadmium will yield very specific colorless crystals
pointed at one end, and copper will yield greenish-yellow
boat-shaped crystals or dentritic “trees.” A specific test
for iron could be run (e.g., KSCN or the above-mentioned
Prussian blue test).

The only way to become adept at chemical microscopy
is through hands-on daily practice. None of these tech-
niques are push-button routine procedures but, once mas-
tered, the morphological identification of materials, com-
bined with microchemical testing, can be a valuable asset
to any mateirals personnel with the side benefit of observ-
ing some of the most dramatic and delightful images in
nature.

SEE ALSO THE FOLLOWING ARTICLES

AUGER ELECTRON SPECTROSCOPY • ELECTRON
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and Squeezed Light

GLOSSARY

Coherence Statistical measure of the similarity of the
fields produced by a light wave at two points separated
in space and/or time.

Doppler effect Shift in the frequency of a wave observed
with a moving source or detector, or when it is reflected
or scattered by a moving object.

Incoherent source Source consisting of a large num-
ber of individual emitters that radiate independently
of each other.

Laser Light source that radiates by stimulated emis-
sion. The output from a laser is highly directional and
monochromatic.

Localized fringes With an incoherent light source the
contrast of the fringes produced by an interferometer
is usually a maximum in a particular plane. The fringes
are then said to be localized in this plane.

Moiré fringes Relatively coarse fringes produced by the
superposition of two fine fringe patterns with slightly
different spacings.

Nonlinear optical materials Materials whose refrac-
tive index changes with the intensity of the incident
light.

Optical fiber Glass fiber surrounded by a transparent
sheath with a lower refractive index. If the diameter of
the fiber is comparable to the wavelength, light propa-
gates along it in a single guided mode.
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Optical path Product of the geometrical path traversed
by a light wave and the refractive index of the medium.

Polarizing beamsplitter Optical element that separates
light waves polarized in two orthogonal planes.

Quarter-wave plate Device that introduces an optical
path difference of a quarter wave-length between two
orthogonally polarized waves.

Speckle Granular appearance of a rough surface illumi-
nated by a laser caused by the superposition of scattered
light waves with random phase differences.

Visibility Visibility of interference fringes is defined by
the relation V = (Imax − Imin/(Imax + Imin), where Imax

and Imin are the irradiances at adjacent maxima and
minima, respectively.

OPTICAL INTERFEROMETRY comprises a range of
techniques that use light waves to make extremely accu-
rate measurements. For many years optical interferometry
remained a laboratory technique. However, as a result of
several recent innovations such as lasers, optical fibers,
holography, and the use of digital computers for image
processing, optical interferometry has emerged as a very
practical tool with many applications.

I. INTERFERENCE OF LIGHT

If two or more waves are superposed, the resultant dis-
placement at any point is the sum of the displacements
due to the individual waves. This is the well-known phe-
nomenon of interference. With two waves of equal ampli-
tude it is possible for their effects to cancel each other at
some points so that the resultant amplitude at these points
is zero.

The colors of an oil slick or a thin film of air enclosed
between two glass plates are due to the interference of light
waves. To observe such interference patterns (fringes), the
interfering waves must have exactly the same frequency.
This normally implies that they must be derived from the
same light source. In addition, to maximize the visibility of
the fringes, the polarization of the interfering light waves
must be the same.

Only a few interference fringes can be seen with white
light because as the optical path difference increases, the
phase difference between the interfering light waves
differs for different wavelengths. However, interference
fringes can be seen with much larger optical path differ-
ences if light with a very narrow spectral bandwidth is
used.

Optical interferometers split the light from a suitable
light source into two or more parts that transverse sep-
arate paths before they are recombined. Common types

of interferometers are the Michelson, the Mach–Zehnder,
and the Sagnac, which use two-beam interference, and
the Fabry–Perot, which uses multiple-beam interference.
Applications of optical interferometry include accurate
measurements of distances, displacements, and vibrations,
tests of optical systems, studies of gas flows and plasmas,
microscopy, measurements of temperature, pressure, elec-
trical, and magnetic fields, rotation sensing, and even the
determination of the angular diameters of stars.

II. MEASUREMENT OF LENGTH

One of the earliest applications of optical interferometry
was in length measurements where it led to the replace-
ment of the meter bar by an optical wavelength as the
practical standard of length. Several lasers are now avail-
able that emit highly monochromatic light whose wave-
length has been measured extremely accurately. With such
a laser, optical interferometry can be used for very accurate
measurements of distances of a hundred meters or more.

A. Absolute Measurements of Length

Electronic fringe counting is now widely used for length
interferometry. In the Hewlett–Packard interferometer a
helium–neon laser is forced to oscillate simultaneously
at two frequencies separated by a constant difference of
about 2 MHz, by applying an axial magnetic field. As
shown in Fig. 1, these two waves, which are circularly
polarized in opposite senses, are converted to orthogonal
linear polarizations by a quarter-wave plate. A polarizing
beamsplitter reflects one wave to a fixed corner reflector
C1, while the other is transmitted to a movable corner re-
flector C2. The returning waves pass through a polarizer,
so that the transmitted components interfere and are inci-
dent on the detector DS.

The outputs from DS and a reference detector DR go to
a differential counter. If the two reflectors are stationary,

FIGURE 1 Fringe-counting interferometer using a two-frequency
laser. [After J. N. Dukes and G. B. Gordon (1970). Hewlett-Packard
J. 21(12), 2–8.  Copyright 1986 Hewlett–Packard Company.
Reproduced with permission.]
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the frequencies of the two outputs are the same, and no
net count accumulates. If one of the reflectors is moved,
the change in optical path in wavelengths is given by the
net count.

Another technique, which can be used if the distance to
be measured is known approximately, involves synthetic
long-wavelength signals. This technique is based on the
fact that if two wavelengths λ1 and λ2 are simultaneously
incident on a two-beam interferometer, the envelope of the
fringes corresponds to the interference pattern that would
be obtained with a synthetic wavelengthλS = λ1λ2/|λ1λ2|.

The carbon dioxide laser can operate at several wave-
lengths, which have been measured accurately, and is,
therefore, well suited to such measurements. The laser
is switched rapidly between two of these wavelengths and
the output signal obtained from a detector as one of the
interferometer mirrors is moved is squared, low-pass fil-
tered, and processed in a computer to obtain the phase
difference. Distances up to 100 m can be measured with
an accuracy of one part in 107.

Yet another method is to use a semiconductor laser
whose frequency is swept linearly with time by control-
ling the injection current. For an optical path difference D,
the two beams reach the detector with a time delay D/c,
where c is the speed of light, and they interfere to yield a
beat signal with a frequency

f = (D/c)(d f/dt) (1)

where d f/dt is the rate at which the laser frequency, is
varying with time.

B. Measurements of Very Small
Changes in Length

A number of interferometric techniques are also avail-
able for accurate measurements of very small changes
in length. One method is based on phase compensation.
Changes in the output intensity from the interferometer are
detected and fed back to a phase modulator in the mea-
surement path so as to hold the output constant. The drive
signal to the modulator is then a measure of the changes
in the optical path.

Another method involves sinusoidally modulating the
phase of the reference beam. Under these conditions the
average phase difference between the interfering beams
can be determined from a comparison of the amplitudes
of the components in the output of the detector at the
modulation frequency and at its second harmonic.

A third group of methods is based on heterodyning
(light beats). For this a frequency difference is introduced
between the two beams in the interferometer, usually by
means of a pair of acoustooptic modulators operated at
slightly different frequencies. The output from a detector

then contains an oscillatory component at the difference
frequency whose phase corresponds to the phase differ-
ence between the two interfering wave fronts.

Light beats can also be produced by superposing the
beams from two lasers operating on the same transition and
can be used to measure changes in length very accurately.
For this purpose two mirrors are attached to the ends of
the specimen to form a Fabry–Perot interferometer. The
frequency of a laser is then locked to a transmission peak of
the interferometer, so that the wavelength of this slave laser
is an integral submultiple of the optical path difference in
the interferometer. A displacement of one of the mirrors
results in a change in the wavelength of the slave laser
and hence in its frequency. These changes are measured
to better than one part in 108 by mixing the beam from
the slave laser at a fast photodiode with the beam from
a frequency-stabilized reference laser and measuring the
beat frequency.

III. MEASUREMENTS OF VELOCITY
AND VIBRATION AMPLITUDE

Light scattered from a moving particle has its frequency
shifted by the Doppler effect by an amount proportional
to the component of the velocity of the particle along
the bisector of the angle between the directions of illu-
mination and observation. With a laser source this fre-
quency shift can be detected by the beats produced ei-
ther by the scattered light and a reference beam or by the
scattered light from two illuminating beams incident at
different angles. An initial frequency offset can be used
to distinguish between positive and negative flow direc-
tions. Laser-Doppler interferometry is now used widely
to measure flow velocities. Another industrial application
has been for noncontact measurements of the velocity of
moving material.

Laser-Doppler techniques can also be used to anal-
yse surface vibrations using an interferometer in which
a frequency offset is introduced between the beams by an
acoustooptic modulator. The output from a detector then
consists of a component at the offset frequency (the car-
rier) and two sidebands. Vibration amplitudes down to a
few thousandths of a nanometer can be determined by a
comparison of the amplitudes of the carrier and the side-
bands, while the phase of the vibration can be obtained by
comparison of the carrier with a reference signal.

IV. OPTICAL TESTING

Another major application of interferometry is in testing
optical components and optical systems. The instruments
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commonly used for this purpose are the Fizeau and the
Twyman–Green interferometers. The Fizeau interferome-
ter is widely used to compare flat surfaces. However, with
a laser source it can carry out a much wider range of tests,
including tests on concave and convex surfaces.

The output of such an interferometer is a fringe pattern
that can be interpreted by an observer quite readily; unfor-
tunately, the process of extracting quantitative data from
it is tedious and time consuming. This has led to the use
of digital computers for analyzing such fringe patterns.

A. Digital Techniques

A typical digital system for fringe analysis uses a televi-
sion camera in conjunction with a video frame memory
and a minicomputer. Since the fringes only give the mag-
nitude of the errors and not their sign, a tilt is introduced
between the interfering wave fronts so that a linear phase
gradient is added to the actual phase differences that are
being measured.

Much higher accuracy can be obtained by directly mea-
suring the optical path difference between the two inter-
fering wave fronts at an array of points covering the in-
terference pattern. A number of electronic techniques are
now available for this purpose.

In one method (phase shifting) the optical path differ-
ence between the interfering beams is varied linearly with
time, and the output current from a detector located at a
point on the fringe pattern is integrated over a number
of equal segments covering one period of the sinusoidal
output signal. Alternatively, the optical path difference be-
tween the interfering wave fronts is changed in equal steps
and the corresponding values of the intensity are mea-
sured. Three measurements at each point provide enough
data to calculate the original phase difference between the
wave fronts. Since a photodiode array or a charge-coupled
detector array can be used to implement this technique,
measurements can be made simultaneously at a very large
number of points covering the interference pattern.

The simplest way to generate the phase shifts or phase
steps is by mounting one of the mirrors of the interfer-
ometer on a piezoelectric transducer to which appropriate
voltages are applied. Another way is to use a semicon-
ductor laser whose output wavelength can be changed by
varying the injection current. If the optical path differ-
ence between the two arms of the interferometer is D, a
wavelength change �λ results in the introduction of an
additional phase difference between the beams,

�ϕ ≈ 2 πD�λ/λ2 (2)

Figure 2 shows a three-dimensional plot of the errors
of a surface produced by an interferometer with a digital
phase measurement system. Because of their speed and

FIGURE 2 Three-dimensional plot of the residual errors of
a concave mirror obtained with a digital phase-measuring
interferometer.

accuracy such interferometers are now used extensively
in the production of high-precision optical components.

B. Tests of Aspheric Surfaces

Many optical systems now use aspheric surfaces. The sim-
plest way of testing such a surface is to generate a table
of wave front data giving the theoretical deviations of the
wave front from the best-fit sphere and to subtract these
values from the corresponding measurements. Surfaces
with large deviations from a sphere can be tested either
by using long-wavelength (infrared) light or by recording
phase data with two wave-lengths. These are used to cal-
culate the phase differences between adjacent data points
corresponding to a longer synthetic wavelength. The pro-
file of the surface can then be obtained by integrating these
differences.

Surfaces with large deviations from a sphere can also
be tested with a shearing interferometer in which the in-
terference pattern is produced by superposing different
portions of the test wave front. In a lateral shearing in-
terferometer two images of the test wave front are su-
perposed with a small mutual lateral displacement. For
a small shear the interference pattern corresponds to the
derivative of the wave-front errors and the deviations to be
measured are considerably smaller than the errors them-
selves. Evaluation of the wave-front aberrations is easier
with a radial shearing interferometer in which interference
takes place between two images of the test wave front of
slightly different sizes.

Surfaces with very large deviations from a sphere are
best tested with a suitably designed null lens, which con-
verts the wave front leaving the surface under test into an
approximately spherical wave front, or with a computer-
generated hologram (CGH). Figure 3 is a schematic of a
setup using a CGH in conjunction with a Twyman–Green
interferometer to test an aspherical mirror. The CGH re-
sembles the interference pattern formed by the wave front
from an aspheric surface with the specified profile and a
tilted plane wave front and is positioned so that the mirror
under test is imaged on to it. The deviation of the surface
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FIGURE 3 Interferometer using a computer-generated hologram
to test an aspheric mirror. [From J. C. Wyant and V. P. Bennett
(1972). Appl. Opt. 11(12), 2833–2839.]

under test from its specified shape is then given by the
moiré pattern formed by the actual interference fringes and
the CGH, which is isolated by means of a small aperture
placed in the focal plane of the imaging lens.

V. STUDIES OF REFRACTIVE
INDEX FIELDS

A significant field of application of optical interferometry
has been in studies of diffusion, fluid flow, combustion,
and plasmas, where changes in the refractive index can
be related to changes in pressure, temperature, or relative
concentration of the different components.

The Mach–Zehnder interferometer is commonly used
for such studies. It has several advantages for such work:
the separation of the two beams can be made as large as
desired, the test section is traversed only once, and fringes
localized in a plane in the test section can be obtained with
an extended incoherent source such as a flash lamp.

Measurements of changes in the optical path differ-
ence can now be made extremely rapidly to better than
0.01 wavelength by heterodyne techniques, using ei-
ther an image-dissector camera to scan the interference
pattern, or an array of detectors coupled to individual
phase-to-voltage converters.

VI. HOLOGRAPHIC AND SPECKLE
INTERFEROMETRY

Holography makes it possible to use interferometry for
measurements on objects with rough surfaces. Holo-
graphic interferometry is now a powerful tool for non-
destructive testing and strain analysis.

Initially, a hologram of the object is recorded by illu-
minating it with a laser and allowing the light reflected by
the object to fall on a high-resolution photographic plate

along with a reference beam from the same laser. When
the processed hologram is replaced in exactly the same
position and illuminated with the same reference beam
it reconstructs an image that is superimposed exactly on
the object. If a stress is applied to the object, interference
between the wave front reconstructed by the hologram
and the wave front from the deformed object gives rise
to fringes that contour the changes in shape of the object.
Weak spots and defects are revealed by local changes in
the fringe pattern.

Very accurate measurements of the optical path differ-
ences in the interference pattern can be made by the digi-
tal phase-stepping technique. The data from three or more
such measurements made with different directions of il-
lumination can then be processed to obtain the surface
displacements and the principal strains.

Holographic interferometry can also be used for mea-
surements on vibrating objects. One method (time-average
holographic interferometry) involves recording a holo-
gram with an exposure long compared to the period of
vibration. The reconstructed image is then covered with
fringes that can be used to map the vibration amplitude.
More accurate measurements can be made using strobo-
scopic illumination in conjunction with the phase-stepping
technique.

A faster, though less accurate, technique for such
measurements is speckle interferometry, which involves
recording the interference pattern formed between the
speckled image of the object when it is illuminated with
a laser and a reference beam from the same source. Any
change in the shape of the object results in a change in
the optical path difference between the two wave fronts
and a consequent change in the intensity distribution in
the speckled image. Two such speckled images can be
recorded electronically and their difference extracted to
give fringes similar to those obtained by holographic in-
terferometry.

The digital phase-stepping technique can also be used
with electronic speckle pattern interferometry. In this case
each speckle is treated as an individual interference pat-
tern, the light from the object having a particular ampli-
tude and phase. If the optical path difference at each such
point with respect to the reference beam is measured by
the phase-stepping technique before and after the surface
moves, the change gives a direct measure of the surface
displacement at that point.

VII. INTERFERENCE MICROSCOPY

An important application of optical interferometry is in
microscopy. Interference microscopy provides a noncon-
tact method for studies of surface structure when stylus
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FIGURE 4 The Mirau interferometer.

profiling cannot be used because of the risk of damage. In
the Mirau interferometer shown in Fig. 4, light from the
microscope illuminator is incident, through the objective,
on a semitransparent mirror. The transmitted beam goes to
the test surface, while the reflected beam goes to a refer-
ence surface. These two beams are recombined at the same
semitransparent mirror and return through the objective.
The interference pattern formed in the image plane con-
tours the deviations from flatness of the test surface. Very
accurate measurements of surface profiles and estimates
of roughness can be made using the digital phase-shifting
technique.

Another application of interference microscopy is for
studies of transparent living cells that cannot be stained
without damaging them. The Nomarski interferometer,
which is commonly used for such work, is a shearing in-
terferometer that uses two Wollaston (polarizing) prisms
to split and recombine the beams. Two methods of obser-
vation are possible. With small isolated objects it is con-
venient to use a lateral shear larger than the dimensions of
the object. Two images of the object are then seen, cov-
ered with fringes that contour the phase changes due to the
object. With an extended object the shear is made much
smaller than the dimensions of the object. The interference
pattern then shows the phase gradient.

VIII. INTERFEROMETRIC SENSORS

It is possible to set up interferometers in which the two
paths are single-mode optical fibers. Since the optical path
length in a fiber changes when it is stretched and is also af-
fected by its temperature, fiber interferometers can be used
as sensors for several physical quantities. It is possible to
have very long noise-free paths in a small space, so that
high sensitivity can be obtained. Figure 5 shows a typical
optical setup using optical fiber couplers to divide and re-
combine the beams and a fiber stretcher to modulate the
phase of the reference beam. The output is picked up by

FIGURE 5 Fiber-optic interferometric sensor. [From T. G. Gial-
lorenzi, J. A. Bucaro, A. Dandridge, G. H. Sigel Jr., J. H. Cole, S.
C. Rashleigh, and R. G. Priest (1982). IEEE J. Quant. Electron.
QE-18(4), 626–665.  1982 IEEE. Reproduced with permission.]

a photodetector and measurements are made with either a
heterodyne system or a phase-compensating system. De-
tection schemes involving either a modulated laser source
or laser frequency switching have also been used.

Fiber interferometers have been used as sensors for me-
chanical strains and changes in pressure and temperature.
They can also be used for measurements of magnetic and
electric fields by bonding the fiber to a suitable magne-
tostrictive or piezoelectric element.

Another application of fiber interferometers has been
in rotation sensing where they have the advantages over
gyroscopes of instantaneous response, very small size, and
relatively low cost. In this case the two waves traverse a
closed multiturn loop made of a single optical fiber in
opposite directions. If the loop is rotating with an angular
velocity ω about an axis making an angle θ with the normal
to the plane of the loop, the phase difference introduced
between the two waves is

�ϕ = (4πωL R cos θ )/λc (3)

where L is the length of the fiber, R is the radius of the
loop, λ is the wavelength, and c is the speed of light.

IX. STELLAR INTERFEROMETERS

Even the largest stars have angular diameters of about
0.01 arcsec which is well below the resolution limit of the
largest telescopes. However, since a star can be consid-
ered as an incoherent circular source, its angular diameter
can be calculated from the coherence of the light received
from it, which in turn can be obtained from measurements
of the visibility of the interference fringes formed by light
collected from two points at the ends of a long horizontal
base line. For a uniform circular source of angular diam-
eter α, the visibility of the fringes is

V = 2J1
(παB/λ)

(παB/λ)
(4)
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where B is the length of the base line and λ is the wave-
length; the visibility of the fringes falls to zero when
B = 1.22 λ/α.

The first stellar interferometer, which was built by
Michelson in 1921, used two mirrors whose spacing could
be varied, mounted on a 6-m-long support on the 2.5-m
telescope at Mt. Wilson, California. The beams reflected
by these mirrors were reflected by two other mirrors to
the main telescope mirror that brought them to a common
focus, at which the interference fringes were formed.

Several practical problems limited the length of the base
line that could be used with this interferometer, the most
important being lack of stability of the fringes due to rapid
random changes in the two optical paths caused by at-
mospheric turbulence. Modem electronic techniques have
now overcome these problems.

Figure 6 shows the optical system of a stellar interfer-
ometer designed to make measurements over base lines up
to 1 km. Two coelostats (C) at the ends of the north-south
base line send light via a system (OPLC) that equalizes
the two optical paths to the beamsplitter (B) where they
are combined. Two piezoelectric-actuated tilting mirrors
(T) controlled by two quadrant detectors (Q) ensure that
the two images of the star are exactly superimposed. Two
detectors (D1 and D2) measure the total flux in a nar-
row spectral band in the two interference patterns over
a sampling interval of a few seconds. During the next
sampling interval an additional phase difference of 90◦

is introduced between the two beams by two mirrors (S)
mounted on piezoelectric translators. The visibility of the
fringes can then be obtained from the average value of the
square of the difference between the signals from the two
detectors.

FIGURE 6 A modern stellar interferometer. (Courtesy J. Davis, University of Sydney.)

X. GRAVITATIONAL-WAVE
INTERFEROMETERS

Einstein’s general theory of relativity predicts the exis-
tence of gravitational waves, corresponding to ripples in
the curvature of space–time, that propagate through the
universe at the speed of light. Since all known forms of
matter are nearly transparent to a gravitational wave, and
its waveform carries detailed information about its source,
gravitational waves could provide a new window into the
universe. In particular, observations of gravitational waves
should make it possible to test nonlinear aspects of general
relativity in regions of strong gravitational fields, such as
black holes and colliding neutron stars.

The local distortion of space–time due to a gravitational
wave stretches space in one direction normal to the direc-
tion of propagation of the wave and shrinks it along the
orthogonal direction. This strain could, therefore, be mea-
sured by detecting the differential changes in the lengths
of the arms of a Michelson interferometer.

Gravitational waves from sources such as coalescing
binary neutron stars and black holes are expected to pro-
duce strains of the order of 10−21. Several highly sen-
sitive, long-baseline laser interferometers are currently
under construction with the objective of detecting grav-
itational waves.

A typical interferometric gravitational-wave detector,
shown schematically in Fig. 7, is basically a Michelson in-
terferometer with Fabry–Perot cavities (up to 4 km long) in
each arm. These cavities increase the change in the optical
path difference produced by any change in the length of
the arms by a factor equal to the number of times the beams
traverse the cavities. To reduce sensitivity to fluctuations
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FIGURE 7 Schematic of the optical system of a long-baseline interferometric gravitational-wave detector [From
Weiss, R. (1999). Rev. Mod. Phys. 71 S187–S196.]

in the input laser power, the antisymmetric or signal ex-
traction port of the Michelson interferometer is held on
a dark fringe, resulting in almost all the light returning
toward the laser. A further increase in sensitivity can then
be obtained by placing a partially transmitting mirror be-
tween the laser and the beam splitter. When located at the
correct position, this power-recycling mirror reflects most
of the light back toward the beam splitter so as to obtain
an increase in the effective incident power.

The mirrors of the Fabry–Perot cavities, which con-
stitute four test masses, are suspended from multistage
vibration isolators. If L is the separation of the mirrors
and h is the strain due to the gravitational wave, the dif-
ferential change in their separations is then �L = Lh, and
the resultant change in the phase difference between the
beams emerging from the two cavities is

�φ = (2π/λ)N�L = (2π/λ)N Lh, (5)

where λ is the wavelength of the light, and N is the mean
number of times the light bounces back and forth in the
cavities before exiting.

To achieve the required sensitivity, the laser source has
to be frequency and amplitude stabilized, and the entire
optical path of the interferometer has to be housed in
a vacuum of 10−9 torr. Real gravitational waves can be
distinguished from instrumental and environmental noise
by correlating the outputs of two interferometers at widely
separated sites. More information can be extracted from

a gravitational wave, including the direction to its source,
by combining the outputs from at least three or, preferably,
four widely separated sites.

XI. PHASE-CONJUGATE
INTERFEROMETERS
AND SQUEEZED LIGHT

The availability of nonlinear optical materials has opened
up new possibilities in interferometry. One such involves
the use of a nonlinear optical material as a phase-conjugate
mirror (PCM).

If we consider a distorted wavefront incident on an or-
dinary mirror, reflection merely inverts the distortion, so
that it remains unchanged with respect to the direction of
propagation. A diverging wavefront incident on an ordi-
nary mirror is reflected as a diverging wavefront. A PCM,
on the other hand, reverses the shape of the wavefront rel-
ative to its propagation direction. As a result, a wavefront
diverging from a point source becomes, on reflection at a
PCM, a converging wavefront moving back to the source.
If both the mirrors in a conventional interferometer are
replaced with PCMs, a uniform interference field is ob-
tained which is unaffected by misalignment of the mirrors.
However, because the PCM responds with a finite delay,
the interference pattern shows any transient changes in
the optical path. If one mirror is replaced with a PCM,
an incoming wavefront can be made to interfere with its



P1: GAE/LSX P2: GQT Final Pages

Encyclopedia of Physical Science and Technology EN011A-526 July 25, 2001 16:39

Optical Interferometry 379

conjugate, and its deviations from a plane wavefront can
be obtained directly.

Another interesting possibility is the use of squeezed
states of light. Squeezed light can be generated by a num-
ber of nonlinear interactions which result in the simul-
taneous production of pairs of photons. Interferometric
measurements with squeezed light can, under appropriate
conditions, exhibit smaller residual errors due to quantum
noise than measurements made with normal laser light.
The use of squeezed light could lead to major improve-
ments in the performance of interferometers for applica-
tions requiring the utmost precision, such as the detection
of gravitational waves.

SEE ALSO THE FOLLOWING ARTICLES
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Radiocarbon Dating
R. E. Taylor
University of California, Riverside

I. Elements of the Radiocarbon (14C) Method
II. Major Anomalies

III. Measurement Techniques

GLOSSARY

Accelerator mass spectrometry (AMS) Method of di-
rect or ion counting of isotopes using particle acceler-
ators as mass spectrometers.

Atomic bomb effect Recent major increase in 14C ac-
tivity caused by the production of artificial 14C (bomb
14C) due to the detonation of thermonuclear devices in
the atmosphere. Also known as the Libby or Nuclear
Effect.

Calibrated 14C age Radiocarbon age estimate corrected
for secular variation processes.

Conventional 14C age Radiocarbon age estimate ex-
pressed in terms of a specified set of assumptions and
parameters.

Decay counting Method of inferring 14C concentration
by measuring beta decay rate of 14C.

De Vries effects Relatively short-term variations in 14C
activities. Also known as “wiggles” or “warps” in the
14C time scale.

Direct counting Method of inferring 14C concentration
by directly easuring 14C ions by accelerator mass
spectrometry.

Fossil fuel effect Reduction in 14C activity in the 19th
and 20th century due to the combustion of fossil fuels.
Also known as the Suess and Industrial Effect.

NBS oxalic acid standards Oxalic acid preparations

distributed by the U.S. National Standards Bureau
of Standards (now National Institutes of Standards
and Technology) to serve as contemporary standard
for 14C studies. Defines a “zero age” for 14C dating
purposes.

Reservoir corrected 14age Radiocarbon age estimate
corrected for nonzero age of contemporary materials
in a given carbon reservoir.

Secular variation Offsets or deviations from equilibrium
natural 14C concentrations due to production rate vari-
ations and/or changes in the parameters of the carbon
cycle over time.

RADIOCARBON (14C) DATING is an isotopic or nu-
clear decay method of inferring age for organic mate-
rials. The 14C technique is currently the principle time
placement or chronometric physical dating method used
in late Quaternary geochronology. While the influence
of 14C dating has been particularly important in pre-
historic archaeological studies, 14C data have made im-
portant contributions in geology, geophysics, hydrology,
and oceanography through both dating and tracer stud-
ies. Radiocarbon measurements can be obtained on a
wide spectrum of carbon-containing samples including
charcoal, wood, marine and freshwater shell, bone and
antler, peat and organic-bearing sediments, carbonate

          713
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deposits such as marl, tufa, and caliche, as well as car-
bonates and CO2 dissolved in ocean, lake and ground-
waters. With a half-life of approximately 5700 years, the
14C method can be routinely employed in the age range of
about 300 to between 40,000 and 50,000 years for samples
in the range of 1–10 g of carbon using conventional decay
or beta counting. With isotopic enrichment and larger sam-
ple sizes, ages up to 75,000 years have been measured. The
use of accelerator mass spectrometry (AMS) for direct or
ion counting of 14C permits measurements to be obtained
routinely on samples of several milligrams of carbon (with
special efforts, on micrograms of carbon) and potentially
may permit a significant extension of the 14C time frame to
as much as 100,000 years if stringent requirements for the
exclusion of modern and in situ contamination can be met.

I. ELEMENTS OF THE RADIOCARBON
(14C) METHOD

A. Basic Principles

Carbon has three naturally occurring isotopes, two of
which are stable (12C, 13C) and one (14C) which is unsta-

FIGURE 1 Radiocarbon dating model: production, distribution, and decay of 14C. [From Taylor, R. E. (1987). “Radio-
carbon Dating: An Archaeological Perspective,” Academic Press, FL.]

ble or radioactive. The term radiocarbon is a contraction
of the term “radioactive carbon.” Radiocarbon decays by
emitting a beta particle to form 14N and a neutrino. The
basis of the 14C dating method can be outlined in terms of
the production, distribution, and decay of 14C (Fig. 1).

The natural production of 14C is a secondary effect
of cosmic-ray bombardment in the upper atmosphere.
Following production, it is oxidized to form 14CO2. In
this form, 14C is distributed throughout the earth’s atmo-
sphere. Most of it is absorbed in the oceans, while a small
percentage becomes part of the terrestrial biosphere by
means of the photosynthesis process and the distribution
of carbon compounds through the different pathways of
the earth’s carbon cycle. Metabolic processes maintain
the 14C content of living organisms in equilibrium with
atmospheric 14C. However, once metabolic processes
cease—as at the death of an animal or plant—the amount
of 14C will begin to decrease by decay at a rate measured
by the 14C half-life.

The radiocarbon age of a sample is based on measure-
ment of its residual 14C content. For a 14C age to be equiv-
alent to its actual or calendar age at a reasonable level of
precision, a set of assumptions must hold within relatively
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narrow limits. These assumptions include: (i) the concen-
tration of 14C in each carbon reservoir has remained es-
sentially constant over the 14C time scale; (ii) there has
been complete and rapid mixing of 14C throughout the
various carbon reservoirs on a worldwide basis; (iii) car-
bon isotope ratios in samples have not been altered except
by 14C decay since these sample materials ceased to be
an active part of one of the carbon reservoirs—as at the
death of an organism; (iv) the half-life of 14C is accurately
known, and, (v) natural levels of 14C can be measured to
appropriate levels of accuracy and precision.

The 14C dating technique was developed at the Uni-
versity of Chicago in the period immediately following
World War II by Willard F. Libby and his collaborators
James R. Arnold and Ernest C. Anderson. Libby received
the 1960 Nobel Prize in Chemistry for the development of
the method.

B. Conventions

Radiocarbon age estimates are generally expressed in
terms of a set of widely accepted parameters that define a
conventional radiocarbon age. These parameters include
(i) the use of 5568 (5570) years as the 14C half-life even
though the actual value is probably closer to 5730 years,
(ii) the direct or indirect use of standard preparations of
oxalic acid originally distributed by the United States Na-
tional Bureau of Standards (now National Institutes of
Standards and Technology) as a contemporary or modern
reference standard to define a “zero” 14C age, (iii) the use
of A. D. 1950 as the zero point from which to count 14C
time, (iv) a correction or normalization of 14C in all sam-
ples to a common 13C/12C value to account for fractiona-
tion effects, and (v) an assumption that 14C in all reservoirs
has remained constant over the 14C time scale. In addition,
a conventional understanding is that each 14C determina-
tion should be accompanied by an expression that provides
an estimate of the experimental or analytical uncertainty.
Since statistical constraints associated with the measure-
ment of 14C is usually the dominant component of the ex-
perimental uncertainty, this value is sometimes informally
referred to as the “statistical error” and is, by convention,
expressed at the ±1 sigma level. The experimental error
should be suffixed to all appropriately documented 14C
age estimates.

For samples from some carbon reservoirs, the conven-
tional contemporary standards may not define a zero 14C
age. A reservoir corrected radiocarbon age can some-
times be calculated by documenting the apparent age ex-
hibited in control samples and correcting for the observed
deviation. Reservoir effects are most often observed in
samples from marine environments and fresh water lakes.
A calibrated radiocarbon age takes into consideration the
fact that 14C activity in living organisms has not remained

constant over the 14C time scale because of secular varia-
tions effects.

II. MAJOR ANOMALIES

A. Secular Variation Effects

One of the most fundamental assumptions of the 14C
method is the requirement that natural 14C concentrations
in materials of “zero 14C age” in a particular carbon reser-
voir are equivalent to that which has been characteristic
of living organisms in that same reservoir over the entire
14C time scale. Generally this assumption is seen to re-
quire an equilibrium or steady-state relationship in which
the production and decay rates have been in approximate
balance. Since the decay rate of 14C is constant, the prin-
cipal variables affecting equilibrium conditions would be
changes in the atmospheric production rate of 14C, long-
and short-term climatic perturbations and effects related
to variations in the parameters of the carbon cycle such as
reservoir sizes and rates of transfer of 14C between differ-
ent carbon reservoirs.

Initially, tests of the validity of the assumption of con-
stant 14C concentration in living organics over time have
focused on the analyses of the 14C activity of a series of
historically or dendrochronologically dated samples. The
data base which initially provided the most valuable in-
formation on secular variation in the 14C time series was
14C determinations obtained on tree-ring dated wood, par-
ticularly that obtained on samples of the bristlecone pine
(Pinus longaeva) from the western United States. A long
series of paired 14C/dendrochronologically dated samples
of bristlecone and other species of wood documented the
offset between “radiocarbon years” and “solar or calender
years” indicating that 14C ages were “too young” for most
of the Holocene by as much as 1000 years when compared
with the tree-ring derived ages.

More recently, comparisons of 14C with dendrochrono-
logical data based on Irish oak and German oak and
pine for the earliest portion and Douglas fir, sequoia
and bristlecone pine for later periods document about
11,800 years of solar time. For the period before den-
drochronological controls are currently available, paired
uranium/thorium (234U/230Th) and 14C samples from cores
drilled into coral formations provide the principal data on
which a late Pleistocene 14C calibration curve has been
extended to about 24,000 solar years BP or, as expressed
in 14C time, to about 20,300 BP. Figure 2 represents a plot
of the off-set between 14C and assumed “true” ages based
primarily on combined dendrochronological/14C and coral
uranium-series/14C data.

With the extension of the 14C calibration framework
using the uranium-series data on corals, it has now be-
come apparent that what was thought of initially as a
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FIGURE 2 Characterization of Late Pleistocene and Holocene deviation of 14C from dendrochronologial-, uranium-
series-, and varve counted marine sediment-based age data. Box in lower right corner indicates original bristlecone
pine-based indications of 14C deviations from solar or “real” time. [From Taylor et al. (1996). “Development and exten-
sion of the calibration of the radiocarbon time scale,” Quaternary Sci. Rev. (Quaternary Geochronol.) 15, 655–668.]

“sine-wave”-like characterization of the variation in the
14C time scale (illustrated in the lower right hand corner
of Fig. 2) during the Holocene was an artifact of the lim-
ited time frame documented by the initial Holocene tree-
ring/14C data. Based on the expanded calibration data,
it now appears that the long-term secular variation 14C
anomaly can be characterized as representing a slow-
decay function on which has been superimposed middle-
and short-term (“de Vries effects”) perturbations.

A fuller rendering of the entire Holocene 14C time
scale now permits researchers to review more precisely
the timing and characteristics of the de Vries “wiggles”
over the last 10 millennia. Figure 3 plots the series of de-
fined Holocene “time warps” reflecting the time ranges of
the de Vries effect perturbations. Figure 3A represents 0
to 5000 BP and Fig. 3B represents the 5000 to 10,000 BP
period in 14C years.

In Fig. 3, twelve major and five intermediate de Vries ef-
fect perturbations can be identified. Major de Vries effects
have been defined as warps exceeding 250 solar years; in-
termediate de Vries effects are those that exhibit ranges in
excess of 140 solar years, and minor de Vries effects have
ranges of less than 140 solar years. The 17 major and inter-
mediate de Vries perturbations have been assigned Roman

numeral and letter combinations. Roman numerals iden-
tify the 14C millennium, i.e., I = 0 to 1000 BP, II = 1000 to
2000 BP, while lower case letters identify the perturbation
in chronological order within each 14C millennial period.

FIGURE 3A Holocene de Vries effects: Ranges (“warps”) in cal-
endar years obtained from the calibration of conventional 14C
ages: 0–5000 BP. [From Taylor et al. (1996). “Development and
extension of the calibration of the radiocarbon time scale,” Qua-
ternary Sci. Rev. (Quaternary Geochronol.) 15, 655–668.]
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FIGURE 3B Holocene de Vries effects: Ranges (“warps”) in cal-
endar years obtained from the calibration of conventional 14C
ages: 5000–10,000 BP. [From Taylor et al. (1996). “Development
and extension of the calibration of the radiocarbon time scale,”
Quaternary Sci. Rev. (Quaternary Geochronol.) 15, 655–668.]

B. Reservoir, Fractionation,
and Contamination Effects

One of the important features of the 14C method is the po-
tential of the worldwide comparability of 14C values. For
this potential to be realized, however, the initial 14C activ-
ity in samples of identical age must be, within statistical
limits, identical—each sample must begin with the same
“zero” age 14C activity. There are a number of situations
where this condition is not met.

Reservoir effects occur when initial 14C activities in
samples of identical age but from different carbon reser-
voirs exhibit significantly different 14C concentrations. In
some cases, living samples from some environments ex-
hibit apparent 14C “ages” due to the fact that a significant
percentage of the 14C in these samples do not draw their
carbon directly from the atmosphere. For example, in the
case of samples from some fresh water lakes, the 14C ac-
tivity in living samples can be significantly reduced due to
the dilution of the 14C activity in lake waters with carbon
from limestone in the lake beds which is Paleozoic in ori-
gin with an age in excess of several hundred million years.
Carbon derived from these lake beds contained no measur-
able 14C. This 14C dilutes the atmospheric 14C concentra-
tions for materials obtaining their carbon primarily from
the lake waters and gives these materials an apparent age.

In some marine environments, the 14C activity in living
shells is decreased as a result of dilution of 14C upwelled
from the deeper portions of the oceans where 14C activities
in bottom waters have been reduced because of relatively
long residence times. Examples of other samples influ-
enced by reservoir effects include wood and plant materi-
als growing adjacent to active volcanic fumarole vents or

where magmatic fossil CO2 is being injected directly into
lake waters from gas springs. Reservoir effects can range
from a few hundred to a few thousand years depending
upon specific circumstances.

For the 14C method, the physical phenomena used to in-
dex time are changes in 14C/12C ratio. If carbon had only
two naturally occurring isotopes only these would enter
in calculations. However, as we have noted, carbon has
three naturally occurring isotopes. Accurate estimates of
the age of a sample using the 14C method assumes that no
change has occurred in the natural carbon isotope ratios
except by the decay of 14C. Several physical effects other
than radioactive decay can alter the carbon isotope ratios in
samples. The most commonly discussed problem involves
contamination of samples in which carbon-containing
compounds not indigenous to the original organic mate-
rial are physically or chemically incorporated into a sam-
ple matrix. A number of sample pretreatment procedures
have been developed by radiocarbon laboratories to deal
with the problem of contamination. These procedures are
sample specific and involve a wide range of chemical pro-
cedures designed to exclude non-in situ organics.

A related problem involves the fractionation of the car-
bon isotopes under natural conditions or because of pro-
cedures used in the laboratory during the preparation and
measurement of samples. Fractionation involves alterna-
tion in the ratios of isotopic species as a function of their
atomic mass. In the case of the carbon isotopes, 14C has a
mass about 15% greater than 12C and thus 14C is “heav-
ier” than 12C. During natural biochemical processes such
as photosynthesis, the two “lighter” carbon isotopes are
preferentially incorporated into sample materials. Because
of this, variations in 14C/12C ratios can occur that have not-
ing to do with the passage of time. Rather these variations
are a function of which part of the carbon reservoir that
samples are derived. By convention, fractionation effects
are dealt with by measuring 13C values in samples and
normalizing 14C values onto a common 13C scale

C. Recent Anthropogenic 14C Effects

Several factors contribute to make it very difficult to em-
ploy 14C data to assign unambiguous calendar age esti-
mates to materials dating to the last 300 years. First of all,
de Vries effects are particularly pronounced during this
period. In addition, during the 19th and 20th centuries,
14C concentrations were seriously affected by human ac-
tivities. As the result of the combustion of fossil fuels
(Suess, Fossil Fuel, or Industrial Effect), 14C “dead” CO2

was released into the atmosphere, diluting the 14C activ-
ity in biological materials by about 3%. In the post-World
War II period, as a result of the detonation of thermonu-
clear devices in the atmosphere (Atomic Bomb or Nuclear
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Effect) artificial or “bomb” 14C was injected into the at-
mosphere. Radiocarbon concentrations in the atmosphere
between about 1950 and 1965 almost doubled. A morato-
rium on testing in the atmosphere in 1963 halted testing
in the atmosphere by most of the nuclear powers. This has
allowed 14C to begin the process of reestablishing a new
atmospheric 14C equilibrium.

Due to the combination of these two effects, a 14C age
estimate may be reported as simply “modern” when the
conventional 14C value is less than 150 years. Because of
the post-16th-century de Vries and Suess effects, the 14C
method can not, except in rare instances, be used to assign
specific age to materials living between 1650 and 1950
other than that they were limiting during this 300-year
period. However, the presence of “bomb” 14C in materials
can be used to determine that these materials were living
after 1950.

III. MEASUREMENT TECHNIQUES

A. Gas or Liquid Scintillation
Decay or Beta Counting

The challenge of accurately and precisely measuring nat-
ural 14C concentrations in organic samples proceeds from
the consequences of several factors. The most significant
is that natural 14C occurs in extremely low concentra-
tions. The natural isotopic composition of modern car-
bon is about 98.9 12C, 1.1% 13C, and 10−10% 14C. One
naturally produced 14C atom exists for about every 1012

(1,000,000,000,000) 12C atoms in living materials. This
concentration decreases by a factor of 2 for every 5700-
year period following the death of an organism.

All of the pioneering research of Libby and his co-
workers and essentially all 14C age estimates obtained up
until the early 1980s were obtained using decay counting
methods. Decay counting involves the use of either
elemental or solid carbon (which became obsolete in mid
1950s), gas (CO2, CH4, C2H2, and rarely C2H6) or liquid
scintillation counting. Radiocarbon decays through weak
beta decay. Solid carbon and gas decay counting employs
a type of Geiger–Müller (GM) instrument to detect the
decay of 14C in a sample. Because of the relatively
low specific activity of natural 14C and the relatively
high environmental count rate (primarily due to cosmic
radiation), the most important technical development
that made natural 14C measurements practical involved
the development by Libby’s group of an anticoincidence
circuit linking together a GM instrument containing the
sample with a set of surrounding ring of GM counters
all placed together within a physical shield of lead or
iron. By comparing the time of arrival of a pulse from

the sample detector with that from the surrounding ring,
decay events could be distinguished from events caused
by environmental ionizing radiation.

Liquid scintillation counting takes advantage of the fact
that in the presence of ionizing radiation, certain types of
organic compounds (scintillators) emit short burst of light
energy which can be converted into an electrical current in
a photomultiplier tube. In liquid scintillation applications
in the measurement of natural 14C, samples are converted
to benzene and the benzene is introduced into a sample cell
along with scintillator and other chemicals to increase the
sensitivity of photomultiplier detection. Most gas and liq-
uid scintillation 14C systems typically require the sample
sizes in the range from 1 to 20 g of carbon. Measure-
ment of samples takes from several days to several weeks.
Several laboratories have constructed mini- and micro-
size gas counters which can accommodate sub-gram-size
samples but counting times for such systems are typically
measured in months.

B. Accelerator Mass Spectrometry
Direct or Ion Counting

In conventional decay counting systems, a very small frac-
tion of the 14C atoms present in a sample decay and are
measured. Since the late 1960s, it was recognized that sig-
nificantly higher efficiencies of atom-by-atom detection
such as that employed in mass spectrometers would allow
the use of sample sizes several orders of magnitude below
that which is typically possible with decay counting (mea-
sured in milligrams rather than grams of carbon), would
permit much shorter counting times, and could provide a
potential method of extending the maximum 14C age range
beyond that possible with decay-counting techniques. Ef-
forts to achieve direct or ion counting of 14C with conven-
tional mass spectrometers were frustrated because of high
backgrounds until the late 1970s, when experiments with
particle accelerators were initiated.

Two types of particle accelerators have been em-
ployed for accelerator mass spectrometry (AMS) 14C
measurements: cyclotrons and tandem electrostatic accel-
erators. Cyclotrons, which sends particles along a spiral
trajectory, successfully detected 14C and made initial mea-
surements. However, consistent results proved difficult to
achieve despite years of effort. Routine AMS-based nat-
ural level 14C measurements were achieved using tandem
accelerators. Use of negative ions discriminated against
14N since nitrogen does not form negative ions that live
long enough to pass through the accelerator to the detec-
tor. Thus, an important source of background was essen-
tially eliminated. Also, the process of ion acceleration in
a tandem accelerator breaks up mass 14 molecules which
would otherwise interfere with 14C detection. A schematic
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FIGURE 4 Schematic of tandem accelerator used for direct accelerator mass spectrometry 14C measurements at the
Center for Accelerator Mass Spectrometry, University of California, Lawrence Livermore National Laboratory. [From
Taylor, R. E. (1997) Radiocarbon dating. In (R. E. Taylor and M. Aitken, eds.), “Chronmetric Dating in Archaeology,”
Plenum Press, New York.]

of the elements of a tandem AMS system is illustrated in
Fig. 4. While the ultimate 14C maximum dating range us-
ing AMS technology may approach 100,000 years, current
requirements for most AMS 14C systems that samples be
converted to graphitic carbon introduces sufficient modern
contamination so that the current maximum ages that can
be measured on AMS systems with conventional samples
range between 40,000 and 60,000 years.
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I. History of Development of Radiometric
Dating Methods

II. Principles of Radiometric Dating
III. Radiometric Dating Methods

GLOSSARY

Concordia The locus of all concordant U–Pb ages on a
206Pb/238U vs 207Pb/235U diagram.

Decay constant Probability that a radioactive atom will
decay in unit time.

Half-life Time required for half of a given quantity of
radioactive atoms to decay.

Isochron A line on a parent–daughter diagram defined
by all points having the same age.

Isotope dilution Analytical method used to measure
amounts of radioactive parent isotope and radiogenic
daughter isotope in a sample.

Isotopes Atoms that have the same number of protons in
the nucleus but different numbers of neutrons.

Radioactive decay Process in which an unstable nucleus
is transformed into an isotope of another element.

RADIOMETRIC DATING comprises all methods of age
determination of rocks and minerals based on nuclear de-
cay of naturally occurring radioactive isotopes. The 84
elements found in nature are represented by 269 stable
isotopes and 70 radioactive isotopes. Eighteen of the ra-
dioactive isotopes have long half-lives and have survived

since the elements of the Solar System were manufac-
tured. These long-lived radioactive isotopes are the basis
for radiometric dating. Most of the modern dating meth-
ods depend on the decay of a radioactive parent to a stable
daughter product. The remaining 52 radioactive isotopes,
including 14C which is the basis of an important dating
method, have short half-lives but are either continuously
created by nuclear reactions or are produced by decay of
long-lived radioactive isotopes.

I. HISTORY OF DEVELOPMENT OF
RADIOMETRIC DATING METHODS

The initial event that led to the development of radio-
metric dating methods was the discovery, by Wilhelm
Roentgen in 1895, of X-rays, which are produced when
a beam of electrons strikes a solid target. It was thought
that the emission of X-rays might be related to the phos-
phorescence produced by cathode rays on the walls of a
vacuum tube. In 1896 Henri Becqueral, while studying
phosphorescence, discovered that uranium salts emitted
radiation that had properties similar to X-rays. Two years
later Marie and Pierre Curie discovered that thorium also
emitted radiation, and they named the new phenomenon

 721
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“radioactivity.” The Curies also determined that ra-
dioactivity was a property of atoms, not molecules,
and depended only on the presence of the radioactive
element.

In 1902 Ernest Rutherford and Frederick Soddy of
McGill University formulated a general theory in which
they proposed that the atoms of radioactive elements were
unstable and decayed spontaneously to other elements ac-
companied by the emission of alpha or beta particles. In
1905 Rutherford further suggested that radioactivity could
possibly be used as a geological timekeeper if the produc-
tion rate of helium from known weights of radioactive
elements were known experimentally.

By 1902, many different radioactive substances had
been discovered, and, for example, it was obvious that
the radioactivity of uranium (U) and thorium (Th) was
a composite effect produced by several different radioac-
tive isotopes in a cascade of decays. In 1905 the American
chemist, Bertram Boltwood, suggested that lead (Pb) was
the final (nonradioactive) product of the radioactive decay
of uranium. Boltwood then proceeded to show in 1907
that in minerals of the same age the Pb/U ratio is con-
stant whereas among minerals of different ages the Pb/U
ratio is different; the older the mineral the greater the ra-
tio. Boltwood then measured a number of “chemical ages”
based on the amounts of U and Pb in several minerals. The
rate of disintegration of U was not known, but Rutherford
had estimated the disintegration rate of radium (Ra), which
is a decay product of U. If the decay of U to Ra to Pb was
in secular equilibrium, then ages could be calculated us-
ing the estimated disintegration rate of Ra and the Ra/U
ratio at equilibrium. These ages had inherent uncertainties
because isotopes, atoms with different atomic weights but
identical atomic numbers, had not been discovered. Iso-
topes of an element have the same number of protons in
the nucleus and behave similarly chemically but have dif-
ferent numbers of neutrons in the nucleus. It also was not
known in 1907 that lead is also a product of the radioactive
decay of Th.

II. PRINCIPLES OF RADIOMETRIC DATING

Atoms of elements are composed of protons, neutrons,
and electrons. Only certain combinations of protons and
neutrons yield stable nuclides; all other combinations are
unstable. Radioactive decay is the process in which an
unstable nucleus either ejects or captures particles trans-
forming the radioactive nuclide into another element. In
some cases the daughter nuclide produced by radioactive
decay also is unstable and radioactive decay continues
through as many steps as necessary to produce a stable
nuclide.

Only three types of radioactive decay are important in
radiometric dating. The most common type is beta (β−)
decay in which a beta particle, which is an energetic elec-
tron, is ejected from the nucleus. The β− particle is created
by the breakup of a neutron into a proton, the β− particle,
and an antineutrino. The β− particle and antineutrino are
ejected from the nucleus and the proton remains in the nu-
cleus. The number of protons in the nucleus is increased
by one, the number of neutrons is decreased by one, and
the atomic mass is unchanged.

A second type of decay is electron capture or ec. In ec
decay an electron from the innermost electron shell falls
into the nucleus converting a proton into a neutron. The
number of neutrons in the nucleus is increased by one, the
number of protons is decreased by one, and the atomic
mass is unchanged.

The third type of decay is alpha (α) decay, which primar-
ily occurs among heavy elements. In α decay the nucleus
ejects an α particle, a particle consisting of two protons
and two neutrons. Thus, the number of protons and num-
ber of neutrons are each decreased by two and the atomic
mass is decreased by four.

Radioactive decay is a statistical process in which the
number of atoms that disintegrate per unit time, −dN/dt ,
is proportional to the number of atoms originally present,
N. Thus,

−dN/dt = λN, (1)

where λ, the decay constant represents the probability that
an atom will decay in unit time. This equation can be
integrated to yield

N = N0 e−λt , (2)

which is the basic radioactive decay formula; N0 is the
initial number of atoms present and N is the number of
atoms at time t. A radioactive nuclide is characterized by
the rate at which it disintegrates. For long-lived nuclides
used for radiometric dating the decay constant and the
half-life are used as a measure of this rate. The decay
constant was introduced above. The half-life, t1/2, is the
time required for half of a given quantity of radioactive
atoms to decay.

Equation (2) is not very useful for radiometric dating
because there is no way to determine the initial number of
parent atoms, N0. There is an easy solution to this problem,
however, because the sum of the parent atoms left, Pt , and
the daughter atoms formed, Dt , must always equal the
original number of parent atoms, N0:

N0 = Pt + Dt . (3)

If we now substitute Pt + Dt for N0 in equation 2 where
Pt = N, then
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Pt = (Pt + Dt )e
−λt (4)

and

Dt = Pt (e
−λt + 1) (5)

This equation can be solved for t , giving

t = 1/λ loge(Dt/Pt + 1) (6)

which is the basic radiometric-age equation and con-
tains only quantities that can be measured today in the
laboratory.

If a rock or mineral to be dated contained none of the
daughter isotope at the time of formation, then the age
of the rock or mineral could be determined at some later
time using Eq. (6) after Dt and Pt have been measured.
However, if the rock or mineral incorporated some of
the daughter isotope during formation, then this initial
amount of the daughter isotope, D0, would have to be sub-
tracted from the total measured amount in order to yield the
correct age:

t = 1/λ loge [(Dt − D0)/Pt + 1], (7)

where Dt is now the total number of daughter atoms
present.

Several important assumptions are made when Eq. (7)
is used to calculate the age of a rock or mineral. These are:

1. The decay of a radioactive parent isotope takes place
at a constant rate regardless of its chemical or
physical environment. Radioactive decay is a nuclear
phenomenon and should be independent of
environmental conditions such as temperature and
pressure. It has been found that radioactive decay is
constant over wide ranges of temperature and
pressure.

2. The present day abundance of the radioactive parent
isotope to the total parent element is the same in all
materials. Because the radioactive parent is decaying
the abundance ratio has, of course, decreased through
time. However, as shown in Eq. (5) it is only
necessary to know the amount of parent isotope
present in a rock or mineral today.

3. The radiogenic daughter isotope measured in a
sample was produced by in situ decay of the
radioactive parent isotope in the interval since the
rock crystallized or was recrystallized. Violations of
this assumption are not uncommon and must be
tested for each dating method.

4. Corrections can be made for nonradiogenic daughter
isotopes in the rock or mineral being dated. Various
ways of evaluating this assumption are available
including the use of isotope correlation diagrams
described below.

5. The rock or mineral has been a closed system since
t0, the time that the rock or mineral formed. That is,
there has been no gain of radioactive parent isotope or
radiogenic daughter isotope except for that which
results from the radioactive decay of the parent
isotope. The validity of this assumption depends
strongly on geologic conditions and each case must
be decided separately.

III. RADIOMETRIC DATING METHODS

Radiometric dating relies on the accumulation with time
of daughter isotopes created by the radioactive decay of a
certain amount of parent in a closed system. This relation-
ship is expressed by either Eqs. (6) or (7) depending on
the absence or presence of an initial quantity of daughter
isotope. In practice, the presence of initial daughter iso-
tope generally precludes the use of simple accumulation
methods.

Radiometric dating depends on the quantitative mea-
surement of the amounts of radioactive parent isotope and
radiogenic daughter isotope in a sample. These amounts
are often very small. A very sensitive analytical method
used to make these measurements is called isotope dilu-
tion. A known quantity of a tracer, which has an isotopic
composition different from that of the natural element, is
mixed with the sample being analyzed. For example, the
40Ar/38Ar ratio in air is 1581, and tracer 38Ar produced
by gaseous diffusion of atmospheric Ar has a 38Ar/40Ar
ratio of 100,000. The isotopic composition of the mix-
ture is measured on a mass spectrometer, and the amount
of the natural element in the sample can be calculated.
A simple analogy to isotope dilution can be drawn using
the classic standbys, apples and oranges. Suppose one had
an unknown number of oranges and wanted to find how
many oranges there were. One could mix a known number
of apples with the oranges, take a representative sample
of the mixture, determine the ratio of oranges to apples
in the representative mixture, and then easily calculate the
number of oranges. Tracers are produced artificially. Trac-
ers for solid elements commonly are produced by isotope
separation in large mass spectrometers called calutrons.
Isotope dilution can be applied to any element that has
more than one isotope.

A. The K–Ar Method

The K–Ar method, which is based on the decay of 40K to
40Ar, probably has been the most widely used radiomet-
ric dating technique available to geologists. Potassium is
the sixth most abundant element in the earth’s crust, and
most rocks and minerals contain sufficient potassium for
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TABLE I Principal Parent and Daughter Isotopes Used to
Determine the Ages of Rocks and Minerals

Parent isotope Daughter isotope Half-life Decay constant
(radioactive) (stable) (Ma) (Year−1)

40K 40Ara 1,250 5.81 × 10−11

87Rb 87Sr 48,800 1.42 × 10−11

147Sm 143Nd 106,000 6.54 × 10−12

176Lu 176Hf 35,900 1.93 × 10−11

187Re 187Os 43,000 1.612 × 10−11

232Th 208Pb 14,000 4.948 × 10−11

235U 207Pb 704 9.8485 × 10−10

238U 206Pb 4,470 1.55125 × 10−10

a 40K also decays to 40Ca, for which the decay constant is 4.962 ×
10−11 year−1, but that decay is not used for dating. The half-life is for
the parent isotope and includes both decays.

age measurements. Potassium has one radioactive isotope,
40K, and two stable isotopes, 39K and 41K. The value of
the half-life of 40K, 1.25 Ga (109 years) (Table I), also is
favorable so that rocks both as old as the Earth, 4.5 Ga, and
as young as a few thousand years are amenable to dating
using the K–Ar method. The radioactivity of 40K is inter-
esting in that this parent isotope undergoes decay by two
modes: by electron capture to 40Ar and by β− emission to
40Ca. The ratio of 40K atoms that decay to 40Ar to those
that decay to 40Ca is 0.117, which is called the branching
ratio. 40Ca is the most abundant isotope of Ca and because
Ca is also very abundant in rocks and minerals, it generally
is not possible to determine the amount of 40Ca present
initially. Thus, the 40K–40Ca dating method is rarely used.

The K–Ar method is the only decay scheme that can be
used without major concern about the initial presence of
daughter isotope. 40Ar is an inert gas that does not combine
chemically with any other element and it escapes easily
from rocks when they are heated. For example, when a
rock is molten in a magma chamber 40Ar produced by
decay of 40K escapes from the liquid. After a rock has
crystallized from the liquid and has cooled, radiogenic
40Ar accumulates in crystal lattices of minerals over time.
If the rock is heated or melted at some later time, then
some or all of the 40Ar may escape and the K–Ar clock
will be partly or entirely reset.

Newly crystallized rocks rarely contain measurable ini-
tial 40Ar so Eq. (6) applies to the K–Ar method. But,
Eq. (6) must be modified to take the branching decay of
40K into account.

t = 1/(λec + λβ− ) loge

{40
Ar/40K[(λec + λβ− )/λec)] + 1

}
,

(8)

where λec and λβ− are the decay constants of the ec and β−

decays, respectively. If values for the decay constants are
now substituted in Eq. (8), the K–Ar age equation becomes

t = 1.804 × 109 loge{9.54340Ar/40K + 1}, (9)

where t is in years.
Argon has three isotopes, 36Ar, 38Ar, and 40Ar. Argon

makes up nearly one percent of the earth’s atmosphere,
and can be incorporated in rocks, particularly extrusive
volcanic rocks. A correction must be made for this at-
mospheric Ar in a sample and also in the experimental
apparatus used to extract Ar from rocks and minerals.
This correction is easily made by measuring the amount
of 36Ar in the experiment, multiplying by 295.5 which is
the 40Ar/36Ar ratio in the atmosphere, and subtracting this
result from the total amount of 40Ar. What is left is the
amount of radiogenic 40Ar produced from decay of 40K.

The K–Ar method works best on intrusive igneous and
extrusive volcanic rocks that have crystallized from melts
and have not been reheated. The method does not work
well on metamorphic rocks because these rocks have been
produced from other rocks by heat and pressure without
being completely melted.

B. The 40Ar/39Ar Method

The 40Ar/39Ar dating method is a form of K–Ar dating
in which a sample is irradiated in a nuclear reactor with
fast neutrons to convert a fraction of the 39K, which is
the most abundant isotope of K, to 39Ar. The reaction of
a fast neutron, generally those with energies greater than
0.02 MeV, with a 39K nucleus results in the addition of a
neutron and the ejection of a proton, which changes the
39K to 39Ar. In the conventional K–Ar method the amounts
of K and Ar in a sample must be determined quantitatively
in separate experiments. In the 40Ar/39Ar method the ratio
of radioactive parent to radiogenic daughter is determined
by measuring the ratio of 40Ar to 39Ar in one experiment.
Corrections must be made for atmospheric Ar and for in-
terfering Ar isotopes produced by neutron reactions with
Ca and other K isotopes.

An age can be calculated from 40Ar/39Ar data using an
equation that is similar to Eq. (9):

t = 1.804 × 109loge (J40Ar/39Ar + 1), (10)

where J is a constant that includes a factor for the fraction
of 39K converted to 39Ar during irradiation. J is determined
for each irradiation by irradiating a sample of known age as
measured by the K–Ar method, which is called a flux mon-
itor, together with the unknown sample and using Eq. (10)
to calculate J for the monitor. This value for J applies to the
unknown sample because both the monitor and unknown
sample received the same neutron dose.

If an irradiated sample is completely melted, the Ar
in the sample gives an age that is comparable to a
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FIGURE 1 40Ar/39Ar age spectrum. Horizontal line is apparent
age for each temperature increment. Half of vertical dimension
of increment boxes is estimated standard deviation of increment
age. Error of weighted mean plateau age is a weighted standard
deviation.

conventional K–Ar age. However, the precision of this
total-fusion 40Ar/39Ar age generally is better than the pre-
cision of a conventional K–Ar age. The 40Ar/39Ar method
can also be applied to smaller samples. But, the primary
advantage of the 40Ar/39Ar method is that the sample can
be heated to progressively higher temperatures and the Ar
released at each temperature can be collected and analyzed
separately. An age can then be calculated for each temper-
ature increment. The series of ages from an incremental-
heating experiment are often plotted versus the percentage
of 39Ar released. This type of diagram is called an age
spectrum diagram. For an undisturbed sample the calcu-
lated ages are all the same and the age spectrum is a hor-
izontal line. Real samples often are not completely ideal,
and the age spectrum is more complex. In this case a series
of contiguous gas samples can be selected that have the
same age within experimental error and form a horizontal
age spectrum that is called a plateau (Fig. 1). The experi-
mental data can also be plotted on an 40Ar/39Ar isochron or
isotope correlation diagram (Fig. 2). The data should fall
on or near a straight line whose slope is equal to the ratio
40Ar/39Ar in Eq. (10) and whose intercept is the 40Ar/36Ar
ratio of nonradiogenic Ar.

C. The Rb–Sr Method

The Rubidium–Strontium (Rb–Sr) method is based on the
radioactivity of 87Rb which undergoes β− decay to 87Sr
with a half-life of 48.8 Ga (Table I). Rb is never a major
constituent in minerals, but the chemistry of Rb is similar
to that of K and Na that do form many common miner-
als. Thus, Rb occurs as a trace element in most rocks. Sr
also occurs primarily as a trace element. Its chemistry is
similar to that of Ca so Sr occurs in a wide variety of
rocks.

FIGURE 2 40Ar/39Ar isochron diagram. Increment data shown
as circles were used in the isochron fit; increment data shown as
crosses were not used in the fit.

Sr is present as a trace element in most minerals when
they form. This contrasts with Ar which escapes easily
from most molten rocks. Accurate accumulation ages can
be calculated from Eq. (7) only for rare minerals that con-
tain large amounts of Rb and a negligible amount of ini-
tial Sr. However, most rocks contain measurable amounts
of initial Sr. An equation like (7) is of little use because
the amount of initial 87Sr cannot be determined. Rb–
Sr dating is done using a graphical method, commonly
called the isochron method, that eliminates the problem of
initial Sr.

For a system closed to gain or loss of strontium and
rubidium the age equation may be written in the form:

87Srt = 87Sr0 + 87Rbt [eλt − 1], (11)

and using the stable isotope 86Sr as a convenient index
isotope:

87Srt
/

86Srt = 87Sr0
/

86Sr0 + 87Rbt
/

86Srt [eλt − 1].

(12)

This equation shows that all closed systems of “age” t,
which had a given initial 87Sr0/86Sr0 ratio, will plot on a
straight line (an isochron) in a 87Sr/86Sr vs. 87Rb/86Sr dia-
gram which is known as the strontium evolution diagram.
The intercept of this line for 87Rb/86Sr = 0 gives the ini-
tial ratio (87Sr/86Sr)0 which was common to those systems.
The slope of the line is [eλt − 1]. All possible systems of
the same age, but of differing initial 87Sr/86Sr ratios, will
lie on parallel straight lines. The time t is the time since
the various subsystems defining a particular isochron had
the same 87Sr/86Sr value.

The time evolution of the various minerals in a rock
in terms of the strontium evolution diagram is shown in
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FIGURE 3 Strontium evolution diagram showing time evolution
of 87Sr/86Sr and 87Rb/86Sr in mineral phases. Filled squares are
minerals in a rock that have the same 87Sr/86Sr ratios but different
87Rb/86Sr ratios as the time the rock initially crystallized. As 87Rb
decays to 87Sr isotopic compositions move along lines toward
open boxes. A line through the open boxes is an isochron that
gives the age of the rock at some time “t” after initial crystallization.

Fig. 3. If the minerals are closed to strontium and rubidium
and all have the same initial strontium isotopic composi-
tion, but different Rb/Sr ratios, they will all initially lie
on a horizontal straight line. As 87Rb decays to 87Sr each
mineral will move along a straight line trajectory of slope:

d(87Sr/86Sr)/d(87Rb/86Sr) = −1 for all times. (13)

At a time t years subsequent to the condition of a homo-
geneous strontium isotopic composition for all phases the
minerals will lie on an isochron as shown in Fig. 3.

This construction also applies to a series of cogenetic
rocks which initially had the same strontium isotopic com-
position. In this case it is not necessary to assume that each
individual mineral species is closed but that the rock sam-
ples analyzed represent closed systems. A closed system
is a rock that has had no addition of radioactive parent
isotope or loss of radiogenic daughter isotope. If a suite
of rocks or minerals satisfies the linear relationship, this
provides rather strong evidence that the systems analyzed
had the same initial strontium isotopic composition and
were closed to gain or loss of strontium and rubidium.

87Rb has a long half-life, which means that the Rb–Sr
dating method can be applied only to those rocks which are
old enough so that measurable amounts of radiogenic 87Sr
have accumulated. The method is used mostly on rocks
older than the Tertiary period, a few tens of million years.
The Rb–Sr dating method is very useful on rocks that have
had a complex history because if a rock is recrystallized
during a metamorphic event, the isochron will give the age
of the metamorphic event.

D. The Sm–Nd, Lu–Hf, and Re–Os Methods

The decays of 147Sm (Samarium) to 143Nd (Neodymium),
176Lu (Lutetium) to 176Hf (Hafnium), and 187Re
(Rhenium) to 187Os (Osmium) all have long parental half-
lives and very low natural abundances of the parent iso-
topes which means that the radiogenic daughter isotopes
accumulate very slowly. Before about 1980 these decay
schemes were of little value as radiometric dating meth-
ods. However, improvements in analytical techniques have
permitted geochronologists to apply these three dating
methods to certain types of problems.

The Sm–Nd method is the most widely used of these
three methods. 147Sm decays by α emission to 143Nd with
a half-life of 106 Ga (Table I). Sm and Nd are rare earths or
lanthanide elements that have similar chemical behavior;
natural geochemical processes do not produce separation
of the elements. Thus, significant variations in the concen-
trations of Sm and Nd are not common. This means that
significant quantities of initial Nd are present in all sam-
ples. Equation (7) is of no use and the isochron method
must be used to extract age information. The rare earth
elements occur as trace elements in most rocks and min-
erals although their concentrations are generally only a
few parts per million.

Age determinations by the Sm–Nd method generally
are made by analyzing separated minerals from a rock or
cogenetic rocks whose Sm/Nd ratios vary sufficiently to
define the slope of an isochron. The plot of 143Nd/144Nd
vs 147Sm/144Nd is analogous to the strontium evolution
diagram of the Rb–Sr dating method described above.
The Sm–Nd method is well suited to dating mafic igneous
rocks whereas the Rb–Sr method is more suitable to dat-
ing felsic igneous rocks that are enriched in rubidium and
depleted in strontium. In addition, the rare earth elements
are less mobile than the alkali metals and alkaline earths
during regional metamorphism and chemical alteration.
Thus, the Sm–Nd method can be used to reliably date
rocks even though the rocks may have gained or lost Rb
or Sr.

Lu, like Sm and Nd, is a rare earth element, but its
radiogenic daughter is not. The Lu–Hf dating method is
based on the β-decay of 176Lu to 176Hf with a half-life
of 35 Ga (Table I). Lu occurs as a trace element in most
rocks but in concentrations that rarely exceed 0.5 ppm. The
common rock-forming minerals plagioclase, amphibole,
pyroxene, and olivine have Lu concentrations of fractions
of one part per million. Some accessory minerals such as
apatite, garnet, and monazite contain several ppm of Lu
and may be suitable for Lu–Hf dating. Zircon contains
on average 24 ppm Lu; however, zircon is not suitable
for dating because of its high Hf content. Minerals high
enough in Lu and low enough in Hf that the Lu–Hf dating
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method can be applied as a simple accumulation clock are
rare, and the isochron method generally must be used.

The Re–Os dating method is based on the β-decay of
187Re to 187Os with a half-life of 43 Ga (Table I). Re and
Os are metals whose abundance in igneous rocks is only
about 0.5 parts per billion, which makes the method of
little use in dating common rocks. However, Re is chem-
ically similar to Mo (molybdenum) and like Mo is con-
centrated in the mineral molybdenite in areas of copper
mineralization. The Re–Os method has been used to date
some ore deposits. The method has also been used to date
the metallic phases of some meteorites.

E. The U, Th, Pb Methods

The decay of uranium (U) and thorium (Th) to stable iso-
topes of lead (Pb) is the basis for several important dating
methods. Uranium has three naturally occurring isotopes,
238U, 235U, and 234U, all of which are radioactive. Tho-
rium exists primarily as one radioactive isotope: 232Th.
Thorium also has five short-lived isotopes that are inter-
mediate daughter products in the decays of 238U, 235U, and
232Th. Each atom of 238U that decays ultimately produces
an atom of 206Pb by emission of eight alpha particles and
six beta particles. Each atom of 235U that decays ultimately
produces an atom of 207Pb by emission of seven alpha
particles and four beta particles. Each atom of 232Th that
decays ultimately produces an atom of 208Pb by emission
of six alpha particles and four beta particles. In these three
decay series 43 isotopes of 12 elements are formed as in-
termediate daughters. It turns out that these intermediate
daughters can be ignored insofar as the dating methods are
concerned for two reasons. First, none of the intermedi-
ate daughter isotopes occurs in more than one series. This
means that each decay chain always leads to the formation
of a specific isotope of Pb. Second, the half-lives of 238U,
235U, and 232Th are all much longer than the half-lives of
their daughter products. After a period of time the rate of
decay of the daughter isotope becomes equal to that of the
parent. This situation is known as secular equilibrium. In
a radioactive decay series consisting of a very long-lived
parent and a series of short-lived intermediate daughters,
the condition of secular equilibrium is propagated through
the entire series. The ultimate result of equilibrium
is that the production of the stable daughter (an isotope
of Pb) is exactly equal to the decay rate of the radioactive
parent (U or Th).

U and Th are members of the actinide group of ele-
ments, which includes elements having atomic numbers
from 89 to 103. These elements are chemically similar
so U and Th can easily substitute for each other in min-
erals. U and Th are principal elements in some minerals
that occur primarily in ore deposits. Many rock-forming

minerals contain U or Th as trace elements, but their con-
centration usually is only a few parts per million. Some
minerals contain larger amounts of U and Th; zircon is
the most common of these minerals. Zircon also contains
very low amounts of initial Pb so the U–Pb and Th–Pb
methods can be applied to zircon and some other min-
erals using Eq. (6). One can calculate three independent
ages from the three U–Pb and Th–Pb decays. If the ages
agree, they are called concordant, and this is the age of the
mineral. Commonly, however, the three ages are discor-
dant or do not agree. Pb becomes volatile on heating and
can be lost if the mineral is reheated at some later time.
Although zircon partitions against inclusion of initial Pb
there usually is a small amount of initial Pb present and
larger amounts in other minerals. Thus, Eq. (7) is the ap-
propriate age equation for the U–Pb and Th–Pb methods.
Finally, the emission of an alpha particle associated with
radioactive decay of U, Th, and intermediate daughters is
accompanied by significant amounts of energy that can
cause damage to the crystal structure of minerals. This
integrated damage over time can allow Pb to escape from
a mineral. The problems of initial Pb and continuing Pb
loss make straightforward direct age calculations difficult
or impossible. The application of isochron diagrams and
a special diagram for U–Pb data, called the concordia di-
agram, provide powerful mechanisms to confront these
problems.

The isochron diagram was described above in the sec-
tion about the Rb–Sr method. The U–Pb concordia method
differs from simple isochron methods in that it utilizes
the simultaneous decay and accumulation of two parent–
daughter pairs: 238U–206Pb and 235U–207Pb. If we rewrite
Eq. (5) in terms of 238U and its final daughter product
206Pb:

206Pb = 
238U(eλt + 1) (14)

and rearrange it in terms of ratio of daughter to parent:
206Pb/238U = eλt − 1, (15)

where λ is the decay constant of 238U (Table I).
The comparable equation for 235U and 207Pb is

207Pb/235U = eλt − 1, (16)

where λ is the decay constant of 235U (Table 1).
Various values of t may be substituted into Eqs. (15) and

(16), and the resulting ratios 206Pb/238U and 207Pb/235U
may be graphed (Fig. 4). These ratios for all values of t plot
on a single curve called concordia, which is the locus of all
concordant U–Pb ages. A U-bearing mineral, at the time of
crystallization, contains no radiogenic Pb and the system
plots at the origin. Subsequently, as long as the system
remains closed to gain or loss of U and all of its daughters
the system will move along the concordia curve. The age
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FIGURE 4 U–Pb concordia diagram. Concordia is locus of all
points representing equal 207Pb/235U and 206Pb/238U ages. Lo-
cation of a sample on concordia is a function of age; point R is at
4.2 Ga. Episodic loss of Pb moves a point, R, off concordia along
a straight line called discordia connecting R and R′. S and T are
other samples from same geologic unit or mineral, such as zircon,
from same rock that have different U/P ratios. Lower intersection
of discordia and concordia is time of Pb loss.

of the system at any time is indicated by its position on
the curve. As long as the system remains closed, it lies on
concordia and its U–Pb ages are concordant.

Let us consider a system that suffers an episode of Pb
loss (or U gain) as a result of metamorphism or chem-
ical weathering. Loss of radiogenic Pb causes the coor-
dinates of the system to change going along a line con-
necting a time on concordia and the origin, that is toward
both 206Pb/238U = 0 and 207Pb/235U = 0. This line is called
a discordia line. In most geological situations, however,
discordia lines do not project to the origin, but instead
project to an intersection with concordia at a younger
age (Fig. 4). This procedure, often called the concordia–
discordia method, was devised by G. W. Wetherill in 1956.
He concluded that the lower intersection of discordia with
concordia was the time at which episodic Pb loss occurred
from a system. The time of episodic Pb loss would be
a younger reheating or metamorphism. This simple, but
powerful method is used widely to interpret discordant
U–Pb systems, particularly for data from the mineral zir-
con. Two other models used to interpret discordant U–Pb
zircon ages are the continuous diffusion Pb loss model of
G. R. Tilton and Pb loss related to radiation damage of
zircon crystals proposed by G. J. Wasserburg. These two
models use a more complex discordia curve.

Zircon is the most widely used mineral for U–Pb dating.
Analyses are made using isotope dilution and a thermal-
emission mass spectrometer. Samples are loaded in solid
form and heated in the source region of a mass spectrome-

ter to ionize U and Pb atoms. After correcting for the pres-
ence of nonradiogenic, or common Pb, U/Pb ages may be
calculated using Eqs. (15) or (16).

In the past 20 years secondary ion mass spectrome-
try (SIMS) using an ion microprobe has revolutionized
U/Pb dating of zircon. In an ion microprobe the sam-
ple is bombarded with a focused ion beam (typically
oxygen or cesium) a few µm in diameter to produce a
plasma of the target material. The secondary ionic species
in this plasma are introduced into an energy filter and a
mass spectrometer and measured by a sensitive counting
device. The plasma contains a large variety of molecu-
lar secondary ions along with atomic ions, and a large
mass spectrometer with high resolution is required for
isotopic analyses of heavy elements like Pb. Analyses of
30 micron spots on zircons have permitted much more re-
liable interpretations of geologic history because cores of
zircon crystals, secondary growth rims, and zoning can be
dated independently.

F. The Radiocarbon Method

Carbon-14 is a short-lived radioactive nuclide compared to
the longer-lived radioactive isotopes described previously
(Table I). But, 14C (radioactive carbon or radiocarbon) dat-
ing is so important to archaeology, anthropology, geology,
and other fields that the method merits discussion.14C is
continually produced in the upper atmosphere by inter-
actions of cosmic ray neutrons with 14N. The cosmic ray
neutrons interact with the stable isotopes of nitrogen, oxy-
gen, and carbon, but the interaction with stable 14N is the
most important of these reactions. The reaction of a neu-
tron with 14N produces 14C and a proton is emitted from
the nucleus. The atoms of 14C are oxidized within a few
hours to 14CO, which has an atmospheric lifetime of sev-
eral months. The 14CO is in turn oxidized to 14CO2. These
molecules of CO2 have a relatively long atmospheric life-
time of ∼100 years which allows the 14CO2 to be well
mixed and achieve a steady-state equilibrium in the atmo-
sphere. This equilibrium is maintained by production of
14C in the atmosphere and continuous radioactive decay
of 14C. Molecules of 14CO2 enter plant tissue as a re-
sult of photosynthesis or by absorption through the roots.
The rapid cycling of carbon between the atmosphere and
biosphere allows plants to maintain a 14C activity approx-
imately equal to the activity of the atmosphere. However,
the isotopes of carbon are fractionated by physical and
chemical reactions that occur in nature. This fraction-
ation introduces small systematic errors in radiocarbon
dates. In addition to 14C, carbon includes two stable iso-
topes, 12C and 13C. The mass-dependent fractionation can
be eliminated by measuring the 12C/14C ratio on a mass
spectrometer. Animals that feed on the plants also acquire
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a constant level of radioactivity due to 14C. When the plant
or animal dies, the absorption of 14C from the atmosphere
stops and the activity of 14C decreases due to radioactive
decay. 14C undergoes β-decay to 14N with a half-life of
5730 years.

At some time after the death of an organism the activity
of 14C in dead tissue can be compared with the activity
of 14C in presently living tissue to yield a carbon-14 or
radiocarbon date for the sample. Note that the radiocar-
bon method is completely different from the accumulation
clocks described above. Those clocks are based on the ac-
cumulation of radiogenic daughter isotope produced by
radioactive decay of a parent isotope. The radiocarbon
method is based on the amount of 14C remaining after
radioactive decay of 14C. The radioactivity of carbon ex-
tracted from plant or animal tissue that died t years ago is
given by:

A = A0e−λt , (17)

where A is the measured activity of 14C in the sample in
units of disintegrations per minute per gram of carbon,
and A0 is the activity of 14C in the same sample at the
time the plant or animal was alive. The carbon-14 age of a
sample containing carbon that is no longer in equilibrium
with 14C in the atmosphere or hydrosphere is obtained by
solving equation 17 for t :

loge(A/A0) = −λt or t = 1/λ loge(A0 /A). (18)

The carbon-14 dating method depends on special as-
sumptions regarding A0 and A. These are (1) that the rate
of 14C production in the upper atmosphere is constant and
has been independent of time, and (2) that the rate of as-
similation of 14C into living organisms is rapid relative to
the rate of decay. As will be shown below the first assump-
tion is not easily satisfied. It is known that the neutron flux
increases with altitude above the earth’s surface and that
the flux is about four times greater in polar areas than
at the equator. However, the 14C activity is known to be
independent of latitude.

The first 14C ages were measured in the 1940s on ele-
mental carbon in amorphous form (“carbon black”). How-
ever, the production of massive amounts of artificial ra-
diocarbon from atmospheric testing of nuclear weapons
in the 1950s complicated the use of elemental carbon for
low-level 14C measurements. Methods were subsequently
developed to count the decay of 14C chemically converted
to purified CO2, hydrocarbon gases and liquids. Modern
laboratories can measure 14C ages on organic matter as old
as 40,000 to 50,000 years. A few laboratories have devel-
oped the capability to measure ages as old as 70,000 years
on larger samples. In the 1970s the advent of accelera-
tor mass spectrometry resulted in a major boost in de-
tection efficiency. The amount of carbon required for a

measurement was reduced from grams to milligrams, and
the counting time was reduced from days or weeks to min-
utes. It was thought that the increased detection sensitivity
might extend the maximum age datable by the radiocarbon
method from the routine 40,000 to 50,000 years to perhaps
100,000 years. However, it turned out that contamination
by younger or modern carbon, which commonly is in-
troduced by chemical or biological activity subsequent to
the death of the sample and also during sample prepara-
tion limits accelerator mass spectrometry ages to the same
40,000 to 50,000 years. It has not been possible to date with
high precision samples less than about 300 years old ex-
cept under special conditions. The natural fluctuations in
14C production combined with the release of large quanti-
ties of fossil fuel CO2 and production of “bomb” 14C from
atmospheric nuclear testing have made the measurement
of young radiocarbon ages very difficult.

In the 1950s discrepancies between radiocarbon ages
and true ages were noted. A long-term trend with super-
imposed shorter-term deviations in the 14C time scale in-
dicated that the assumption of constant production rate of
14C in the atmosphere probably was not true in detail. The
amount of offset between 14C ages and calendar ages has
been calibrated for the past 11,800 years by measuring
14C ages on wood for trees for which true ages could be
determined by counting yearly growth rings. By conven-
tion ages are referred to AD 1950 which is equivalent to
0 years BP (before present). From 11,800 to 24,000 years
BP radiocarbon ages have been calibrated against
uranium–thorium disequilibrium ages of corals or varve-
counted marine sediments. The discrepancy between un-
corrected 14C years and calendar years at 24,000 years is
3,700 years. Computer programs are available to calculate
the offset between 14C and calendar years.

G. Accuracy of Radiometric Dating

Some of the geological factors that can partly or totally re-
set radiometric ages were outlined above. There are other
factors that affect the accuracy of radiometric ages, and
these must be kept in mind when evaluating radiometric
ages.

The decay constants listed in Table I have been deter-
mined by direct counting experiments in the laboratory.
Most are known to within an accuracy of 2% or better. The
uncertainty of a decay constant generally is not included
in the estimated error of the age of a rock or mineral be-
cause this uncertainty is the same for any ages measured
with a given dating method. The isotopic compositions of
elements used as constants in the age equations, for ex-
ample, the 235U/238U ratio and the isotopic composition
of atmospheric Ar, have been measured to accuracies of
better than 1% and do not contribute significant errors to
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age calculations. The currently accepted decay constants
are used in nearly every laboratory worldwide. The last re-
view and evaluation of decay constants and isotopic com-
positions for the principal dating methods was made in
1977. As new counting experiments are made or isotopic
compositions are remeasured the status of individual de-
cay constants can be evaluated. However, in general the
changes are small and new decay constants are not adopted
immediately because the confusion resulting from contin-
ual adoption of new constants is not worth the trouble. In
1977 values were recommended for the decay constants
of 40K, 87Rb, 232Th, 235U, and 238U and for the isotopic
compositions of atmospheric Ar and K, Rb, Sr, and U.

Modern analytical instruments, particularly mass spec-
trometers used for isotopic measurements, permit mea-
surement of isotopic ratios to a few tenths of a percent or
better. This does not mean the accuracy of an age measure-
ment is as good as this because other factors, such as the
calibration of isotope dilution tracers, affect the accuracy
of an age determination.

Finally, it is important to realize that geochronologists
do not rely entirely on error estimates or fits to lines on
correlation diagrams to evaluate the accuracy of radio-
metric ages. The simplest way to check the reliability of
an age measurement is to repeat the analytical measure-
ments in order to minimize analytical errors. This pro-
cedure helps to minimize human error and also provides
information on which to determine analytical precision.
Another technique is to measure ages on several sam-
ples (rocks or minerals) from the same rock unit. This
technique helps to identify geological factors because dif-

ferent minerals respond differently to heating and chemi-
cal changes. Stratigraphy also provides an important con-
straint where overlying and underlying rocks units have
been dated. Finally, the use of different decay schemes on
the same rock is a very good way to check the accuracy of
measured ages. If two or more radiometric clocks, that is,
different radiometric dating methods, running at different
rates give the same age, this is powerful evidence that the
ages are correct.

SEE ALSO THE FOLLOWING ARTICLES

GEOLOGIC TIME •RADIOCARBON DATING •RADIOMETRY
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GLOSSARY

Compton scatter Interaction between a γ ray and an
atom in which the γ ray is scattered and also loses some
of its energy by ejecting an electron from the atom.

Electron capture Radioactive decay process in which
one of the orbital electrons is captured by the nucleus.
A γ ray is emitted from the nucleus but without the
need for a charged particle to be emitted as well.

Isomeric transition Radioactive decay process in which
a γ ray is emitted without an accompanying β particle.

Photomultiplier tube Device that converts light into an
electronic signal. The strength of the signal is propor-
tional to the intensity of the light.

Positron Particle having the same mass as an electron
but with a positive rather than a negative charge. When
emitted from the nucleus of a radioactive element it in-
teracts with an electron, the two particles disintegrating
to form two γ rays.

Radionuclide Radioactive element.
Radiosensitive Tissues that are particularly prone to

damage if hit by radiation.
Scintillation crystal Transparent crystal with the

property of emitting light when hit by a γ

ray.

CHEMICAL RADIONUCLIDE IMAGING obtains di-
agnostic information by observing the in vivo distribu-
tion of a pharmaceutical administered to the patient. This
is achieved by attaching a radioactive label to the phar-
maceutical and producing an image from the radiation
emitted from the body. Due to the difficulties in imaging
γ radiation, image quality is significantly worse than in
X radiography. This is offset, however, by the ability of
the technique to permit the observation of specific phys-
iological processes depending upon the pharmaceutical
employed.

 759
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I. INTRODUCTION

The potential for radiation to damage human tissue is well
known, and so it is perhaps surprising to find that it is
widely used for the diagnosis of a variety of diseases rang-
ing from cancer to dementia.

The earliest medical potential for radioactivity was seen
to lie in its longevity of action, the naturally occurring ra-
dioisotopes known at that time had half-lives of thousands
of years. These materials were used for treating a wide va-
riety of conditions, such as gout and rheumatism, but the
eventual fate of the patients in these early trials is not
recorded.

When the potentially destructive effect of radiation on
tissue was appreciated, the value of radiation for de-
stroying tissue without the need for surgery was obvi-
ous and the technique of radiotherapy became widely
used.

If low levels of radioactivity are introduced into the
body it becomes possible to detect the emerging radia-
tion and so determine the distribution of the radioactivity
in vivo. However, to provide diagnostic information it is
first necessary to choose a material whose distribution in
the body may provide information of clinical relevance.
The radioactive label is then attached to this pharmaceuti-
cal to act as a purely passive tracer, and the distribution of
the pharmaceutical provides the diagnostic information.

The diagnostic value of radionuclide imaging thus de-
pends on the selection of an appropriate radioactive label,
the choice of an effective pharmaceutical, and the ability
to produce an image from the emerging flux of radiation.

II. RADIOPHARMACEUTICAL

A. Choice of Radioactive Label

The properties required for a radioactive label to be effec-
tive are

1. its half-life should be similar to the length of the test,
2. the radionuclide should emit γ rays and preferably no

charged particle should be emitted,
3. the energy of the γ rays should be between 50 and

300 keV,
4. the radionuclide should be readily available at the

hospital site, and
5. the radionuclide should be chemically suitable for

incorporating into a pharmaceutical without altering
its biological behavior.

The main requirement of the label is that it emit γ rays
since this is the only type of radiation that can be readily

detected externally while not causing significant damage
to the patient’s tissue. The energy of the γ ray must also
be sufficiently high for it to penetrate through the tissue;
in practice this means that the minimum energy should
be about 50 keV. If the energy is too high it will become
difficult for the γ ray to be stopped in the detector system.
This puts an upper limit of about 300 keV, with a value of
about 100 keV being ideal.

Ideally the radionuclide should decay by the emission
of a γ ray with no α or β particles as these have a very short
range in tissue and contribute to tissue damage. In practice,
the ratio of γ rays to charged particles can be maximized
by using radionuclides that decay by isomeric transition or
electron capture. The radiation emitted when a positively
charged β particle, a positron, disintegrates has also been
used for imaging; this is the so-called positron emission
tomography (PET).

Obviously the likelihood of damage increases the longer
the radioactive material remains in the patient. A radionu-
clide with a half-life comparable to the length of the study
is ideal (i.e., a few hours).

This latter requirement conflicts with the need to ensure
a regular supply of material to the hospital. Radionuclides
can be produced from either a nuclear reactor or a cy-
clotron. Neither source is particularly convenient for med-
ical usage, although some hospitals in the United States
have medical cyclotrons. A third and the principal source
of radionuclides is from generators. These consist of a ra-
dionuclide with a long half-life that decays into the short-
lived material needed to label the pharmaceutical. The
short-lived daughter product is chemically separated from
the long-lived parent when required. As the parent con-
tinues to decay a new supply of the daughter produce is
generated. If the daughter is not eluted from the parent,
then it apparently decays with a half-life equal to that of
the parent. The generator thus succeeds in the apparently
impossible task of providing a short-lived radionuclide
from a source with a long half-life. The most commonly
employed generator has a molybdenum parent producing
a daughter product of technetium 99m. Technetium 99m
(99mTc) is the radiolabel used in most clinical studies. It
has a half-life of 6 h and emits a γ ray of 140 keV energy
by isomeric transition.

B. Choice of Pharmaceutical

One factor has not yet been considered, namely, the need
for the radionuclide to be chemically suitable for incorpo-
rating into a pharmaceutical without changing its biolog-
ical kinetics. This is not a trivial problem as the elements
most suitable chemically, such as carbon and nitrogen,
do not emit suitable radiation. It is due to the ingenuity
of the radiochemist that it has been proven possible to label
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TABLE I Commonly Used Radiopharmaceuticals

Radioactive
label Pharmaceutical Organ to be studied Clinical application

99mTc Pertechnetate Brain Metastases, infarction
99mTc Macroaggregates Lung Embolus
99mTc Colloid Liver Metastases cirrhosis
99mTc Methylene diphosphonate (MDP) Bone Metastases
99mTc Diethylene triamine pentaacetic acid (DTPA) Kidneys Renal function and drainage
99mTc Red blood cells Heart Cardiac wall motion and cardiac volume
99mTc White blood cells Whole body Sites of infection and inflammation
99mTc Hexamethyl propyleneamine oxime (Ceretec) Brain (cerebral blood flow) Dementia, infarction
99mTc Imminodiacetic acid (IDA) Hepatobilinary system Biliary obstruction
201TI Thallous chloride Heart Infarction, ischemia
123I Iodide Thyroid Function
123I Hippuran Kidneys Renal function and drainage

a wide range of pharmaceuticals with elements that ap-
pear at first sight to be most unsuitable, such as 99mTc.
The commonly used radiopharmaceuticals are listed in
Table I together with the diagnostic test for which they
are used. Apart from the ability to label it with a suit-
able radionuclide, the effectiveness of the pharmaceutical
depends also upon its specificity for the particular biolog-
ical feature it is required to study. The distribution of the
radiopharmaceutical to organs other than those targeted
often limits the amount of radioactivity that can be ad-
ministered, particularly if these organs are radiosensitive.
Finally, to minimize the dose of radiation received it is de-
sirable that the residence time of the radiopharmaceutical
in the body should be similar to the time required to carry
out the study.

FIGURE 1 The gamma camera. (a) A typical gamma camera. (b) Cross section through the detector head. [Re-
produced with permission from P. F. Sharp, P. P. Dendy, and W. I. Keyes (1985). “Radionuclide Imaging Techniques.”
Academic Press, London, UK.]

III. GAMMA CAMERA

The principle of the gamma camera was proposed by Hal
Anger in 1958, and while it has become a more sophisti-
cated device, the basic concept has remained unchanged.
It is now used almost exclusively for imaging in nuclear
medicine.

Figure 1a shows a typical camera. The detector head
cross section shown in Fig. 1b consists of a large
scintillation crystal, between 40 and 50 cm in diameter,
made from sodium iodide to which trace quantities of thal-
lium have been added [NaI(Tl)]. Between the crystal and
the patient is a collimator. In the most commonly used
form it consists of a lead plate with several thousand par-
allel holes running through it. This collimator performs
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a function similar to that of a lens in an optical camera.
Since the energy of γ radiation is considerably higher than
that of light it is not possible to image the γ rays by fo-
cusing them on the crystal, instead the image is produced
by excluding all γ rays except those traveling along the
axis of a hole. Rays which are obliquely incident on the
collimator are absorbed as they try to pass through the lead
septa between the holes. The collimator, thus, images by
cutting out all γ rays except those traveling in a specific
direction. One obvious consequence is that only a very
small proportion of the emitted radiation will be used to
form the image; the camera will have a very low sensitiv-
ity. Typically only 0.1% of the γ rays emitted during the
imaging time will form the final image. A second problem
is that both sensitivity and image sharpness will depend
on the dimensions of the collimator holes. Increasing the
diameter of each hole will increase sensitivity but only by
allowing through some γ rays obliquely incident on the
collimator. This results in the sharpness or spatial resolu-
tion of the camera deteriorating.

Resolution also worsens as the distance between the
collimator and the patient increases, so it is necessary to
get the patient as close as possible to the collimator. Under
near-optimum imaging conditions a spatial resolution of
between 7 mm and 1 cm can be achieved. Formally this
means that two small points of radioactivity this distance
apart could just be distinguished.

The imaging ability of the collimator depends upon
the septa being thick enough to absorb any γ rays hit-
ting them. Thus, collimators are designed for use with
γ rays of either low (<150 keV), medium (<250 keV), or
high (<400 keV) energy. A series of collimators will usu-
ally be available with each camera, the most appropriate
one depending upon the energy of the γ ray and whether
high sensitivity, good spatial resolution, or a compromise
between the two is required for the study.

The image of the radiopharmaceutical distribution pro-
duced in the crystal is made up of brief flashes of light,
the scintillations resulting from the γ rays being converted
into visible light by the crystal. Each scintillation is then
converted into electronic signals by an array of photomul-
tiplier tubes (PMT) situated at the rear of the scintillation
crystal. Typically there are between 37 and 61 tubes ar-
ranged in a close-packed hexagonal array to ensure maxi-
mum coverage of the crystal. The output signals from the
PMTs are then processed to give the spatial position of
each scintillation. This is done by modifying the output
from each PMT by a factor which is unique to the tube
and then summing it with modified signals from the other
tubes. Each PMT has two factors associated with it, one
set being used to produce the x coordinate the other the
y coordinate of the scintillation.

There is also a variation in the energy signal depend-
ing upon where the γ ray interacts in the crystal. Both

spatial nonlinearity and spatial variation in the energy sig-
nal are corrected, to a significant extent, by microproces-
sor controlled circuitry. However, image blurring cannot
be corrected.

Although the collimator excludes γ rays according to
the direction in which they are traveling when they arrive
at the collimator, this does not preclude the possibility
that they might have been scattered before arriving at the
collimator. In practice the probability of a γ ray under-
going Compton scattering is high. As Compton scattering
involves a loss of energy by the γ ray it is possible to
discriminate between scattered and unscattered radiation
by measuring the energy of the detected γ ray. This is
easily done since the amount of light in the scintillation is
proportional to the energy deposited in the crystal by the
γ ray. The sum of the (unmodified) output signals from
the PMTs constitutes the energy signal that is then sent to
a pulse height analyzer. This device will only pass signals
whose height (i.e., energy) falls between values selected
by the operator.

The X and Y signals are applied to the deflection plates
of the cathode ray tube (CRT) display so locating the
tube’s beam at the same position as that of the detected
scintillation in the crystal. If the energy signal is found to
be in the expected range, then an unblank signal is passed
to the CRT brightening up the beam so that a spot of light
appears briefly on the display. These flashes of light are
integrated on photographic film. The final image, thus, ap-
pears as a series of small spots, each one representing one
detected γ ray (Fig. 2).

The image suffers some loss of quality in the trans-
fer from crystal to display. There is some image blurring,
although compared to that introduced by the collimator
it is small, and a loss of spatial linearity (i.e., the im-
age is distorted). This loss of image quality is mainly the
result of creating an image from signals that are weak and
using a small number of PMTs. Increasing the number
of tubes does not help since it would reduce even further
the amount of light received by each one. In the modern
camera, microprocessors allow correction to be made for

FIGURE 2 Two gamma camera images showing the distribution
of the bone-seeking radiopharmaceutical 99mTc MDP. Each de-
tected γ ray is displayed as a small dot.
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the non-linearity. It is also necessary to correct the energy
signal to ensure that its value does not depend on where
the γ ray interacts in the crystal.

The gamma camera is also restricted as to the maximum
rate at which it can handle γ rays. When the input count
rate becomes too high, the camera fails to distinguish con-
secutive γ rays as separate events. The result is a loss of
linearity between detected and recorded count rate and a
distortion of the image. The maximum count rate is about
30,000 counts per second, which is good enough for all
but a few specialized studies.

IV. TOMOGRAPHY

The gamma camera produces two-dimensional images of
a three-dimensional distribution of the radiopharmaceuti-
cal. Consequently information about the depth of an organ
is missing, and this is usually obtained by taking additional
views from different angles. True three-dimensional im-
ages can, however, be produced by a tomographic imaging
technique referred to as single photon emission computed
tomography (SPECT). This consists of taking a series of
views, typically 64, as the gamma camera is rotated around
the patient (Fig. 3a). This data is then processed by a
computer to produce images representing slices of the
radiopharmaceutical distribution usually in one of three
orthogonal planes; the plane of rotation of the camera be-
ing known as the transaxial, the other two are the coronal
and sagittal.

Each row of a single camera image can be thought of
as consisting of a single view of the transaxial plane; this
view represents, in fact, the count density pattern in this
plane projected onto the row. The same row on each of the
64 images provides information about the same transax-
ial plane but projected from different directions. To re-
construct the three-dimensional image it is necessary to
backproject this data, that is, it is assumed that all points
in the plane have the same value as at the corresponding
point on the row. Backprojecting the data from the angle at
which the image was acquired results in a transaxial slice
being produced (Fig. 3b). While this simple reconstruc-
tion algorithm gives an approximate image of the plane it
does suffer from several distortions; in particular, a high
background count density and a blurring of the edges of
structures. To overcome this the data is filtered or pro-
cessed either before or after the backprojection.

The complete set of transaxial sections, one from each
row of the planar views, provides a cube of data from
which sections can be extracted in the coronal and sagittal
directions and in any oblique plane (Fig. 3c).

The advantage of SPECT is not only that it gives full
three-dimensional information about the position of image

FIGURE 3 Single photon emission tomography. (a) The gamma
camera is rotated around the patient and a series of images are
taken from different angles. (b) To reconstruct a transaxial slice a
row of data in each image is backprojected. The data in each row
is shown in profile; the height of the curve represents the count
density in the image. Superimposition of this backprojected data
produces the image, in this case the two areas where the radio-
pharmaceutical has concentrated. (c) A transaxial and a sagittal
section through the brain. This radiopharmaceutical demonstrates
cerebral blood flow. A indicates anterior and P posterior.

structures but that it also improves image contrast, the
masking effect of radioactivity in planes above and be-
low that of interest having been removed. The expectation
that it would allow the precise quantitation of the amount
of radiopharmaceutical present in an organ has not been
fulfilled. The main problem is that radiation is attenuated
before reaching the camera to an extent that depends on the
nature of the structures through which it has to pass. Unfor-
tunately it is only the tomographic section that can provide
this information, yet it is needed before the section can be
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reconstructed! Several attenuation correction algorithms
have been proposed but none provide any great accuracy.

While the technique of SPECT has limitations, it does
overcome several of the degradations inherent in planar
imaging, yet for many years it was a technique that was
looking for a clinical application. This problem was partly
overcome when it became clear that gamma cameras ca-
pable of carrying out both tomography and conventional
imaging could be purchased at very little extra cost. Also
in the last few years radiopharmaceuticals have been pro-
duced that require tomography for effective interpretation.

Systems designed specifically for tomography are avail-
able, and in particular, they overcome some of the prob-
lems with lack of sensitivity found in the rotating camera.
They may be a conventional camera system but with two
or three detector heads or consist of a ring of smaller detec-
tors. This latter system will produce only a limited num-
ber of tomographic slices. These systems are, however,
expensive, and the ring detector systems are only suitable
for tomography. It is unlikely that they will be used other
than in specialized centers.

The technique discussed so far has used single γ -ray
photons. Reference was made earlier to the use of the γ ra-
diation given off when a positron annihilates. This takes
the form of two γ rays that travel in almost exactly op-
posite directions. If the simultaneous arrival of these two
γ rays in a detector that surrounds the patient is noted, then
the point of emission of the positron can be assumed to lie
somewhere along the line between the two interactions. By
looking for points of intersection of many of these pairs of
lines, a three-dimensional image can be produced without
the need to employ collimators (Fig. 4a). The technique
requires specialized imaging equipment (Fig. 4b) using
rings of detectors around the patient. Positron-emitting ra-
dionuclides can be produced from a generator, but the most
interesting ones require an on-site cyclotron. Positron-
emitting radionuclides do, however, include some of the
most biologically interesting elements, such as carbon,
oxygen, and nitrogen, and a whole range of interesting
studies are possible. In comparison with SPECT it is very
expensive and time consuming to perform and, at least in
the near future, will only be used in the most advanced
centers.

V. DATA PROCESSING

The imaging capability of the gamma camera can be ex-
tended by interfacing it to a computer system and acquiring
the image in a digitized form. This allows the image data
to be manipulated in a variety of ways (e.g., for the
reconstruction of tomographic images as described in the

FIGURE 4 Positron emission tomography. (a) The decay of a
positron produces pairs of γ rays that travel in opposite directions,
such as rays AA and BB. They can be distinguished from single
γ rays, such as C which is not produced from a positron, by their
simultaneous arrival in the detector. The point of emission of a
positron must lie along the line joining the points at which the
pair of γ rays hit the detectors. Where such lines intersect gives
the location of the radiopharmaceutical in three dimensions. (b) A
positron imager. The patient is breathing a radioactive gas.

previous section). Only two aspects of data processing will
be considered here in detail, the quantitation of the data
in an image and the enhancement of image presentation.

A. Quantitation

The digitized image is represented in the computer as a
two-dimensional array of numbers, each of which denotes
the number of γ rays acquired in that area of the image. It
is, therefore, possible to make measurements of the num-
ber of γ rays acquired from a specific part of the image
(e.g., from a particular organ). Unfortunately this does not
allow us to deduce the precise amount of radiopharmaceu-
tical present in the organ since some of the γ rays emitted
will be absorbed or scattered in their passage through over-
lying tissues and so will not be recorded. As the thickness
of this tissue and its attenuating ability is not known, it
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is only possible to make an approximate estimate of the
radiopharmaceutical concentration.

Even this limited ability to quantify the image data can,
however, produce useful clinical information. It is par-
ticularly valuable in assessing how the amount of radio-
pharmaceutical in an organ varies during a study; from
which information on how well an organ is functioning
can be inferred. For example, Figs. 5a–5c show a series
of images of the kidneys produced using the radiophar-
maceutical 99mTc DTPA. This material is removed from
the bloodstream by the kidneys, the rate at which it con-
centrates in the kidneys indicating renal function. The ra-
diopharmaceutical passes through the kidneys and finally
drains from them with the urine. This part of the study
gives information on the drainage capability of the kid-
neys. A more precise assessment can be made by collect-
ing the study as a sequence of images on the computer.
Typically the study will consist of 60 consecutive images
each 20 s in duration. Figure 5e shows curves generated
from this data, representing the count density recorded
over each kidney and the bladder as a function of time. In
the abnormal study shown in Fig. 5f, the radiopharmaceu-
tical concentrates in the kidneys but one of them drains
poorly.

B. Image Presentation

The amount of information that a study provides is ob-
viously dependent on how well the data is presented to
the clinician. The quality of the acquired data may be
extremely high but if the image is overexposed, for exam-
ple, its interpretation will be impaired. The conventional
gamma camera analog image recorded on photographic
film suffers from such problems. In contrast, the digitized
image can be viewed on the computer TV display and its
intensity and contrast altered by the observer until he is cer-
tain that all useful information has been extracted. Com-
puter technology also allows the image to be displayed in
ways other than the conventional black and white. For ex-
ample, using different colors to represent image intensity
may facilitate interpretation.

The basic image data can also be modified by filtering
it prior to display; smoothing filters are used to reduce
image noise and sharpening filters to accentuate the edges
of structures. The full potential of image filtering has not
yet been realized.

The interpretation of dynamic studies can be facili-
tated by displaying the images in rapid succession on the
screen. This gives the impression of continuous movement
of the radiopharmaceutical, the so-called cine mode dis-
play. Three-dimensional displays of data are also possible
although they are not yet routinely employed.

VI. FUTURE DEVELOPMENTS

A. Radiopharmaceuticals

The development of a new radiopharmaceutical can alter
significantly the clinical role of nuclear medicine. But, as
with any pharmaceutical, the production of new agents is
a slow and expensive process. In nuclear medicine there
is the further problem that it may not prove possible to
predict the clinical role of a new material. For example, a
radiopharmaceutical 99mTc HMPAO was developed with
the aim of giving images of regional cerebral blood flow.
While it had obvious applications in the detection of ab-
normal cerebral pathology, such as cerebral infarction, its
adoption for this role depended on how effectively it com-
peted with other established techniques. In fact, early ex-
perience showed that one of its most useful applications
may be in the differential diagnosis of dementia, an area
where clinical imaging techniques have had little impact in
the past. Yet such as application could not have been pre-
dicted when the decision was taken to develop the material.

This same material was also found to provide a very
effective way of radiolabeling white blood cells. This gives
a very sensitive technique for detecting sites of infection
in the body, a major clinical problem.

One of the main goals in radiopharmacy has been to
develop a radiopharmaceutical that concentrated only in
the organ or structure of interest. For example, if a ra-
diopharmaceutical concentrated only in tumors and not in
other tissues, it would be possible to detect them at a very
early stage of development when the chance of successful
treatment was high. Such a pharmaceutical could also be
used to target a radiolabel that would destroy the tumor-
ous tissue. The principle hope for many years has been
on radiolabeled monoclonal antibodies. While the desired
specificity has not yet been achieved there are signs that
some very useful agents may be produced.

Such specificity is not restricted to the task of detecting
tumors. The concept of producing materials that would
localize in specific neurotransmitters or neuroreceptors is
one that is attracting a lot of interest. Such radiophar-
maceuticals would provide information on a variety of
clinical conditions affecting the nervous system, such as
Parkinson’s disease.

B. Instrumentation

The design of the gamma camera has not changed signifi-
cantly over the years. Novel detectors using semiconduc-
tor materials or the cheap, large-area gas-filled detector
chambers have been proposed but problems have been
encountered that have, so far, hindered their development
as clinical instruments. It has even been shown that
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FIGURE 5 The dynamic study, (a)–(c) Images taken during the study showing the uptake of the radiopharmaceutical
in the kidneys and its eventual drainage into the bladder. (d) Areas (regions of interest) have been drawn around
the kidneys and the bladder. (e) Curves showing the number of γ rays inside each of the areas from each of the
series of images taken during the dynamic study. These normal kidney curves show an initial rapid rise as the
radiopharmaceutical concentrates in them, then a fall as it drains into the bladder. (f) In this study one of the kidneys
is shown to be draining slowly.
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it is possible to produce images without employing a
collimator, by using coded apertures. These not only gave
the promise of an imaging device with extremely high
sensitivity but also one which would produce tomographic
images. However, once again the idea proved to have
drawbacks that have precluded its use for clinical imaging.

The gamma camera appears likely to remain the stan-
dard imaging instrument for the next few years. It has
undergone some changes, in particular the use of micro-
processors to correct imaging defects. The digital camera
has the same detector as the conventional camera but the X ,
Y , and energy signals are digitized. These digital signals
are then fed, after correction, directly into the camera’s
own computer where they are presented on a digital dis-
play. The computer is also used to control other functions
of the camera such as pulse-height analysis, acquisition
time, and labeling of the image with the patient’s details.
It is a logical step from the separate camera and computer.
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GLOSSARY

Brightness Quantity of focused output from an electron
source (measured in amperes per square centimeter per
steradian).

Convergence Semiangle of the cone formed by the ex-
tremal rays focused on to the specimen.

Frame One complete scanned image.
Pixel Picture element. The smallest definable unit of con-

tribution to an image.
Raster The pattern, usually rectangular, traced on the

specimen by the scanning beam.
Scintillator Material which produces light under the im-

pact of an energetic electron.
Working distance Clear space between the final defining

aperture and the specimen surface.

THE SCANNING ELECTRON MICROSCOPE is a
microscope that utilizes electron beams to produce high
spatial resolution and high depth of field images of solid
specimens. Such images provide information about the
topography as well as the chemical, magnetic, and elec-

tronic state of a sample. The SEM is the most widely used
electron-optical device, and has become as easy to use as
an optical microscope.

I. HISTORY

The scanning electron microscope (SEM) originated in the
pioneering work of Knoll and Von Ardenne in Germany
in the 1930s. Von Ardenne, in particular, anticipated all
of the features of the modern SEM, but he worked at a
time when experimental technique was not sufficiently ad-
vanced to put these ideas into practice. A more advanced
design was described by Zworykin, Hillier, and Snyder
in the United States during World War II but, although
highly sophisticated, the instrument produced results that
were poor compared with those from the then rapidly de-
veloping transmission electron microscope, so the project
was terminated. The work of Oatley and his students in
Cambridge, beginning in 1948, laid the foundation of the
SEM in its present form. Current commercial designs dif-
fer very little from the principles developed by the Cam-
bridge group.

C  457
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II. THE INSTRUMENT

A. Design Principles

The basic principles of the instrument are shown in Fig. 1.
The SEM uses two electron beams, where both are scanned
in an identical regular raster pattern. One beam is incident
on the specimen to record the data and the other onto a
cathode ray screen to display it. Signals of any type emit-
ted from the specimen under the stimulation of the beam
are collected by a suitable detector, amplified, and used to
modulate the brightness of the display tube. The result is
thus a map of the specimen, related to whatever signal is
collected, rather than an image in the conventional sense.
In the SEM, magnification is obtained by decreasing the
areas scanned. If the raster scanned on the sample is a
square of dimension A × A, and the raster scanned on the
display screen is B × B, then a linear magnification of
B/A is achieved. Since the size of the display screen is
fixed, the magnification may be changed by varying the
side A of the square scanned on the sample. This arrange-
ment has several advantages:

1. The sample can be imaged from any electron-
stimulated emission, even those which cannot be focused.

2. Multiple signals can be collected and displayed si-
multaneously.

3. Altering the magnification does not necessitate re-
focusing the instrument, and changing the magnification
does not lead to image rotation, unlike as with other elec-
tron microscopes.

4. Since the signal is recorded sequentially as a time-
varying voltage, the image can be electronically processed
before it is displayed or recorded.

B. Electron–Optical Performance

The quality of the micrographs produced by the SEM is
determined by a variety of factors not the least of which is
the amount of signal that can be obtained from the sample.

FIGURE 1 Principle of the scanning electron microscope.

FIGURE 2 Optical ray path of the SEM.

When this is not the limiting factor the two other signif-
icant parameters are the diameter of the electron probe
at the surface of the sample and the nature of the electron
beam interaction which produces the emission and thereby
broadens or spreads the effective size of the probe. Figure 2
shows, schematically, the optics of the SEM. Typically
these consist of an electron gun, two or three electromag-
netic lenses, the sample, and one or more detectors.

Typically the beam interaction takes place in a vacuum
because of the ease with which electrons are absorbed in
air, however, some of the more modern instruments are
capable of operating at intermediate pressures down to
1/50th of an atmosphere. The advantages to the presence
of a residual atmosphere include the ability to evaluate
specimens in vivo as well as to locate reaction chambers.

The electron probe size d is given by

d = s M1 M2 M3, (1)

where s is the effective diameter of the electron source
(about 50 µm for a tungsten thermionic emitter, 10 µm
for a lanthanum hexaboride source, and about 10 nm for
a cold field emitter), and M1, M2, and M3 are the de-
magnifications of the condensor lenses. By varying the
excitation of the lenses the beam diameter can be set to
any desired value from the source size downward. The
spatial resolution of the SEM is determined by the spot
size at the specimen, but the resolution cannot be made
arbitrarily high because of fundamental constraints on the
system. First, there are aberrations in the probe-forming
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optics that increase the probe diameter above the value
predicted by Eq. (1). For the beam convergence angle α,
defined from Fig. 2 as the aperture radius divided by the
working distance, the actual probe diameter p is given as

p2 = d2 + (
0.5C5α

3
)2 + (λ/α)2, (2)

where C5 is the spherical aberration coefficient of the
lens, λ is the de Broglie electron wavelength equal to
12.26/(E1/2) Å, and E is the beam energy in electron
volts. The value of α can be chosen to maximize the in-
strument performance in one of several ways. One choice
would be to obtain the smallest probe size, but in practice
a more important consideration is to produce the electron
beam current into a probe of given size. An electron gun
has a finite brightness (current density/unit solid angle)
and the brightness is constant at all points in the optical
system. With the restriction that the brightness B is con-
stant it follows that a value of

α = (p/Cs)
1/3 (3)

will put a maximum current, equal to

I = 1.88Bp8/3
/
C2/3

s , (4)

into the probe of diameter p. For a tungsten thermionic
electron source operating at 20 keV the brightness B is of
the order of 105 A/cm2-sr, and Cs on a modern instrument
is typically 1 cm. Applying Eq. (3) shows that for desired
probe sizes in the range 10 nm to 1 µm, α is in the range
1 to 10 mrad (0.05–0.5◦), and the incident beam current
[from Eq. (4)] is then between 10−12 and 10−6 A. More
advanced electron sources, such as field emission guns,
have a brightness which is 100 to 1000 times greater than
that of a tungsten hairpin gun. Such guns are now be-
coming widely used in high performance SEMs because
they permit both higher spatial resolution and larger probe
currents.

The depth of field Df of the image, defined as the vertical
distance between the points at which image resolution
degrades beyond the expected value, is given as

Df = (pixel size)/α, (5)

where the pixel size is the effective value at the specimen.
Since α is between 10−3 and 10−2 (rad), the depth of
field is thus several hundred times the pixel size. At low
magnifications the depth of field can therefore approach
millimeters in extent, giving the SEM an unrivaled ability
to image complex surface topography, and produce images
with a pronounced three-dimensional quality to them.

C. Detection Limits

Information in the SEM image is conveyed by changes in
the magnitude of the detected signal. If the average signal

level is S, and if some feature on the sample causes signal
changes δS, then the feature is said to have a contrast level
C given by

C = δS/S. (6)

Changes in the signal also occur because of statistical fluc-
tuations in the beam current, and in the efficiency with
which the various electron–solid interactions occur. These
statistical variations constitute a “noise” contribution to
the image, which therefore has a finite signal-to-noise
ratio. For image information to be visible the magnitude
of the signal change occurring at the specimen must ex-
ceed the magnitude of the random variations by a factor
of 5 to 10 times. This leads to the concept of a threshold
current Ith, which is the minimum beam current required
to observe a feature with contrast C .

Ith = 4 × 10−12
/(

C2tf
)

A, (7)

where tf is the total time taken to scan the image (assumed
to contain 106 pixels). The observation of low contrast
features therefore requires high beam currents or long col-
lection times.

The threshold current requirement sets a fundamental
limit to the performance of the SEM in all modes of opera-
tion, and it is in most cases that the image detail is predicted
by lack of signal rather than by microscope performance.

III. MAJOR ELECTRON–SOLID
INTERACTIONS

The interaction of the electron beam with a solid speci-
men produces a wide variety of emissions, all of which are
potentially useful for imaging (Fig. 3). Each of these sig-
nals is produced with a different efficiency, comes from a
different volume of the sample, and carries different infor-
mation about the specimen. In the following section the
major interaction mechanisms which produce electrons

FIGURE 3 Possible electron–solid interactions.
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FIGURE 4 The Everhart–Thornley secondary electron detector.

will be examined, and their contrast content and other rel-
evant properties will be described.

A. Secondary Electrons

The most popular signal in use in the SEM is that due
to secondary electrons. These are electrons, with energies
ranging from 0 to 50 eV with a most probable value of
about 4 eV. Because of this low energy, secondaries may
readily be collected by using a positively biased detector.
In the usual arrangement (Fig. 4), described in its original
form by Everhart and Thornley, the detector consists of a
scintillator which emits light under the impact of electrons.
The light travels along a light pipe, through a vacuum win-
dow, and into a photomultiplier. Because the light output
from a scintillator varies linearly with the energy of the
arriving electron the low energy secondary electrons are
accelerated to an energy of 10 keV by means of a biasing
potential applied to the front face of the scintillator. To
prevent this voltage from deflecting the beam the scintil-
lator is shielded by a Faraday cage, made of wide-spacing
mesh, maintained at about +200 eV. The field produced
by this bias on the cage, typically about 100 V/cm at the
sample, is sufficient to ensure that 50% or more of the sec-
ondaries emitted from the specimen are collected. In the
low pressure SEM a variety of methods are used to collect
the secondary electrons based upon their ionization of the
atmosphere.

The yield of secondary electrons, for normal incidence
of the beam, varies with the atomic number of the sample
and with the incident beam energy. Typically at 10 keV
the yield is about 0.1 secondaries per incident electron, but
this value rises rapidly as the beam energy falls (Fig. 5),
reaching a value of unity, for metals and semiconductors,
for some beam energy E2 typically in the range 0.5 to
3 keV, reaching a maximum value of 1.1 to 2 and then
falling as the energy is further reduced. For dielectrics
and insulator, E2 is usually lower, 0.2 to 1.5 keV.

FIGURE 5 Yield of secondary electrons versus beam energy.

If the specimen is not electrically conductive, then if
examined at an energy E > E2, more electrons are de-
posited in the sample than can be emitted, and the speci-
men charges negatively. If examined at an energy E < E2,
then the sample emits more electrons than it received and
so charges positively. But if the sample can be examined
at the energy E = E2, then a stable image can be obtained
without the need to make the specimen conductive. In
some cases, as for example when X-ray microanalysis is
to be performed, it is necessary to observe a poorly con-
ducting sample at a high beam energy, which is where the
low pressure SEM has a unique advantage. The presence
of the residual gas can neutralize the effect of the charg-
ing, although unlike the energy balancing approach, it does
not eliminate it. Otherwise, in the conventional SEM, it is
necessary to uniformly coat the surface with 2–10 nm of
carbon, or a metal such as Au-Pd or Cr.

In principle, the magnitude of the secondary yield at
beam energies E > E2 is a function of the chemistry of
the surface since the secondary yield varies slowly with
atomic number. However, in most current SEMs the vac-
uum is sufficiently poor that the surface is always cov-
ered with many monolayers of contamination, such as hy-
drocarbons, deposited from the pumping system. Because
the secondary electrons can escape only when produced
within a few nanometers of the surface, changes due to
the surface chemistry are therefore usually masked.

The dominant imaging mechanism for the secondary
electron signal is topographic contrast. This arises be-
cause an increase in the angle of incidence θ between the
beam and surface normal will generate a greater number
of secondaries lying within escape depth from the surface
and consequently an increase, as about secant (θ ), in the
number leaving (Fig. 6). Changes in surface relief will
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FIGURE 6 Yield of secondary electrons versus tilt.

therefore lead to a signal which rises and falls as the ef-
fective angle of incidence varies. This effect can be further
enhanced by tilting the sample to the beam. This will both
increase the average signal and increase the change in sig-
nal resulting from a given change in the angle of incidence,
so improving the contrast. Secondaries from areas facing
toward the detector will be collected with somewhat higher
efficiency than those from faces pointing away from the
detector. The resulting picture (Fig. 7) resembles a “real
world” image in which the sample, as viewed from the
direction of the electron source, is illuminated by a dif-
fuse light source placed at the detector. The intuitive ease
with which such an image can be interpreted results from
the correspondence between the form of the variation of
the secondary yield with incidence angle and Lambert’s
Cosine Law for the reflection of light from an inclined
surface. This, coupled with the three-dimensional quality

FIGURE 7 Secondary electron image of ant’s head and eye.

which comes from the high depth of field, does much to
explain the popularity of both the SEM and the secondary
electron image.

Secondaries are produced by both the incident primary,
and the exiting backscattered, electrons. The ratio of these
two components varies with the material of the sample,
but typically only 20 to 30% of the secondaries detected
are generated by the primary electrons. These SE1 sec-
ondaries are those which carry the high spatial resolution
image information, since they are produced within the es-
cape depth from the surface and within 2 to 5 nm of the
incident probe axis. The secondaries, SE2, generated by
the backscattered electrons emerge from an area whose
diameter is comparable in size with the electron range
in the solid, which may be many microns, so they carry
no high-resolution information. Because these electrons
are in the majority they reduce the signal contrast car-
ried by the SE1 electrons. From Eq. (7) this implies that
the incident beam current must be increased to achieve
an adequate signal-to-noise ratio, and this in turn means
from Eq. (4) that a larger probe diameter, and so wors-
ened spatial resolution, must be used. Secondary elec-
tron imaging is thus ultimately limited by signal-to-noise
constraints as much as by fundamental considerations.
The best modern instruments, using field emission guns,
can achieve resolutions in the range 1–2 nm, while typ-
ical commercial SEMs can display 2–5 nm on suitable
specimens.

Secondary electron imaging has found wide application
in all areas where a wide magnification range, high spatial
resolution, and great depth of field is useful. Examples
include the study of whole cells, the investigation of the
microstructure of alloys, and the study of fracture surfaces
in metals, ceramics, and woods. In these, and other similar
situations, the special properties of the secondary electron
image and the SEM complement the abilities of the con-
ventional optical microscope. One technique of particular
value has been that of “stereoimaging” in which two im-
ages of the same area are recorded at different sample
tilts relative to the incident beam direction. When these
two images are viewed through a suitable optical device
which presents them separately to the left and right eyes,
the parallax produced by the tilt is interpreted by the brain
to produce a single “three-dimensional” picture. Detailed
quantitative measurements of quantities such as surface
roughness, and cavity size, can be obtained from such
stereoimages, which have therefore found important ap-
plication in areas such as tribology and fatigue.

1. Voltage Contrast

Secondary electrons are collected by the field produced by
the potential on the Faraday cage surrounding the detector.
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FIGURE 8 Voltage contrast image of integrated circuit.

If different portions of the sample surface are at different
potentials with respect to ground, then the potential differ-
ence between these areas and the detector cage will also
vary and so the collection field will change. In addition,
areas that are negative will repel the secondary electrons
they emit, while regions that are positive will collect some
fraction of the secondaries that they produce. The net re-
sult of these effects is that the SE signal is dependent
on the surface potential, with negative areas appearing
bright and positive areas appearing dark (Fig. 8). This
technique of “voltage contrast” is of major importance in
the semiconductor industry, because it provides a method
for investigating the potentials of small regions, such as
the micron-wide conductor lines that interconnect compo-
nents in an integrated circuit chip. By the use of circuitry
designed to linearize the variation of collection efficiency
with surface potential, the electron beam can be used to
measure surface potentials with a precision of a few tens
of millivolts. The SEM thus functions as a voltmeter, but
does not require a mechanical probe to select the region to
be measured. This means that micron-scale areas can be
probed, and it also has the benefit that the measurement
does not itself have to draw any current from the circuit
under test.

These advantages can be further enhanced by actually
operating the circuit of interest under normal conditions
while observing it in the SEM. The voltages at various
points in the circuit may be changing rapidly with time,
but they can still be measured by repetitively switching the
incident beam on and off at a frequency which is related
to the frequency of the voltage at the point to be observed.
For example, if the potential was varying sinusoidally at
a rate of 10 kHz (i.e., with a period of 100 µs), then if the
beam were switched on for 10 µs at intervals of 100 µs
the potential at the point of interest would always be the

same when examined, and it could thus be measured in
the usual way. The time varying signal has therefore been
“frozen” by a technique which is analogous to the strobo-
scopic imaging technique used optically. By maintaining
the sampling rate at the same value, but shifting the time
at which the beam is turned on, the potential at some other
portion of the cycle could be observed, allowing the com-
plete shape of the voltage waveform at the chosen point
of interest in the circuit to be determined. The SEM can
thus also be operated like a sampling oscilloscope. Ob-
servations can be made in this way on analog and digital
circuits operating at frequencies up to several hundred
megahertz.

2. Magnetic Contrast

Contrast can also be obtained in the secondary electron
mode from the magnetic leakage fields that exist close to
the surface of uniaxial magnetic materials such as cobalt,
or the field produced by magnetic devices such as record-
ing heads or recording tape. Secondary electrons leaving
the sample travel through these fields and so are deflected
by the Lorentz force. Depending on the direction of the
magnetic field vector and the initial direction of the elec-
tron this force can either increase or decrease the proba-
bility that the electron will be collected by the detector.
Figure 9 shows how this mechanism allows the magnetic
domain structure of a cobalt single crystal to be seen. Be-
cause both the large scale internal domains and the smaller
surface closure domains produce a leakage field, the full
details of the domain configuration are visible. This type
of contrast depends on the saturation flux of the mate-
rial, but typically generates high (10–20%) contrast levels
making it an easy technique to apply, although the sample
must be correctly oriented with respect to the detector for
the contrast to be visible.

FIGURE 9 Image of magnetic domains in cobalt single crystal.
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The SEM technique offers a resolution that is effec-
tively limited only by the scale of the magnetic structure
itself, and also has the merit that it is ideally suited for
dynamic studies such as the observation of domain struc-
ture variations with temperature, stress, or applied mag-
netic field. The only practical limitation is usually that
of preparing samples with a sufficiently flat surface to
eliminate topographic contributions to the magnetic image
information.

B. Backscattered Electrons

Backscattered electrons are those which leave the spec-
imens with energies between about 50 eV and the inci-
dent beam energy. These electrons emerge from depths of
up to about 0.3 to the electron range R, where R can be
approximated as

R = 0.0276AE1.67/(Z0.889ρ) µm, (8)

where A is the atomic weight of the sample (g/mol), Z
is the atomic number, ρ is the density (g/cm3), and E
is the beam energy in keV. For medium atomic weight
elements, and beam energies in the range 10 to 20 keV,
the range is of the order of a few microns. The backscat-
tered image therefore contains information from regions
beneath the sample surface, but the high energies also en-
able these electrons to be conventionally collected in the
LPSEM.

The yield η of backscattered electrons is independent
of the beam energy (over the range 1 to 100 keV) but
is a monotonic function of the atomic number Z of the
specimen. η can be approximated by the function

η = −0.0254 + 0.016Z − 0.000186Z2. (9)

For compounds and alloys Z can be replaced by the arith-
metic mean value of Z derived from the chemical compo-
sition. η varies between 0.05 for carbon (Z = 6) to about
0.6 for gold (Z = 79), thus at typical SEM beam energies
the backscattered signal is larger than the secondary elec-
tron signal. However, because the backscattered electrons
are relatively high in energy they are not easily deflected
toward a detector. Thus efficient collection of this signal
requires a detector which subtends a large solid angle at
the specimen. Typically this is achieved by using an an-
nular p–n junction or Schottky barrier solid state device
directly above the sample, and concentric with the beam.
With such an arrangement 50% or more of the backscat-
tered signal can be collected.

1. Atomic Number Contrast

The variation of η with Z produces image contrast which
is directly related to the mean atomic number of the irra-

FIGURE 10 Atomic number contrast from aluminum–copper
alloy.

diated volume of the specimen. Thus in materials such as
multiphase alloys, regions of the specimen with different
atomic numbers will display contrast, the magnitude of
which will depend on the relative change in Z (Fig. 10).
Under normal imaging conditions regions with an effec-
tive difference of only about 0.5 units in Z can be dis-
tinguished. The fact that the variation of η with Z is not
only monotonic but almost linear also makes it possible
to perform a simple form of chemical microanalysis on
a sample by measuring the variation in the backscattered
signal and comparing this with the signal produced under
identical conditions from suitable pure element standards.

The atomic number contrast effect is of importance in
many biological applications, since heavy metal reagents
having affinities for specific groups can be used as stains.
In the backscattered image these stained regions then ap-
pear bright against the predominantly low atomic num-
ber carbon matrix. Because the backscattered electrons
are collected from depths up to about 0.3 of the electron
range [as determined from Eq. (8)] the labeled regions can
be observed at significant depths beneath the surface of a
specimen. For example, at 15 keV a penetration in excess
of 1 µm is possible, although the lateral spatial resolution
will, correspondingly, be poor.

The atomic number contrast is superimposed on any to-
pographic contrast present from the sample, since changes
in surface orientation also lead to changes in the backscat-
ter yield. In addition, the fact that the backscatter elec-
trons travel in straight trajectories from the sample to the
detector produces shadowing of any surface relief. The to-
pographic and chemical components of the signal can be
separated, at least partially, by using multiple detectors.
An annular detector divided into two halves will mini-
mize topographic contrast and maximize atomic number
contrast when the signals are added, since the shadowing
seen by one segment of the detector will in general not be
present in the signal from the other segment, whereas the
situation will be reversed if the two signals are subtracted
since both segments will see the change in signal due to
the change in atomic number in the same way.
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2. Electron Channeling Patterns

Electron channeling contrast arises directly from the inter-
action of the electron beam with a crystalline sample. For
beams incident at random angles on a crystal there is an
approximately constant probability of the electron being
scattered out of the sample and being collected. However,
if the electron is incident along one of the symmetry direc-
tions of the crystal lattice then the electron may penetrate,
or channel, a significant distance into the specimen before
being scattered. In this case the chance of the electron
emerging and being collected is reduced. The backscat-
tered signal from a crystal recorded as a function of the
angle of incidence of the beam therefore shows a vari-
ation which displays directly the symmetry elements of
the lattice. Figure 11 shows an example recorded from the
(111) face of a silicon crystal. The 3-fold symmetry as-
sociated with the (111) face is immediately evidence, in
the arrangement of bands which cross at the (111) pole.
The angular width of the bands is twice the Bragg angle
θB where

θB = λ/2d. (10)

λ is the electron wavelength and d is the lattice spacing.
For electrons of 20 keV energy λ is 0.087 Å, so lattice
spacings of a few angstroms will produce bands with a
width of the order of 0.02 rad, about 1◦. Higher order
reflections produce families of lines parallel to the band
at spacings of θB. By calibrating the angular width of the
display from a known crystal, the symmetry and lattice
spacings of an unknown crystal can rapidly be determined.
The pattern observed will not change when the sample is
moved laterally because the symmetry will not alter, but
tilting or rotating the crystal will change the symmetry
and cause the channeling pattern to change as if rigidly
fixed to the lattice. This fact can be used to build up a

FIGURE 11 Electron channeling pattern from the (111) face of a
silicon crystal.

channeling map of a crystal, showing all the symmetry
elements exhibited by the lattice.

Channeling contrast comes from the top few hundred
angstroms of the crystal surface, the quality of the pattern
is therefore very dependent on the quality of the surface.
Small amounts of surface contamination or mechanical
damage will lead to the degradation, or elimination, of the
pattern. The electron channeling pattern can therefore be
used as a sensitive test of surface condition and crystal
quality, and electron channeling has been widely used in
the study of wear and deformation, and in the investigation
of rapid thermal annealing by laser or electron sources.
Similarly, information can be learned at higher resolution
from a static beam when it is referred to as an electron
backscattered pattern. However, the signal strength is dra-
matically reduced necessitating either extremely long ex-
posures or expensive photosensitive detectors to record
the patterns.

3. Magnetic Contrast

Contrast from the magnetic domain structure of specimens
that have no external leakage field (i.e., materials with cu-
bic magnetization) can be obtained in the backscattered
mode. The contrast arises from the Lorentz deflection of
the beam as it travels through the magnetic induction in-
side the sample. If the sample is inclined to the beam then
domains of opposite magnetization will deflect the beam
slightly closer to, or further away from, the surface so
modifying the backscatter yield and producing an image
in which the domains show as bright or dark. The contrast
is very small, typically only 1% or less, so high beam cur-
rents and large probe sizes are required. If the sample is
not inclined to the beam then differential deflection of the
beam occurs only at domain walls, which then show up as
dark or bright lines in the image. This effect is extremely
weak, producing contrast levels of 0.3% or less, and has
been observed only on materials with high saturation
magnetization.

C. Electron Beam–Induced Currents

In one important additional mode of operation the spec-
imen itself is used as a detector. When the incident elec-
tron beam enters a semiconductor, or insulator, it creates
electron–hole pairs, promoting electrons across the band
gap into the conduction band leaving behind holes in the
previously filled valence band. Typically the energy eeh

required to create one electron–hole pair is about three
times the band gap, thus in silicon eeh is about 3.6 eV.
A single 10 keV incident electron could therefore gen-
erate nearly 3000 such carrier pairs. Under normal con-
ditions the electrons and holes will recombine within a
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short time (microseconds or less); however, if an elec-
tric field is imposed on the material then the electrons
and holes will drift in opposite directions and the resul-
tant current flow can be detected through an external cir-
cuit. The electron beam has thus produced localized con-
ductivity in the semiconductor. When the electric field
is produced by an external source this effect is known
as beta conductivity. In the vicinity of a p–n junction,
however, there exists a space-charge depleted region and
an associated field; a current detector connected to the
two sides of the junction will record the current due to
the motion of the beam induced carriers when the elec-
tron beam is at, or close to, the junction. When the beam
moves away from the junction the carriers must first dif-
fuse back to the depletion region before they are sepa-
rated by the field, and the signal will therefore fall at a rate
determined by the minority carrier diffusion length. This
electron beam–induced current will have a peak amplitude
Icc given by

Icc = Ib E/eeh, (11)

where E is the beam energy and Ib is the incident current.
Icc may therefore be several thousand times the incident
current.

The electron beam–induced current (EBIC) mode of
operation provides a powerful tool for the examination
of both semiconductor devices and materials. Figure 12
shows the EBIC image obtained by connecting an ampli-
fier across the positive and negative power lines of an inte-
grated circuit. Whenever the electron beam comes close to
either of the junctions in each of the transistors making up
the circuit the resultant current flow will be detected, and
the image thus displays all of the active devices in the cir-
cuit. By varying the beam energy, junctions at significant
depths beneath the surface can be observed, permitting a
three-dimensional plan of the device to be derived. Ob-

FIGURE 12 Electron beam–induced current image of integrated
circuit.

FIGURE 13 Electron beam–induced current image of single dis-
location in silicon.

servations on semiconducting materials may be made by
forming a Schottky barrier, such as gold, onto the sur-
face. This produces a depletion field extending for several
microns beneath the full extent of the barrier region. An
amplifier connected between the barrier and the material
will therefore detect the EBIC signal generated by the
beam. Electrically active regions in the material, such as
dislocations, stacking faults, and grain boundaries, which
lie within the electron range from the surface will cause
locally enhanced recombination rates for the carriers and
so lead to a fall in the collected current. Defects there-
fore appear as dark lines in the image. The EBIC mode
thus provides a direct technique for the observation of po-
tentially damaging electrically active defects in material
prior to processing. Figure 13 shows the EBIC image of
dislocations in polycrystalline silicon used in solar cell
manufacture.

IV. OTHER IMPORTANT INTERACTIONS

A. Fluorescent X Rays

Energetic electrons can transfer some of their energy to
atoms along their trajectory by ionizing inner shell elec-
trons. The resultant excited state of the atom can be relaxed
by the production of either a fluorescent X ray or an Auger
electron which can carry away the excess energy. Since
the energy, in either case, is directly related to the binding
energy of the inner shell that was excited, detection and
measurement of either radiation will permit a chemical
identification of the element that was ionized. The usual
practice is to detect the fluorescent photon by means of a
high efficiency solid-state energy dispersive X-ray spec-
trometer placed a few millimeters away from the sample.
Such a device in conjunction with a pulse height analyzer
(multichannel analyzer) provides a visual display of the
energy spectrum of all X rays leaving the sample. A rapid,
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quantitative elemental microanalysis can therefore be ob-
tained from an area of the sample selected by the position
of the beam. In this mode the SEM is acting as an electron
microprobe.

The spatial resolution of the X-ray microanalysis is de-
termined by the beam interaction volume. X rays can be
produced by all electrons with an energy greater than the
binding energy of the inner shell being observed, so then,
as an electron travels through a material it can generate
X rays along its trajectory until its energy drops below
the critical value required. Depending on the initial en-
ergy of the electron and the critical excitation energy of
the characteristic line X rays may therefore be generated
from a volume several microns in diameter even for a point
source.

The combination of chemical microanalysis, on a mi-
cron scale, with the versatile imaging abilities of the SEM
has found wide application in all areas of the science, to
the extent that 70% of all new SEMs are delivered with an
attached X-ray system. Conventional systems permit the
detection and identification of all elements in the periodic
table from sodium upward, with a trace sensitivity of the
order of 1%. More advanced systems utilizing wavelength
discrimination extend this level of sensitivity for the light
elements by orders of magnitude which can be particu-
larly significant. In addition to the simple identification of
elements, spectral data can be reduced to give quantitative
chemical composition data by comparison with known
standard elements and compounds coupled with reduc-
tion schemes which correct for factors such as absorption
of X rays in the sample and variations in the detector effi-
ciency with photon energy.

B. Cathodoluminescence

The recombination of electrons and holes mentioned ear-
lier (Section III.C) results in the release of energy, some
of which may be radiated as light in the visible or infrared
portions of the spectrum. This cathodoluminescence may
be collected by any light-sensitive device. However, since
the yield of photons is very small (about 1 per 106 in-
cident electrons) the signal is weak and carefully opti-
mized optics must be used. Typically an ellipsoidal mir-
ror is employed, with the sample placed at one of the
foci and the detector (such as a photomultiplier) at the
other. In this way a high fraction of all of the emit-
ted radiation can be collected. When a spectral analy-
sis is required the detector is replaced by a light-guide
which directs the light to the entrance slit of a suitable
spectrometer.

The spatial resolution of the cathodoluminescence sig-
nal is set by the beam interaction volume, and is there-
fore of the order of the beam range [Eq. (9)]. It can, in

principle, be made as small as desired by using a suffi-
ciently low beam energy and is not subject to the usual
optical diffraction limit because no optical imaging is in-
volved. However, the weakness of the signal requires that a
high-intensity beam, and thus a large probe size, be used.
In practice the achievable resolution is of the order of
1 µm.

The magnitude and spectral distribution of the cathodo-
luminescence signal depend on several factors. The spec-
trum, for a semiconductor, will show a peak at the band
gap energy, and this peak will shift and broaden as the
sample temperature is increased. Spectral measurements
are therefore usually made with the sample held at liq-
uid nitrogen temperatures or lower (100 K or less). The
mechanism which produces cathodoluminescent radiation
is in competition with other nonradiative modes or re-
combination, such as those involving deep traps. Since
radiative recombination is enhanced by the presence of
impurities the magnitude of the light monotonically fol-
lows the doping level over a wide range of variation.
The presence of electrically active defects, which act
as local centers for nonradiative recombination, will re-
sult in a fall in the light output, so that dislocations and
other defects will show as dark features in the image
such as those visible in Fig. 14 which shows strain in-
duced defects in GaAs. The image information is thus
comparable with that obtained in EBIC imaging, al-
though in this case no junctions or Schottky barriers are
required.

Cathodoluminescence is also observable from many
biological and geological materials which have natural
properties as scintillators. In such cases the spectrum
is more complex than that from a semiconductor, ma-
jor spectral peaks usually being identifiable with the

FIGURE 14 Cathodoluminescence image of defects in a gallium
arsenide wafer.
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excitation of interatomic bonds in the specimen. Poten-
tially cathodoluminescence offers a suitable tool for the
detailed examination of such bonds; however, the ioniz-
ing action of the electron beam may, in many cases, lead
to a destruction of the bonds before the spectrum can be
recorded.

C. Thermal Wave Microscopy

The end product of the interaction of the electron beam
with the specimen is heat, and this too can be used to
examine the specimen. If the electron beam is switched
on and off at a steady rate, usually 50 to 100 kHz, then
the periodic heating and cooling of the specimen (of the
order of ±1◦) around the beam impact point will lead
to the production of an elastic stress wave propagating
away from the beam point. This elastic wave travels
freely through the specimen and can readily be detected
by bonding a piezoelectric transducer at any convenient
point to the sample. The output from this device can then
be used to form an image in the normal way. Because the
efficiency with which the thermal energy is converted into
mechanical energy is low, usually 10−8 or so, incident
beam currents of the order of 1 µA or more at the sample
are required and the spatial resolution attainable is
consequently limited by the probe size to a few microns.

The amplitude of the signal detected will depend on
many factors, those which determine the magnitude of the
temperature rise around the beam impact, and those which
determine the efficiency with which this thermal energy
is converted into mechanical energy. Contrast in the ther-
mal wave image therefore contains information about the
thermal properties (specific heat, conductivity, density)
and the elastic moduli (expansion coefficients). In addi-
tion the elastic wave may be scattered by gross mechanical
defects such as cracks and interfaces encountered within
the specimen. Thermal wave images therefore contain a
complex mixture of information. Typical examples of the
application of the method have included the visualization
of subsurface cracks in integrated circuits, the determina-
tion of doping profiles, and studies of elastic and plastic
deformation in solids.

V. CONCLUSION

The scanning electron microscope is by far the most
widely used electron-beam instrument. This popularity
results from the unrivaled versatility of the instrument’s
imaging modes, its relative ease of operation, its mod-
est cost, and a level of performance which places it con-
veniently between the optical microscope and the more
complex transmission electron microscope. The SEM
has proved to be of especial value in the semiconduc-
tor industry, since it provides the only feasible method
for examining high density, submicron feature devices.
However, while one in every two SEMs is sold to the elec-
tronics industry, the instruments in use by biologists, geol-
ogists, and metallurgists have proved equally productive,
as evidenced by the rapidly growing literature in each of
these fields. The Bibliography points to some of the im-
portant sources providing more detailed information on
SEM based research in these, and other, areas.
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GLOSSARY

Adaptive optics The real-time correction of atmospheric
distortion through closed-loop detection and warping
of an optical surface in a telescope system in a manner
opposite to that produced by turbulence.

Airy pattern Diffraction pattern produced when light
from a point source passed through a circular aperture
shows a bright central peak surrounded by a series of
decreasingly bright concentric rings. The central bright
peak is known as the Airy disk.

Aperture Diameter of the mirror or lens that first collects
light in a telescope and forms an image of the object
under observation.

Coherence Property possessed by two or more beams of
light when their fluctuations are highly correlated.

Diffraction Change in direction of a ray of light when
passing an obstacle or a change that occurs when pass-
ing through some aperture, because of the wave nature
of light.

Dispersion Differential bending of light of different
wavelengths by a refracting medium. Atmospheric dis-

persion occurs when light from a star is observed at
angles other than directly overhead.

Interference Combination of two or more coherent
beams of light that leads to the reinforcement of in-
tensity where wave crests overlap and the cancellation
of intensity at locations where wave crests overlap with
wave troughs.

Isoplanatic angle Angular size of a single cell of atmo-
spheric coherence, determined by the physical size of
the cell and its elevation.

Photoelectric effect Emission of electrons from certain
materials that occurs when light of a wavelength less
than some critical value strikes the material.

Pixel Picture element or the smallest resolution element
within an image. It may be a light-sensitive grain in a
photographic emulsion or a small rectangular element
in an electronic detector.

Rayleigh limit Theoretical diffraction limit to angular
resolution that occurs when the bright central peak
of the Airy pattern of a point source is located in
the first dark ring of the Airy pattern from a sec-
ond point source. This limit, in radians, is given

 629
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by 1.22l/D where l is the wavelength and D is the
aperture.

Seeing Quality related to the blurring of star images by at-
mospheric turbulence usually expressed in the angular
size of a blurred image.

Troposphere Lowest region of Earth’s atmosphere ex-
tending to an elevation of about 11 km and in which
weather phenomena occur.

Wave front Surface that is at all points equidistant from
the source of light and from which light rays are di-
rected in a perpendicular manner.

Wavelength Distance between successive wave crests or
any other repetition in phase in a beam of light. Visible
wavelengths are from about 400 to 650 nm; infrared
wavelengths begin beyond 650 nm.

GALILEO first used the telescope for astronomical pur-
poses nearly four centuries ago, and the subsequent history
of astronomy is closely tied to the quest for telescopes of
ever-increasing power. The fundamental capability of a
telescope is determined by its aperture. The aperture area
determines the amount of light that a telescope can collect
and hence sets an effective limit to the faintest observable
objects. Light-gathering power has been the primary mo-
tivation behind the construction of large telescopes as as-
tronomers seek to understand the most distant and faintest
components of the universe. The largest telescopes now
in existence can collect millions of times the amount of
light in comparison with the human eye; and new genera-
tions of telescopes with 8- to 10-m apertures incorporate
technologies that may be extrapolated to 50 m.

The second capability tied to aperture is angular res-
olution, the detection of fine structural detail in im-
ages. Whereas impressive gains in light-gathering power
have been achieved since Galileo, blurring produced by
Earth’s atmosphere has set a limit to resolution equiva-
lent to that achievable by an aperture of only about 10
in. Not until 1970 was a method discovered that has al-
lowed astronomers to attain the full theoretical resolu-
tion of large-aperture telescopes. This method is known as
speckle interferometry. Speckle techniques are providing
a wealth of information for wide classes of astronomical
objects and have become the standard method for measur-
ing orbitals motions in resolved binary star systems.

I. ASTRONOMICAL SEEING
AND RESOLUTION

Earth’s atmosphere places serious limitations upon as-
tronomical observations for two primary reasons. First,
the atmosphere is not equally transparent at all wave-

lengths and certain wavelength regimes are completely in-
accessible from the ground. Observations from telescopes
orbiting above the atmosphere have to a certain extent cir-
cumvented this obstacle. Second, turbulence within the at-
mosphere produces image blurring that seriously degrades
the ability of telescopes to resolve detail in images. Be-
ginning in the late 19th century, astronomers realized the
importance of locating observatories at sites with excep-
tionally stable air in order to achieve the best possible
seeing conditions. It is fortunate that the properties that
lend favorable astronomical seeing are also consistent with
transparency, and modern observatories are typically lo-
cated at relatively high elevations in very dry climates.

The intrinsic limiting ability of a telescope to resolve
fine angular detail is set by the diffraction properties of
light. For a telescope such as the 4-m-aperture Mayall
reflector on Kitt Peak in southern Arizona observing at a
wavelength of 550 nm, the center of the visible region of
the spectrum, the Rayleigh limit is approximately 0.035
arcsec, an angle equivalent to that subtended by a nickel
seen from a distance of 75 miles.

Unfortunately, the atmosphere thwarts the realization
of such resolution and imposes an effective limiting res-
olution from 1 to 2 arcsec, a degradation in resolution
by a factor of roughly 50. Some locations on Earth offer
seeing that is occasionally as good as 0.2–0.3 arcsec, but
even these rare and superb seeing conditions are an order
of magnitude worse than what would be obtained under
ideal circumstances. One obvious option is to put tele-
scopes into orbit above the atmosphere. Indeed, a primary
justification for the 2.5-m Hubble Space Telescope (HST)
has been its ability completely to avoid atmospheric blur-
ring. For the foreseeable future, ground-based telescopes
will continue to be built with apertures significantly larger
than their far more expensive space-borne counterparts.
The two 10-m Keck telescopes on Mauna Kea in Hawaii
as well as the new 8-m-class telescopes in the northern
and southern hemispheres offer three to four times higher
resolution than HST if the challenge of atmospheric blur-
ring can be overcome. Thus, extensive resources have been
expended to exploit methods for correcting turbulent blur-
ring by special imaging techniques and especially through
adaptive optics.

In 1970, the French astronomer and optical physi-
cist Antoine Labeyrie pointed out an elegantly sim-
ple method for circumventing atmospheric seeing condi-
tions to achieve diffraction-limited resolution. Labeyrie’s
method, which he named speckle interferometry, takes
advantage of the detailed manner in which the blurring
occurs in order to cancel out the seeing-induced effects.

The atmosphere is a turbulent medium with scales of
turbulence ranging from perhaps hundreds of meters down
to turbulent eddies as small as a few centimeters. The
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turbulence arises from the dynamics of the atmosphere as
driven by Earth’s rotation and the absorption of solar ra-
diant energy, which is converted into the thermal energy
content of the atmosphere. Turbulence along does not in-
duce “bad seeing,” rather it is the variation in density from
one turbulence region to another that causes rays of light to
be refracted from otherwise straight paths to the telescope.

Light from a star spreads out in all directions to fill
a spherical volume of space. The distances to stars are
so great that a typical star can be envisioned as a point
source illuminating a spherical surface on which the
telescope is located. Because the radius of this imagi-
nary sphere is so enormously large in comparison with
the telescope aperture, the light entering the telescope at
any instant can be pictured as a series of parallel and plane
wave fronts. Equivalently, all rays of light from the star to
the telescope can be considered as parallel rays perpen-
dicular to the incoming wave fronts. To this simple picture
we must add the effects of the atmosphere.

A telescope accepts the light from a star passing through
a cylindrical column of air pointing to the source and hav-
ing a diameter equal to the telescope’s aperture. If the
column of air were perfectly uniform, the incoming wave
fronts would remain flat, and a perfect Airy pattern could
be formed. The density variations accompanying turbu-
lence exist at elevations throughout the troposphere. The
cumulative effect of these fluctuations can be modeled as
being equivalent to patches across the telescope entrance
aperture, or pupil, such that within one such patch, rays
of light remain roughly parallel (or alternately, the wave
front remains nearly flat). A given patch, or coherence cell,
will produce some net tilt of the parallel bundle of rays
and will retard the entire bundle by some amount referred
to as a piston error. A telescope whose aperture is stopped
down to match the diameter of these cells, a quantity com-
monly referred to as r0, would produce an instantaneous
image in the form of an Airy pattern. From one instant to
the next, a given r0-size cell moves because of winds and
will even dissolve on a slightly longer time scale because
of the dynamics of turbulence.

A telescope with an aperture larger than r0 will at any
time contain (D/r0)2 coherence cells, each of which pro-
duces some random tilt and piston deviations on its bundle
of rays from the mean of these deviations. At any instant,
there will be some fraction of these deviations arising from
points distributed randomly throughout the aperture that
have nearly identical tilt and piston errors. The light from
these coherent subapertures undergoes interference to pro-
duce a fringe pattern that shows regions of brightness and
darkness. These bright regions are called speckles, and
each speckle is in essence a distorted or noisy version of
an Airy pattern. The entire distribution of speckles at any
instant fills a region whose size corresponds to the Airy

disk of a single r0-size aperture. Under typical seeing con-
ditions, the coherence cell size r0 is from 8 to 15 cm, with
seeing conditions degrading as r0 becomes smaller. When
r0 = 15 cm, the seeing disk diameter will be about 1 arcsec.
The parameter r0 improves with wavelength to the expo-
nent 6/5, making turbulent blurring a nonissue at infrared
wavelengths longer than 10 µm. The twinkling of starlight
as observed by the unaided eye is produced by the rapid
passage of individual coherence cells, each of which is
significantly larger than the pupil of the eye, across the
line of sight with the resultant apparent rapid motion of
the star arising from the random tilts from each successive
cell. Planets do not appear to twinkle because their disks
are sufficiently extended in angular size to average out the
tilts from a number of cells at any instant.

The rapid motion and dissolution of seeing cells re-
quires the use of short exposure times in order to record
a speckle pattern. For exposures longer than the atmo-
spheric redistribution time t0, speckle patterns will blur
into the classic long-exposure image of a star in which the
image profile intensity drops off in a Gaussian-like man-
ner to fill the arcsecond-scale seeing disk. Experience has
shown that exposure times no longer than about 0.01 sec
are typically sufficient to freeze the speckles. Atmospheric
conditions vary considerably from place to place and from
time to time, and values of t0 less than 0.001 sec have
been encountered. Exposures on such a short time scale
will permit the detection of so few photons, even from
a bright object with a large telescope, that speckles can-
not effectively be recorded. Fortunately, such rapid seeing
conditions are rare.

II. SPECKLE CAMERA REQUIREMENTS
AND TECHNOLOGY

The first step in Labeyrie’s method of speckle interferom-
etry is to record the speckle images from large telescopes
using specially designed cameras. Several factors tend to
reduce the amount of light available to a speckle camera.
Because speckles result from the interference of overlap-
ping wave fronts of light, their sharpness or contrast is
related to the size of the wavelength region over which the
interference occurs. The production of useful speckle re-
quires that the recorded wavelengths be restricted to ranges
of no more than a few tens of nanometers, the remaining
light transmitted by the telescope being rejected by filters
that transmit only in some preselected wavelength region.
Therefore, as much as 95% of the otherwise available light
from the object must be filtered out prior to recording
speckles. The necessity for exposure times shorter than t0
provides a weak level of illumination for speckle imagery
in comparison with classical astronomical imagery, where
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FIGURE 1 Schematic view of a simple speckle camera system.

exposures of many minutes or even hours are commonly
used to integrate light. Finally, because each speckle must
be resolved by the speckle camera system, a very high
magnification is required in order to sample each speckle
with more than a single pixel on the camera detector. The
high magnification leaves few photons available per pixel
during a sub-t0 exposure time. Clearly, speckle cameras
must employ very sensitive detectors in order to record
speckle patterns from any but the very brightest stars.

A speckle camera system is schematically illustrated in
Fig. 1. Light from the telescope comes to a focus just in
front of a microscope objective that serves the purpose
of increasing the effective magnification of the telescope
by a factor of perhaps 20–30. The beam from the micro-
scope objective is very slowly converging or can be made
collimated to be brought to a focus later by a lens. An
interference filter provides the required spectral filtering.
For telescope apertures larger than about 1.5 m, the Airy
disk size is small enough so that spectral dispersion from
the atmosphere produces noticeably elongated speckles,
even over the rather narrow spectral regions used. Risley
prisms provide a useful means for introducing dispersion
that can be adjusted to the appropriate amount in the di-
rection opposite to that arising from the atmosphere to
cancel out this effect. The magnified, spectrally filtered,
and dispersion-compensated beam then passes through a
shutter before striking the detector.

The first generation of speckle cameras used film sys-
tems coupled to magnetically or electrostatically focused
image intensifier tubes. Electronic gating of these intensi-
fiers provided an effective means of shuttering to freeze at-
mospheric turbulence. Current speckle cameras typically
incorporate intensified CCD arrays operating at standard
video frame rates. Although CCDs have quantum effi-
ciencies much higher than photographic emulsions, the
readout noise is typically high in comparison with the
low photon rates inherent in the speckle recording pro-
cess. Thus, some degree of image intensification is still
required. Other types of digital detectors are capable of

“photon counting,” i.e., providing a continuous list of
photon arrival coordinates and arrival times. This offers
advantages to some applications of speckle imaging.

A speckle picture of a bright star is shown in Fig. 2. Had
Labeyrie’s idea occurred fully to the previous generation
of astronomers who had only photographic emulsions at
their disposal, they would have been frustrated by the lack
of technology that would enable speckle interferometry to
be carried out beyond a demonstration stage.

III. APPLICATION TO
HIGH-RESOLUTION IMAGING

Labeyrie showed mathematically that the production of
speckles by a telescope and the atmosphere is mathemat-
ically equivalent to the convolution of the point-spread
function (PSF) of the atmosphere with the object intensity

FIGURE 2 A speckle image of a single bright star showing
discrete speckles, each of which is a representation of an Airy
disk corresponding to the 4-m aperture of the telescope at which
this picture was taken.
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distribution on the sky. The so-called convolution theorem
states that the Fourier transform of a convolution is equal to
the multiplicative product of the individual Fourier trans-
forms of the two quantities to be convolved. This fact is the
essence of speckle interferometry. If, for example, speckle
images are obtained of one of the handful of the highly
evolved and rare supergiant stars that are near enough to
the Sun so that their angular diameters are larger than the
Airy disk of a telescope, then the convolution theorem
shows that the star diameter can be deconvolved from the
speckle data by dividing the Fourier transform of speckle
images of the supergiant star by the transform of speckle
images from an unresolved star to cancel out the effects
of the atmospheric PSF.

Whereas nature provides only a few supergiant stars re-
solvable by speckle methods with the largest existing tele-
scopes, there are thousands of binary star systems suited
to the technique. The two stars comprising a binary system
are bound in orbit around a common center of mass by their
mutual gravity and may be so close together or the system
may be so far from the Sun that the angular separation
of the components is smaller than the seeing disk or even
smaller than the Airy disk. For binaries with angular sepa-
rations in the regime of 0.03–0.3 arcsec, speckle interfer-
ometry currently provides the best method for accurately
measuring their orbital motions. Such measurements lead
to the determination of stellar masses, quantities that are
relatively rarely known and yet play a vital role in our
theoretical understanding of the origin and evolution of
stars. In fact, the mass essentially predetermines the en-
tire course of evolution of a star.

The two speckle patterns arising from two stars in a
binary system are highly correlated as long as the light
from the two stars passes through the same collection of
coherence cells, a condition known as isoplanicity and il-
lustrated in Fig. 3. The two stars then give rise to speckle
patterns that are very nearly identical but are displaced
from each other by an amount equal to the angular separa-
tion of the binary. The isoplanatic angle is typically a few
arcseconds, so that binary stars with angular separations
less than this amount will produce speckle patterns with
very high point-to-point correlation. Figure 4 is a speckle
image of a widely separated binary star in which the high
degree of correlation between the speckle patterns from
the two stars in the system is obvious. For systems closer
in separation than that in Fig. 4, the two speckle patterns
will merge together and overlap in such a way that every
speckle will be doubled, an example of which is shown
in Fig. 5. Thus, a speckle image of a binary star produced
at a 4-m-aperture telescope will contain hundreds of indi-
vidual representations of the binary star geometry.

A simple method of analysis of binary star speckle data
is provided by the method of vector autocorrelation. A

FIGURE 3 The condition of isoplanicity for a pair of stars sep-
arated by the angle at which the separate beams of light are
just no longer passing through any common atmospheric turbu-
lence. The speckle patterns in this case would be uncorrelated or
nonisoplanatic.

vector autocorrelogram (VAC) can be produced by plot-
ting all the pairings among speckles that occur within a
speckle image. Because the pairing corresponding to the
actual binary star pair occurs very frequently compared
with every other random pairing among any two speck-
les in an image, the binary star geometry stands out in

FIGURE 4 A 2-arcsec-separation binary showing a very high cor-
relation between the separate speckle patterns of the two stars
indicative of isoplanicity.
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FIGURE 5 A speckle photograph of a binary star having an angu-
lar separation of 0.25 arcsec showing an apparently single speckle
pattern caused by the complete overlap of the patterns from the
two stars.

a VAC. The individual VACs from many speckle images
of a binary can be added together to further increase the
relative contribution from the binary star pairing. A VAC
possesses a bright central peak because of the pairing of
every speckle with itself. This central peak is accompanied
by two identical peaks on opposite sides, one of which is
produced by the sum of all speckle pairings of star 1 with
respect to correlated speckles from star 2, while the other
results from pairings of star 2 with respect to star 1. This
simple algorithm can operate sufficiently rapidly in a com-
puter so that data can be reduced in real time as they are
produced by a digital speckle camera system. A vector
autocorrelogram of approximately 1800 speckle images
of the same binary as is exemplified in Fig. 5 is shown in
Fig. 6. The binary peaks in a VAC are superimposed upon
a background that gradually slopes away from the central
peak. This background results from all the uncorrelated
speckle pairings and has a radius determined by seeing. It
can be subtracted using a VAC produced under the same
seeing conditions but for a single star.

Deconvolution methods, such as the one described pre-
viously, provide an effective means for studying objects
that have simple geometries, such as single stars whose
diameters are resolved or binary star systems describ-
able only by the angular spacing of the two components
and their relative orientation. However, for more com-
plex objects, it is necessary that actual images of these
objects with diffraction-limited detail be reconstructed
from the speckle data. A fundamental problem in such

FIGURE 6 The computer-generated vector autocorrelogram of
approximately 1800 speckle images of the same system as shown
in Fig. 5 showing the characteristic central peak accompanied by
identical peaks arising from the binary star geometry.

reconstructions is that the atmosphere randomly distorts
the relative phase of the wave front to such an extent that
the real phase information is lost in a speckle image. To
produce a real image requires the incorporation of these
missing phases and the amplitudes of the incoming waves.
Algorithms have been developed that work with phases or
amplitudes, typically in an iterative approach, to attempt
image reconstruction, and a number of interesting exam-
ples show the promise of these methods.

IV. ASTRONOMICAL RESULTS FROM
SPECKLE INTERFEROMETRY

A. Stellar Angular Diameters

The largest existing telescopes have apertures that just
begin to yield resolutions capable of resolving the diam-
eters of stars, and even so, only in the case of the nearest
supergiants. Thus, speckle interferometry has been able
to measure such stars as Betelgeuse in the constellation
Orion and the half dozen or so other supergiants closest
to the Sun. Speckle image reconstructions for Betelgeuse
have shown this star, whose surface would extend beyond
the orbit of Mars if Betelgeuse were to replace the Sun,
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to be nonuniformly luminous and to be surrounded by a
very extended shell of gas and dust. Although such diam-
eter measures are rare, an important result is that speckle
measures have been consistent with results obtained by a
variety of other techniques.

B. Binary Stars

As a class, binary stars are ideally suited to speckle inter-
ferometry. Suitable candidates for measurement exist in
almost unlimited supply, and speckle methods are provid-
ing hundreds of new discoveries while measuring previ-
ously known systems with greatly enhanced accuracy over
classical methods. There currently exist more than 30,000
speckle measurements of some 4000 binary star systems,
many of which have been measured through sufficient
orbital motions to permit calculation of the parameters
describing these motions. Approximately 10% of these
systems had not been previously resolved. These orbital el-
ements lead to the determination of the masses of the com-
ponents, quantities that can then be used to confirm or im-
proved theoretical models of stellar structure, formation,
and evolution. In addition to its high-resolution capability,
speckle interferometry allows the measurement of known
binary stars with an order-of-magnitude increase in accur-
acy in comparison with classical techniques. This ul-
timately leads to an increase in the accuracy of mass
determinations.

Because of the increased resolution of speckle inter-
ferometry over other methods, speckle surveys for new
binaries are able to penetrate into separation regimes not
previously detectable. These surveys, although rather lim-
ited in extent because of the strong competition for time
on the largest telescopes, are supporting already existing
evidence that the majority of stars in our galaxy exist in
binary or multiple star systems of higher complexity.

C. Infrared Speckle Interferometry

A particularly interesting area for speckle interferometry
and image restoration has been the application of these
methods at infrared (IR) wavelengths, where the atmo-
sphere is more benign than at optical wavelengths and
where there exist classes of objects of moderate complex-
ity that are ideal candidates for high-resolution imaging.
As wavelengths increase, both t0 and r0 increase, and
the observational requirements are relaxed. The first IR
speckle observations were made with single-pixel detec-
tors across which were scanned at high speeds the im-
ages of objects to be analyzed. This approach has been
used to measure the heated dust shells surrounding such
supergiants as Betelgeuse and Antares and other hot and
highly evolved stars. The sizes of protostellar objects from

which normal stars will eventually evolve have been mea-
sured. These objects are typically enshrouded in dense
dust clouds that obscure the visible radiation while radiat-
ing at IR wavelengths because of heating from the central
hot-star-forming gas. IR sources discovered by standard
methods have been found to be highly complex, and very
faint and cool companions have been found in orbit around
a number of stars. The star T Tauri, the prototype of a class
of stars thought to represent the transition between proto-
stars and normal hydrogen-burning stars, has been found
to have a companion. This provides a rare opportunity to
study the circumstances surrounding the formation of a
binary star system.

IR speckle methods were particulary advanced by the
advent of extremely sensitive solid-state detectors with
full two-dimensional pixel coverage. These powerful new
devices combined with the wealth of objects to which
they can be applied make IR speckle interferometry and
direct imaging an extremely productive tool for exploring
a variety of phenomena, especially those associated with
young stars and star-forming regions.

Surveys for companions to young and pre-main se-
quence stars in several star-forming regions have shown
that the occurrence of duplicity for these young objects
is at least as high as for older stars like the Sun. This
indicates that the formation of binary and multiple star
systems is a natural consequence of the earliest stages of
star formation.

V. THE FUTURE OF
HIGH-RESOLUTION ASTRONOMY

The successes of speckle interferometry have firmly es-
tablished high-resolution astronomy as an important sci-
entific enterprise. Users of new, large telescopes are pay-
ing special attention to their interferometric applications
as well as to their light-collecting potential. Whereas not
long ago it was considered necessary to go into space to
achieve significant gains in resolution, there are now nu-
merous plans to further extend the boundaries of resolution
from the ground using single giant telescopes or arrays of
telescopes.

The 1990s saw the inauguration of several large tele-
scopes with apertures in the 8- to 10-m range. The Eu-
ropean Southern Observatory has built four 8-m tele-
scopes on Cerro Paranal in the Chilean Andes in a facility
known as the Very Large Telescope (VLT). The VLT has
the light-gathering power of a single 16-m telescope. A
consortium of institutions led by the University of Ari-
zona is building the Large Binocular Telescope (LBT) on
Mt. Graham, Arizona, consisting of two co-mounted 8.4-
m light-collecting mirrors. The VLT, LBT, and the twin
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10-m Keck telescopes represent a great advance in our
ability to collect light from the faintest objects in the uni-
verse. They also push resolution through speckle imaging
and adaptive optics applied to each of their large individual
apertures.

Many problems in astrophysics call for resolutions com-
parable to apertures of 100 m and larger. Individual tele-
scopes with such enormous dimensions are not likely to be
built in the foreseeable future, but the prospects for very
high resolution imaging are being realized through the
construction of synthetic large apertures using methods
analogous to those employed at radio wavelengths.

Arrays of telescopes, each of which may have a rela-
tively small aperture, can be distributed along the ground
to effectively synthesize an aperture hundreds of meters
across. Optical wavelengths are far more challenging to
this approach than are the much longer radio wavelengths,
and the technology suited to multiple-telescope optical
arrays matured significantly in the 1980s and 1990s. In-
terferometer arrays have been built in Australia, Europe
and the United States. The VLT and twin Keck telescopes
are both being equipped for “long baseline” interferome-
try by linking the large telescopes together with smaller
“outrigger” telescopes. Experience from speckle interfer-
ometry with single telescopes has gone far to improve our
knowledge of how the atmosphere will affect such arrays
as we strive for a gain of a factor of 100 over the resolution
now provided by speckle methods. Several dedicated op-
tical/interferometric arrays now in operation are expected
to provide important new data pertaining to stellar physics
as well as the first images of the surfaces of stars of a va-
riety of masses, diameters, and temperatures. These facil-
ities are likely to be the progenitors for a next-generation
array incorporating dozens of telescopes with apertures of
4–8 m synthesizing a kilometer-size aperture.

Space-borne interferometers should be operational this
decade and are expected to provide unprecedented in-

creases in our ability to directly measure distances to
stars and to add to the list of known extrasolar plane-
tary systems. Ultimately, space interferometry may yield
the first images of the surfaces of planets around other
stars.

High-angular-resolution astronomy is providing a revo-
lutionary approach to viewing the universe. This is remark-
able progress in the three decades since Labeyrie invented
speckle interferometry.
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GLOSSARY

Asthenosphere The portion of the Earth’s mantle below
the lithosphere, 10s to 100s of kilometers below the sur-
face, that is actively convecting at rates of centimeters
per year and deforming in the solid state. Its tempera-
ture is close to the melting point so that it is presumed
to be the source region for basalt, the most voluminous
product of mantle melting.

Atmosphere The gaseous envelope of the Earth that is
predominantly a mixture of nitrogen and oxygen. Water
vapor and carbon dioxide are important greenhouse gas
constituents of the atmosphere.

Continental crust The portion of the Earth’s surface that
normally stands above mean planetary radius (sealevel)
and rises abruptly from abyssal sea depths (−4 km)
to include shallow marine platforms and large land
masses. Its composition is not the result of direct melt
extraction from the mantle.

Hydrosphere The water portion of the Earth’s surface
including the oceans, water vapor in the atmosphere,
fresh surface water, and groundwater.

Igneous and metamorphic processes The major pro-
cesses that control the formation and evolution of the
crust of the earth. Igneous processes involve the melt-
ing and solidification of rocks. Metamorphic processes
involve the transformation of rocks chemically and tex-
turally by temperature and pressure.

Lithosphere The rigid outer rock layer of the Earth con-
sisting of the crust plus uppermost mantle. It is a
thermal and mechanical boundary layer for the Earth
separating cold brittle surface rocks, whose thermal and
mechanical properties change rapidly with depth, from
hot mantle rocks whose physical properties change
slowly with depth.

Low temperature geologic processes Processes that oc-
cur at near Earth surface conditions down to several 10s
of kilometers of burial beneath the surface. Isotopic
compositions of earth material exhibits larger ranges
under these conditions.

Magmatic arcs Belts of igneous rocks associated with
the upper plate of a subduction zone, a boundary where
large tectonic plates collide with one plate returning to
the mantle.
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Mantle of the Earth The major silicate portion of the
Earth left over from iron core extraction that extends
from the core, 3000 km below the surface, to within on
average 10–35 km of the surface.

Paleoclimatology The study of ancient climates that
makes use of evidence from the paleogeographic distri-
bution of the depositional environments of sedimentary
rocks and their chemical and isotopic composition as
well as the fossil record of plants and animals.

Plate tectonics The paradigm that divides the Earth into
about a dozen lithospheric plates that either diverge at
midocean ridges, converge at subduction zones or slip
past each other. These plate boundaries explain the age
of distribution of the oceanic crust, its heat flow and its
bathymetry.

THE LIGHT STABLE isotopes of hydrogen, carbon, ni-
trogen, oxygen, and sulfur (HCNOS) are natural tracers
of geologic/planetary processes. These elements and their
isotopes are major constituents of common compounds
that are found in gas, liquid, and solid form. As such,
they make excellent tracers of interactions between ma-
jor reservoirs such as the atmosphere, hydrosphere, litho-
sphere, and asthenosphere of a planetary body. Their iso-
topic ratios are readily measured by mass spectrometric
methods.

I. THERMODYNAMIC BASIS

As light stable isotopes with significant relative mass
differences (e.g., 2:1 for D and H or 18:16 for oxygen
isotopes), there are measurable differences in the physical
properties of end member light stable isotopic compounds
(e.g., D2O and H2O or H2

16O and H2
18O). These differ-

ences in physical properties manifest themselves in their
thermodynamic properties so that the ratios of isotopically
substituted compounds represent chemical activity prod-
ucts (α’s) that have temperature significance. Exchange
reactions are the special class of chemical reactions where
the only difference between the reactants and the products
is in the isotopically substituted species. The compounds
are otherwise identical. In general, the fractionation factor
α is the ratio of isotopes of two substances, Phases 1
and 2:

α12 ≡ R1

R2
, (1)

where the measured isotopic ratio of D/H, 13C/12C,
18O/16O, 34S/32S represents the R values in the ratio and
the subscript 12 refers to the ratio of Phase 1 relative
to Phase 2. The equilibrium fractionation factor is re-

lated to the equilibrium constant of the exchange reaction
by

K12 = (α12)n , (2)

where n refers to the number of exchangeable sites in the
exchange reaction. For example, the isotopic exchange
reaction between water (w) and calcite (cc) is

3H2
18O + CaC16O3 ⇔ 3H2

16O + CaC18O3 (3)

It has a fractionation factor given by

αCC−W =

(
18O/16O

)
calcite(

18O/16O

)
water

(4)

For the calcite–water exchange reaction, important for
paleoclimatology, the equilibrium constant is α3. In terms
of practical laboratory measurements, it is convenient to
use the delta notation whereby measured ratios are refer-
enced to an isotopic standard.

δ ≡
[

Rsample

Rs tan dard
− 1

]
∗ 103. (5)

Table I gives the standards and some approximate
ranges for important reservoirs of hydrogen, carbon, oxy-
gen, and sulfur. The ranges are approximate because the
rate of new data acquisition is growing exponentially with
a more than doubling of the mass spectrometers in use
over the last decade.

The delta notation is useful because α’s are typically
1 ± a number 
 1. In the delta notation, fractionation fac-
tors become

α12 = 1000 + δ1

1000 + δ2
. (6)

A useful relationship that takes advantage of the identity,
ln(1 ± ε) ≈ ±ε for ε 
 1, is given by

�12(T ) ≡ δ1 − δ2 ≈ 1000 lnα12. (7)

At equilibrium, the fractionation factor is related to the
temperature of exchange. Measured fractionations (differ-
ences in delta values) are therefore proportional to tem-
perature of exchange. Harold Urey’s recognition of these
properties led to the application of stable isotopic mea-
surements to fossils containing carbonate to infer the tem-
perature of the ancient oceans.

As in any multiphase system with a series of reac-
tions that characterize the interactions, one additional con-
straint is necessary to specify the system. In the case of
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TABLE I Standard and Some Approximate Ranges for Important Reservoirs of Hydrogen, Carbon, Oxygen, and
Sulfur

Isotopic system Standard

Important reservoirs δ values Important reservoirs δ values

Oxygen isotopes: 18O/16O Standard mean ocean water

Crust and mantle Surface reservoirs

Mantle δ18O ≈ 5.5 Marine carbonate +17 < δ18O < +34

Moon ≈5.5 Chert +14 < δ18O < +40

Midocean ridge basalt ≈5.7 Clastic rocks +8 < δ18O < +30

Hydrosphere ≈−1

Altered oceanic crust +1 < δ18O < +16 Ocean ≈0

Eclogite +1 < δ18O < +8 Meteoric water Average ≈ −4

Hornblende biotite granitic rocks +6 < δ18O < +10 Ice caps Average ≈ −35

Two mica granitic rocks +10 < δ18O < +14

Carbon isotopes: 13C/12C Pee Dee Belemnite

Crust and mantle Surface reservoirs

MORB CO2 −6 ± 2 Marine carbonates −2 < δ13C < +4

Igneous rock (C) −33 < δ13C < −7 Authigenic carbonates −30 < δ13C < +30

Graphite −38 < δ13C < −5 Organic matter Average ≈ −26 ± 10

Diamond peak −5, tail −35 Carbon dioxide −7

Methane −47 peak, tail −110

Sulfur: 34S/32S Canyon Diablo Troilite

Crust and mantle Surface reservoirs

Meteorite δ34S ≈ 0 Seawater +20

Mantle/MORB source ≈0 Evaporites +12 < δ34S < +35

Sedimentary sulfides −40 < δ34S < 20

Igneous rocks −9 < δ34S < +19 —

Ore deposit sulfides 10 < δ34S < +10

Extreme sulfides −35; +25

Hydrogen: D/H Standard mean ocean water

Crust and mantle Surface reservoirs

Mantle/MORB ≈−80 ± 5 Ocean δD ≈ 0

Mantle phlogopites −85 < δD < −50 Meteoric water ≈−22

Mantle amphiboles −90 < δD < −30 Ice caps ≈−270

Igneous rocks −85 < δD < −40 Hydrosphere ≈−10

Seafloor serpentine −60 < δD < −30 Marine sediments −65 ±20

paleotemperature measurements, Urey assumed that sea-
water was a large reservoir of oxygen and that changes in
temperature would be reflected in changes in the isotopic
composition of carbonate fossils and not in the original
seawater. This illustrates the additional constraint on sta-
ble isotopic systems, i.e., conservation of isotopes.

The molar volumes of isotopically substituted com-
pounds are virtually indistinguishable for most com-
mon compounds so that typical light stable isotopic
exchange reactions involving solid materials are insen-
sitive to changes in pressure normally encountered under
lithospheric conditions making them suitable for geother-
mometry (the study of temperature within the Earth).

Potentially, stable isotopic differences between phases
reflect temperatures at the time the ratio is locked in un-
der equilibrium conditions. This typically occurs when
some chemical reaction occurs because stable isotopic
exchange kinetics are very sluggish (joule-scale driving
forces instead of kilojoule driving forces for chemical
reactions).

The mass balance constraint allows the inference of
exchange between interacting reservoirs of different bulk
isotopic composition and in particular the movement of
material between the various high and low temperature
reservoirs in the Earth and between gas, fluid, and solid
reservoirs.
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II. STABLE ISOTOPES IN GLOBAL CYCLES

A. The Rock Cycle: Emphasis
on Oxygen Isotopes

In general, low temperature geologic processes impart
large isotopic heterogeneity in surface reservoirs (up to
10s of parts per thousand). In contrast, isotopic interac-
tions during high temperature igneous and metamorphic
processes result in small fractionations (parts per thou-
sand or less). For example, the mantles of the Earth and
the Moon are inferred, on the basis of the oxygen isotope
data, to be homogeneous on large scales. The existence
of igneous rocks with oxygen isotope ratios higher than
values possible from materials derived from the mantle of
the Earth shows that sedimentary materials are recycled
to great depth in the Earth and remelted to make certain
classes of igneous rocks. Similarly, the existence of high-
and low-18O eclogite inclusions in basaltic rocks origi-
nally melted from the mantle with normal oxygen isotope
ratios is spectacular confirmation that surface plates are re-
cycled into the mantle of the Earth. When compared with
the isotopically homogeneous lunar lithosphere reflecting
small magnitude igneous fractionations, the existence of
water on the Earth enables large isotopic heterogeneities
to develop as a result of the Earth’s dynamic tectonic
regime.

1. Oxygen Isotopic Composition of the Mantle

The oxygen isotopic composition of the mantle is inferred
to be very uniform on large scales. The evidence for this
comes from the analysis of (1) midocean ridge basalts, the
most voluminous product of partial melting of the mantle;
(2) the analysis of peridotite nodules brought up as inclu-
sions in magmas of various compositions, generally basalt,
but also kimberlite; (3) analysis of peridotite massifs ex-
posed in ophiolite complexes or tectonic slivers brought
up along convergent margins; and (4) the isotopic com-
position of the Moon which may have split off from the
Earth’s mantle.

All of these measurements suggest that the isotopic
composition of the Earth’s mantle sits at a δ18O value
of about 5.5 per mil with seawater defined as the stan-
dard at 0 per mil. Midocean ridge basalts, which are pro-
duced at rates of 18 km3/yr, average out to approximately
5.7 per mil. The heterogeneity observed in MORB sources
appears to be on the order of tenths of a per mil.

There is some suggestion that some parts of the con-
tinental lithosphere, particularly lithosphere that has re-
mained for significant periods of time as the hanging wall
of a subduction zone, are enriched in 18O. These enrich-
ments in the upper mantle wedge are the result of infiltra-

tion by slab derived water-rich fluids and enable the gen-
eration of small volumes of alkalic rocks with elevated
primary mantle δ18O values. The classic example of this
phenomenon is the potassic volcanic province of Italy.

2. Oxygen Isotopic Composition
of the Oceanic Crust

The oceanic crust, on the basis of seismological studies of
the seafloor, dredge hauls, drilling, and studies of ophio-
lites on land, is layered consisting of an upper sedimentary
layer, a middle basaltic volcanic layer, and a lower third
layer consisting of gabbroic plutonic rocks. On mature
oceanic crust, the sedimentary layer consists of differing
proportions of biogenic and terrigenous sediments de-
pending upon the position of the oceanic crust with respect
to latitude and the productivity of the surface ocean.

The initial oceanic crust accretes at the midocean ridge
with an isotopic composition typical for midocean ridge
basalt, i.e., 5.7 per mil. This initially pristine crust immedi-
ately reacts with seawater because the ridge axis acts like
a heat engine driving hydrothermal circulation throughout
the solidified oceanic crust. Within a very short period of
time (<1 Myr) the igneous portion of the oceanic crust
becomes zoned in δ18O with the upper portion of the crust
becoming enriched in 18O and the lower portion of the
crust becoming depleted in 18O with respect to pristine
midocean ridge basalt. These changes in δ18O values re-
sult from the temperature dependence of the exchange
between basalt and seawater.

The hydrothermal alteration that results from the cir-
culation of seawater through the oceanic crust produces
a hydrated 18O-enriched zeolite-to-greenschist facies up-
per crust and an 18O-depleted amphibolite-to-granulite
facies lower crust (Fig. 1). The boundary between the
two zones corresponds roughly to the oceanic Layer 2
to Layer 3 boundaries or the contact between sheeted dike
complex and gabbro in ophiolite complexes. This zona-
tion occurs because of (1) the geometry of accretion of
oceanic crust, (2) the contrast in temperature between the
overlying ocean and the hot magma intruded into the ridge
system, and (3) the contrast between the oxygen isotopic
composition of seawater and the mantle-derived magmas.

Pelagic sediments overlie the igneous rocks of the
oceanic crust and are dominated by two inputs: biogenic
detritus from the surface ocean (silica and carbonate) and
airborne terrigenous materials derived from the continents
or from volcanic eruptions in island arcs that settle through
the ocean to reside on the seafloor. The biogenic material
is precipitated in the water column by various silica and
carbonate secreting organisms. In today’s oceans, these
materials represent a major sink for the dissolved load of
rivers carrying the chemical weathering signature from
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FIGURE 1 A composite structural column through the Samail ophiolite complex shows the typical δ18O profile
through the ophiolite, an analog for oceanic crust. The 18O-enriched upper crust is complementary to 18O-depleted
lower crust. Initially, the magmas coming from the asthenosphere under the spreading center are uniform in their δ18O
values, +5.7. Subsolidus exchange with circulating seawater is responsible for the redistribution of 18O in the crust.
The balance between the enriched and depleted portions of the crusts indicates that the average bulk fractionation
between seawater and mantle is near the steady-state value. Sm–Nd and Rb–Sr determinations exist for the samples
noted by their sample numbers. Cross-cutting relationships at the OMG 65, 66 outcrop enable the recovery of most
of the temperature history of the hydrothermal system at a single locality.

the continents. The terrigenous component is dominated
by clay minerals resulting from continental weathering or
chemical weathering of volcanic ash.

Collectively, all of these sediments are enriched in 18O
decreasing from siliceous oozes with the highest δ18O val-
ues (>35 per mil), carbonate oozes with intermediate δ18O
values (≈30 per mil), and clays (≈20 per mil depending
on their provenance). Because deposition rates for pelagic
sediments are very slow, millimeters per thousand years,
the high 18O sedimentary layer is relatively thin (less than
a few hundred meters).

Taken as a whole, the upper portion of the oceanic crust,
Layers 1 and 2, is hydrated, 18O–enriched, enriched in
radiogenic isotopes such as 87Sr, and enriched in incom-
patible elements with respect to the 18O-depleted more re-
fractory and less hydrous gabbroic crust. This structure has
implications for the transfer of material from subducted
oceanic crust to mantle wedges above subduction zones.

3. Oxygen Isotopic Composition
of the Continental Crust

It is very difficult to characterize the average oxygen iso-
topic composition of the continental crust. This problem

can be divided into two parts: platform sedimentary rocks
and the underlying basement rocks. The former are typical
of miogeoclinal settings consisting of sandstones, shales,
and limestone platforms depending upon the paleolati-
tude. The shales and the carbonate rocks have δ18O values
similar to their pelagic counterparts, although shelf car-
bonates from shallow, land-locked epicontinental seaways
may have been depleted in 18O with respect to modern
carbonates.

The δ18O values of sandstone depend on the provenance
of the quartz (Fig. 2). For example, the major quartz com-
ponents of Archean sandstones such as the Gorge Creek
Group in the Pilbara have δ18O values little shifted away
from primary igneous quartz values of approximately 10
per mil. In contrast, turbidite sands from the Paleozoic
Lachlan fold belt, eastern Australia or the Ouachita Moun-
tains, south central United States, are derived from both
igneous and metamorphic rocks and thus have δ18O val-
ues that are significantly enriched with respect to normal
igneous rocks (δ18O values > +14 per mil). Metamorphic
quartz, particularly quartz formed from fluids buffered by
crustal sediments, generally has more positive δ18O val-
ues than normal igneous quartz, ranging from 10 to over
+20 per mil.
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FIGURE 2 δ18O values from the Archean Earth (Gorge Creek
Group, Pilbara Craton, Western Australia) compared with the
same from quartzites derived from multiply cycled crust (Lachlan
Fold Belt) and the Ouachita Mountains of the south central United
states. The Archean (>3 Gyr) Gorge Creek samples exhibit a very
narrow range of δ18O values consistent with the sampling of pre-
dominantly igneous quartz. Because of its hardness, quartz per-
sists in the rock cycle as a major component in clastic sediments.
Metamorphic quartz veins, formed under crustal conditions, are
typically 1–2 per mil more positive in δ18O than the bulk host wall-
rocks. As the crust is recycled by plate tectonic processes, the
δ18O values of sandstones increase. Both the Lachlan Fold Belt
quartz and the Ouachita Mountain quartz distributions are at least
bimodal consisting of a recycled component and a more pristine
igneous component.

Underlying the thin veneer of platform sediments is the
continental basement that is much more difficult to quan-
tify in terms of its origin and its oxygen isotopic composi-
tion. Clearly, the age distribution of the continental rocks
suggests some type of continental growth process that oc-
curs at rates of cubic kilometers per year. Plate tectonics
provides a mechanism for adding new continental crust at
convergent margins.

Magmatic arcs form on the hanging walls of subduc-
tion zone and represent new additions to the continen-
tal crust. Typically, magmatic arcs are underpinned by
voluminous amounts of basalt and capped with com-
posite stratovolcanoes that exhibit the basalt–andesite–
dacite series of magmas. In general, the volcanic rocks
have δ18O values slightly enriched from midocean ridge
basalt (+6 to +7) reflecting some contribution of slab-
derived high-18O material. For the subvolcanic plutonic
gabbro–tonalite–granodiorite association, there is evi-
dence of greater involvement of high 18O material orig-
inally derived from the surface that has been dragged

down into the zone of melt generation and accumula-
tion. As a result the great batholiths of the world have
more positive δ18O values (+8 to +10) than is typi-
cal for magmas derived directly from the mantle of the
Earth.

A second type of continental basement involves the
incorporation of submarine turbidite fans deposited on
oceanic crust. Deformation and shortening of the subma-
rine fan by as much as 60% produces a two layer crust
consisting of a lower crust of mafic oceanic crustal rocks
and an upper crust of chevron folded turbidites (Fig. 3).
Intrusion of plutons into this thickened crust marks the
stabilization of the new crust which is typically 40 km
thick and is in isostatic balance with a surface near sea
level. The Lachlan fold belt of eastern Australia repre-
sents a good example of this type of crust. The lower crust
consists of hydrothermally altered oceanic crust and the
upper crust consists of turbidite deposits, alternating sand-
rich layers (psammite) and clay-rich layers (pelite). The
turbidites carry an 18O signature reflecting the surface his-
tory of the rocks weathered away to provide the mass of
the turbidite fan. The degree of 18O enrichment depends
upon the source rocks and the isotopic composition of the
fluids involved in the chemical weathering process.

A third type of continental basement is the granite/
greenstone association common in Precambrian terranes.
The greenstones typically form dome and basin struc-
tures with synclinal keels separating plutons of tonalite–
granodiorite–granite association. The greenstones range
from undeformed rocks to rocks exhibiting very high
strains with a stretching lineation that is predominantly
vertical. The greenstone rocks exhibit δ18O values that
are typical of greenschist facies metabasalts throughout
geologic history, ≈+9 per mil (Fig. 4).

The granitic rocks have variable δ18O values depending
on their source regions, but typically exhibit δ18O values
of typical normal igneous rocks (+8 to +10 per mil). Two
mica granitic rocks are also present suggesting a base-
ment for the greenstone that is sialic. Because the green-
stone successions are low-grade rocks with tremendous
apparent stratigraphic thickness, the original succession
is probably in fault relationship against the original base-
ment and this contact has been reintruded by granitic rocks
obscuring the original primary tectonic relationships. As
such, the granitic rocks provide the best evidence for the
composition of the underlying basement.

The fourth basement association is the high-grade
gneiss/gabbro/anorthosite association. These rocks have
both ortho- and paragneiss. These types of rocks typically
have complicated oxygen isotope distributions indicating
exchange between the various protoliths over considerable
distances (kilometer scales). There are both high and low
18O terranes present in these types of settings.
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FIGURE 3 A profile through the Lachlan fold belt uses quartz vein δ18O values as measure of bulk rock oxygen
isotopic composition of the crust. Based upon structural analysis the lower crust is probably mafic oceanic crust with
an isotopic composition similar to that shown in Fig. 1, but structurally now much more complex (not shown). The
Bendigo–Ballarat zone is one of several such zones in the Lachlan fold belt that record a major continental crustal
growth event. The new crust is effectively recycled oceanic crust that forms the lower crust. The upper crustal rocks
are quite high in δ18O. The inset shows olivine δ18O values for mantle nodules from the Western Districts Basalts of
the Victoria, southeastern Australia. The frequency diagram shows the tenths of per mil type heterogeneities typical
for mantle peridotites.

Summing up, the distribution of oxygen isotopes in the
continental crust of the Earth indicates that for the most
part, low temperature surficial processes impart a high
18O signature on continental crustal rocks so that, on av-
erage, the continental crust is enriched in 18O relative to the
oceanic crust. Sedimentary rocks deposited from seawater,
particularly direct precipitates or biogenic materials, carry
the greatest concentration of 18O into the crust. Granitic
rocks have higher δ18O values than primary melts of the
mantle and thus have incorporated materials that have pre-
viously resided at the surface of the Earth. Granitic rocks
therefore are direct chemical probes of lower crustal struc-
ture and role of recycling of surface materials to lower
crustal and lithospheric levels.

4. Processes Affecting the Oxygen Isotopic
Composition of Igneous Rocks

Igneous rocks are mixtures of minerals precipitated from
a melt that evolves its 18O/16O ratio depending the con-
trast between the isotopic composition of the precipitat-
ing phases and the melt. The δ18O values of common
anhydrous igneous minerals show the following se-
quence of enrichment: magnetite < olivine < pyroxene <

plagioclase < alkali feldspar < quartz. During true closed
system igneous fractionation, the 18O-shift of the magma
is very small, on the order of tenths of per mil. As a result,
the isotopic heterogeneity observed in all lunar igneous
rocks sampled to date is on the order of a half of a per mil.
Anhydrous igneous fractionation imparts little oxygen iso-
tope heterogeneity into igneous rocks fractionating from
basalt to rhyolite. This is commonly observed in some hot
spot or ocean island magmatic series.

Even though closed system crystal fractionation does
not greatly affect the isotopic composition of igneous sys-
tems, the spread in the range of known primary mag-
matic oxygen isotope composition of igneous rocks is over
10 per mil on Earth. This highlights the role of tectonic
processes and crustal recycling and importantly water in
the formation of igneous rocks, and in particular more
silicic magmas.

In general, the smaller the degree of partial melting
in the mantle, the more heterogeneous are the oxygen
isotopic compositions of the resulting basaltic melts.
This suggests that there are processes that locally affect
portions of the lithospheric mantle. In particular, sub-
duction zones represent tectonic regimes where materials
carrying surface-derived 18O interact with lithospheric
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FIGURE 4 Most greenstones and hydrothermally altered pillow lavas are enriched in 18O, independent of their age.
The spread in greenstones δ18O values remains similar throughout Earth history suggesting the hydrothermal fluids
and hence the original seawater has remained near its current value over geologic time. Hypothesized swings in the
oxygen isotopic composition of seawater to more strongly negative values in the Paleozoic and Proterozoic are not
supported by the greenstone data. The dark shaded areas correspond to parts of the rock record where there are
many determinations (e.g., the Pibara frequency diagram is based upon over 80 samples).

mantle. Because the most labile material resides in high
18O, hydrated protoliths, the net effect is to enrich small
portions of the mantle in 18O. Basaltic rocks such as the
alkaline rocks from Italy are examples of regions where
the mantle wedge has been enriched in 18O and in 87Sr
relative to normal mantle.

There is a several per mil contrast between the aver-
age δ18O value of granitic rocks (+9) and the isotopic
composition of melts that could fractionate from partial
melts of the mantle to granitic compositions (+6.5 to
+7). This suggests that over most of Earth history, granitic
rocks incorporate 18O derived from materials affected by
near surface fluid–rock interaction and which have been
deeply buried by tectonic processes. The highest δ18O val-
ues measured on igneous rocks come from peralkaline or
peraluminous granitic rocks indicative of a major contribu-
tion from high-18O metasedimentary rocks. Elevated δ18O
values do not always imply a sedimentary source because
partial melting hydrothermally altered mafic rocks can re-
sult in high 18O (≈+10 per mil) with minor enrichment
in 87Sr. Clearly, fluid–rock interaction plays an important
role in the evolution of the crust of the Earth and con-
versely, this interaction affects the isotopic composition
of the hydrosphere.

B. Oxygen and Hydrogen Isotopes
in the Water Cycle

On the surface of the Earth, the ocean is the dominant
reservoir of water consisting of about 97% of all surface
water reservoirs that also include (in order of significance)
ice caps and glaciers (2%), groundwater (0.68%), mete-
oric water (0.01%: lakes, rivers, atmosphere, and soils),
and the biosphere (
0.001%). With most of the Earth’s
surface water trapped in the ocean and other near surface
reservoirs, there has been very little loss of water to space
and therefore minimal opportunity for the major isotopic
fractionation of the oceans by dissociation of water vapor
and hydrogen loss through the upper atmosphere.

1. Controls on the Oxygen
Isotope Composition of Seawater

A vigorous plate tectonic cycle ensures that the oceans
are cycled through midocean ridges on short time scales
(10s of millions of years) relative to the age of the Earth
(4.6 × 109 years). Sedimentary rocks that carry a surface
hydrogen isotope signature are recycled into the mantle at
subduction zones. It seems more than a coincidence that
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the hydrogen isotopic composition of inferred magmatic
waters overlaps with the hydrogen isotopic composition
of marine sediments.

In terms of oxygen isotopes, on a planetary scale, the
isotopic (and chemical) composition of the ocean is dom-
inated by the competition between two major processes:
exchange between mantle-derived reservoirs at midocean
ridges and the exchange with silicate rocks at low tem-
perature due to chemical weathering. The change in the
isotopic composition of the ocean can be described by a
differential equation of the form:

dδWseawater

dt
=

∑
i

ki
(
δWseawater − δWisteady state

)
, (8)

where the ki’s represents the exchange rates between the
ith reservoir and the ocean and the steady-state δW’s rep-
resent the delta value the ocean would obtain if the ex-
change with that particular ith reservoir was the only oper-
ative exchange process. This term consists of the isotopic
composition of the reservoir minus a bulk fractionation
term representing the exchange process between water
and rock. The bulk fractionation terms need not be con-
stants and only need to be characterized by mean values
over time scales appropriate to the exchange process. The
isotopic composition of the oceans tends toward the fol-
lowing composition:

δWseawater =
∑

i
ki δWisteady state∑

i
ki

. (9)

Perturbations away from the steady-state isotopic com-
position decay away as exp −(

∑ 
kit); e.g., Fig. 5. An anal-

ysis of the rates of exchange indicates that the seafloor
exchange process should dominate the oxygen isotopic
composition of seawater over geologic time; i.e., the oxy-
gen isotopic composition of seawater is buffered on 10s
to 100s of millions of years time scales. In other words,
the time scale for this global cycle is much shorter than
the age of the Earth. The quasi-steady-state composition
is the weighted mean of the target values for each part of
the cycle.

If the rate constant is 0.0125/Ma, the residence time for
the midocean ridge black smoker cycle is 80 Ma. Similarly,
if the rate constant is 0.0025/Ma, the continental weather-
ing input residence time is 400 Ma. These rate constants
are calculated from the volumetric spreading and weath-
ering rates normalized to moles of oxygen exchanged per
mole of seawater oxygen per unit time. If the midocean
ridge process is driving seawater toward the black smoker
vent fluid (e.g., +1 per mil) and chemical weathering is
driving the oceans toward −12, the steady state is calcu-
lated from the k terms in Eq. (9). The mixing proportions,
f, are

FIGURE 5 The time constants for the obtaining quasi-steady-
state for the oceans. The calculation assumed a +8 initial ocean
whose isotopic composition is driven by the competition between
chemical weathering and hydrothermal activity on the seafloor.
The inset shows the half-life of any perturbation in the oxygen iso-
tope composition of the oceans. For geologically plausible choice
of rates, the ridge process dominates the oxygen isotope compo-
sition of the oceans.

fmor = 0.0125/(0.0125 + 0.0025) = 0.83

fcw = 0.0025/(0.0125 + 0.0025) = 0.17.

Note the values for the f’s sum up to 1. Then target steady-
state value is δ18O = 0.833 ∗ 1 + 0.167 ∗ (−12) = −1.2,
where −1.2 per mil is the weighted average of the mix-
ture maintained by the dynamical process driven by plate
tectonics. The value is not far from the value seawater
would achieve if the ice caps were added back into the
ocean.

This result for oxygen is in contrast to that for Sr iso-
topes. For the Sr system, the Sr isotopic composition of the
oceans is more variable over geologic time and the time
constants for exchange are much shorter (million-year
scale). However, normalizing all of the rates to global
spreading rate (km2/year or km3/yr of new crust or global
volumetric weathering rates, km3/yr of continental rocks
dissolved) shows that the same tectonic rates account for
both isotopic systems. The difference in the time scales
results from the concentration differences between Sr and
O in rocks (100s ppm and 45 wt%, respectively) and in
fluids (8 ppm in seawater, 89 wt%, respectively).

Tectonic processes ultimately drive long-term geo-
chemical cycles so that molar elemental fluxes for true
long-term global cycles run at rates of cubic kilometers
per year of material processed, i.e., typical tectonic rates.
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Depending upon the concentration of the element of inter-
est in the ocean, the relevant time scales can vary by orders
of magnitude. Short-term geochemical cycles may oper-
ate at time scales that are insignificant when compared to
the time scales involved with the longer-term geologic cy-
cles. These fast cycles represent perturbations that operate
around the means of steady-state values of the longer cy-
cles. The per mil level changes in the isotopic composition
of seawater driven by glacial cycles is a classic example
of this difference.

Stable isotope ratios determined on ice core samples
and tests of marine plankton indicate that ice sheets build
up gradually and retreat rapidly. Glacial reservoirs of ice
involve as much as 104 to 105 km3 of water fractionated
per year (see the following for the mechanism) considering
that 108-km2 areas are affected by continental glaciation
and typical global precipitation rates are on the order of
1 m/year. Because the waxing and waning of ice sheets
appear to occur on Milankovitch time scales (≈104 yr),
rapid 1 per mil excursions in the isotopic composition
of the global ocean occur with little or no impact on the
long-term geologic cycle. The glacial perturbations are
reversible and therefore average out to zero before enough
time has elapsed for the long-term cycle to respond to any
particular glacial advance or retreat.

2. Meteoric Water Cycle

The constancy of the oxygen isotopic composition of the
global ocean over geologic time scales has important con-
sequences for the meteoric water cycle and paleoclimatol-
ogy. Virtually all of the water in the atmosphere involved
in weather systems ultimately has an oceanic source. As
air masses move away from the ocean, they cool along
atmospheric adiabats. Ultimately, condensation of water
vapor occurs and this is related to the temperature structure
of the atmosphere. If the water is perfectly removed from
the system, the isotopic composition of the remaining air
mass is depleted in both hydrogen and oxygen isotopes by
Rayleigh distillation.

After large amounts of the original water have been
removed from the atmosphere the isotopic composition
of the residual vapor and hence the rain precipitated pro-
duce some of the most depleted isotopic compositions for
hydrogen and oxygen isotopes (5% for 18O and 40% for
deuterium). Even though the fractionation factors for hy-
drogen and oxygen have different temperature dependen-
cies, the fraction of vapor remaining is the same for both
during the condensation process. As a result, the isotopic
composition of the remaining vapor and the precipitation
can be mathematically related by solving for the fraction
of vapor or liquid in the system. The resulting relationship
is remarkably linear:

FIGURE 6 Meteoric waters and creek runoff for White Rock
Creek, a small drainage in Dallas County, TX. Note that the
creek waters also lie close to meteoric water line and exhibit
less variation. Shallow groundwater flow into the creek delivers
a “smoothed” weighted average precipitation composition slightly
modified by evaporation. Each local area has its own meteoric
water line.

δD ≈ 8δ18O + 10. (10)

Natural meteoric waters (e.g., see waters for Dallas,
TX, Fig. 6) confirm the predicted relationship spanning a
range of more than 50 per mil in oxygen and 400 per mil
in deuterium. The most isotopically depleted samples are
found in the polar regions and the most isotopically en-
riched samples are found in arid regions, particularly from
bodies of water subject to extreme evaporation.

As an air mass rises and cools, the saturation vapor pres-
sure of the atmosphere decreases with decreasing temper-
ature. Eventually, the air mass reaches the vapor saturation
curve and liquid water begins to form. As the air mass cools
further, the vapor pressure of water continues to drop and
more liquid or solid water condenses and ultimately falls
back to the surface as precipitation. This process imparts
a temperature dependence on the isotopic composition of
precipitation that is particularly important for precipitation
related to frontal systems that sweep across the continents.

Many years of International Atomic Energy Agency
network data show that the average isotopic compositions
of meteoric water correlates with mean surface tempera-
tures. This works particularly well when the mean surface
temperature drops below 15◦C. Above 15◦C, something
called the “amount” effect becomes dominant and the re-
lationship between surface temperature and the isotopic
composition of rain breaks down (Fig. 7). This latter sce-
nario is more common in the tropics and summer storm
activity such as monsoons.

For mean annual or mean monthly temperatures below
15◦C, the correlation between mean surface temperature
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FIGURE 7 The weighted mean annual δ18O values of precipitation compared with mean surface temperature. The
correlation is best observed for stations where the mean annual temperature is less than 15◦C. The inset shows a
schematic representation illustrating why there should be a correlation between surface temperature and precipitation
when the primary fractionation step is occurring during liquid water nucleation in the clouds. This type of correlation
(slightly less that 1◦/1 per mil change in mean meteoric water) is the basis for proxy paleotemperature estimates; e.g.,
ice cores).

and the mean isotopic composition of the precipitation is
striking. Because general mean air temperature decreases
from the equator to poles on a global scale, the so-called
latitude effect on the isotopic composition of meteoric
waters is a consequence of the temperature structure of
the atmosphere and the mechanics of cloud formation and
precipitation. The decrease in isotopic composition of me-
teoric water as a function of elevation also reflects the lapse
rate of temperature in the atmosphere on a more local scale.

3. Subsurface Fluids

Subsurface fluids are (1) shallow groundwaters similar in
isotopic composition to meteoric waters, (2) formation
waters with a complicated provenance, (3) geothermal
fluids, (4) metamorphic waters, (5) magmatic water, or
(6) juvenile water still outgassing from the interior of the
Earth. Regarding the latter, it would be nearly impossible
to identify juvenile water unless its hydrogen isotope com-
position is dramatically different from water dissolved in
magmas erupting today. There has been enough cycling
of hydrogen into the lithosphere at subduction zones to
suggest that the upper mantle has been contaminated with
surface derived hydrogen.

Shallow groundwaters typically have an isotopic com-
position very similar to the local average meteoric water
(e.g., Fig. 7, White Rock Creek is a gaining stream) and
are only modified chemically through reactions that occur
during low temperature weathering. The major cation and
anion chemistry of these groundwaters depends upon the
reactivity of the host rocks. For example, in areas where
active serpentinization is occurring, shallow groundwa-
ters exhibit very high pH (>10) while retaining the local
meteoric water stable isotopic composition.

Clay minerals in soils typically have hydrogen and iso-
topic compositions that parallel the meteoric water line,
so much so that in a graph of δD against δ18O, the array
mapped out by such determination is called the clay line
(e.g., the kaolinite line of Fig. 8). The clay lines are sub-
parallel on a global scale to the meteoric water line. In
regions where the minerals are growing in a system open
to fluid flow and connected to the surface, the minerals
form in isotopic equilibrium with the surface fluid; hence
their δD and δ18O values parallel the meteoric water line.
These systems behave as if the mole fraction of water
approaches 1.

In contrast, formation waters can be tapped from zones
where the effective mole fraction of water is very small so



P1: GTY Final Pages

Encyclopedia of Physical Science and Technology EN015K-723 August 2, 2001 15:57

706 Stable Isotopes as Tracers of Global Cycles

FIGURE 8 The fields for a sampling of different crustal fluids compares measured basinal fluids (underlined labels)
with fluids from three geothermal areas (Yellowstone, Lassen Park, and the Geysers, an electric power generating
field in California). Schematic fields for metamorphic fluids and primary igneous rocks are calculated from rock
compositions. Nearly all of these fluid–rock interaction systems show evidence for the circulation of surface fluids to
great depth. The “18O shift” refers to the locus of points starting at the meteoric water line plotting toward the right in
the diagram with either increasing temperature or a greater approach to isotopic equilibrium in the rocks. Also shown
is a typical trajectory a granitic rock might follow during subsolidus exchange with a circulating meteoric fluid. Such
rocks have been observed extensively in rifts zones and a great granitic belts such as the Cordilleran batholiths. The
kaolinite line is shown to illustrate how clay minerals formed during weathering parallel the meteoric water line.

that isotopic and chemical exchange become more impor-
tant in determining the signature of the fluids. In terms of
simple mass balance, the water to rock ratio or the related
parameter the integrated fluid flux is important for these
types of fluids. The former parameter is dimensionless,
whereas the latter has units of length (cm3 of water per
cm2). The characteristic water–rock ratio times the length
scale of the flow system gives the integrated volumetric
fluid flux.

Formation waters are mixtures of original trapped flu-
ids such as seawater and fluids modified by rock–water
interaction (hydration or dehydration reactions or crustal
transport). The latter fluids are the most difficult to charac-
terize because the isotopic signature and the major element
chemistry in the dissolved load depend upon the fluid mi-
gration path and the pressure and temperature conditions
encountered along the path. For example, oil field brines
show a deuterium isotope dependence that appears to be
correlated with latitude indicating the meteoric waters
have recharged some of these subsurface basins (Fig. 8).
In other parts of these oil field basins, major element data
suggest that fluids derived from the original trapped sea-

water are present, now strongly 18O-shifted and in some
cases even D-shifted from their original compositions.

Geothermal fluids typically lie on straight line data point
arrays between a rock buffered oxygen isotope composi-
tion and the local meteoric fluid (Fig. 8). Because hydro-
gen is far less abundant in rocks, the fluids are strongly
18O-shifted but shifted little from their surface δD value.
Conversely, hydrothermally altered subvolcanic rocks of-
ten exhibit a hydrogen isotope shift toward D-depleted
meteoric compositions before their oxygen isotope ra-
tios show any major effects (see the curve on Fig. 8,
the arrow shows the direction of silicate isotopic evolu-
tion along the line). Larger haloes of D depletion overlie
smaller haloes of 18O depletion. Zones of maximum de-
pletion represent regions of high integrated fluid flux. At
the surface, the subsurface hydrothermal alteration man-
ifests itself as surface hot springs with variable amounts
of isotopic shift away from the local groundwater. All of
the stable isotopic data suggest that meteoric fluids pen-
etrate several kilometers into the crust of the Earth and
affect large areas of rock centered around plutonic heat
engines.
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Metamorphic fluids are usually presumed to be in iso-
topic equilibrium with the local host rocks at pressure
and temperature conditions at the time of metamorphism.
Through fluid inclusions it is possible to analyze the hy-
drogen isotopic composition of trapped metamorphic flu-
ids. The δD values from these fluid inclusions exhibit
ranges comparable to those expected from fluids equili-
brated with the hydrous minerals in the rocks. In fact, the
hydrogen isotope ratios of marine sediments, metamor-
phic rocks, and unaltered igneous rocks are remarkably
similar suggesting that the water sampled by these rocks
ultimately is surface fluid bound in hydrous phases tec-
tonically cycled into the source regions for metamorphic
and igneous rocks.

C. Oxidation/Reduction Reactions: Hydrogen,
Carbon, and Sulfur Isotopes

Hydrogen, carbon, and sulfur are elements that partici-
pate in oxidation/reduction reactions. In contrast to oxy-
gen, which makes up over 40 wt% of the crust, these ele-
ments are present in trace quantities on a lithospheric
scale. For example, hydrogen and methane are important
components in oxidation/reduction reactions. There are
large fractionations associated with the reduction of water
in silicate mineral structures to produce hydrogen gas.
Hydrogen–water or hydrogen–methane fractionations
remain large (100s per mil) even in metamorphic and
igneous regimes.

Carbon and sulfur participate in oxidation/reduction re-
actions where the valence of the element can change from
positive to negative (e.g., CO2 going to CH4 or C4+ in
carbonate versus C4− in organic matter). These types of
reactions involve large fractionations of the stable iso-
tope ratios so that the natural variability for sulfur and
carbon isotopes approaches 100 per mil. Exchange of
sulfur isotopes between sulfur bearing compounds can be
quite sluggish under crustal conditions so that isotopic
nonequilibrium is common.

The energy released from oxidation/reduction reactions
provides energy for life. At the surface of Earth and within
the crust of the Earth, bacteria utilize these reactions and
form the bottom of any food chain within an ecosystem.
The names of the bacteria (e.g., Methanococcus) provide
some insight into the reactions that provide the source of
energy; these include reactions involving organisms and
chemical feedstock such as carbon dioxide and water, sul-
fide, sulfate, organic matter, and methane. Biogenic oxi-
dation reduction reactions usually leave behind large frac-
tionations in carbon and sulfur isotope systems (Table I).

Because of the presence of free oxygen in the atmo-
sphere, the hydrosphere and shallow lithosphere are more
oxidizing than the conditions that would exist in the ab-

sence of life. The source regions of most magmas are
more oxidizing than the conditions necessary to separate
iron metal from silicate melts. Because the iron-rich core
did separate from the Earth’s mantle, this requires that
(1) there is a pressure dependence on the oxygen fugacity
necessary to separate iron from silicate, (2) a late veneer
of more oxidizing material was added to the Earth as a
result of late bombardment of the Hadean Earth, or (3)
that recycling of volatiles into the lithosphere has been
an important process during Earth history. Stable isotopes
provide some insight on the latter possibility.

1. Hydrogen in the Lithosphere

The ocean represents the major reservoir of hydrogen
in lithosphere. Because of the presence of ice caps, the
ice-free δD of the ocean is about −10 per mil. Water
outgassing from primary magmas is not −10 per mil,
but rather in the range −40–−80 per mil; this range
coincides with the range for marine sedimentary rocks
or metamorphic rocks. Some hydrous minerals from
mantle peridotites suggest a reservoir of water between
−23 < δD < −45 suggesting a more enriched source of D
in the upper mantle. There may be a correlation between
enriched δD values and Fe3+ in hydrous phases from these
mantle regions suggesting that the reduction of water liber-
ates 2H-depleted hydrogen and leaves behind D-enriched
hydrous minerals. These data strongly suggest that litho-
spheric hydrogen sampled by igneous rocks is primarily
recycled surface waters. This conclusion is certainly plau-
sible considering the early outgassing history of the Earth
due to planetary scale heating that occurred as a result of
accretion, core formation, and/or early catastrophic im-
pact history.

2. Carbon in the Lithosphere

The atmosphere of the Earth has a δ13C value approxi-
mately −5 to −7 per mil that is now probably perturbed
by the addition of anthropogenic carbon dioxide derived
from the combustion of fossil fuel. Crustal carbon (3 parts
carbonate and 1 part organic or reduced carbon) is also
approximately −5 per mil. Primary magmas also seem to
outgas on average −5 per mil carbon, a value similar to
that for carbonatite and the peak of the diamond δ13C dis-
tribution. However, diamonds exhibit a wide range of δ13C
values, −35 < δ13C < +2. Although oxidation or reduc-
tion of fluid species CH4 or CO2 associated with silicate
magmas could conceivably produce the observed variation
by Rayleigh separation (distillation), in light of plate tec-
tonics, it is more plausible that the δ13C values of diamonds
reflect recycling of crustal carbon. The association of di-
amonds with kimberlites and lamproites, both of which
contain mantle inclusions thought to be recycled crustal
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material, also supports this hypothesis. In addition, the
carriers of diamonds to the surface, the host rocks them-
selves, exhibit elevated δ18O values and 87Sr/86Sr values
(e.g., lamproites), and this also supports the inference that
carbon in the lithospheric mantle is largely recycled crustal
carbon.

3. Sulfur in the Lithosphere

Meteoritic sulfur has very uniform δ34S values (≈0 per
mil). Assuming that the mantle of the Earth inherited this
primordial sulfur isotope composition, sulfur in the mantle
(stable as sulfide because of the oxidation state of the man-
tle) should be relatively uniform in δ34S. Melting of the
mantle should result in a net transfer of sulfur to the crust
of the Earth where under surface conditions it partitions
into oxidized and reduced species. Recycling of crustal
sulfur could transfer crustal type isotopic heterogeneities
back into the mantle. Limited measurements on uncon-
taminated primary mantle materials suggests that the man-
tle may indeed have meteoritic δ34S values. Crustal sulfur
estimates range from approximately +2 to +9 per mil,
clearly different from presumed primordial δ34S values.
More recent bulk crustal estimates tend toward presumed
mantle values. Crustal sulfur is a mixture of reduced sul-
fur and seawater-derived sulfate with a modern δ34S value
approximately +20 per mil. Granitic rocks presumed to
be probes of the their crustal source regions cluster around
+7 per mil for samples with the highest concentrations of
S (>100 ppm S) in closer agreement with higher values
for crustal δ34S.

Mantle-derived igneous rocks such as gabbros exhibit
δ34S values that require assimilation of heterogeneous
crustal materials or heterogeneities in the isotopic com-
position of mantle-derived sulfur. Several layered intru-
sions (e.g., the Duluth Complex, the Muskox, the No-
ril’sk, and the Sudbury Complex) exhibit positive δ34S val-
ues (0 < δ34S < +17) suggestive of assimilation of crustal
sulfate. In contrast, the Bushveld exhibits negative δ34S
values (−6 to −9 per mil). If the Earth has a δ34S value
similar to meteoritic sulfur and the crust is somewhat en-
riched in 34S, where is the complementary negative δ34S
reservoir? Presumably, this reservoir resides in the lower
crust or some process preferentially recycles 34S-depleted
biogenically reduced sulfur into the mantle.

III. GLOBAL CYCLES AND
SECULAR CHANGE

A. Long-Term Coupled Carbon–Sulfur
Isotope Variations

For at least half of Earth history, the Earth has had an
oxygen-rich atmosphere. The onset of this condition,

unique in the solar system, is still controversial. The re-
markable balance between reduced/organic carbon and
carbonate reservoirs over Earth history is suggestive of
early evolution of an oxygen-rich atmosphere. A compari-
son of hydrothermal carbonate δ13C values from 3.5-Gyr-
old Pilbara pillow lavas with carbonate alteration from
Deep Sea Drilling Project basalts illustrates the coinci-
dence of values (Fig. 9). Because �13C HCO−

3 –CaCO3

fractionations are relatively insensitive to temperature, hy-
drothermal carbonate is a good proxy for sedimentary δ13C
(marine carbonate rocks are rare in the Archean). Organic
matter combusted from cherts in the Pilbara has an aver-
age δ13C ≈ −35 typical for rocks of this age and meta-
morphic grade. The sulfur isotope record is less complete

FIGURE 9 Hydrothermal carbonates from Archean greenstones
of the Pilbara are compared against secondary carbonates in
basalts sampled by the Deep Sea Drilling Project. Measurements
of ancient organic matter demonstrate that the organic carbon
reservoir has remained within a restricted range throughout Earth
history with mean values of about −26 for much of Earth his-
tory and slightly more 13C depleted values (−30 to −35) for
some Archean rocks. The high-δ13C values of the hydrothermal
carbonate suggests that at the time of seafloor metamorphism
(>3.4 Gyr ago), the balance between the carbonate and reduced
carbon reservoirs had been obtained for the long-term carbon cy-
cle. Had this balance not been obtained the peak of the Archean
distribution should be closer to −5 to −7 per mil.
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because evaporites particularly gypsum and anhydrite are
not well preserved in the rock record. The oldest sulfates
are commonly barite which is less soluble under crustal
conditions.

An important result of combined sulfur and carbon stud-
ies on Phanerozoic rocks on both isotopic ratios and ele-
mental ratios is the antithetical variation between carbon
and sulfur in the rock record. Abundant organic carbon
burial seems to coincide with times of sulfate deposition.
Abundant carbonate deposition accompanies times of re-
duced sulfur burial or pyrite deposition. High-δ34S val-
ues coincide with times of lower-δ13C values of marine
carbonates (Fig. 10). Because it is not common to mea-
sure both isotopes in the same section or even have the
coexisting minerals in the same specimens, these correla-
tions are based upon long-term averages and synthesis of
many sedimentary sections for a given time interval. Nev-
ertheless, these observations suggest that whatever mass
balance equation might be employed to describe the com-
bined carbon/sulfur cycle, that equation contains oxidized
and reduced species on both sides of the material balance
relationship.

The inverse relationship for isotope ratios and concen-
tration ratios allows the material balance relationship to
be written on a constant oxygen basis, i.e., an increase

FIGURE 10 The Phanerozoic change curve for carbonate and sulfate minerals precipitated from seawater or
seawater-derived fluids. A major secular decline in the δ34S of marine sulfate and enrichment in the δ13C in car-
bonates climaxes with a major glaciation in Carboniferous/Permian. The isotopic ratios are clearly coupled from the
secular change curves; this is more dramatically displayed in the inset that shows the variation of δ34S against δ13C.
The negative slope suggests that pyrite (reduced sulfur) and organic carbon (reduced carbon) are on the oppo-
site sides of any material balance for the oceans. Burial of 13C-depleted organic carbon (C−) drives the remaining
carbonate δ13C more positive while oxidation of 34S-depleted pyrite (py+) drives the δ34S more negative.

in sulfate burial should be accompanied by increase in
organic carbon burial. Under the constant oxygen as-
sumption four reactions can be combined involving the
following processes: (1) the precipitation or dissolution
of calcium sulfate, (2) photosynthesis or respiration, (3)
oxidation of pyrite or the reduction of sulfate, and (4)
carbonate–silicate reaction (weathering/metamorphism).
The grand expression is

4FeS2 + 7CaMg(CO3)2 + CaCO3 + 7SiO2 + 15H2O

⇔ 8CaSO4 + 2Fe2O3 + 7MgSiO3 + 15CH2O. (11)

Reaction (11) can be written with atmospheric carbon
dioxide explicitly in the reaction:

CO2(g) + 2Fe2O3 + CaSO4 + MgSiO3 + 15CH2O

→ 4FeS2 + 8CaMg(CO3)2 + 8SiO2 + 15H2O. (12)

Reaction (12) written in this direction describes condi-
tions that might obtain during rapid spreading and plate
convergence, high sea level, high partial pressures of at-
mospheric CO2, and enhanced volcanic and metamorphic
return of carbon dioxide to the atmosphere. With the con-
tinents flooded, there is a net return of sulfate to the ocean
and deposition of pyrite with elevated δ34S values. There
is a net return of 13C-depleted material to the oceans to be
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precipitated as carbonate with lower-δ13C values. The
Cretaceous greenhouse time would be an example of this
scenario.

At times of slow spreading, reaction (12) goes to left.
Written going to the left, the equation describes low stands
of sea level, small midocean ridge volume, lower rates
of convergence and arc magmatism (and hence reduced
CO2 outgassing), and low partial pressure of atmospheric
carbon dioxide. Pyrite dissolution produces acid that dis-
solves carbonate and produces sulfate to be precipitated
as anhydrite or gypsum. Organic carbon is buried in the
ocean and the δ13C values of the remaining precipitated C
as carbonate swing positive.

These tendencies in the secular change record of sulfur
and carbon suggest that there is a strong tectonic control
on the variation of organic C/S ratios and the δ values of
the two elements. The link between global spreading rates
and sea level is a critical boundary condition in determin-
ing habitats for living things, atmospheric CO2 concen-
tration, weathering rates, depositional environments, and
in conjunction with the Sun a major factor influencing
climate.

B. Oxygen Isotopes and Paleoclimatology

The isotopic composition of material precipitated from
seawater yields a direct estimate of the paleotemperature
provided that the sample does not exchange subsequent
to its formation and that the isotopic composition of the
fluid is known. The latter is particularly difficult for an-
cient samples. The uncertainty and the local variation of
the isotopic composition of seawater (at the per mil level)
guarantee an uncertainty of at least ±3◦C in typical pa-
leotemperature estimates. The small shift in the oxygen
isotopic composition of the ocean that occurs between
glacial–interglacial cycles obscures the temperature sig-
nal so that the measured numbers provide a combined ice
volume/temperature signal. Nevertheless, the periodicity
observed in the marine cores is the best record of glacial
advance and retreat.

Using the isotopic composition of meteoric waters to
infer climatic conditions is a less direct means to get at
paleotemperatures. This is particularly so when the com-
position of the fluid represents either an average of many
events (ice cores) or an average value of some fluid in
equilibrium with a solid phase such as a soil carbonate, a
concretion, or tooth enamel from a terrestrial herbivore.
Because of the uncertainties in the correlation between
surface temperature and isotopic composition of precipi-
tation and in the formation conditions of the proxy phase
(e.g., carbonate), indirect estimates of paleotemperatures
have an uncertainty somewhat greater (±5◦C).

1. The Marine Record: Tertiary
and Quaternary Oxygen Isotopes

A comparison of the record of marine and benthonic
foraminifera provides some of the best evidence for the
onset of icehouse conditions in the Tertiary (Fig. 11). In
today’s oceans latitudinal temperature gradients from the
poles to the equator coupled with a longitudinal distribu-
tion of continents and the isolation of the Antarctica set up
conditions for strong thermohaline circulation, i.e., dense,
cold seawater sinks in polar regions and flows toward the
equator.

The difference in the oxygen isotope composition be-
tween benthonic forams (bottom dwelling organisms) and
planktonic forams (surface water organisms) is a measure
of the strength of the thermocline or the contrast between
bottom water temperatures and surface water tempera-
tures. Starting in the Eocene, high latitude surface water
and bottom water temperatures begin to cool, perhaps the
result of the isolation of the Antarctic continent as the great
south polar continent of the Mesozoic broke up with the
northward migration of Australia, India, and Africa away
from Antarctica. Dramatic changes occur at the end of the
Eocene, toward the end of the early Miocene, and again
in the Pliocene.

The Quaternary record from marine foraminifera ex-
hibits periodicities consistent with some type of orbital and
precessional forcing. Particularly over the last 600 k.y., the
frequency content and the amplitudes of the oxygen iso-
tope record are particular striking, showing forcing with
23, 41, and 100-k.y. periodicity (Fig. 11). The typical

FIGURE 11 The Cenozoic secular change record for the
18O/16O ratios of carbonates shows the change in bottom water
temperature recorded by benthonic foraminifera in the Tertiary. As
Australia mores northward, Antarctica becomes more isolated at
the south pole. As the Atlantic grows to become a major ocean, the
longitudinal distribution of continents coupled with the isolation of
Antarctica results in a reorganization of global ocean circulation.
The Pleistocene planktonic foram record shows the signal induced
by Milankovitch cycles in a combined ice volume-temperature sig-
nal for the last 700,000 years.
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cycle begins with a sharp swing toward lower-δ18O val-
ues followed by a more gradual increase in δ18O punctu-
ated by shorter period cycles culminating in a maximum
δ18O value at the end of the 100-k.y. cycle followed by
a rapid excursion to lower-δ18O values. δD and δ18O de-
terminations on ice cores coupled with measurements of
greenhouse gas concentrations in trapped gas inclusions
show that the δ18O variation in foraminifera are track-
ing similar global changes related to large scale climate
change.

2. The Vostok Ice Core Record

The correlation between surface temperature and the iso-
topic composition of snow forms the basis of ice core
paleothermometry, a spectacular example of which is the
record of the Vostok ice core (Fig. 12). This record has now
been extended out to approximately 450,000 years. It is a
record of oxygen and deuterium isotope concentrations in
ice originally precipitated as snow and a record of methane
and carbon dioxide concentrations in trapped gases as well
as other trace elements recorded by the contamination
of ice with atmospheric dust particles. The oxygen and
deuterium isotope results corroborate the variations ob-
served in the oxygen isotope record of deep sea cores and

FIGURE 12 The Vostok ice core record now records 450,000 years of climate change. Curve a shows the concen-
tration of carbon dioxide gas in parts per million by volume for trapped atmospheric gas bubbles and defines the
preindustrial ranges for this gas; the average is nearly 100 ppmV below current levels. Curve b shows the deuterium
isotope record of the ice transformed into a relative temperature scale showing the change in mean temperature
between glacial and interglacial periods. Parts of five 100,000 cycles are preserved, three complete cycles and two
partial cycles. Curve c shows the preindustrial ranges for another greenhouse gas methane, also below current levels.
Curve d shows the δ18O value of the trapped atmospheric oxygen. This measurement is used to infer the magnitude
of the δ18O shift of the ocean due to ice volume changes. Curve e shows the insolation at high latitude, a measure of
the solar flux change as a result of the precession of the Earth’s spin axis and the slight eccentricity of its orbit.

record the oscillations between glacial and interglacial pe-
riods of the last part of the Quaternary. The trapped CO2

concentrations illustrate background variations in atmo-
spheric CO2 before the perturbations induced by anthro-
pogenic emissions related to fossil fuel combustion and
deforestation.

C. Carbon Dioxide in the Atmosphere

1. Geologic Variation

Inventories of crustal reduced carbon and sulfur in sedi-
mentary rocks resulted in a series of geochemical models
that try to predict distributions of sedimentary rocks. The
secular change in their chemical and isotopic composi-
tions should be a function of some intensive variable of
the Earth system (e.g., paleotemperature, pressure of oxy-
gen or carbon dioxide in the atmosphere).

Carbon dioxide is of particular interest because it is a
greenhouse gas and in combination with water makes car-
bonic acid which is important in weathering reactions. On
long-term geologic time scales, carbon dioxide is removed
from the atmosphere through weathering reactions that ul-
timately convert silicate rocks into carbonate rocks. These
carbonate rocks are recycled at plate boundaries and de-
carbonation reactions return carbon dioxide back to the
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atmosphere. These processes are often written in the short
hand form called the carbonate silicate cycle:

CO2 + CaSiO3 ⇔ CaCO3 + SiO2 . (13)

Reaction (13) going to the right expresses the near sur-
face cycle of chemical weathering followed by deposi-
tion of carbonate and silica in the oceans. Reversing the
reaction (going to left) expresses metamorphism in the
crust with carbon dioxide returning to the surface dis-
solved in a metamorphic fluid or in a magma. The exis-
tence of liquid water on the surface and in the crust of
the Earth along with the retrograde solubility of carbonate
ensures that carbon dioxide will not be the dominant con-
stituent of the atmosphere. As a result of these processes,
the Earth has had a nitrogen-rich atmosphere for most of its
history.

Remarkably, forward models of the global cycles based
upon the distribution of surficial rocks predicted major
changes in the partial pressure of carbon dioxide through-
out the Phanerozoic. In particular, concentrations as high
as 15 times present-day atmospheric values were in-
ferred for parts of the Paleozoic. Carbon isotope records
represent the best proxy record of carbon dioxide par-
tial pressures in the atmosphere. The peaks in the bi-
modal distribution of inferred atmospheric carbon dioxide
concentrations corresponded to periods of mostly global
greenhouse conditions. The Carboniferous to Permian
glaciation along with the current glacial epoch (global
icehouse or cool zones) correspond to periods of inferred
carbon dioxide concentration minimums.

Figure 13 shows the predicted concentrations of atmo-
spheric CO2 with data points determined using the solu-
bility of carbonate in the iron hydroxide mineral goethite.
When goethite forms in the soil weathering zone, it incor-
porates small amounts of carbon dioxide into its crystal
structure. Because soil gas carbon dioxide pressures and
isotopic compositions are heavily influenced by the oxida-
tion of organic matter with a strongly negative δ13C value
(e.g., −26), there is a gradient in isotopic composition
and in the partial pressure of carbon dioxide that develops
within the soil profile. This enables the use of minerals
such as goethite or carbonate (soil nodules) in paleosols
to make a coarse estimate of ancient atmospheric carbon
dioxide concentrations. With the exception of one point
in the Triassic, the goethite data seem to be in agreement
with the forward model estimates of the partial pressure
of carbon dioxide in the atmosphere.

2. Anthropogenic Forcing

In terms of the inferred long-term variability of atmosph-
eric carbon dioxide concentrations, the current icehouse

FIGURE 13 Forward geochemical models examine the mass dis-
tribution of elements within sedimentary rocks and attempt to doc-
ument plausible rates of geologic processes to make backwards
predictions of important chemical and isotopic parameters. One
class of models develops secular change curves for the concen-
tration of atmospheric carbon dioxide, an important greenhouse
gas. Shown against one of these models are the few estimates
of ancient atmospheric carbon dioxide concentration based upon
the isotopic composition of the mineral goethite. The limited data
set suggests that stable isotopes have an important role in the
documentation of past global change and provide a geologic per-
spective on current events.

minimum concentrations measured to date (<200 ppmV)
may be geologic minimums. Maximum interglacial con-
centrations have hovered around 300 ppmV carbon diox-
ide, much less than inferred geologic maximums for
the Phanerozoic. Work at the Mauna Loa Observatory
(Fig. 14) clearly shows that carbon dioxide in the atmo-
sphere is growing exponentially along with human popu-
lation. The isotopic composition is shifting to more nega-
tive δ13C values consistent with industrial and agricultural
activities of humans.

Clearly unless the rate anthropogenic CO2 emissions
are slowed, the atmospheric concentrations of carbon dio-
xide will rise to levels not seen for 10s of millions of
years and probably not since the last major global warm
period. (Figure 15) shows the rates of carbon dioxide cy-
cling for various processes scaled to a parameter that is
easily tied to long term geologic rates, cubic kilometers
of calcium carbonate processed. Homo sapiens is cycling
carbon at a geologically unprecedented rate. More than
20 km3/yr of calcium carbonate equivalent cycles into
the atmosphere by fossil fuel burning and land use ac-
tivity. This rate is only exceeded by the biologic fast car-
bon cycling rate (respiration and photosynthesis are in
rough balance each at ≈300 km3/yr) and the rate of carbon
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FIGURE 14 Data on the δ13C value of atmospheric carbon diox-
ide for the decade starting in 1978. This record, along with the
exponential growth of atmospheric carbon dioxide (inset), indi-
cate that the carbon dioxide increase is driven, in large part, by
the burning of fossil fuel and deforestation for alternative land use.
Typical organic matter and fossil fuel have strongly negative δ13C
values so that their combustion pushes the atmosphere towards
more negative values (up on the figure scale).

FIGURE 15 Carbon fluxes showing the range of geologic trans-
fers of carbon. The rates are reported in terms of cubic kilometers
of limestone equivalents transferred. Long-term geologic rates run
at cubic kilometers of carbonate equivalent per year. The short-
term carbon cycle processes CO2 at the rate several hundred
cubic kilometers of carbonate equivalent. A bolide impact, such
as an event like the Cretaceous-Tertiary boundary, could poten-
tially generate fluxes that would be very catastrophic. Note that on
this scale the fluxes produced by Homo sapiens sit at geologically
unprecedented levels. In Fig. 12, extend the left-hand scale for
curve a to over 500 ppmV (i.e., expand the scale by a factor of 6).
Note that this is roughly the targeted value for atmospheric carbon
dioxide levels by proposed international treaties (Kyoto protocols).

cycling induced by a large impact with an extraterrestrial
object.

IV. CONCLUSIONS

Measurements of stable isotopic ratios on common mate-
rials from the atmosphere, hydrosphere, lithosphere, and
asthenosphere of the Earth document important fluxes
between these interacting reservoirs. The active tectonic
regime of the Earth coupled with the existence of water
at its surface in all forms (ice, liquid, and vapor) induces
stable isotopic heterogeneity into the lithosphere of the
Earth. Plate tectonics ensures that there are important ex-
changes of material between high and low temperature
reservoirs (e.g., midocean ridges) and provides a mech-
anism of returning surface material to the mantle of the
Earth (e.g., subduction zones). The characteristic times of
these long-term exchanges between sources and sinks are
short compared to the age of the Earth so that virtually all
of the major cycles operate near quasi-steady-state condi-
tions. The chemical and isotopic systems never reach true
equilibrium or absolute steady state because the bound-
ary conditions imposed by changes in plate tectonic rates
vary slowly over geologic time. As a result, the Earth truly
evolves.
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GLOSSARY

Ensemble A virtual collection of a large number of in-
dependent systems, each of which possesses identical
thermodynamic properties.

Ensemble average Average value of a property over all
members of an ensemble.

Entropy Measure of the statistical uncertainty in the
macroscopic state of a system.

Equilibrium Macroscopic state of a system for which
the properties are constant over the time scale of mea-
surements and independent of the starting time of the
measurements.

Ergodic hypothesis Idea that an isolated system of fixed
volume, energy, and particle numbers spends an equal
amount of time, over a long time, in each of the acces-
sible states of the system.

Fluctuation–dissipation relation Mathematical rela-
tionship connecting the dissipative behavior of a system
to spontaneous equilibrium fluctuations.

Maximum entropy principle Principle requiring the

probability density or density operator used to describe
the macroscopic state of a system to be such that it rep-
resents all available information defining the macro-
scopic state and corresponds to the maximum Gibbs
entropy distribution consistent with this information.

Principle of equal a priori probabilities Idea that all ac-
cessible states are equally probable for an isolated sys-
tem with fixed volume, energy, and particle numbers.

Response function Time correlation function character-
izing the response of a system at a given space-time
point to a disturbance at another space-time point.

Susceptibility Frequency-dependent quantity used to
gauge the response of a system to a frequency com-
ponent of an applied external field.

Time correlation function Time-dependent quantity
characterizing the correlation between dynamical
events occurring at different times in a system.

STATISTICAL MECHANICS is a branch of physics that
utilizes statistical methods in conjunction with the basic

 749



P1: FHK/FFV P2: GLQ Final Pages

Encyclopedia of Physical Science and Technology EN015B-727 August 2, 2001 16:6

750 Statistical Mechanics

principles of classical and quantum mechanics to provide a
theoretical framework for understanding equilibrium and
nonequilibrium properties of physical systems. Usually
statistical mechanics is divided into two parts, namely,
equilibrium and nonequilibrium statistical mechanics.
Equilibrium statistical mechanics is concerned with the
time-independent properties of systems, whereas nonequi-
librium statistical mechanics is concerned with the time
evolution of physical systems and their time-dependent
properties. The principal goals of statistical mechanics in-
clude (i) the construction of mathematical relationships
connecting different properties of a system, (ii) the estab-
lishment of formal relations connecting the properties of
a system to the interactions between the constituent par-
ticles, (iii) the development of tools that enable one to
determine properties of systems without resorting to the
task of solving global equations of motion, and (iv) the
formulation of a theory of nonequilibrium processes that
automatically includes equilibrium thermodynamics as a
special limiting case.

I. CONCEPTS OF EQUILIBRIUM
STATISTICAL MECHANICS

A. Notion of Equilibrium

The macroscopic state of a system can be characterized
in terms of its properties, i.e., the external parameters
defining the system and the values of experimentally mea-
surable attributes of the system. These properties may
include volume, pressure, stress, magnetization, polariza-
tion, number of particles, etc.

In performing measurements of the properties of a
system, experimentalists often find that the values of
the measured properties are constant over the time scale
�t = t − t0 of their measurements and independent of the
starting time t0 of the measurements. When such results
are obtained, the system is said to be in the state of equi-
librium. Of course, we know from microscopic consid-
erations that the properties of a system that are not fixed
by external restraints must be a function of time. Thus,
the appearance of equilibrium must be due to the smooth-
ing out of fluctuations on the time scale of macroscopic
measurements.

B. Concept of Ensembles

In order to describe the macroscopic state of a system, we
introduce the idea of a representative ensemble. By en-
semble, we mean a virtual collection of a large number N
of independent systems, each of which possesses identical
thermodynamic properties. Although all of the members

of the ensemble are identical from a thermodynamic point
of view, they can differ on a microscopic scale. The en-
semble corresponding to a given system is said to be a
representation of the macroscopic state of the system.

The specification of the representative ensemble of a
given system requires us to enumerate the external pa-
rameters defining the system and the integrals of motion
characterizing the system. According to Gibbs, the macro-
scopic state corresponding to equilibrium depends only on
single-valued additive integrals of motion. By additive, we
mean that the integrals of motion are additively composed
of the integrals of motion of the subsystems comprising
the system.

Consider, for example, a system of fixed energy E , num-
ber of particles N , and volume V . This system is energet-
ically isolated and closed to particle transfer across its
boundaries. For such a system, there are four integrals of
motion, namely, the total energy E , the total linear mo-
mentum �P , the total angular momentum �L , and the total
number of particles N . Thus, we expect the macroscopic
state of the system to depend on E, �P, �L, N , and V . If
the overall system is motionless, | �P| = | �L| = 0. For this
case, the macroscopic state depends only on E, N , and
V . This macroscopic state is said to be represented by the
microcanonical ensemble.

The ensemble average of a property of a system is de-
fined as the average value of the property over all mem-
bers of the ensemble. In usual formulations of equilibrium
statistical mechanics, it is postulated that the ensemble av-
erage of a property of a system is equivalent to the cor-
responding thermodynamic property. (For example, the
ensemble average of the energy is equivalent to the ther-
modynamic energy or the internal energy.) In adopting this
postulate, one is asserting that the long-time average of a
property of a system in equilibrium is equal to the ensem-
ble average of the property in the limit N → ∞, provided
the members of the ensemble replicate the thermodynamic
state of the actual system.

C. Macroscopic State of Classical Systems

The dynamical state of a classical particle l is defined by
its coordinate (position) �ql and momentum �pl . The state of
a collection of N particles is defined by specifying the col-
lective coordinate �q N = ( �q1, . . . , �q N ) and collective mo-
mentum �pN = ( �p1, . . . , �pN ). Alternatively, we can define
the state of an N -particle system by specifying the phase
point ��N = ( �pN , �q N ) in a 6N-dimensional space called
phase space.

The ensemble representing the macroscopic state of
a classical system is described by an object called the
probability density ρ( �pN , �q N ), which is defined in such
a way that
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d P( �pN , �q N ) = d3Npd3Nqρ( �pN , �q N ) (1)

represents the probability of finding the system in the
phase space volume element d3Np d3Nq in the neigh-
borhood of the phase point ( �pN , �q N ). The sum of the
probablities must be equal to unity. Thus,∫

d3Np
∫

d3Nqρ( �pN , �q N ) = 1. (2)

Since classical mechanics corresponds to a limit of
quantum mechanics, another normalization of the prob-
ability density is usually adopted. For a system of N iden-
tical particles, this normalization is written∫

d6N � ρ( �pN , �q N ) = 1, (3)

where

d6N � =
(

1

N !h3N

)
d3Npd3Nq (4)

is a dimensionless volume element in the 6N -dimensional
phase space, with h denoting Planck’s constant. The mo-
tivation for introducing this normalization is based on the
idea that the normalization should reflect Heisenberg’s
uncertainty principle and the indistinguishability of iden-
tical particles in quantum mechanics. The rationale for
adopting the above explicit form for d6N � is discussed
below.

In view of Heisenberg’s uncertainty principle, there is a
minimum volume h3 in phase space that may be associated
with a single particle. This minimum volume is called a
phase cell. In the phase space of N particles, the volume
of a phase cell is h3N . Thus, h3N is a natural unit of volume
in the phase space for an N -particle system.

The indistinguishability of identical particles is ac-
counted for in quantum mechanics by requiring the state
of a system to be invariant to the permutation of particle
coordinates. This invariance must be preserved in the clas-
sical limit. For a quantum system of N identical particles,
there are N! configurations (permutations) corresponding
to a given state. Thus, there are N! configurations for a
given classical state. (Actually, the situation is more com-
plicated than this. Our discussion corresponds to a limit-
ing form of both Bose–Einstein and Fermi–Dirac statistics
called classical or Boltzmann statistics, which is valid only
when the number of states available to a system is very
large compared with N .)

Introducing the volume unit h3N and the indistinguisha-
bility of identical particles, we arrive at the normaliza-
tion given by Eq. (3). The integration in Eq. (3) is sim-
ply a summation over the different states of the classical
system.

For a classical system comprised of m different kinds
of particles, we replace d6N � by

d6N � =
m∏

j=1

d6N j � j , (5)

where

d6N j � j =
(

1

N j !h3N j

)
d3N j p j d

3N jq j . (6)

Hereafter, this notation should be understood.
Given the probability density ρ( �pN , �q N ), we can com-

pute the ensemble average or equivalently the average
value 〈O〉 of any classical dynamical variable O( �pN , �q N )
by using the relation

〈O〉 =
∫

d6N � ρ( �pN , �q N )O( �pN , �q N ). (7)

For example, the average energy of a N-particle system is
given by

〈H〉 =
∫

d6N � ρ( �pN , �q N )H( �pN , �q N ), (8)

where H( �pN , �q N ) is the classical Hamiltonian of the
system.

The Gibbs entropy associated with the ensemble de-
scribed by ρ( �pN , �q N ) is defined by

S = −kB

∫
d6N � ρ( �pN , �q N ) ln ρ( �pN , �q N ), (9)

where kB is Boltzmann’s constant. This definition may
be viewed as another postulate of equilibrium statistical
mechanics for the case of classical systems.

D. Macroscopic State of Quantum Systems

In quantum mechanics, the state of an N-particle sys-
tem is described by a state vector |ψ〉 in Hilbert space.
The wave function ψ( �q N ) corresponding to the state |ψ〉
is defined by ψ( �q N ) = 〈�q N | ψ〉, where 〈 �q N | is the ad-
joint of the collective coordinate state vector | �q N 〉, with
�q N = ( �q1, . . . , �q N ) denoting the collective coordinate for
the N particles.

The eigenstates {|ψm〉} and eigenvalues {Em} of the
quantum Hamiltonian Ĥ for an N-particle system are ob-
tained by solving the equation

Ĥ|ψm〉 = Em |ψm〉. (10)

For a system of N identical particles of mass m interacting
through a pairwise and centrally symmetric potential, the
Hamiltonian Ĥ can be written

Ĥ =
N∑

i=1

�̂pi · �̂pi

2m
+ 1

2

N∑
i, j=1

′
Û i j (| �̂qi − �̂q j |), (11)
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where �̂pi and �̂qi , respectively, denote the momentum and
coordinate vector operators for particle i , and Ûi j is the
interaction between particles i and j .

Equation (10) assumes the following form in the coor-
dinate representation:

H( �q N )ψm( �q N ) = Emψm( �q N ), (12)

where ψm( �q N ) = 〈�q N |ψm〉 is an eigenfunction of the dif-
ferential operator H( �q N ) corresponding to the quantum
Hamiltonian Ĥ in the coordinate representation. For the
case of Eq. (11), the explicit form of H( �q N ) is given by

H( �q N ) = −
N∑

i=1

h2

2m
∇2

qi
+ 1

2

N∑
i, j=1

′
Ui j (| �qi − �q j |), (13)

where ∇2
qi

is a Laplacian operator associated with coordi-
nates of particle i .

In order to provide a proper description of the N-particle
system, it is necessary to specify its spin state as well as
energy state. Assuming that H( �q N ) does not mix the spin
states, we should write Eq. (12) as

H( �q N )ψmσ ( �q N ) = Emσψmσ ( �q N ), (14)

where the index σ has been introduced to specify the spin.
Not all the eigenfunctions of Eq. (14) are permissible.
Only those satisfying certain symmetry requirements are
allowed. More specifically, the eigenfunctions for a sys-
tem of particles with zero or integral (half-integral) spin, in
multiples of h = h/2π , are required to be symmetric (an-
tisymmetric) with respect to the interchange of particle
coordinates. The particles are said to obey Bose–Einstein
statistics for the case of zero or integral spin. Otherwise,
the particles obey Fermi–Dirac statistics.

One can partition the Hamiltonian H( �q N ) as follows:

H( �q N ) = H(0)( �q N ) + U ( �q N ), (15)

where

H(0)( �q N ) = −
N∑

i=1

h2

2m
∇2

qi
(16)

describes the free motion of the particles and

U ( �q N ) = 1

2

N∑
i, j=1

′
Ui j (|�qi − �q j |) (17)

is the interaction between the particles.
The eigenfunctions {ψmσ ( �q N )} of the Hamiltonian

H( �q N ) can be constructed by taking linear combinations
of the eigenfunctions {φ(0)

lσ ( �q N )} of H(0)( �q N ):

ψmσ ( �q N ) =
∑

l

Cmσ,lσφ
(0)
lσ ( �q N ). (18)

From this equation, we see that the eigenfunctions
{ψmσ ( �q N )} of H( �q N ) possess the proper symmetry when

the eigenfunctions {φ(0)
lσ ( �q N )} of H(0)( �q N ) satisfy this

requirement.
For the case of Bose–Einstein statistics, the eigenfunc-

tions {ψmσ ( �q N )} are required to be symmetric with re-
spect to particle interchange. Thus, the eigenfunctions
{φ(0)

lσ ( �q N )} must be symmetric. These symmetric eigen-
functions can be written

φ
(0)
lσ ( �q N ) = 1√

N !

∑
ν

Pν

[
χl1σ1 ( �q1) . . . χlN σN ( �q N )

]
, (19)

where Pν is a permutation operator that permutes particle
coordinates, the index ν runs over the N ! possible permu-
tations, and χllσl ( �ql) denotes a one-particle state occupied
by particle l. The one-particle states {χllσl ( �ql)} are the so-
lutions of

−(h2/2m)∇2
ql
χllσl ( �ql) = E (0)

llσl
χllσl ( �ql). (20)

For the case of Fermi–Dirac statistics, the eigenfunc-
tions {ψmσ ( �q N )} are required to be antisymmetric with
respect to particle exchange. Thus, the eigenfunctions
{φ(0)

lσ ( �q N )} must be antisymmetric. These antisymmetric
eigenfunctions can be written

φ
(0)
lσ ( �q N ) = 1√

N !

∑
ν

ενPν

[
χl1σ1 ( �q1) . . . χlN σN ( �q N )

]
,

(21)

where εν = +1/−1 for an even/odd permutation of parti-
cle coordinates.

In quantum mechanics, dynamical variables are repre-
sented by linear Hermitian operators Ô that operate on
state vectors in Hilbert space. The spectra of these oper-
ators determine possible values of the physical quantities
that they represent. Unlike classical systems, specifying
the state |ψ〉 of a quantum system does not necessarily im-
ply exact knowledge of the value of a dynamical variable.
Only for cases in which the system is in an eigenstate of
a dynamical variable will the knowledge of that state |ψ〉
provide an exact value. Otherwise, we can only determine
the quantum average of the dynamical variable.

The quantum average 〈Ô〉ψ of the dynamical variable
Ô is given by

〈Ô〉ψ = 〈ψ |Ô|ψ〉 (22a)

=
∫

d3N qψ∗( �q N )O( �q N )ψ( �q N ), (22b)

where O( �q N ) is defined by

〈 �q N|Ô| �q ′N 〉 = O( �q N )δ( �q N − �q ′N ), (23)

with δ( �q N − �q ′N ) denoting a Dirac delta function. For the
sake of simplicity, we have neglected any possible spin
dependence of the quantum average.
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The quantum average 〈Ô〉ψ of the dynamical variable
Ô is actually a conditional average, i.e., it is conditional
on the fact that the system of interest has been prepared in
the state |ψ〉. In general, we lack sufficient information to
specify the state of a system. Thus, additional probabilistic
concepts must be introduced that are not inherent in the
formal structure of quantum mechanics.

Suppose we know the set of probabilties {P(ψ)} for
observing a system in the different states {|ψ〉}. Then the
average value of the dynamical variable Ô is given by the
weighted quantum average

〈Ô〉 =
∑
ψ

P(ψ)〈Ô〉ψ. (24)

In order to compute the weighted quantum aver-
age, we need something to provide us with information
about the probabilities{P(ψ)}. This task is fulfilled by a
Hermitian operator ρ̂ called the density operator. The den-
sity operator ρ̂ is the quantum analogue of the probabil-
ity density ρ for classical systems. Thus, we say that the
macroscopic state of a quantum system is described by the
density operator ρ̂.

The density operator ρ̂ possesses the following prop-
erties: (i) It is a Hermitian operator, i.e., ρ̂ = ρ̂†. (ii) The
trace of ρ̂ is unity, i.e., Tr ρ̂ = 1. (iii) The diagonal matrix
elements of ρ̂ in any representation are non-negative, i.e.,
〈α|ρ̂|α〉 ≥ 0. (iv) The probability of finding a system in
some state |α〉 is given by the diagonal matrix element
ρ(α, α) = 〈α|ρ̂|α〉.

The eigenvectors {|ψ〉} and eigenvalues {P(ψ)} of ρ̂

are determined by solving the equation

ρ̂|ψ〉 = P(ψ)|ψ〉, (25)

where

P(ψ) = 〈ψ |ρ̂|ψ〉 (26)

is the probability of finding the system in the state |ψ〉. In
the ψ-representation, we write

ρ̂ =
∑
ψ ′

|ψ ′〉P(ψ ′)〈ψ ′|. (27)

Although the density operator ρ̂ is diagonal in the
ψ-representation, this may not be the case in any other
representation. In other representations, there may be non-
vanishing off-diagonal matrix elements. For example, we
have in the coordinate representation

ρ( �q N , �q ′N ) =
∑
ψ

ψ( �q N )P(ψ)ψ∗( �q ′N ), (28)

where the wave function ψ( �q N ) = 〈�q N |ψ〉 is the proba-
bility amplitude for finding the system with the collective
coordinate �q N , given that the system is in the state |ψ〉.
Clearly, ρ( �q N , �q N ) gives us the probability density for

finding the system with the collective coordinate �q N . The
off-diagonal matrix element ρ( �q N , �q ′N ) tells us something
about the phase coherence between the collective coordi-
nate states | �q N 〉 and | �q ′N 〉, i.e., the interference between
the probability amplitudes ψ( �q N ) and ψ∗( �q ′N ).

The macroscopic state described by the density operator
ρ̂ may be either a pure state or a mixed state. This classifi-
cation scheme is based on the character of the trace Tr ρ̂2.
More specifically, Tr ρ̂2 = 1 for pure states and Tr ρ̂2 < 1
for mixed states.

The criterion for a pure state can be satisfied only if
the eigenvalues of ρ̂ satisfy the condition P(ψ ′) = δψ ′,ψ .
This implies that the system is in some quantum state |ψ〉.
Thus, the density operator ρ̂ corresponding to a pure state
is of the form

ρ̂ = |ψ〉〈ψ |. (29)

If the density operator for the system is not of this form,
the criterion for a mixed state will be fulfilled. For this
case, the density operator ρ̂ is of the form of Eq. (27) with
a spread in the eigenvalues {P(ψ ′)}.

Given the density operator ρ̂, we can compute the en-
semble average or equivalently the average value 〈Ô〉 of
any quantum dynamical variable Ô by using the relations

〈Ô〉 = Tr ρ̂ Ô (30a)

=
∑
ψ

P(ψ)〈Ô〉ψ. (30b)

Equation (30a) is more useful than Eq. (30b). The latter
equation requires the determination of the eigenvectors
of ρ̂. This is by no means a trivial task. Since the trace in
Eq. (30a) is representation independent, it can be evaluated
by employing any convenient representation satisfying the
proper symmetry requirements and any other restraints
placed on the system. Note that Eq. (30b) assumes the
form of a quantum average when the system has been
prepared in a pure state.

The Gibbs entropy associated with the ensemble de-
scribed by ρ̂ is defined by

S = −kB Tr ρ̂ ln ρ̂. (31)

This definition is the quantum analogue of the definition
given for classical systems. Both the quantum and classi-
cal forms for the entropy S involve summations over the
accessible states of a system.

In the representation for which ρ̂ is diagonal, the Gibbs
entropy S can be written

S = −kB

∑
ψ

P(ψ) ln P(ψ). (32)

This equation reveals that the entropy S vanishes when a
system is prepared in a pure state. This is due to the lack
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of any statistical indeterminancy in the state of the sys-
tem. For the case of a mixed state, the entropy is nonzero.
This reflects the fact that there is some statistical indeter-
minancy in the description of the system.

II. GIBBSIAN ENSEMBLES
AND THERMODYNAMICS

A. Microcanonical Ensemble

1. Classical Systems

Consider an energetically isolated (adiabatic) system com-
posed of a fixed number of particles N (closed) and en-
closed in a motionless container of fixed volume V . The
energy of the system, given by the classical Hamiltonian
H( �pN , �q N ), lies in an energy shell of width �E, i.e.,
E ≤H( �pN , �q N ) ≤ E + �E . The macroscopic state of this
system is called a microcanonical ensemble.

For a multicomponent system, we shall use the symbol
N to represent the collection of particle numbers {N j }
for the components of the system. Hereafter, this notation
should be understood.

The probability density ρ for a classical microcanonical
ensemble is given by

ρ( �pN , �q N ) = �−1(E, V, N ; �E) (33)

for the phase points lying inside the energy shell E ≤
H( �pN , �q N ) ≤ E + �E . Outside the energy shell, ρ( �pN ,

�q N ) vanishes. In the above,�(E, V, N ; �E) is the number
of states inside the energy shell, i.e.,

�(E, V, N ; �E) =
∫

E≤H( �pN , �q N )≤E+�E
d6N �. (34)

According to Eq. (33), all states inside the energy shell
are equally probable. In other words, the microcanonical
ensemble represents a uniform distribution over the phase
points belonging to the energy shell. Such a distribution
is often referred to as a mathematical statement of the
principle of equal a priori probabilities. According to this
principle, the system spends an equal amount of time, over
a long time period, in each of the available classical states.
This statement is called the ergodic hypothesis.

The Gibbs entropy of the distribution described by
Eq. (33) is given by

S = kB ln �(E, V, N ; �E). (35)

This result corresponds to Boltzmann’s definition of en-
tropy. Obviously, the entropy S increases as the num-
ber of accessible states increases. This behavior of the
Boltzmann entropy has led to such qualitative definitions
of entropy as “measure of randomness” and “measure of

disorder.” The microcanonical distribution is the distribu-
tion of maximum Gibbs entropy consistent with knowing
nothing about the system except the specified values of
E, V , and N .

The entropy S of the microcanonical ensemble depends
only on the variables E, V , and N . Thus, the differential
d S can be written

d S =
(

∂S

∂ E

)
V,N

d E +
(

∂S

∂V

)
E,N

dV

+
∑

l

(
∂S

∂ Nl

)
E,V,N ′

d Nl , (36)

where the index l runs over the components of the system,

(∂S/∂ E)V,N = kB[∂ ln �(E, V, N ; �E)/∂ E]V,N , (37)

(∂S/∂V )E,N = kB[∂ ln �(E, V, N ; �E)/∂V ]E,N , (38)

and(
∂S

∂ Nl

)
E,V,N ′

= kB[∂ ln �(E, V, N ; �E)/∂ Nl]E,V,N ′ .

(39)

In Eqs. (36) and (39), we use the symbol N ′ to indicate that
the particle numbers N ′ = {N j ; j �= l} are fixed. Hereafter,
this notation should be understood.

Entropy S is the thermodynamic characteristic function
for the variables E, V , and N :

d S = 1

T
d E + P

T
dV −

∑
l

µl

T
d Nl , (40)

where

1

T
=

(
∂S

∂ E

)
V,N

, (41)

P

T
=

(
∂S

∂V

)
E,N

, (42)

and

µl

T
= −

(
∂S

∂ Nl

)
E,V,N ′

. (43)

In the above, E is the internal energy, T the temperature,
P the pressure, V the volume, µl the chemical potential
of component l, and Nl the number of particles of
component l.

Assuming the Gibbs entropy for the microcanonical
ensemble is the same as the thermodynamic entropy, we
can use the above results to construct the following statisti-
cal mechanical expressions for the thermodynamic quan-
tities T, P , and µl :
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1

T
= kB[∂ ln �(E, V, N ; �E)/∂ E]V,N , (44)

P

T
= kB[∂ ln �(E, V, N ; �E)/∂V ]E,N , (45)

and
µl

T
= −kB[∂ ln �(E, V, N ; �E)/∂ Nl]E,V,N ′ . (46)

In principle, these results can be employed to compute
T, P , and µl . In practice, however, this is extremely dif-
ficult because the number of states �(E, V, N ; �E) as a
function of E, V , and N is usually not available.

2. Quantum Systems

As for classical systems, the microcanonical ensemble is
used to characterize the macroscopic state of energetically
isolated and closed quantum system of fixed volume. The
density operator ρ̂ for a quantum microcanonical ensem-
ble is given by

ρ̂ = �−1(E, V, N ; �E)P̂, (47)

where�(E, V, N ; �E) is the number of eigenstates {|ψl〉}
of the system Hamiltonian Ĥ lying in the energy shell
[E, E +�E] of width �E , and P̂ is a projection operator
defined by

P̂ =
∑
lε�

|ψl〉〈ψl |, (48)

with the index l enumerating the eigenstates belonging to
the energy shell �.

The probability P(ψm) of finding a system described
by the microcanonical density operator ρ̂ in a given eigen-
state |ψm〉 of Ĥ is given by the diagonal matrix element
〈ψm |ρ̂|ψm〉. For an eigenstate |ψm〉 lying in the energy
shell [E, E + �E], P(ψm) is given by

P(ψm) = �−1(E, V, N ; �E). (49)

Otherwise, P(ψm) vanishes. From these results, we see
that the quantum microcanonical ensemble describes a
uniform distribution over the eigenstates of the system
Hamiltonian Ĥ lying inside the energy shell [E, E +�E].
Outside the energy shell, the distribution vanishes.

The Gibbs entropy of the quantum microcanonical en-
semble is identical in form to the Gibbs entropy of the clas-
sical microcanonical ensemble, except �(E, V, N ; �E)
must now be interpreted as the number of eigenstates of
the system Hamiltonian lying in the energy shell. As with
the microcanonical probability density ρ for classical sys-
tems, the microcanonical density operator ρ̂ for quantum
systems represents the distribution of maximum Gibbs en-
tropy consistent with knowing nothing about the system
except the specified values of E, V , and N .

In view of the formal identity of the expressions for the
Gibbs entropy of quantum and classical microcanonical
ensembles, the statistical mechanical expressions given
by Eqs. (44)–(46) also apply to quantum systems. One
need only reinterpret the quantity �(E, V, N ; �E) ap-
pearing in these expressions as the number of eigenstates
of the system Hamiltonian Ĥ lying in the energy shell
[E, E + �E].

B. Canonical Ensemble

1. Classical Systems

Consider a system made up of a fixed number of particles
N enclosed in a motionless container of fixed volume V .
The temperature of the system is maintained at the tem-
perature T by keeping the system in thermal contact with
a large heat bath at the temperature T with which it is
able to exchange energy. Such a system is called a closed,
isothermal system. The macroscopic state of this system
is called the canonical ensemble.

The probability density ρ for a classical canonical
ensemble is given by

ρ( �pN , �q N ) = Z−1(V, N , β) exp[−βH( �pN , �q N )], (50)

where β is a parameter to be determined and

Z (V, N , β) =
∫

d6N � exp[−βH( �pN , �q N )] (51)

is the canonical partition function. The canonical parti-
tion function Z (V, N , β) depends on the three parameters
V, N , and β.

The Gibbs entropy of the canonical distribution given
by Eq. (50) can be written as

S = kBβ〈H〉 + kB ln Z (V, N , β), (52)

where 〈H〉 denotes the average energy of the system.
The canonical distribution is the distribution of maximum
Gibbs entropy consistent with the given average energy
〈H〉.

Equation (52) can be rearranged to read

〈H〉 = −β−1 ln Z (V, N , β) + (kBβ)−1S. (53)

This result resembles the thermodynamic relation

E = A + T S, (54)

where E is the internal energy, A the Helmholtz free en-
ergy, T the temperature, and S the entropy.

Assuming the Gibbs entropy of the canonical ensemble
is equivalent to the thermodynamic entropy, we have that
the average energy 〈H〉 is equivalent to the internal energy
E , and with β = 1/kBT , we can write

A = −β−1 ln Z (V, N , β). (55)
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This result connects the Helmholtz free energy A to
microscopic interactions through the canonical partition
function Z (V, N , β), which depends on the classical
Hamiltonian H( �pN , �q N ).

The Helmholtz free energy A is the thermodynamic
characteristic function for the variables V, N , and T :

d A = −S dT − P dV +
∑

l

µl d Nl , (56)

where

S = −
(

∂ A

∂T

)
V,N

, (57)

P = −
(

∂ A

∂V

)
T,N

, (58)

and

µl =
(

∂ A

∂ Nl

)
V,T,N ′

. (59)

In the above, S is the entropy, T the temperature, P the
pressure, µl the chemical potential of component l, and
Nl the number of particles of component l.

Utilizing the above results, one can construct the follow-
ing statistical mechanical relations for the thermodynamic
quantities E, S, P , and µl :

E = kBT 2[∂ ln Z (V, N , β)/∂T ]V,N , (60)

S = kBT [∂ ln Z (V, N , β)/∂T ]V,N

+ kB ln Z (V, N , β), (61)

P = kBT [∂ ln Z (V, N , β)/∂V ]T,N , (62)

and

µl = −kBT [∂ ln Z (V, N , β)/∂ Nl]V,T,N ′ . (63)

An expression for the average energy 〈H〉 can be obtained
by differentiating ln Z (V, N , β) with respect to β:

〈H〉 = −[∂ ln Z (V, N , β)/∂β]V,N . (64)

Differentiating ln Z (V, N , β) a second time with respect
to β gives us the following expressions for the energy
fluctuations in the system:

〈[H − 〈H〉]2〉 = 〈H2〉 − 〈H〉2 (65a)

= [∂2 ln Z (V, N , β)/∂β2]V,N (65b)

= −(∂〈H〉/∂β)V,N . (65c)

The above results enable us to connect the heat ca-
pacity CV = (∂〈H〉/∂T )V,N at a constant volume to en-
ergy fluctuations and microscopic interactions through the
relations

CV = kBβ2〈[H − 〈H〉]2〉 (66a)

= kBβ2[∂2 ln Z (V, N , β)/∂β2]V,N . (66b)

2. Quantum Systems

As for classical systems, the canonical ensemble is used
to characterize the macroscopic state of a closed, isother-
mal quantum system. The density operator ρ̂ for quantum
canonical ensemble is given by

ρ̂ = Z−1(V, N , β) exp(−βĤ), (67)

where V is the volume, N = {N j } the collection of particle
numbers, β = 1/kBT , Ĥ the Hamiltonian, and

Z (V, N , β) = Tr exp(−βĤ) (68)

the canonical partition function.
The probability P(ψm) of finding a system described

by the canonical density operator ρ̂ in a given eigenstate
|ψm〉 of the system Hamiltonian Ĥ is given by the diagonal
matrix element 〈ψm |ρ̂|ψm〉:

P(ψm) = Z−1(V, N , β) exp(−βEm), (69)

where Em is the energy of the state |ψm〉. The canonical
partition function Z can be written

Z (V, N , β) =
∑

l

exp(−βEl), (70)

where the summation index l is restricted to the symmetry-
allowed eigenstates {|ψl〉} of Ĥ.

The Gibbs entropy of the quantum canonical ensemble
can be written

S = kBβ〈Ĥ〉 + kB ln Z (V, N , β), (71)

where

〈Ĥ〉 = Tr ρ̂Ĥ (72a)

=
∑

m

P(ψm)Em (72b)

is the average energy of the system.
The result given by Eq. (71) for the Gibbs entropy

is identical in form to the result for the Gibbs entropy
of a classical canonical ensemble, except that the aver-
age energy and the canonical partition function are to be
computed using quantum mechanics rather than classi-
cal mechanics. As with the canonical probability density
ρ for classical systems, the canonical density operator ρ̂

for quantum systems represents the distribution of max-
imum Gibbs entropy consistent with the given average
energy 〈Ĥ〉.

In view of the formal identity of the expressions for
the Gibbs entropy of quantum and classical canonical en-
sembles, all the previously made formal connections be-
tween the thermodynamics and the statistical mechanics of
closed, isothermal classical systems also apply to closed,
isothermal quantum systems. [See Eqs. (60)–(66b).] One



P1: FHK/FFV P2: GLQ Final Pages

Encyclopedia of Physical Science and Technology EN015B-727 August 2, 2001 16:6

Statistical Mechanics 757

need only replace the classical ensemble averages by quan-
tum ensemble averages and reinterpret the classical canon-
ical partition function as a quantum canonical partition
function.

C. Isobaric–Isothermal Ensemble

1. Classical Systems

Consider a system made up of a fixed number of parti-
cles N enclosed in a motionless container with a variable
volume V . The pressure P and temperature T of the sys-
tem are held fixed. The macroscopic state of this system
is called an isobaric–isothermal ensemble.

The probability density ρ for a classical isobaric–
isothermal ensemble is given by

ρ( �pN , �q N; V ) = �−1(P, N , β) exp{−β[H( �pN , �q N; V )

+ PV ]}, (73)

where β and P are parameters to be determined and

�(P, N , β) =
∫

dV
∫

d6N �

× exp{−β[H( �pN , �q N ; V ) + PV]} (74)

is the isobaric–isothermal partition function. The proba-
bility density ρ( �pN , �q N;V ) is normalized as follows:∫

dV
∫

d6N � ρ( �pN , �q N ; V ) = 1. (75)

In writing the above equations, we have explicitly indi-
cated the volume dependence of the probability density
ρ( �pN , �q N;V ) and classical Hamiltonian H( �pN , �q N;V ) to
reflect the fact that the system volume V is variable.

The previously given forms for the ensemble average
of classical dynamical variables and the Gibbs entropy
associated with classical ensembles must be modified
to accommodate the isobaric–isothermal ensemble. More
specifically, we write

〈O〉 =
∫

dV
∫

d6N � ρ( �pN , �q N; V )O( �pN , �q N ; V ) (76)

and

S = −kB

∫
dV

∫
d6N � ρ( �pN , �q N; V ) ln ρ( �pN , �q N;V ).

(77)

The Gibbs entropy of the isobaric–isothermal distribu-
tion given by Eq. (73) can be written

S = kBβ〈H〉 + kBβ P〈V 〉 + kB ln �(P, N , β), (78)

where 〈H〉 and 〈V 〉, respectively, represent the average
energy and average volume of the system. The isobaric–
isothermal distribution is the distribution of maximum

Gibbs entropy consistent with the given average energy
〈H〉 and average volume 〈V 〉.

Equation (78) can be rearranged to read

〈H〉 + P〈V 〉 = −β−1 ln �(P, N , β) + (kBβ)−1S. (79)

This result is similar to the thermodynamic relations

H = E + PV (80a)

= G + T S, (80b)

where H is the enthalpy, E the internal energy, P the
pressure, V the volume, G the Gibbs free energy, T the
temperature, and S the entropy.

Assuming the Gibbs entropy of the isobaric–isothermal
ensemble is equivalent to the thermodynamic entropy, the
average energy 〈H〉 and average volume 〈V 〉 are equiv-
alent to their thermodynamic analogues, β = 1/kBT , and
the macroscopic parameter P is equivalent to the pressure,
we can write

G = −β−1 ln �(P, N , β). (81)

This equation connects the Gibbs free energy G to micro-
scopic interactions through the isobaric–isothermal parti-
tion function �(P, N , β).

The Gibbs free energy G is the thermodynamic charac-
teristic function for the variables N , P , and T :

dG = −S dT + V d P +
∑

l

µld Nl , (82)

where

S =
(

−∂G

∂T

)
P,N

, (83)

V =
(

∂G

∂ P

)
T,N

, (84)

and

µl =
(

∂G

∂ Nl

)
T,P,N ′

. (85)

In the above, S is the entropy, T the temperature, V
the volume, P the pressure, µl the chemical potential
of component l, and Nl the number of particles of
component l.

Making use of the above results, one can construct the
following statistical mechanical relations for the thermo-
dynamic quantities S, V , and µl :

S = kBT [∂ ln �(P, N , β)/∂T ]P,N + kB ln �(P, N , β),

(86)

V = −kBT [∂ ln �(P, N , β)/∂P]T,N , (87)

and

µl = −kBT [∂ ln �(P, N , β)/∂ Nl]T,P,N ′ . (88)
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An expression connecting the enthalpy H to micro-
scopic interactions can be obtained by differentiating
ln �(P, N , β) with respect to β:

H = −[∂ ln �(P, N , β)/∂β]P,N . (89)

Differentiating ln �(P, N , β) a second time with respect
to β gives us the following expressions for the fluctuations
in the variable (H+ PV ):

〈[(H + PV) − 〈(H + PV )〉]2〉
= 〈(H + PV )2〉 − 〈(H + PV )〉2 (90a)

= [∂2 ln �(P, N , B/∂β2]P,N (90b)

= −[∂〈(H + PV )〉/∂β]P,N . (90c)

Since the enthalpy H is equivalent to the ensemble av-
erage 〈(H+ PV )〉, these results enable us to connect the
heat capacity CP = (∂ H/∂T )P at constant pressure to the
fluctuations in the variable (H+ PV ) and microscopic
interactions through the relations

CP = kBβ2〈[(H + PV ) − 〈(H + PV )〉]2〉 (91a)

= kBβ2[∂2 ln �(P, N , β)/∂β2]P,N . (91b)

One might notice that the dimensions in Eq. (77) are
incorrect. This problem can be corrected by introducing
the scaled quantities v = V/Vs, ρv(�pN , �q N ) = Vsρ(�pN ,

�q N;V ), and �v(P, N , β) = �(P, N , β)/Vs, where Vs is
a suitable volume scale. If one reinterprets ρ(�pN , �q N ; V )
as ρv(�pN , �q N ) and V as v in Eq. (77), this equation will
be dimensionally correct. The results given by Eqs. (78),
(79), (81), (86)–(89), (90b), and (91b) will also be di-
mensionally correct when �(P, N , β) is reinterpreted as
�v(P, N , β).

2. Quantum Systems

As for classical systems, the isobaric–isothermal ensem-
ble is used to characterize the macroscopic state of a
closed, isothermal quantum system with a variable vol-
ume and fixed pressure. The semiclassical (part classical,
part quantum) density operator ρ̂ for a quantum isobaric–
isothermal ensemble is given by

ρ̂(V ) = �−1(P, N , β) exp{−β[Ĥ(V ) + PV ]}, (92)

where P is the pressure, N = {N j } the collection of par-
ticle numbers, β = 1/kBT , Ĥ(V ) the Hamiltonian, V the
volume (a classical variable), and

�(P, N , B) =
∫

dV Tr exp{−β[Ĥ(V ) + PV ]} (93)

the isobaric–isothermal partition function. The semiclas-
sical density operator ρ̂(V ) is normalized as follows:∫

dV Tr ρ̂(V ) = 1. (94)

The previously given forms for the ensemble average
of a quantum dynamical variable and the Gibbs entropy
associated with quantum ensembles must be modified
to accommodate the isobaric–isothermal ensemble. More
specifically, we write

〈Ô〉 =
∫

dV
∑

m

ρ
(
ψV

m

)
O

(
ψV

m

)
(95a)

=
∫

dV Tr ρ̂(V )Ô(V ) (95b)

and

S = −kB

∫
dV Tr ρ̂(V ) ln ρ̂(V ) (96a)

= −kB

∫
dV

∑
m

ρ
(
ψV

m

)
ln ρ

(
ψV

m

)
, (96b)

where

O
(
ψV

m

) = 〈
ψV

m

∣∣Ô(V )
∣∣ψV

m

〉
(97)

and

ρ
(
ψV

m

) = 〈
ψV

m

∣∣ρ̂(V )
∣∣ψV

m

〉
(98a)

= �−1(P, N , β) exp
[−β

(
E V

m + PV
)]

, (98b)

with

�(P, N , β) =
∫

dV
∑

l

exp
[−β

(
E V

l + PV
)]

. (99)

It should be noted that both the eigenstates {|ψV
m 〉} and

eigenvalues {E V
m } of the Hamiltonian H(V ) are paramet-

rically dependent on the system volume V .
The Gibbs entropy of the quantum isobaric–isothermal

ensemble can be written

S = kBβ〈Ĥ〉 + kBβP〈V 〉 + kB ln �(P, N , β), (100)

where 〈Ĥ〉 and 〈V 〉, respectively, are the average en-
ergy and average volume. This result is identical in form
to the Gibbs entropy for a classical isobaric–isothermal
ensemble, except the ensemble averages and partition
function are to be computed using quantum mechanics
rather than classical mechanics. As with the isobaric–
isothermal probability density ρ for classical systems, the
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isobaric–isothermal semiclassical density operator ρ̂(V )
for quantum systems represents the distribution of
maximum Gibbs entropy consistent with the given average
energy 〈Ĥ〉 and average volume 〈V 〉.

In view of the formal identity of the expressions for
the Gibbs entropy of quantum and classical isobaric–
isothermal ensembles, all the previously made formal
connections between the thermodynamics and the statis-
tical mechanics of closed, isothermal classical systems
with variable volume and fixed pressure also apply to
closed, isothermal quantum systems with variable vol-
ume and fixed pressure. [See Eqs. (86)–(91b).] One need
only replace the classical ensemble averages by quantum
ensemble averages and reinterpret the classical isobaric–
isothermal partition function as a quantum isobaric–
isothermal partition function.

It should be noted that Eqs. (96a) and (96b) suffer
from the same dimensionality problem as Eq. (77) for
the case of classical systems. Similar to the classical case,
this problem can be corrected by introducing the scaled
quantities v = V/Vs, ρ̂v = Vs ρ̂(V ), and �v(P, N , β) =
�(P, N , β)/Vs, where Vs is a suitable volume scale. If
one reinterprets ρ̂(V ) as ρ̂v and V as v in Eqs. (96a) and
(96b), these equations will be dimensionally correct. The
result given by Eq. (100) will also be dimensionally cor-
rect when �(P, N , β) is reinterpreted as �v(P, N , β).

D. Grand Canonical Ensemble

1. Classical Systems

Thus far, our discussion of ensembles has been limited to
closed systems, i.e., systems for which the number of par-
ticles N is fixed. Now we consider an open system, i.e., a
system that can exchange particles with its surroundings.
The volume V of the system is fixed and the temperature
is maintained at the temperature T by keeping the system
in thermal contact with a large heat bath (at the temper-
ature T ) with which it is able to exchange both energy
and particles. Such a system is called an open, isothermal
system. Its macroscopic state is called a grand canonical
ensemble.

The probability density ρ for a classical grand canonical
ensemble is given by

ρ( �pN , �q N ) = �−1(V, β, µ) exp

{
−β

[
H( �pN , �q N )

−
∑

l

µl Nl

]}
, (101)

where β and µ = {µl} are parameters to be determined
and

�(V, β, µ) =
∑

N

∫
d6N � exp

{
−β

[
H( �pN , �q N )

−
∑

l

µl Nl

]}
(102)

is the grand canonical partition function. The probability
density ρ( �pN , �q N ) is normalized as follows:

∑
N

∫
d6N � ρ( �pN , �q N ) = 1. (103)

In the above, the summation over N is intended to rep-
resent a summation over all of the particle numbers
N = {N j }. We have used a single summation index N to
simplify the notation. Hereafter, this notation should be
understood.

The previously given forms for the ensemble average
of a classical dynamical variable and the Gibbs entropy
associated with classical ensembles must be modified to
accommodate the grand canonical ensemble. More specif-
ically, we write

〈O〉 =
∑

N

∫
d6N � ρ( �pN , �q N )O( �pN , �q N ) (104)

and

S = −kB

∑
N

∫
d6N � ρ( �pN , �q N ) ln ρ( �pN , �q N ). (105)

The Gibbs entropy of the classical grand canonical
ensemble can be written

S = kBβ〈H〉 − kBβ
∑

l

µl〈Nl〉 + kB ln �(V, β, µ),

(106)

where 〈H〉 denotes the average energy and 〈Nl〉 the
average number of particles of component l. The grand
canonical distribution is the distribution of maximum
Gibbs entropy consistent with the given average energy
〈H〉 and average particle numbers {〈Nl〉}.

Equation (106) can be rearranged to read

〈H〉 + β−1 ln �(V, β, µ) = (kBβ)−1S +
∑

l

µl〈Nl〉.
(107)

This result resembles the thermodynamic relation

E + PV = T S +
∑

l

µl Nl , (108)

where E is the internal energy, P the pressure, V the vol-
ume, T the temperature, S the thermodynamic entropy, µl

the chemical potential of component l, and Nl the number
of particles of component l.
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Assuming the Gibbs entropy of the grand canonical en-
semble is equivalent to the thermodynamic entropy, the av-
erage energy 〈H〉 and average particle numbers {〈Nl〉} are
equivalent to their thermodynamic analogues, β = 1/kBT ,
and the macroscopic parameter µl in Eq. (107) is equal to
the chemical potential of component l, we can write

PV = β−1 ln �(V, β, µ). (109)

This result connects the product PV to microscopic in-
teractions through the grand canonical partition function
�(V, β, µ).

The product PV is the thermodynamic characteristic
function for the variables V, T , and µl :

d(PV ) = S dT +
∑

l

Nl dµl + P dV, (110)

where

S = [∂(PV )/∂T ]µ,V , (111)

Nl = [∂(PV )/∂µl]V,T,µ′ , (112)

and

P = [∂(PV )/∂V ]T,µ. (113)

In the above, P is the pressure, V the volume, S the en-
tropy, T the temperature, Nl the number of particles of
component l, and µl the chemical potential of component
l. The symbol µ′ is used to indicate that the chemical po-
tentials µ′ = {µ j ; j �= l} are fixed. Hereafter, this notation
should be understood.

Making use of the above results, one can construct the
following statistical mechanical relations for the thermo-
dynamic quantities S, Nl , and P:

S = kBT [∂ ln �(V, β, µ)/∂T ]V,µ + kB ln �(V, β, µ),

(114)

Nl = kBT [∂ ln �(V, β, µ)/∂µl]V,T,µ′ , (115)

and

P = kBT [∂ ln �(V, β, µ)/∂V ]µ,T (116a)

= (kBT/V ) ln �(V, β, µ). (116b)

An expression for the average number of particles
〈Nl〉 of component l can be obtained by differentiating
ln �(V, β, µ) with respect to µl :

〈Nl〉 = β−1∂ ln �(V, β, µ)/∂µl . (117)

Differentiating a second time with respect to µl yields the
following expressions for the particle number fluctutations
in the system:

〈
[Nl − 〈Nl〉]2

〉
= 〈

N 2
l

〉 − 〈Nl〉2 (118a)

= β−2
[
∂2 ln �(V, β, µ)

/
∂µ2

l

]
V,T,µ′ (118b)

= β−1(∂〈Nl〉/∂µl)V,T,µ′ . (118c)

For a single-component system, we can use these re-
sults and the thermodynamic relation N (∂µ/∂ N )V,T =
V (∂ P/∂ N )V,T to connect the isothermal compressibility
κT = −(1/V )(∂V/∂ P)N ,T to particle number fluctuations
and microscopic interactions:

κT = V

kBT

〈[N − 〈N 〉]2〉
〈N 〉2

(119a)

= V

kBT

∂2 ln �(V, β, µ)/∂µ2

[∂ ln �(V, β, µ)/∂µ]2
. (119b)

2. Quantum Systems

As for classical systems, the grand canonical ensemble
is used to characterize the macroscopic state of an open,
isothermal quantum system. The density operator ρ̂ for a
quantum grand canonical ensemble is given by

ρ̂(N̂ ) = �−1(V, β, µ) exp

{
−β

[
Ĥ(N̂ ) −

∑
l

µl N̂l

]}
,

(120)

where V is the volume, β = 1/kBT , µ = {µl} the col-
lection of chemical potentials, Ĥ(N̂ ) the Hamiltonian,
N̂ = {N̂ l} the collection of particle number operators for
the components of the system, and

�(V, β, µ) = Tr exp

{
−β

[
Ĥ(N̂ )−

∑
l

µl N̂ l

]}
(121)

the grand canonical partition function.
The eigenstates {|ψ N

k 〉} of the system Hamiltonian
Ĥ(N̂ ) will also be eigenstates of the particle number oper-
ators N̂ l when the operators Ĥ(N̂ ) and N̂ l commute. For
such cases, we write

Ĥ
(
N̂

)∣∣ψ N
k

〉 = E N
k

∣∣ψ N
k

〉
(122)

and

N̂ l

∣∣ψ N
k

〉 = Nl

∣∣ψ N
k

〉
. (123)

In the above, |ψ N
k 〉 is an N -particle state vector satisfying

the proper symmetry requirements with respect to particle
permutation and E N

k is the energy of state |ψ N
k 〉.

In general, the particle number operators N̂ l do not com-
mute with the Hamiltonian Ĥ(N̂ ) of a system. This will
be the case, for example, in multicomponent reactive sys-
tems. For such cases, the Hamiltonian contains interaction
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terms that give rise to the transformation of one set of par-
ticles into another set of particles. Hereafter, we shall not
consider such complications and restrict our considera-
tions to nonreactive systems.

The previously given forms for the ensemble average
of a quantum dynamical variable and the Gibbs entropy
associated with quantum ensembles must be modified to
accommodate the grand canonical ensemble. More specif-
ically, we write

〈Ô〉 =
∑

N

Tr ρ̂(N )Ô(N ) (124a)

=
∑

N

∑
k

P
(
ψ N

k

)
O

(
ψ N

k

)
(124b)

and

S = −kB

∑
N

Tr ρ̂(N ) ln ρ̂(N ) (125a)

= −kB

∑
N

∑
k

P
(
ψ N

k

)
ln P

(
ψ N

k

)
, (125b)

where

O
(
ψ N

k

) = 〈
ψ N

k

∣∣Ô(N̂ )
∣∣ψ N

k

〉
. (126)

In the above,

P
(
ψ N

k

) = �−1(V, β, µ) exp

[
−β

(
E N

k −
∑

l

µl Nl

)]

(127)

is the probability of finding the system in the N -particle
state |ψ N

k 〉, where

�(V, β, µ) =
∑

N

∑
k

exp

[
−β

(
E N

k −
∑

l

µl Nl

)]
.

(128)

The Gibbs entropy of the quantum grand canonical en-
semble can be written

S = kBβ〈Ĥ〉 − kBβ
∑

l

µl〈N̂ l〉 + kB ln �(V, β, µ),

(129)

where 〈Ĥ〉 denotes the average energy and 〈N̂ l〉 the av-
erage number of particles of component l. This result
is identical in form to the Gibbs entropy for a classical
grand canonical ensemble, except the ensemble averages
and partition function are to be computed using quantum
mechanics rather than classical mechanics. As with the
grand canonical probability density ρ for classical sys-
tems, the grand canonical density operator ρ̂ for quantum
systems represents the distribution of maximum Gibbs
entropy consistent with the given average energy 〈Ĥ〉 and
average particle numbers {〈N̂ l〉}.

In view of the formal identity of the expressions for
the Gibbs entropy of quantum and classical grand canon-
ical ensembles, all of the previously made formal con-
nections between the thermodynamics and the statistical
mechanics of open, isothermal classical systems also ap-
ply to open, isothermal quantum systems. [See Eqs. (114)–
(119b).] One need only replace the classical ensemble av-
erages by quantum ensemble averages and reinterpret the
classical grand canonical partition function as a quantum
grand canonical partition function.

E. On the Equivalence of Gibbsian Ensembles

The Gibbsian ensembles discussed earlier were defined by
specifying certain physical conditions. For example, the
canonical ensemble is defined by keeping the system in
thermal contact with a large heat bath at some temperature
and fixing the particle numbers and volume. From a theo-
retical point of view, the results for the various Gibbsian
ensembles hold only for the conditions under which the
Gibbsian ensembles are defined. Nonetheless, in actual
applications of statistical mechanics, investigators often
choose a Gibbsian ensemble on the basis of mathemati-
cal convenience rather than on the basis of the physical
conditions under which a system is found.

The replacing of one ensemble by another is often ra-
tionalized by appealing to scaling arguments that lead to
the conclusion that the size of the fluctuations in the var-
ious ensembles is vanishingly small. Of course, there are
cases for which the fluctuations may not be small, for ex-
ample, when two phases coexist and when a critical point
is realized. In order to rigorously establish the thermody-
namic equivalence of the Gibbsian ensembles, one must
demonstrate that the ensembles give the same results for
all physically relevant quantities.

III. INFORMATION THEORY AND
STATISTICAL MECHANICS

A. Isomorphism between Information
Theory and Statistical Mechanics

Consider a system that can be described in terms of a
set of events. We say that an event occurs when some
variable(s) used to characterize the event assumes some
value(s). Generally, we lack sufficient information to spec-
ify the exact probability distribution of events. Rather, we
possess only a limited amount of information, such as
the average value(s) of the variable(s) characterizing the
events. Nonetheless, it is desirable to make use of our lim-
ited information to make educated guesses about the prob-
ability of an event and to make estimates of the properties
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of our system. This is the basic problem confronting us in
statistical mechanics.

The problem of determining the probability distribution
of events requires us to find a least-bias distribution that
agrees with the given information about a system. The res-
olution of this problem underwent a great advance with the
advent of Shannon’s information theory. Shannon showed
that there exists a unique measure of the statistical uncer-
tainty in a discrete probability distribution {P( j)}, which
is in agreement with the intuitive notion that a broad dis-
tribution represents more uncertainty than a narrow dis-
tribution. This measure is called the missing information,
which is defined by

I = −c
∑

j

P( j) ln P( j), (130)

where c is a positive constant. The missing information
I is nonnegative and additive for independent sources of
uncertainty.

The additivity property of the missing information
I can be illustrated by considering a distribution
{P12( j, k)} of joint probabilities P12( j, k) of the form
P12( j, k) = P1( j)P2(k), where {P1( j)} and {P2(k)} are
uncorrelated probability distributions. The missing
information

I = −c
∑

j,k

P12( j, k) ln P12( j, k) (131)

for the distribution {P12( j, k)} can be expressed as

I = I1 + I2, (132)

where

I1 = −c
∑

j

P1( j) ln P1( j) (133)

and

I2 = −c
∑

k

P2(k) ln P2(k). (134)

Equation (132) expresses the additivity property of the
missing information for two independent sources of un-
certainty.

The generalization of the expression given by Eq. (130)
for the missing information I to include continuous dis-
tributions can be accomplished by treating the continuous
problem as a limiting case of the discrete problem. For a
continuous distribution of events, we write

I = −c
∫

dx ρ(x) ln ρ(x), (135)

where ρ(x) is a normalized probability density. As for dis-
crete distributions, the missing information is nonnegative
and additive for independent sources of uncertainty.

In information theory, one chooses the probability dis-
tribution on the basis of the available information and

requires the distribution to possess a maximum in the
missing information. This is the only unbiased distribu-
tion that we can postulate. The use of any other distribu-
tion would be equivalent to making arbitrary assumptions
about unavailable information. The actual construction
of information-theoretic distributions is accomplished by
treating the linearly independent pieces of known infor-
mation as constraints and utilizing the method of Lagrange
undetermined multipliers.

Information-theoretic distributions constructed in the
above-described manner are identical in form to the distri-
butions for the various quantum and classical Gibbsian en-
sembles discussed earlier. This can be traced to the formal
equivalence of the missing information I and the Gibbs
entropy S. As with information-theoretic distributions, the
Gibbsian distributions are maximum entropy distributions
consistent with the information defining the macroscopic
state of a system.

The above-described isomorphism between informa-
tion theory and statistical mechanics has suggested to a
number of investigators that statistical mechanics should
be reinterpreted in such a way that information theory
can be used to justify its formal structure. This point of
view was pioneered by Jaynes. Within the context of the
information-theoretic approach to statistical mechanics,
entropy and entropy maximization are fundamental con-
cepts. The information-theoretic approach to statistical
mechanics not only leads to significant conceptual and
mathematical simplification of the subject, but also frees
us from such hypotheses as ergodicity and equal a priori
probabilities. In addition, it provides a clear path for the
formal development of statistical mechanics and thermo-
dynamics without requiring us to appeal to phenomeno-
logical equations in order to render the statistical mechan-
ical formalism meaningful.

B. Maximum Entropy Principle

1. Classical Version

If we interpret Gibbs entropy in the same spirit as the miss-
ing information of information theory, it can be viewed as
a measure of statistical uncertainty. Adopting this point
of view, it seems natural to treat the following princi-
ple as a basic postulate of classical equilibrium statistical
mechanics.

Maximum entropy principle (classical version).
The probability densityρ used to describe the macroscopic
state of a system must represent all available information
and correspond to the maximum entropy S distribution
consistent with this information, where

S = −kB Tr ρ ln ρ. (136)
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In the above, we have used the symbol Tr to indicate a clas-
sical trace, i.e., a sum over all accessible classical states.
This sum includes an integration over the accessible phase
space, and any other integrations and/or summations over
classical variables required to define the macroscopic state
of the system.

The implementation of the maximum entropy principle
can be illustrated by considering a system for which we
possess information about the average values {〈O j 〉; j =
0, . . . , n} of some set of observables, where

〈O j 〉 = Tr ρO j . (137)

The classical variable O0 = 1. Thus, 〈O0〉 = 1 is a state-
ment of the requirement that ρ be normalized to unity.

According to the maximum entropy principle, the
probability density ρ describing the macroscopic state
of our system must represent all available information,
{〈O j 〉; j = 0, . . . , n}, and correspond to a maximum in
Gibbs entropy S. The actual construction of ρ can be ac-
complished by adopting a procedure due to Lagrange that
allows one to change a constrained extremum problem
into an unconstrained extremum problem.

Adopting the method of Lagrange, we seek an uncon-
strained extremum of the auxilary function L, called the
Lagrangian, which is defined by

L = S + kB(� + 1)〈1〉 − kB

n∑
j=1

� j 〈O j 〉, (138)

where −kB(� + 1) and {kB� j ; j = 1, . . . , n} are
Lagrange multipliers.

The variation δL in the Lagrangian L due to the varia-
tion δρ in the probability density ρ is given by

δL = −kB Tr δρ

(
ln ρ − � +

n∑
j=1

� j O j

)
. (139)

Since we seek an unconstrained extremum of L, the vari-
ation δL in L must vanish for arbitrary variations δρ in ρ.
It follows that

ρ = exp

(
� −

n∑
j=1

� j O j

)
. (140)

The probability density ρ is expressed in terms of the
Lagrange parameters � and {� j ; j = 1, . . . , n}. These
quantities can be determined from the constraints, i.e.,
Eq. (137) for j = 0, . . . , n.

Imposing the normalization constraint 〈O0〉 = 1, we
obtain

� = −ln Z , (141)

where

Z = Tr exp

(
−

n∑
j=1

� j O j

)
. (142)

The quantity Z can be regarded as a generalized partition
function.

The remaining Lagrange parameters {� j ; j = 1, . . . , n}
can be determined by solving the set of equations

〈O j 〉 = Tr exp

(
� −

n∑
k=1

�k Ok

)
O j (143)

or

〈O j 〉 = ∂�/∂� j , (144)

for j = 1, . . . , n, with � expressed in terms of {� j ; j =
1, . . . , n} by Eqs. (141) and (142).

The equations for the Lagrange parameters can be cast
in the form

− ∂ F

∂� j
= 〈O j 〉 (145)

for j = 0, . . . , n, where 〈O0〉 = 1, �0 = −�, and

F = Tr exp

(
−

n∑
k=0

�k Ok

)
(146)

is an implicit function of {�k ; k = 0, . . . , n}.
A necessary condition for Eq. (145) to be solvable for

the� j with arbitrary 〈O j 〉 and a sufficient condition for the
solution to be unique is that the matrix with the elements

∂2 F

∂� j∂�k
= 〈O j Ok〉 (147)

be regular. This requires the pieces of information {〈O j 〉;
j = 0, . . . , n} to be linearly independent. Assuming that
this is indeed the case, the probability density ρ is unique.

The entropy S of the distribution ρ can be written

S = −kB� + kB

n∑
j=1

� j 〈O j 〉. (148)

One can readily verify that ρ does indeed represent the
maximum entropy distribution consistent with the avail-
able information {〈O j 〉; j = 0, . . . , n}.

From the above discussion, it should be clear that all of
the classical probability densities for the various Gibbsian
ensembles discussed earlier can be constructed by start-
ing with the maximum entropy principle and making use
of the information defining the macroscopic state of the
system.
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2. Quantum Version

The quantum version of the maximum entropy principle
can be stated as follows.

Maximum entropy principle (quantum version).
The density operator ρ̂ used to describe the macroscopic
state of a system must represent all available information
and correspond to the maximum entropy S density opera-
tor consistent with this information, where the entropy S
is defined by

S = −kB Tr ρ̂ ln ρ̂. (149)

If classical variables are also required to specify the macro-
scopic state of the system, the trace includes the rele-
vant integrations and/or summations over the classical
variables.

The implementation of the quantum version of the max-
imum entropy principle can be accomplished in a fashion
similar to the implementation of the classical version of
this principle. Of course, one must be careful to account
for the possible noncommutativity of the relevant quantum
operators.

For a quantum system, our information is the set of aver-
ages {〈Ô j 〉; j = 0, . . . , n}, where the operators {Ô j } are
assumed to be Hermitian. Making use of this information
and the method of Lagrange, we obtain

ρ̂ = exp

(
� Î−

n∑
j=1

� j Ô j

)
, (150)

where

� = − ln Z , (151)

with

Z = Tr exp

(
−

n∑
j=1

� j Ô j

)
. (152)

Similar to the classical case, one can demonstrate that the
density operator ρ̂ is unique provided the pieces of in-
formation {〈Ô j 〉; j = 0, . . . , n} are linearly independent.
Also, one can readily verify that ρ̂ does indeed represent
the maximum entropy density operator consistent with the
information defining the macroscopic state of the system.

The entropy S of the macroscopic state described by ρ̂

can be written

S = −kB� + kB

n∑
j=1

� j 〈Ô j 〉. (153)

As expected, this result is identical in form to the classical
result.

Of course, we require ρ̂ to be a Hermitian operator
with nonnegative eigenvalues. Since the operators {Ô j }

are assumed to be Hermitian, the Hermiticity requirement
of ρ̂ will be satisfied provided the Lagrange parameters
{� j ; j = 1, . . . , n} are real. Assuming this to be the case,
we find that the eigenvalues

P(ψ) = exp

(
� −

n∑
j=1

� j 〈Ô j 〉ψ
)

(154)

of ρ̂ are real and nonnegative.
All of the density operators for the various Gibbsian

ensembles discussed earlier can be constructed by start-
ing from the quantum version of the maximum entropy
principle and making use of the information defining the
macroscopic state of the system.

C. Statistical Mechanical Basis for
Equilibrium Thermodynamics

In the last section, we used the maximum entropy princi-
ple to construct the density operator ρ̂ characterizing the
macroscopic state of some general quantum system for
which the information {〈Ô j 〉; j = 0, . . . , n} is available.
Let us turn our attention to the relationship between the
statistical mechanics and thermodynamics of this system.

Introducing the quantity

� = −kB�, (155)

we can rewrite the expression given by Eq. (153) for the
entropy S of the macroscopic state described by ρ̂ as

S = � + kB

n∑
j=1

� j 〈Ô j 〉. (156)

As with �, the quantity � is a function of the Lagrange
parameters {� j ; j = 1, . . . , n}.

Making use of Eqs. (151), (152), and (155), one can
demonstrate that

� = kB ln Z (157)

and
∂�

∂� j
= −kB〈Ô j 〉. (158)

These equations can be combined to give

〈Ô j 〉 = −∂ ln Z

∂� j
. (159)

Substituting Eqs. (157) and (159) into Eq. (156), we obtain

S = kB ln Z − kB

n∑
j=1

� j
∂ ln Z

∂� j
. (160)

The relations given by Eqs. (157), (159), and (160) connect
the quantities �, 〈Ô j 〉, and S to microscopic interactions
through the generalized partition function Z .
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In view of Eq. (156), the differential d S can be written

d S = kB

n∑
j=1

{[
1

kB

∂�

∂� j
+ 〈Ô j 〉

]
d� j + � j d〈Ô j 〉

}
.

(161)
Making use of Eq. (158), we obtain

d S = kB

n∑
j=1

� j d〈Ô j 〉. (162)

This result reveals that the partial derivatives of the entropy
S are given by

∂S

∂〈Ô j 〉
= kB� j . (163)

Since the quantity � depends solely on the Lagrange
parameters {� j ; j = 1, . . . , n}, we can write

d� =
n∑

j=1

∂�

∂� j
d� j . (164)

In view of Eq. (158), this equation can be written

d� = −kB

n∑
j=1

〈Ô j 〉 d� j . (165)

The macroscopic state of the system can be de-
fined in terms of either the Lagrange parameters {� j ;
j = 1, . . . , n} or the averages {〈Ô j 〉; j = 1, . . . , n}. Both
sets of variables represent the same information. If the La-
grange parameters are known, the set of equations given
by (163) can be solved for the averages. If the averages are
known, the set of equations given by (158) can be solved
for the Lagrange parameters.

Interpreting the macroscopic state of the system as its
thermodynamic state, we can regard the quantity � as a
generalized thermodynamic potential. The Lagrange pa-
rameters {� j ; j = 1, . . . , n} can be thought to represent
thermodynamic parameters. We shall refer to the averages
{〈Ô j 〉; j = 1, . . . , n} as thermodynamic coordinates. As
indicated above, the thermodynamic state of the system
can be defined in terms of either the thermodynamic pa-
rameters or the thermodynamic coordinates.

One can demonstrate that the entropy S and the ther-
modynamic potential � are connected through the gener-
alized Gibbs–Helmholtz relations

S = � −
n∑

j=1

� j
∂�

∂� j
(166)

and

� = S −
n∑

j=1

〈Ô j 〉 ∂S

∂〈Ô j 〉
. (167)

These results reveal that the entropy S and thermody-
namic potential � are Legendre transforms of each other.

Moreover, we find from Eq. (167) that � is a generalized
Massieu function. Such functions play an important role
in thermodynamics.

Making use of Eqs. (158) and (163) and the equalities

∂2S

∂〈Ô j 〉∂〈Ôk〉
= ∂2S

∂〈Ôk〉∂〈Ô j 〉
(168)

and

∂2�

∂� j∂�k
= ∂2�

∂�k∂� j
, (169)

we obtain the generalized Maxwell relations

∂�k

∂〈Ô j 〉
= ∂� j

∂〈Ôk〉
(170)

and

∂〈Ôk〉
∂� j

= ∂〈Ô j 〉
∂�k

. (171)

In thermodynamics, the Maxwell relations are used to con-
nect the partial derivatives of a great diversity of thermo-
dynamic quantities.

In general, the thermodynamic state of the system de-
pends not only on the averages {〈Ô j 〉; j = 1, . . . , n}, but
also on external parameters {al ; l = 1, . . . , m} that we have
regarded as fixed. Such parameters may include volume,
intensity of an external electric or magnetic field, etc.

In thermodynamics, external parameters are assumed
to be adjustable quantities that can be varied in such a
way that the system can pass through an ordered sequence
of equilibrium states. A process of this type is called
a quasi-static or reversible process. For an infinitesimal
quasi-static process, d S vanishes.

In order to provide a more complete thermodynamic
description of our system, we must consider quasi-static
processes. It will be assumed that such processes exist,
without any theoretical justification.

Assuming the external parameters are indeed adjustable
quantities, the thermodynamic potential � = −�/kB can
be regarded as a function of both the averages {〈Ô j 〉; j =
1, . . . , n} and the external parameters {al ; l = 1, . . . , m}.
Then the differential d� is given by

d� =
n∑

j=1

∂�

∂� j
d� j +

m∑
l=1

∂�

∂al
dal . (172)

Introducing the definition

fl = −∂�

∂al
(173)

and making use of the relation

∂�

∂� j
= 〈Ô j 〉, (174)
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we obtain

d� =
n∑

j=1

〈Ô j 〉d� j −
m∑

l=1

fldal . (175)

The quantity fl can be thought to represent a generalized
force arising from the variation in the generalized coordi-
nate al .

It follows from Eq. (153) that the differential d S can be
written

d S = −kBd� + kB

n∑
j=1

[� j d〈Ô j 〉 + 〈Ô j 〉d� j ]. (176)

Substitution of Eq. (175) yields

d S = kB

n∑
j=1

� j d〈Ô j 〉 + kB

m∑
l=1

fldal . (177)

Assuming the system has undergone an infinitesimal
quasi-static process, d S must vanish. Imposing this con-
dition on Eq. (177), we obtain

n∑
j=1

� j d〈Ô j 〉 = −
m∑

l=1

fldal . (178)

This result tells us how the averages {〈Ô j 〉; j = 1, . . . , n}
adiabatically follow the external parameters {al ; l =
1, . . . , m} in a quasi-static process.

If the average energy 〈Ĥ〉 of the system is included
among the averages, 〈Ô1〉 = 〈Ĥ〉, we can recast Eq. (178)
in the form

d E = −dW, (179)

where d E = d〈Ĥ〉 is the change in the average energy and

dW = �−1
1

[
m∑

l=1

fldal +
n∑

j=2

� j d〈Ô j 〉
]

(180)

is the work done (energy expended) in changing the ex-
ternal parameters and the averages other than the average
energy. Since the energy in a quasi-static process is re-
coverable by simply changing the averages and external
parameters back to their original values, dW is often called
reversible work.

In order for us to introduce the concepts of heat
and heat transfer, we must include among the averages
{〈Ô j 〉; j = 1, . . . , n} the average energy 〈Ĥ〉 and bring the
system in thermodynamic contact with another system.
Thus, we must consider a composite system comprised
of two subsystems. The macroscopic state of the com-
posite system is defined in terms of the external param-
eters {a(α)

l ; l = 1, . . . , m(α)} and the averages {〈Ô
(α)
j 〉; j =

1, . . . , n(α)} for each of the subsystems, labeled as α = 1
and 2. The average 〈Ô

(α)
1 〉 is taken to represent the average

energy 〈Ĥ(α)〉 of subsystem α.

For the sake of simplicity, we assume that the sets
of variables {〈Ô

(α)
j 〉; j = 1, . . . , n(α)} and {a(α)

l ; l = 1, . . . ,

m(α)} are identical for both subsystems and subject to the
conservation relations

〈Ô j 〉 = 〈
Ô

(1)
j

〉 + 〈
Ô

(2)
j

〉
(181)

and

al = a(1)
l + a(2)

l , (182)

where 〈Ô j 〉 and al are fixed.
Before the two subsystems are brought into thermody-

namic contact, they are statistically independent. Conse-
quently, the values of the variables defining the macro-
scopic state of one subsystem are uncorrelated with the
values of the variables defining the macroscopic state of
the other subsystem. Thus, the entropy S of the composite
system before thermodynamic contact can be written

S = S(1) + S(2), (183)

where

S(α) = −kB�(α) + kB�
(α)
1

〈
Ĥ(α)

〉 + kB

n(α)∑
j=2

�
(α)
j

〈
Ô (α)

j

〉
(184)

is the entropy S(α) of subsystem α. The thermodynamic
potential �(α) is given by

�(α) = −ln Z (α), (185)

where

Z (α) = Tr exp

(
−�

(α)
1 Ĥ(α)−

n(α)∑
j=2

�
(α)
j Ô (α)

j

)
. (186)

Now we bring the two subsystems into thermodynamic
contact so that they can communicate via infinitesimal
transfer processes described by the differentials da(α)

l and
d〈Ô (α)

j 〉. The entropy change d S accompanying these in-
finitesimal transfer processes can be written

d S = d S(1) + d S(2), (187)

where the entropy change d S(α) associated with subsystem
α is given by

d S(α) = kB�
(α)
1

[
d E (α) + dW (α)

]
. (188)

In the above, d E (α) = d〈Ĥ(α)〉 is the change in the average
energy of subsystem α and

dW (α) = �
(α)−1

1

[
m(α)∑
l=1

f (α)
l da(α)

l +
n(α)∑
j=2

�
(α)
j d

〈
Ô (α)

j

〉]

(189)

is the work done by subsystem α in changing its external
parameters and averages.
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Making use of the conservation relations given by
Eqs. (181) and (182), we recast Eq. (187) in the following
equivalent form:

d S = kB
[
�

(1)
1 − �

(2)
1

]
d
〈
Ĥ(1)

〉
+ kB

n(1)∑
j=2

[
�

(1)
j − �

(2)
j

]
d
〈
Ô

(1)
j

〉

+ kB

m(1)∑
l=1

[
f (1)
l − f (2)

l

]
da(1)

l . (190)

If the composite system is in a state of equilibrium, the
entropy change dS must vanish. Assuming this to be the
case, we obtain

�
(1)
j = �

(2)
j (191)

and

f (1)
l = f (2)

l . (192)

These relations represent a set of conditions for equilib-
rium between subsystems 1 and 2.

It is quite possible for the composite system to be in
a state of equilibrium when some or none of the thermo-
dynamic parameters and external forces satisfy Eqs. (191)
and (192). Equilibrium states of this type are realized when
the imposed restraints prevent the occurrence of some or
all of the transfer processes described by the differentials
d〈Ô

(α)
j 〉 and da(α)

l . (If a given transfer process is forbidden,
the differential representing that transfer process must be
set equal to zero.) In view of the possibility of such re-
strictions, we conclude that equilibrium between the two
subsystems requires identical thermodynamic parameters
and identical external forces when the transfer processes
associated with these quantities are allowed by the re-
straints placed on the composite system. This is a general
thermodynamic criterion for equilibrium between the two
systems.

If the two subsystems are not in equilibrium, we say
that they are out of equilibrium or in a state of disequilib-
rium. When the composite system is out of equilibrium
the second law of thermodynamics requires the entropy
change d S associated with an infinitesimal process to be
positive. After the composite system, originally in a state
of disequilibrium, has exhausted all allowed spontaneous
transfer processes, the entropy will reach a maximum and
the conditions of equilibrium consistent with the imposed
restraints will be realized. Any further changes in the com-
posite system will be reversible and the equality d S = 0
will hold.

Assuming that the composite system has achieved a
state of equilibrium for which �

(1)
1 = �

(2)
1 = �1 (energy

transfer is allowed), we conclude from Eqs. (187) and

(188) and the condition d S = 0 that the following rela-
tion must hold for the composite system undergoing an
infinitesimal reversible process:[

d E (1) + dW (1)
] = −[

d E (2) + dW (2)
]
. (193)

If the energy increase d E (1) of subsystem 1 is not equal
to the work done dW (1) (energy expended) by this subsys-
tem, there is an energy mismatch given by

d Q(1) = d E (1) + dW (1). (194)

This energy mismatch can be accounted for by an energy
transfer d Q(1) from subsystem 2 to subsystem 1. The en-
ergy transfer d Q(1) is commonly called heat transfer.

Rearrangement of Eq. (194) gives the first law of ther-
modynamics:

d E (1) = d Q(1) − dW (1). (195)

This law tells us that the energy stored in a system dur-
ing an infinitesimal quasi-static process is the difference
between the heat flux into the system and the work per-
formed by the system.

In view of Eqs. (188) and (194), we can write the entropy
change d S(1) of subsystem 1 as

d S(1) = kB�
(1)
1 d Q(1), (196)

where kB�
(1)
1 plays the role of an integrating factor for

converting the inexact differential d Q(1) into an exact dif-
ferential d S(1). Defining the inverse of the integrating fac-
tor kB�

(1)
1 as the absolute temperature T (1), we obtain for

Eq. (196) the form

d S(1) = d Q(1)
/

T (1). (197)

As in thermodynamics, we find that a quasi-static heat
flux into a system can be associated with an increase in
the entropy of that system.

The formal development given above constitutes a com-
plete thermodynamic description of a general quantum
system. Adopting a similar development for classical sys-
tems, one finds that the final results are identical in form
to the quantum results. The only difference between the
quantum and classical results lies at the microscopic level
in the statistical mechanical expressions for the thermo-
dynamic quantities.

With the maximum entropy principle and the notion of
quasi-static processes at our disposal, we showed that the
thermodynamics of a system emerges from the statistical
mechanics of that system. Unlike conventional approaches
to equilibrium statistical mechanics, the information-
theoretic approach does not require us to appeal to the
phenomenological equations of thermodynamics in order
to render the statistical mechanical formalism meaningful.
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The application of the above-described results to the de-
velopment of the thermodynamics of the various systems
discussed in Section 2 is straightforward.

IV. LIOUVILLE DESCRIPTION
OF TIME EVOLUTION

A. Classical Systems

Consider an isolated system of N identical structureless
particles. The state of the system at time t can be defined
by specifying the phase point ��N

t = ( �pN
t , �q N

t ) in the 6N -
dimensional phase space of the system. The state of the
system ��N

t changes as the system evolves along a path
(trajectory) in phase space in accordance with Hamilton’s
equations

d �q j (t)/dt = ∂H[ �pN (t), �q N (t) ]/∂ �p j (t) (198)

and

d �p j (t)/dt = −∂H[ �pN (t), �q N (t) ]/∂ �q j (t), (199)

where �p j (t) and �q j (t), respectively, are the momen-
tum and coordinate vectors for particle j at time t, and
H[ �pN (t), �pN (t) ] is the classical Hamiltonian for the sys-
tem. The system is assumed to be conservative. Thus,
the Hamiltonian satisfies the condition H[ �pN (t),
�pN (t) ] = E , where E is the energy of the system.

In view of the gross nature of macroscopic measure-
ments, we can never specify exactly the state of a real
physical system. There will always be some statistical
uncertainty in our mesurements. So we adopt a statis-
tical description of classical systems by introducing a
time-dependent probability density ρ(�N , t), which is de-
fined in such a way that d6N � ρ(��N , t) represents the
probability at time t of finding the system in the phase
space-volume element d6N � in the neighborhood of the
phase point ��N . Since the phase points of the system
must lie in the system phase space, the probability density
ρ(��N , t) is normalized as follows:∫

d6N � ρ(��N , t) = 1. (200)

It is convenient to think of the probability density
ρ(��N , t) as describing a fluid occupying the system
phase space. Adopting this picture, we have that the 6N -
dimensional vector �̇�N represents the velocity of fluid mo-
tion and ρ(��N , t) represents the fluid density at the point
��N . The components of ��N are the collection of compo-
nents of the three-dimensional vectors �p j and �q j for each
of the particles in the system. Within the context of the
fluid picture of ρ(��N , t), the conservation of probability
can be viewed as the conservation of mass. Then ρ(��N , t)

must evolve according to a continuity equation identical
in form to the continuity equation for mass density in fluid
mechanics. Thus, we write

∂ρ(��N , t)/∂t = −�∇�N · [ �̇�N ρ(��N , t) ], (201)

where �∇�N is a 6N -dimensional gradient operator.
The components of the vector �̇�N can be determined

by using Hamilton’s equations. Computing these vector
components in this manner, we obtain �∇�N · �̇�N = 0. Thus,
the continuity equation assumes the form

∂ρ(��N , t)/∂t = −�̇�N · �∇�N ρ(��N , t). (202)

The partial derivative ∂ρ(��N , t)/∂t is the time rate of
change of the probability density ρ(��N , t) at a fixed point
in phase space. If we want the time rate of change as seen
by an observer moving along a trajectory in phase space,
it is necessary to consider the total time derivative

dρ(��N , t)/dt = ∂ρ(��N , t)/∂t + �̇�N · �∇�N ρ(��N , t).

(203)

It is evident from Eqs. (202) and (203) that the total time
derivative dρ(��N , t)/dt vanishes. Thus, the probability
density ρ(��N , t) remains constant along a given trajectory
in phase space.

Using Hamilton’s equations to compute the components
of the vector �̇�N in Eq. (202), we obtain the classical
Liouville equation

∂ρ(��N , t)/∂t = −iL(��N )ρ(��N , t), (204)

where L(��N ) is a differential operator called the
Liouville operator. The Liouville operator can be written
in the following equivalent forms:

L(��N ) = −i
[ �∇pN H( �pN , �q N ) · �∇q N

− �∇q N H( �pN , �q N ) · �∇pN

]
(205a)

= −i
N∑

l=1

[ �∇pl
H( �pN , �q N ) · �∇ql

− �∇qlH( �pN , �q N ) · �∇pl

]
(205b)

= −i
N∑

l=1

[ �pl

m
· �∇ql

+ �Fl( �q N ) · �∇pl

]
, (205c)

where

�Fl( �q N ) = −�∇ql
U ( �q N ). (206)

In the above, �∇pN and �∇q N , respectively, are 3N -
dimensional momentum and coordinate gradient opera-
tors, whereas �∇pl and �∇ql are three-dimensional gradi-
ent operators associated with particle l. The symbol m in
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Eq. (205c) denotes the mass of a given particle. The vec-
tor �Fl( �q N ), defined by Eq. (206), is the force on particle l
arising from the interaction of this particle with the other
particles in the system. In writing Eqs. (205c) and (206),
we assumed that the classical HamiltonianH( �pN , �q N ) can
be written in the form

H( �pN , �q N ) =
N∑

l=1

�pl · �pl

2m
+ U ( �q N ), (207)

where U ( �q N ) is the interaction between the particles in
the system.

The classical Liouville equation is sometimes written

∂ρ( �pN , �q N ; t)/∂t = −{H( �pN , �q N ), ρ( �pN , �q N ; t)},
(208)

where the the Poisson bracket {H( �pN , �q N ), ρ( �pN , �q N ; t)}
is defined by

{H( �pN , �q N ), ρ( �pN , �q N ; t)}
= H( �pN , �q N )�( �pN , �q N )ρ( �pN , �q N ; t), (209)

with �( �pN , �q N ) denoting the Poisson bracket operator

�( �pN , �q N ) = �∇pN · �∇q N − �∇q N · �∇pN . (210)

The arrows over the gradient operators indicate their di-
rection of operation when the Poisson bracket operator
�( �pN , �q N ) is inserted in Eq. (209).

If the initial probablity density ρ(��N , 0) is known, we
can determine the probability density ρ(��N , t) at time t
by using the formal solution

ρ(��N , t) = exp[−iL(��N )t] ρ(��N , 0) (211)

of the classical Liouville equation. The quantity
exp[−iL(��N )t] is the propagator for the probability
density.

The classical Liouville equation has the following prop-
erties: (i) The classical canonical probability density is
stationary with respect to the classical Liouville equation.
(ii) The classical Liouville operator L(��N ) is Hermitian.
(iii) The classical Liouville equation is invariant under
the time-reversal transformation t → −t, �p j → −�p j , and
�q j → �q j . (iv) The Gibbs entropy S(t) is time indepen-
dent when S(t) is determined using the formal solution
ρ(��N , t) of the classical Liouville equation.

Properties (ii)–(iv) of the classical Liouville equation
are a bit troublesome. The Hermiticity of the classical
Liouville operator L(��N ) implies that its eigenvalues are
real. Thus, ρ(��N , t) must exhibit oscillatory temporal be-
havior and appears not to decay to a unique stationary
state in the limit t → ∞. This raises the question of how
do we describe the irreversible decay of a system to a
unique equilibrium state. The time-reversal invariance of

the classical Liouville equation leads us to the conclusion
that this equation describes reversible systems with no
privileged direction in time. These problems coupled with
the time independence of the Gibbs entropy raise some
serious questions about the compatibility of the second
law of thermodynamics, the reversibility of the Liouville
equation, the use of Gibbs entropy to describe systems
out of equilibruim, and the irreversible decay of a system
to a unique equilibrium state. This compatibility prob-
lem has preoccupied researchers for many years. At this
time, there is no satisfactory solution of the compatibility
problem.

In principle, the time evolution of the classical dynam-
ical variable O(��N , t) = O[ �pN (t), �q N (t) ] can be deter-
mined by solving Hamilton’s equations with the initial
conditions �pN (0) = �pN and �q N (0) = �q N . Alternatively,
O(��N , t) can be determined by using the equation

O(��N , t) = exp[+iL(��N )t]O(��N ), (212)

where exp[+iL(��N )t] is the propagator for classical dy-
namical variables. This equation is the formal solution of
the equation of motion

d O(��N , t)/dt = iL(��N )O(��N , t). (213)

The average value 〈O(t)〉 of the classical dynamical vari-
able O(��N ) at time t can be determined by using either of
the following relations:

〈O(t)〉 =
∫

d6N � ρ(��N , 0) O(��N , t) (214a)

=
∫

d6N � ρ(��N , t)O(��N ), (214b)

where ρ(��N , t) and O(��N , t) are given by Eqs. (211) and
(212), respectively.

The solution of time evolution problems for classical
systems is facilitated by introducing a classical phase
space representation that plays a role in the description
of classical systems in a manner that is formally analo-
gous to the role played by the coordinate and momentum
representations in quantum mechanics. The state vectors
{|��N 〉} of this representation enumerate all of the acces-
sible phase points. The phase function f (��N ) is given
by f (��N ) = 〈��N | f 〉, which can be thought to represent a
component of the vector | f 〉 in the classical phase space
representation. The application of the classical Liouville
operator L(��N ) to the phase function f (��N ) is defined
by L(��N ) f (��N ) = 〈��N |L̂ | f 〉, where L̂ is an abstract op-
erator that can be associated with the Liouville operator
L(��N ). The inner product 〈A|B〉 of 〈A| and |B〉 is defined
by 〈A|B〉 = Tr A∗ B, where Tr A∗ B denotes the classi-
cal trace Tr A∗ B = ∫

d6N � A∗(�� N )B (��N ). The closure
and orthonormality relations for the classical phase space



P1: FHK/FFV P2: GLQ Final Pages

Encyclopedia of Physical Science and Technology EN015B-727 August 2, 2001 16:6

770 Statistical Mechanics

representation are given by Î = ∫
d6N �| ��N 〉〈��N | and

〈��N | ��′N 〉 = δ(��N − ��′N ), respectively.
With the classical phase space representation at our dis-

posal, we can write the equations of motion for ρ(��N , t)
and O(��N , t) as

d

dt
|ρt 〉 = −iL̂|ρt 〉 (215)

and
d

dt
|Ot 〉 = iL̂|Ot 〉. (216)

The formal solutions of these equations can be written

|ρt 〉 = exp(−iL̂t)|ρ0〉 (217)

and

|Ot 〉 = exp(+iL̂t)|O〉. (218)

The results given by Eqs. (217) and (218) enable us to
write the average value 〈O(t)〉 of the classical dynamical
variable O(��N ) as

〈O(t)〉 = 〈
O∗

t

∣∣ρ0
〉

(219a)

= 〈
O∗∣∣ρt

〉
(219b)

= 〈O∗| exp(−iL̂t)|ρ0〉, (219c)

where the asterisk indicates complex conjugation.

B. Quantum Systems

In quantum mechanics, the state of a system at time t is de-
fined by specifying a state vector |ψt 〉. The time evolution
of |ψt 〉 is governed by the Schrödinger equation

d

dt
|ψt 〉 = −

(
i

h

)
Ĥ|ψt 〉, (220)

where Ĥ is the quantum Hamiltonian for the system.
In principle, we can determine the state vector |ψt 〉 from

the initial state vector |ψ0〉 by using the formal solution

|ψt 〉 = exp

[
−

(
i

h

)
Ĥt

]
|ψ0〉 (221)

of the Schrödinger equation, where exp[−(i/h)Ĥt] is the
propagator for state vectors.

The application of Eq. (221) to the description of the
time evolution of a quantum system requires us to specify
the initial state of the system. Generally, there is some sta-
tistical indeterminancy in its initial preparation. Thus, we
adopt a statistical description that employs the density op-
erator ρ̂(0) to specify the initial state. As with equilibrium
density operators, the density operator ρ̂(0) is assumed to
have the following properties: (i) Tr ρ̂(0) = 1, (ii) ρ̂(0) is
Hermitian, and (iii) the diagonal matrix elements of ρ̂(0)

in any representation are nonnegative and represent the
probabilities of finding the system in the various states of
that representation.

Given the eigenvectors {|ψ〉} and eigenvalues {P(ψ)} of
the density operator ρ̂(0), we can determine the probability
P(α; t) of finding the system at time t in the eigenstate |α〉
of the Hermitian operator Â by using the relation

P(α; t) =
∑
ψ

P(α|ψ ; t)P(ψ). (222)

P(ψ) represents the probability of finding the system at
time t = 0 in the eigenstate |ψ〉 of ρ̂(0). The quantity
P(α | ψ ; t) = |〈α|ψt 〉|2 is a conditional probability. It rep-
resents the probability of the system making a transition
from the state |ψ〉 to the state |α〉 during the time inter-
val t when the system has been prepared in the state |ψ〉
at time t = 0. P(ψ) is due to the lack of initial informa-
tion, whereas P(α | ψ ; t) is due to the statistical nature of
quantum mechanics.

Making use of Eq. (222), we find that the probabil-
ity P(α; t) can be written as the diagonal matrix element
〈α|ρ̂(t)|α〉 of the time-dependent density operator

ρ̂(t) = exp

[
−

(
i

h

)
Ĥt

]
ρ̂(0) exp

[
+

(
i

h

)
Ĥt

]
, (223)

where

ρ̂(0) =
∑
ψ

|ψ〉P(ψ)〈ψ |. (224)

Although the ψ-representation was used to arrive at
Eq. (223), the initial density operator ρ̂(0) need not be
expressed in the ψ-representation. In actual practice, one
usually chooses a representation on the basis of mathe-
matical convenience for the problem at hand.

As indicated above, the diagonal matrix elements
ρ(α, α; t) of the density operator ρ̂(t) in the α-
representation give us the probabilities of finding the sys-
tem at time t in the various states of that representation.
The off-diagonal matrix elements ρ(α, α′; t) of ρ̂(t) pro-
vide us with information about the phase coherence be-
tween these states at time t . This interpretation of the
matrix elements of the density operator apples to any rep-
resentation for which the matrix elements of ρ̂(t) are de-
fined.

The time derivative of Eq. (223) gives us the following
equation of motion for the density operator ρ̂(t):

d

dt
ρ̂(t) = −

(
i

h

)
[Ĥ, ρ̂(t)]−. (225)

The subscript minus sign in [Ĥ, ρ̂(t)]− indicates that this
quantity is a commutator. Equation (225) is the quantum
analogue of the classical Liouville equation. Thus, we call
it the quantum Liouville equation.
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The quantum Liouville equation can be brought into a
form that more closely resembles the classical Liouville
equation by introducing the quantum Liouville operator

ˆ̂L =
(

i

h

)
ˆ̂H−, (226)

where ˆ̂H
−

is defined in such a way that

ˆ̂H− Â = [Ĥ, Â]− (227)

for any operator Â. Making use of Eqs. (226) and (227),
we rewrite Eq. (225) as

d

dt
ρ̂(t) = −i ˆ̂Lρ̂(t). (228)

The double caret in the quantities ˆ̂L and ˆ̂H
−

indicates that
they are tetradic operators, i.e., operators that require four
indices in their matrix representation. Such operators are
sometimes called superoperators.

If the initial density operator ρ̂(0) is known, the den-
sity operator ρ̂(t) at time t can be determined by using
Eq. (223). This equation is the formal solution of the ver-
sion of the quantum Liouville equation given by Eq. (225).
In view of the equivalence of Eqs. (225) and (228), we can
also write

ρ̂(t) = exp(−i ˆ̂Lt)ρ̂(0). (229)

This is the formal solution of Eq. (228). Clearly, we must
have

exp(−i ˆ̂Lt)ρ̂(0) = exp

[
−

(
i

h

)
Ĥt

]
ρ̂(0) exp

[
+

(
i

h

)
Ĥt

]
.

(230)

The basic properties of the classical Liouville equation
and the troublesome questions they raise are shared by the
quantum Liouville equation. For the quantum case, we
summarize these properties as follows: (i) The canonical
density operator is stationary with respect to the quantum
Liouville equation. (ii) The quantum Liouville operator
ˆ̂L is Hermitian. (iii) The quantum Liouville equation is

time-reversal invariant. (iv) The Gibbs entropy S(t) is time
independent when S(t) is determined using the formal
solution ρ̂(t) of the quantum Liouville equation.

Given the density operator ρ̂(t), we can determine the
average value 〈Ô(t)〉 of the quantum dynamical variable
Ô at time t by using the relation

〈Ô(t)〉 = Tr ρ̂(t)Ô. (231)

This corresponds to the Schrödinger picture of quantum
mechanics.

Alternatively, we can determine 〈Ô(t)〉 by working in
the Heisenberg picture. For this picture,

〈Ô(t)〉 = Tr ρ̂(0)Ô(t), (232)

where

Ô(t) = exp

[
+

(
i

h

)
Ĥt

]
Ô exp

[
−

(
i

h

)
Ĥt

]
. (233)

If the system is initially prepared in some state |ψ0〉, the
initial density operator ρ̂(0) is given by ρ̂(0) = |ψ0〉〈ψ0|.
For this case, Eqs. (231) and (232) reduce to the forms
usually employed in quantum mechanics, i.e.,

〈Ô(t)〉 = 〈ψt |Ô|ψt 〉 (234)

for the Schrödinger picture and

〈Ô(t)〉 = 〈ψ0|Ô(t)|ψ0〉 (235)

for the Heisenberg picture.
The time evolution of the quantum dynamical variable

Ô(t) can be generated by using Eq. (233). This result is
the formal solution of Heisenberg’s equation of motion

d

dt
Ô(t) =

(
i

h

)
[Ĥ, Ô(t)]−. (236)

Introducing the formal definition of the quantum
Liouville operator ˆ̂L, we can cast Eq. (236) in a form that
resembles the equation of motion for classical dynamical
variables. More specifically, we can write

d

dt
Ô(t) = i ˆ̂LÔ(t). (237)

In view of the formal equivalence of Eqs. (236) and (237),
Ô(t) is also given by

Ô(t) = exp(+i ˆ̂Lt) Ô. (238)

This result is the formal solution of Eq. (237).
Matrix representations of the quantum Liouville equa-

tion and Heisenberg’s equation of motion can be obtained
by sandwiching both sides of Eqs. (225) and (236) or
Eqs. (228) and (237) between the vectors 〈φ j | and |φk〉,
where |φ j 〉 and |φk〉 are members of the orthonormal basis
{|φl〉}. This procedure yields

∂

∂t
ρ( j, k; t) = −i

∑
l,m

L( jk, lm)ρ(l, m; t) (239)

and

d

dt
O( j, k; t) = i

∑
l,m

L( jk, lm)O(l, m; t), (240)
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where

ρ( j, k; t) = 〈φ j |ρ̂(t)|φk〉,
(241)

O( j, k; t) = 〈φ j |Ô(t)|φk〉,
and

L( jk, lm) =
(

i

h

)
[H( j, l)δm,k − H(m, k)δ j,l], (242)

with

H( j, l) = 〈φ j |Ĥ|φl〉. (243)

Although the above matrix representations of the quan-
tum Liouville equation and Heisenberg’s equation of mo-
tion are formally correct, the solution of time evolution
problems for quantum systems can be more readily ac-
complished by working in a representation called the
superstate representation. The basis vectors of this rep-
resentation are the superstates {|N jk〉}. These states are
associated with the operators {N̂ jk = |φ j 〉〈φk |} formed
from the basis vectors {|φ j 〉} used in the formula-
tion of Eqs. (239) and (240). The matrix element
A( j, k) = 〈φ j | Â|φk〉 of the operator Â is given by
A( j, k) = 〈N jk |A〉, which can be thought to represent a
component of the vector |A〉 in the superstate represen-
tation. We define the inner product 〈A|B〉 of 〈A| and
|B〉 by 〈A|B〉 =Tr Â

†
B̂. The matrix elements L( jk, lm)

of the quantum Liouville operator ˆ̂L are given by
L( jk, lm) = 〈N jk |L̂|Nlm〉, where L̂ is an abstract oper-
ator that can be associated with the Liouville operator ˆ̂L.

The closure and orthonormality relations for the super-
state representation are given by Î = ∑

j,k |N jk〉〈N jk | and
〈N jk |Nlm〉 = δ j,lδk,m, respectively.

With the superstate representation at our disposal, we
can rewrite the quantum Liouville equation and Heisen-
berg’s equation of motion as vector equations of motion
that are identical in form to the vector equations of motion
given by Eqs. (215) and (216) for classical systems. The
only difference between the quantum and classical vector
equations of motion is the manner in which the matrix
elements of L̂ and the components of |Ot 〉 and |ρt 〉 are de-
termined. Nonetheless, the expressions for the average of
a quantum dynamical variable differ from the correspond-
ing expressions for classical systems. [See Eqs. (219a)–
(219c).] For the quantum case, we have

〈Ô(t)〉 = 〈
O†∣∣ρt

〉
(244a)

= 〈
O†

t

∣∣ρ0
〉

(244b)

= 〈O†| exp(−L̂t)|ρ0〉, (244c)

where the dagger indicates the Hermitian conjugate.

V. PHENOMENOLOGICAL DESCRIPTIONS
OF NONEQUILIBRIUM SYSTEMS

A. Phenomenological Equations of Motion

The quantum and classical Liouville equations are rarely
used in the actual characterization of experimental data
concerning the spectral and temporal properties of real
physical systems. Instead, investigators usually adopt a
contracted description of the physical system under con-
sideration. Such a description entails the use of an equa-
tion of motion for a density operator or probability den-
sity characterizing only the relevant part of the physical
system. Much of the underlying dynamics is buried in pa-
rameters intended to describe damping arising from the
interaction between the relevant and irrelevant parts of the
system. Equations of motion endowed with these features
are often referred to as phenomenological equations.

The most commonly used phenomenological equations
are linear equations of motion that can be cast in a vec-
tor form that is identical to Eq. (215) with the operator
L̂ playing the role of an effective Liouville operator. Un-
like the Liouville equations discussed earlier, these linear
phenomenological equations possess broken time-reversal
symmetry. Moreover, the effective Liouville operator in
such equations is non-Hermitian. In view of this property,
a system can display damped oscillatory behavior, result-
ing in the decay of an initially prepared nonequilibrium
state. Often this decay is such that the system tends to
evolve toward a stationary state (usually thermal equilib-
rium) as t → ∞.

Linear equations of motion possessing the above-
described properties include a host of equations com-
monly referred to as master equations, Fokker–Planck
equations, and stochastic Liouville equations. Many of the
equations belonging to these classes of dynamical mod-
els were originally developed on the basis of intuitive ar-
guments about the nature of a physical system. For the
most part, phenomenological equations have been quite
successful in the codification of large amounts of experi-
mental data. This success has generated much theoretical
work concerned with the construction of phenomenologi-
cal equations from basic principles, thus affording us with
formal expressions that relate phenomenological parame-
ters to microscopic interactions. In Section 6, we discuss
some of the approaches that have been employed to obtain
such expressions.

Apart from constructing phenomenological equations
and formal expressions for phenomenological param-
eters, researchers have focused much attention on the
construction of new phenomenological equations, study-
ing the range of validity of known phenomenological
equations and generalizing such equations to include
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non-Markovian retardation and nonlinearities. In ad-
dition, considerable effort has been made to develop
powerful techniques that enable us to compute physically
relevant quantities without having to obtain solutions to
either global or contracted equations of motion.

In the treatment of the dynamics of N identical classical
particles executing motion in a spatially homogeneous en-
vironment with a fixed temperature T, investigators often
adopt the N -particle classical Fokker–Planck equation

∂ρ(��N , t)/∂t = [−iLS(��N ) + LFP(��N )
]
ρ(��N , t),

(245)

where

LS(��N ) = −i
N∑

j=1

[ �p j

m
· �∇q j + �̄F j ( �q N ) · �∇p j

]
(246)

and

LFP(��N ) =
N∑

j,k=1

�∇p j · ��ξ j,k · [ �pk + mkBT �∇pk ]. (247)

In the above, �̄F j ( �q N ) = −�∇q j Ū ( �q N ) denotes the mean
force experienced by particle j due to the mean poten-
tial Ū ( �q N ) obtained by averaging the total interaction
potential for the particles, including the particles in the
environment, over the equilibrium probability density of
the environment. The quantity ��ξ j,k is called the friction
tensor. The streaming operator LS(��N ) describes the re-
versible motion of N particles in an environment at ther-
mal equilibrium. Damping of the reversible motion is
brought about by the Fokker–Planck operator LFP(��N ),
which leads to the damping of the momentum degrees of
freedom. This damping is communicated to the spatial de-
grees of freedom through the coupling terms ( �pl/m) · �∇ql

and �̄Fl( �q N ) · �∇pl inLS(��N ). In essence, the momentum re-
laxation drives the relaxation of the spatial degrees of free-
dom. The solution of the Fokker–Planck equation assumes
the form of the classical equilibrium canonical probability
density as t → ∞.

On time scales that are long compared with the time
scale for momentum relaxation, it is thought that the mo-
mentum degrees of freedom are essentially in thermal
equilibrium, while the spatial degrees of freedom are sig-
nificantly out of equilibrium. For such cases, the Fokker–
Planck equation is assumed to reduce to the Smoluchowski
equation

∂ρ( �q N , t)

∂t

=
N∑

j,k=1

�∇q j · ��D jk ·
[

�∇qk − 1

kBT
�̄Fk( �q N )

]
ρ( �q N , t),

(248)

where ρ( �q N , t) is a spatial probability density and��D jk( �q N ) is called the diffusion tensor. In the infinite-
time limit t → ∞, the solution of the Smoluchowski equa-
tion assumes the form of the classical equilibrium canoni-
cal spatial probability density exp[�S, −(1/kBT )Ū ( �q N )].
The Smoluchowski and Fokker–Planck equations have
been used to describe a diversity of phenomena, including
coagulation, dynamics of colloidal systems, electrolytic
processes, chemical reactions, ion transport in biological
systems, diffusion of particles on surfaces, and sedimen-
tation.

In treating the excited-state dynamics of a collection of
atoms/molecules interacting with an environment held at
fixed temperature T , investigators often adopt a general-
ized master equation of the form

∂ρ( j, k; t)/∂t = −
∑
l,m

[iLS( jk, lm)

+ R( jk, lm)]ρ(l, m; t), (249)

where

LS( jk, lm) =
(

i

h

)
[H̄( j, l)δm,k − H̄(m, k)δ j,l]. (250)

In the above, the matrix elements H̄( j, l) = 〈φ j | ˆ̄H|φl〉
are those of a mean Hamiltonian ˆ̄H obtained by aver-
aging the Hamiltonian for the entire system, including
the environment, over the equilibrium density operator
for the environment. The matrix elements LS( jk, lm) of
the tetradic operator ˆ̂LS describe the reversible motion of
the collection of atoms/molecules in an environment at
thermal equlibrium. Damping of the reversible motion is
brought about by processes described by the matrix ele-
ments R( jk, lm) of the relaxation tetradic ˆ̂R. These matrix
elements are usually defined in such a way that the collec-
tion of atoms/molecules achieves thermal equilibrium as
t → ∞.

It is generally believed that the relaxation of the phase
coherence (dephasing) occurs on a shorter time scale than
the time scale for the decay of excited state populations.
For times much longer than the time scale for the loss
of phase coherence, the generalized master equation is
assumed to take the form of the kinetic equation

∂ρ( j, j ; t)/∂t = −ρ( j, j ; t)W ( j → )

+
∑
k �= j

ρ(k, k; t)W (k → j), (251)

where W (k → j) is a rate constant for the transition
from the state |φk〉 to the state |φ j 〉, and W ( j →) =∑

k �= j W ( j → k) is the total rate constant for transitions
out of the state |φ j 〉. The rate constants are usually re-
quired to satisfy the principle of detailed balance, i.e.,
ρeq( j, j)W ( j → k) = ρeq(k, k)W (k → j), in order for the
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excited-state populations {ρ( j, j ; t)} to decay to the equi-
librium values {ρeq( j, j)} as t → ∞.

In some dynamical models, the temporal evolutions of
the diagonal and off-diagonal matrix elements of the den-
sity operator are decoupled. For such models, the temporal
evolution of the diagonal matrix elements is generally as-
sumed to be given by Eq. (251) for all times.

B. Classical Brownian Motion Theory

Around the turn of the century researchers in the area of
Brownian motion theory were preoccupied with the ir-
regular motion exhibited by colloidal-sized particles im-
mersed in a fluid. Since then the mathematical apparatus
of Brownian theory has crept into a number of disciplines
and has been used to treat a range of problems involving
systems from the size of atoms to systems of stellar di-
mensions. For the sake of clarity, we shall not consider
such a range of problems, confining our attention to the
more traditional problem of describing a collection of N
identical classical particles executing motion in a thermal
environment.

In classical Brownian motion theory, one usually as-
sumes that the time evolution of the probability den-
sity ρ(��N , t) is governed by the Chapman–Kolmogorov
equation

ρ(��N , t + �t) =
∫

d6N �′ P(��N | ��′N ; �t)ρ(��′N , t),

(252)

where P(��N | ��′N ; �t) is the probability of the N -particle
system making a transition from the phase point ��′N to
the phase point ��N during the time interval �t. Self-
consistency requires the conditional transition probabil-
ities P(��N | ��′N ; �t) to be normalized to unity, i.e.,∫

d6N � P(��N | ��′N ; �t) = 1, and to satisfy the boundary
condition P(��N | ��′N ; �t = 0) = δ(��N − ��′N ).

The time interval �t is assumed to represent the time
scale of macroscopic measurements, i.e., the time reso-
lution of the observer. It is also assumed that �t is short
on the time scale tS characterizing the motion of the N
particles (the system) and long on the time scale tB char-
acterizing the response of the environment (the bath) to
the motion of the system and its re-equilibration. This as-
sumption requires the existence of a separation in the time
scales tS and tB for the evolution of the system and bath,
the latter being faster (tB � tS), so that tB � �t � tS .

It is convenient to introduce a rate constant W (��′N →
��N ; �t) characterizing the average rate at which the
N -particle system passes from the phase point ��′N to the
phase point ��N during the time interval �t . We define
W (��′N → ��N ; �t) by

P(�� N | ��′N ; �t) = δ(��N − ��′N ) + �t W (��′N→��N ; �t).

(253)

With this definition, we can readily convert the Chapman–
Kolmogorov equation to a phase space master equation

∂ρ(��N , t ; �t)/∂t =
∫

d6N �′W (��′N → ��; �t)ρ(��′N , t),

(254)

where ∂ρ(��N , t ; �t)/∂t is a phenomenological time der-
ivative defined by

∂ρ(��N , t ; �t)/∂t

= [ρ(��N , t + �t) − ρ(��N , t)]/�t (255a)

= �t−1
∫ t+�t

t
dt ′∂ρ(��N , t ′)/∂t ′. (255b)

The phenomenological time derivative is a coarse-
grained time derivative obtained by time averaging the
instantaneous time derivative ∂ρ(��N , t ′)/∂t ′ over the time
scale �t of macroscopic measurements. From a macro-
scopic point of view, the phenomenological time deriva-
tive can be treated as an instantaneous time derivative. In
adopting this attitude, one is mimicking the kind of time
smoothing actually done in the analysis of experiments,
which are always coarse-grained in time.

By performing a derivate moment expansion of the rate
constants appearing in the phase space master equation,
one can convert this integral equation to an equivalent
differential equation called the generalized Fokker–Planck
equation:

∂ρ(��N , t ; �t)

∂t
=

∞∑
s1=0

· · ·
∞∑

s6N =0

[
(−1)(s1+···+s6N )

s1! · · · s6N !

]
∇s1

�1
· · ·

× ∇s6N
�6N

[
K

(s1+···+s6N )
�1,...,�6N

(��N )ρ(��N , t)
]
, (256)

where the derivate moments K
(s1+···+s6N )
�1,...,�6N

(��N ) are defined
by

K
(s1+···+s6N )
�1,...,�6N

(��N) =
∫

d6N �′(�′
1 − �1)

s1 · · · (�′
6N − �6N)s6N

× W (��N → ��′N ; �t), (257)

with �l denoting a component of the 6N -dimensional vec-
tor ��N . The derivate moments characterize the distribution
of spatial and momentum transitions in phase space.



P1: FHK/FFV P2: GLQ Final Pages

Encyclopedia of Physical Science and Technology EN015B-727 August 2, 2001 16:6

Statistical Mechanics 775

If the derivate moments higher than second order are
neglected, Eq. (256) assumes the form of a so-called linear
Fokker–Planck equation:

∂ρ(��N , t ; �t)/∂t = −�∇�N · [ �K(1)
�N (��N )ρ(��N , t)

]
+ 1

2
��∇�N :

[ ��K
(2)

�N ,�N (��N )ρ(��N , t)
]
, (258)

where �∇�N is a 6N -dimensional gradient operator. The
components

K
(1)
�i

(��N ) =
∫

d6N �′(�′
i − �i )

[
P(��′N | ��N ; �t)

�t

]
(259)

of �K(1)
�N (��N ) are called “drift” coefficients and the

components

K
(2)
�i ,� j

(��N ) =
∫

d6N �′(�′
i − �i )(�

′
j − � j )

×
[

P(��′ N | ��N ; �t)

�t

]
(260)

of ��K
(2)

�N ,�N (��N ) are called “diffusion” coefficients. The ne-
glect of derivate moments higher than second order is
equivalent to assuming that the spatial and momentum
transitions are short ranged.

At this point, it is usually assumed that the average
of the classical variables over the conditional transition
probabilities, so-called stochastic averaging, is equivalent
to averaging the classical equations of motion over the
equilibrium distribution of the bath. More specifically,

K
(1)
�i

(��N ) = 〈[�i (�t) − �i (0)]〉B/�t (261)

and

K
(2)
�i ,� j

(��N ) = 〈[�i (�t) − �i (0)][� j (�t) − � j (0)]〉B/�t,

(262)

where 〈 〉B denotes averaging over the equilibrium distri-
bution of the bath.

The actual evaluation of Eqs. (261) and (262) requires
us to solve the classical equations of motion for the N par-
ticles plus bath. This many-body problem is circumvented
by introducing a stochastic description of the N -particle
motion with the bath treated as a source of thermal noise.
This is accomplished by introducing Langevin equations,
which correspond to a mean field version of Hamilton’s
equations for the N particles augmented with additional
stochastic terms intended to represent the influence of the
bath on the N -particle motion.

For the case of a single particle of mass m in a spatially
homogeneous bath, we write the Langevin equations as

d �p(t)/dt = −ξ �p(t) + �f (t) (263)

and

d �q(t)/dt = �p(t)/m. (264)

The first term on the right side of Eq. (263) is a frictional
force due to the viscous drag exerted on the particle by the
bath. The quantity �f (t) appearing in the second term is a
fluctuating force intended to represent the influence of the
collisions between the particle of interest and the particles
of the bath.

The assumption that the frictional force is proportional
to the particle’s momentum �p is motivated by Stoke’s law.
According to Stoke’s law, the frictional force on a spher-
ical particle of mass m and radius r in a medium of vis-
cosity η is −ξ �p, where ξ = 6πrη/m is called the friction
coefficient.

The force �f (t) is assumed to be a random force that
fluctuates on time scales much smaller than the time scale
characterizing the motion of the momentum �p(t). The ran-
dom nature of �f (t) is expressed by

〈 fα(t)〉B = 0, (265)

where the indexα indicates a Cartesian component of �f (t).
Since the force �f (t) is assumed to vary on a much shorter
time scale than the momentum �p(t), the time evolution of
�p(t) and �f (t) are expected to be uncorrelated, i.e., pα1 (t1)
and fα2 (t2) are independent of each other. Thus, we write〈

pα1 (t1) fα2 (t2)
〉
B = 0. (266)

In addition to the above assumptions, the force �f (t) is
assumed to be δ-correlated in time and Gaussian, i.e.,〈

fα1 (t1) fα2 (t2)
〉
B = 2mkBT ξδα1,α2δ(t1 − t2), (267)〈

fα1 (t1) fα2 (t2) · · · fα2n+1 (t2n+1)
〉
B = 0, (268)

and〈
fα1 (t1) fα2 (t2) · · · fα2n (t2n)

〉
B

=
∑

all pairs

〈
fαp (tp) fαq (tq )

〉
B

〈
fαr (tr ) fαs (ts)

〉
B

. . . , (269)

where the sum has to be taken over all of the different
ways that one can divide the 2n time points t1, . . . , t2n

into n pairs.
Note that the right side of Eq. (267) scales as the tem-

perature T of the bath. The motivation for this scaling and
endowing the force �f (t) with the above-described proper-
ties is to bias the dynamics in such a way that the average
kinetic energy of the particle [1/(2m]〈 �p(t)· �p(t)〉 decays to
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the equipartition value 3kBT/2 as t → ∞, in other words,
so that the particle of interest will come to thermal equi-
librium with the bath.

The formal solution of the Langevin equations yields

�p(t) = ψ(ξ ; t) �p(0) +
∫ t

0
dτψ(ξ ; t − τ ) �f (τ ) (270)

and

�q(t) = �q(0) +
(

1

mξ

)
�p(0)[1 − ψ(ξ ; t)]

+
(

1

mξ

) ∫ t

0
dτ [1 − ψ(ξ ; t − τ )] �f (τ ), (271)

where

ψ(ξ ; t) = exp(−ξ t). (272)

With these results and the above assumptions about the na-
ture of �f (t), we can determine the “drift” and “diffusion”
coefficients given by Eqs. (261) and (262). Before doing
this, it is instructive to make use of the above results to
explore some additional features of Langevin dynamics.

Averaging the formal solution for �p(t) given by
Eq. (270) over the initial probability density for the parti-
cle plus bath, assuming the bath is at thermal equilibrium,
we find that the average values of the Cartesian compo-
nents of the initial average momentum 〈 �p(0)〉 decay ex-
ponentially to zero with the same relaxation time τ = ξ−1.
Thus, we think of the inverse of the friction coefficient ξ

as providing a measure of the time scale for momentum
relaxation.

After the particle’s initial momentum 〈 �p(0)〉 has come
to thermal equilibrium, there will be spontaneous equi-
librium momentum fluctuations. Such fluctuations are de-
scribed by the equilibrium time correlation function

C pp(t) = 〈 �p(t) · �p(0)〉eq, (273)

where 〈 〉eq denotes averaging over the equilibrium distri-
bution for the particle plus bath. The time evolution of
the time correlation function can be determined by using
Eq. (270). The result is

C pp(t) = exp(−ξ t)C pp(0). (274)

The relaxation time τC = ξ−1 provides a measure of the
time scale for which the momentum fluctuations are cor-
related. So we call τC the correlation time.

We can also examine spontaneous equilibrium fluctua-
tions by working in the frequency domain and considering
the spectral density (Fourier–Laplace transform) of equi-
librium time correlation functions. For the case of mo-
mentum fluctuations, we write

Cpp(iω + ε) =
∫ ∞

0
dt exp[−(iω + ε)t] C pp(t) (275a)

= 3mkBT

(iω + ε) + ξ
, (275b)

where z = iω + ε lies in the right half of the complex plane.
Taking the limit ε → 0+, we find that the real part

of the spectral density C(iω) = limε→0+ C(iω + ε) is a
Lorentzian with a maximum at ω = 0 and a half-width of
2ξ . The half-width provides a measure of the correlation
time τC = ξ−1 for momentum fluctuations:

τC =
(

1

3mkBT

)
lim

z→0+
Cpp(z). (276)

The result given by Eq. (276) and the relation D =
kB T /mξ enable us to write down a formal expression for
the diffusion coefficient D:

D =
(

1

3m2

)
lim

z→0+

∫ ∞

0
dt exp(−zt)〈 �p(t) · �p(0)〉eq.

(277)

Spontaneous equilibrium fluctuations in the force �f (t)
are described by the equilibrium time correlation function

C f f (t) = 〈 �f (t) · �f (0)〉eq (278a)

= 6mkBT ξδ(t). (278b)

Such fluctuations are δ-correlated in time by assumption.
The spectral density C f f (iω + ε) of the force fluctua-

tions is given by

C f f (iω + ε) =
∫ ∞

0
dt exp[−(iω + ε)t]〈 �f (t) · �f (0)〉eq

(279a)

= 6mkBT ξ. (279b)

Since the force �f (t) is δ-correlated in time, the spectral
density C f f (iω + ε) is completely flat, i.e., frequency in-
dependent. Such a spectrum is called a white spectrum,
and its source is referred to as white noise.

It is clear from Eqs. (279a) and (279b) that the friction
coefficient ξ is given by

ξ =
(

1

6mkBT

)
lim

z→0+

∫ ∞

0
dt exp(−zt)〈 �f (t) · �f (0)〉eq.

(280)

From this result, we see that the frictional damping of the
particle’s momentum arises from spontaneous equilibrium
fluctuations in the force acting on the particle. This is
sometimes called a fluctuation–dissipation relation.

Now that we have completed our exploration of
Langevin dynamics, let us return to the use of Langevin
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dynamics to determine the “drift” and “diffusion” coef-
ficients appearing in the linear Fokker–Planck equation.
Substituting Eqs. (270) and (271) into Eqs. (261) and
(262), one can demonstrate that the following are the
only nonnegligible “drift” and “diffusion” coefficients for
time scales �t much shorter than the time scale ξ−1 for
momentum relaxation, i.e., ξ�t � 1:

K
(1)
pα

(��N ) = −ξpα, (281)

K
(1)
qα

(��N ) = pα

m
, (282)

and

K
(1)
pα,pα

(��N ) = 2mkBT ξ. (283)

For this limit, the linear Fokker–Planck equation given by
Eq. (258) assumes the form of the Fokker–Planck equation
given by Eqs. (245)–(247) for the case of a single particle
with an isotropic friction tensor and in the absence of a
force field due to other particles undergoing Brownian
motion.

If the time scale �t is much longer than the time scale
ξ−1 for momentum relaxation, all of the “drift” and “dif-
fusion” coefficients are negligible except for

K
(2)
qα,qα

(��N ) = 2kBT

mξ
. (284)

For this limit, the linear Fokker–Planck equation assumes
the form of the Smoluchowski equation given by Eq. (248)
for the case of a single particle with an isotropic diffusion
tensor and in the absence of a force field due to other
particles undergoing Brownian motion. One can also show
that the diffusion coefficient D = kBT /mξ is given by

D = lim
�t→∞

[
〈| �q(�t) − �q(0)|2〉B

6�t

]
. (285)

C. Nonequilibrium Thermodynamics
(Phenomenological Theory
of Irreversible Processes)

According to thermodynamics, the entropy change d S as-
sociated with an infinitesimal transformation of a system
is given by

d S = diS + deS, (286)

where diS is the entropy change inside the system and deS
is the entropy transfer across the boundary between the
system and its surroundings. The second law of thermo-
dynamics states that diS is positive for irreversible trans-
formations and zero for reversible transformations:

diS ≥ 0. (287)

The entropy transfer deS may be positive, negative, or
zero.

For an adiabatically insulated system (a system that
does not undergo any transfer processes with its surround-
ings), deS = 0. Then

d S ≥ 0. (288)

This is a well-known form of the second law of thermo-
dynamics.

For a closed system that can only exchange heat with
its surroundings,

deS = d Q

T
, (289)

where dQ is the heat received by the system at the absolute
temperature T . Then

d S ≥ d Q

T
. (290)

This is another well-known version of the second law of
thermodynamics. In general, Eqs. (286) and (287) imply
d S ≥ deS.

According to the second law of thermodynamics, any
spontaneous process in an isolated system out of equilib-
rium will lead to an increase in the entropy inside that
system. In spite of the general validity of the second law,
we have yet to fully understand the problem of irreversible
time evolution. Of course, Brownian motion theory does
provide some insight into the direction that might be pur-
sued in seeking answers to this problem. The most impor-
tant idea to emerge from Brownian motion theory is the
notion that dissipative or irreversible behavior arises from
spontaneous equilibrium fluctuations.

Although thermodynamics allows us to make state-
ments about the entropy change associated with the pas-
sage of a system from one constrained equilibrium state
to another, it lacks the appropriate mathematical appara-
tus for treating the irreversible time evolution of systems
out of equilibrium. Thus, the incorporation of irreversible
processes into thermodynamics is incomplete. In part, this
problem stems from the lack of any explicit reference to
time in the formalism of thermodynamics.

There have been many attempts to incorporate irre-
versible processes into thermodynamics. Early attempts
were confined to the treatment of special classes of phe-
nomena, such as thermoelectric effects. In these attempts,
the theoretical formulation of a given irreversible process
was usually done in a manner that was disjoint from the
formulation of other irreversible processes, each formu-
lation requiring different ad hoc assumptions about the
nature of a system. This lack of unity in the theory of irre-
versible processes existed until Onsager presented a unify-
ing conceptual framework for linear Markovian (without
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memory) systems. The work of Onsager and later work
done in the same spirit by Prigogine, de Groot, Mazur, and
others is usually called the phenomenological theory of ir-
reversible processes or nonequilibrium thermodynamics.
Henceforth, we shall use these labels interchangeably.

In nonequilibrium thermodynamics, one usually di-
vides systems into two distinct types, namely, discrete
composite systems and continuous systems. Discrete com-
posite systems are systems for which the time-dependent
thermodynamic properties are discontinuous across the
boundaries between the subsystems constituting the com-
posite system. Continuous systems are systems for which
thermodynamic properties vary continuously throughout.

In this section, we first discuss the basic results from
nonequilibrium thermodynamics for continuous and dis-
crete systems. Then we show that all of these results
emerge from a quantum statistical mechanical treatment
of nonequilibrium systems based on a time-dependent
version of the maximum entropy principle. It is shown
that this treatment not only includes nonequilibrium ther-
modynamics, but also provides a more general frame-
work for discussing both equilibrium and nonequilibrium
systems.

1. Continuous Systems

Consider a continuous, chemically nonreactive system
characterized by a set of local densities {ρ j (�r , t)} asso-
ciated with conserved quantities. For such a system, the
relevant local densities might include particle density, mo-
mentum density, and energy density. The time evolution of
the local densities is governed by the continuity equation

∂ρ j (�r , t)

∂t
= −�∇ · �J j (�r , t), (291)

where the current density �J j (�r , t) describes the flow as-
sociated with the local density ρ j (�r , t) at the space-time
point (�r , t).

In nonequilibrium thermodynamics, the entropy pro-
duction PS(t) = d S(t)/dt associated with the evolution of
the system is given by

PS(t) = P (i)
S (t) + P (e)

S (t). (292)

In the above, P (i)
S (t) = diS(t)/dt is the entropy produc-

tion due to irreversible processes inside the system and
P (e)

S (t) = deS(t)/dt is the entropy production due to en-
tropy flow across the boundary between the system and
its surroundings.

The contributions to Eq. (292) are given by

PS(t) =
∫
D

dV
∂ρs(�r , t)

∂t
, (293)

P (i)
S (t) =

∫
D

dVσs(�r , t) (294a)

=
∫
D

dV
dρs(�r , t)

dt
, (294b)

and

P (e)
S (t) = −

∫
S

d Sn̂ · �J s(�r , t). (295)

In the above, ρs(�r , t) is the entropy density, σs(�r , t) the
entropy source strength, and �J s(�r , t) the entropy current
density. The volume integrations in Eqs. (293) (294b) are
over the spatial domain DD occupied by the system. The
surface integration in Eq. (295) is over the boundary sur-
face SS separating the system from its surroundings. The
unit vector n̂ is normal to SS and directed outward.

The time evolution of the entropy density ρs(�r , t) is
assumed to be governed by the entropy balance equation

dρs(�r , t)

dt
= ∂ρs(�r , t)

∂t
+ �∇ · �J s(�r , t). (296)

The total time derivative dρs(�r , t)/dt is the rate at which
the entropy density is being produced. The quantities
∂ρs(�r , t)/∂t and �∇ · �J s(�r , t) represent the rates at which
the entropy density increases and decreases, respectively,
in the neighborhood of �r .

Since the thermodynamic properties vary throughout
a continuous system, the following Gibbsian relation is
assumed:

dρs(�r , t) = kB

∑
j

� j (�r , t)dρ j (�r , t), (297)

where kB� j (�r , t) is regarded as a local thermodynamic
parameter. This relation allows one to identify the local
thermodynamic parameters with the partial derivatives of
the entropy density, i.e.,

kB� j (�r , t) = ∂ρs(�r , t)

∂ρ j (�r , t)
. (298)

Adopting the above-described picture of continuous
systems, one can demonstrate that

∂ρs(�r , t)

∂t
= kB

∑
j

� j (�r , t)
∂ρ j (�r , t)

∂t
, (299)

σs(�r , t) = dρs(�r , t)

dt
(300a)

=
∑

j

�X j (�r , t) · �J j (�r , t), (300b)

and

�J s(�r , t) = kB

∑
j

� j (�r , t) �J j (�r , t), (301)
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where

�X j (�r , t) = kB �∇� j (�r , t). (302)

In nonequilibrium thermodynamics, the quantities
{ �X j (�r , t)} are viewed as thermodynamic driving forces
that give rise to the flows described by the current den-
sities { �J j (�r , t)}. For systems in equilibrium, the thermo-
dynamic parameters {kB� j (�r , t)} are spatially uniform.
Then the driving forces {X j (�r , t)} vanish. Consequently,
the current densities { �J j (�r , t)} vanish for systems in
equilibrium.

Making use of Eqs. (293)–(295) and (299)–(302), one
finds that the contributions to Eq. (292) are given by

PS(t) = kB

∑
j

∫
DD

dV� j (�r , t)
∂ρ j (�r , t)

∂t
, (303)

P (i)
S (t) =

∑
j

∫
DD

dV �X j (�r , t) · �J j (�r , t), (304)

and

P (e)
S (t) = −kB

∑
j

∫
SS

d S� j (�r , t)n̂ · �J j (�r , t). (305)

From the above, we find that the entropy production inside
the system, P (i)

S (t), is due to the internal flows described
by { �J j (�r , t)}. Also, we find that the contribution P (e)

S (t) is
due to the flows across the boundary between the system
and its surroundings.

In view of Eq. (303), the entropy production PS(t)
must vanish when the system is in a stationary state,
i.e., a state for which the local densities ρ j (�r , t) are time
independent and the current densitites �J j (�r , t) are spa-
tially uniform.

If the system is in an equilibrium stationary state (state
of equilibrium), we find from Eq. (304) that the en-
tropy production inside the system, P (i)

S (t), vanishes. Since
the total entropy production PS(t) must also vanish, we
find from Eq. (292) that there is no entropy transfer
across the boundary between the system and its surround-
ings when the system is in an equilibrium stationary
state.

For nonequilibrium stationary states, the entropy pro-
duction inside the system, P (i)

S (t), is nonvanishing. Since
the total entropy production PS(t) must vanish for a
nonequilibrium stationary state, we find from Eqs. (292),
(304), and (305) that the entropy production inside the sys-
tem is maintained by the entropy flow across the bound-
ary between the system and its surroundings. This entropy
flow can be regarded as maintaining the nonequilibrium
stationary state.

It is instructive to rewrite Eq. (292) as

d S(t) = diS(t) + deS(t), (306)

where

diS(t) =
∑

j

∫
D

dV �X j (�r , t) · �J j (�r , t) dt (307)

and

deS(t) = −kB

∑
j

∫
S

d S� j (�r , t) n̂ · �J j (�r , t) dt. (308)

In the above, diS(t) is the entropy change due to the flows
inside the system in an infinitesimal time interval dt cen-
tered about the time t . During this time interval, the en-
tropy change arising from the flows across the bound-
ary between the system and its surroundings is given
by deS(t).

For a closed system that can only exchange energy with
its surroundings, we can write

deS(t) = −
∫
S

d S

[
n̂ · �J E(�r , t)

T (�r , t)

]
dt, (309)

where �J E(�r , t) is the energy current density (heat flux) and
T (�r , t) = 1/[kB�E(�r , t)] is a spatially dependent temper-
ature, with kB�E (�r , t) denoting the thermodynamic pa-
rameter conjugate to the energy density ρE(�r , t).

If the temperature T (�r , t) on the boundary surface SS is
spatially uniform and held fixed at T , the above expression
for deS(t) assumes the usual form

deS(t) = d Q(t)

T
(310)

given in thermodynamics for the entropy change associ-
ated with the heat

d Q(t) = −
∫
S

d Sn̂ · �J E(�r , t) dt (311)

received by a closed system from its surroundings at the
absolute temperature T .

Making use of Eqs. (292), (304), and (305), we write
the rate of entropy production as

d PS(t)

dt
= d P (i)

S (t)

dt
+ d P (e)

S (t)

dt
, (312)

where

d P (i)
S (t)

dt
= dX P (i)

S (t)

dt
+ dJ P (i)

S (t)

dt
(313)

and

d P (e)
S (t)

dt
= d� P (e)

S (t)

dt
+ dJ P (e)

S (t)

dt
, (314)

with

dX P (i)
S (t)

dt
=

∑
j

∫
D

dV �J j (�r , t) · ∂ �X j (�r , t)

∂t
, (315)
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dJ P (i)
S (t)

dt
=

∑
j

∫
D

dV
∂ �J j (�r , t)

dt
· �X j (�r , t), (316)

d� P (e)
S (t)

dt
= −kB

∑
j

∫
S

d Sn̂ · �J j (�r , t)
∂� j (�r , t)

∂t
,

(317)

and

dJ P (e)
S (t)

dt
= −kB

∑
j

∫
S

d Sn̂ · ∂ �J j (�r , t)

∂t
� j (�r , t). (318)

The quantity [dX P (i)
S (t)/dt][dJ P (i)

S (t)/dt] is the rate of
entropy production inside the system due to the driving
forces �X j (�r , t) [current densities �J j (�r , t)] that change
with time. Similarly, [d� P (e)

S (t)/dt][dJ P (e)
S (t)/dt] is the

rate of entropy production due to the thermodynamic
parameters kB� j (�r , t) [current densities �J j (�r , t)] that
change with time on the boundary surface S between the
system and its surroundings.

In nonequilibrium thermodynamics, it is assumed that
the rate of entropy production inside the system due to the
time variation of the driving forces �X j (�r , t) decreases in
the course of time, i.e.,

dX P (i)
S (t)

dt
≤ 0. (319)

We shall refer to this inequality, first established by
Glansdorff and Prigogine, as the Glansdorff–Prigogine
evolution theorem.

In the description of transport processes in homogenous
systems, investigators often adopt linear phenomenologi-
cal equations of the form

�J j (�r , t) =
∑

k

L jk �Xk(�r , t). (320)

Phenomenological equations possessing this form include
Fourier’s law of heat conduction, Fick’s law of diffusion,
and Ohm’s law. Systems characterized by such equations
are said to be linear systems.

It is usually assumed that the phenomenological coef-
ficients {L jk} satisfy Onsager’s reciprocity relation

L jk = Lkj . (321)

In addition, it is assumed that the matrix L formed by
the phenomenological coefficients is positive definite, i.e.,∑

j,k � j L jk�k > 0 for any set of arbitrary scalar quanti-
ties {� j }.

Adopting the above-described model for linear systems,
one can demonstrate that

P (i)
S (t) ≥ 0 (322)

and

dX P (i)
S (t)

dt
= dJ P (i)

S (t)

dt
= 1

2

d P (i)
S (t)

dt
≤ 0. (323)

The first inequality follows from the linear phenomeno-
logical equations and the assumed character of the phe-
nomenological coefficients. The second inequality follows
from the Glansdorff–Prigogine evolution theorem.

According to Eq. (323), the enropy production P (i)
S (t)

must decrease in time and assume a minimum value when
a stationary state is reached. This result, called the theo-
rem of minimum entropy production, was established by
Glansdorff and Progogine.

In general, we can say nothing about the sign of
dJ P (i)

S (t)/dt and hence the sign of d P (i)
S (t)/dt for nonlin-

ear systems. Thus, stationary states for nonlinear systems
do not necessarily represent states of minimum entropy
production.

2. Discrete Composite Systems

Consider an adiabatically isolated composite system made
up of two subsystems. The two subsystems, designated
by α = 1 and 2, are characterized by the same set of ther-
modynamic coordinates {O (α)

j (t)}. These thermodynamic
coordinates are assumed to represent conserved quantities
such as energy and particle number. Hence, they conform
to the conservation relations

O j = O (1)
j (t) + O (2)

j (t), (324)

where O j is time independent.
In nonequilibrium thermodynamics, the entropy pro-

duction PS(t) associated with transfer processes between
subsystems 1 and 2 is written

PS(t) =
∑

j

J j (t)X j (t), (325)

where

Jj (t) = d O (1)
j (t)

dt
= −d O (2)

j (t)

dt
(326)

and

X j (t) = kB
[
�

(1)
j (t) − �

(2)
j (t)

]
, (327)

with kB�
(α)
j (t) denoting the thermodynamic parameter

conjugate to the thermodynamic coordinate O (α)
j (t).

The quantities {X j (t)}, called thermodynamic driving
forces, are said to give rise to the flows {Jj (t)} between
subsystems 1 and 2. For composite systems in equilib-
rium, �

(1)
j (t) = �

(2)
j (t). Then the driving forces {X j (t)}

vanish. Consequently, the flows {Jj (t)} vanish for com-
posite systems in equilibrium.
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The thermodynamic driving forces are assumed to be
given by

X j (t) = ∂S(t)

∂O (1)
j (t)

. (328)

This implies

d S(t) =
∑

j

X j (t) d O (1)
j (t). (329)

It follows from Eq. (325) that the rate of entropy pro-
duction can be written

d PS(t)

dt
= dX PS(t)

dt
+ dJ PS(t)

dt
, (330)

where

dX PS(t)

dt
=

∑
j

J j (t)
d X j (t)

dt
(331)

and

dJ PS(t)

dt
=

∑
j

d J j (t)

dt
X j (t). (332)

The contribution to the entropy production due to the time
variation of the driving forces {X j (t)} is assumed to con-
form to the following version of the Glansdorff–Prigogine
evolution theorem:

dX PS(t)

dt
≤ 0. (333)

In the description of transfer processes between the two
subsystems, investigators often adopt linear phenomeno-
logical equations of the form

Jj (t) =
∑

k

L jk Xk(t). (334)

Phenomenological equations possessing this form have
been used to describe thermo osmosis and thermoelectric
phenomena.

As for continuous systems, the following assumptions
are made: (i) The phenomenological coefficients satisfy
Onsager’s reciprocity relation L jk = Lkj . (ii) The matrix
L formed by the phenomenological coefficients is positive
definite.

For composite systems conforming to the above-
described requirements, one can demonstrate that

PS(t) ≥ 0 (335)

and

dX PS(t)

dt
= dJ PS(t)

dt
= 1

2

d PS(t)

dt
≤ 0. (336)

The latter relation implies that linear composite systems
satisfy the theorem of minimum entropy production.

3. Onsager’s Linear Phenomenological Theory

As indicated earlier, linear nonequilibrium thermodynam-
ics is based on the following postulates: (i) A Gibbsian ex-
pression for the entropy change d S(t) is valid for systems
out of equilibrium. (ii) The entropy production is given
by a bilinear form in the drives forces and flows. (iii) The
flows can be expressed as a linear combination of the driv-
ing forces. (iv) The phenomenological coefficients satisfy
Onsager’s reciprocity relations.

In the proof of the reciprocity relations L jk = Lkj , On-
sager wrote the linear phenomenological equations for the
case of observables with a discrete index in the form

d O j (t + �t | O′)/dt =
∑

k

L jk∂S(O′)/∂O ′
k, (337)

where d O j (t + �t | O′)/dt is the phenomenological time
derivative

d O j (t + �t | O′)/dt = [O j (t + �t | O′)

− O j (t | O′)]/�t, (338)

with O j (t + �t | O′) representing the average value of the
observable O j at time t + �t given that the set of observ-
ables O possess the values O′ at time t .

To proceed further, Onsager did not take the Gibbsian
path. Instead, he adopted Boltzmann’s definition of en-
tropy and Einstein’s theory of fluctuations. Nonetheless,
Onsager was led to the following expression for the phe-
nomenological coefficient L jk :

L jk = −
(

1

kB�t

)
[O j (t + �t)Ok(t) − O j (t)Ok(t)],

(339)

where the quantity O j (t + �t)Ok(t) is an averaged quan-
tity intended to represent the correlation between the
events O j (t + �t) and Ok(t). In defining the average
O j (t + �t)Ok(t), Onsager made an assumption reminis-
cent of a basic assumption made in Brownian motion the-
ory. More specifically, Onsager assumed that stochastic
averaging is equivalent to ensemble averaging. Making
use of this assumption and arguments based on the time-
reversal invariance of the microscopic equations of mo-
tion, Onsager concluded that Eq. (339) implies L jk = Lkj .

D. Statistical Mechanical Basis for
Nonequilibrium Thermodynamics

Consider some arbitrary quantum mechanical system out
of equilibrium. Assuming the validity of the Gibbsian def-
inition of entropy, we obtain for the entropy S(t) of the
system at time t

S(t) = −kBTr ˆ̄ρ(t) ln ˆ̄ρ(t), (340)
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where the statistical density operator ˆ̄ρ(t) describes the
macroscopic state of the system.

The macroscopic state of the system is defined by spec-
ifying the values of certain thermodynamic coordinates.
The thermodynamic coordinates may or may not depend
on position and/or time. For the sake of simplicity, we
confine our attention to systems that are characterized by
either spatially independent thermodynamic coordinates
{〈Ô j (t)〉} or spatially dependent thermodynamic coordi-
nates {〈Ô j (�r , t)〉}. In general, both types of thermody-
namic coordinates are required to specify the macroscopic
state of a system.

Independent of the nature of the thermodynamic coordi-
nates, we assume that the maximum entropy principle can
be used to construct the statistical density operator ˆ̄ρ(t).
Thus, ˆ̄ρ(t) is the maximum entropy density operator con-
sistent with the information defining the macroscopic state
of the system. As for equilibrium systems, we require the
thermodynamic coordinates to be linearly independent.

1. Spatially Independent
Thermodynamic Coordinates

Making use of the time-dependent version of the maxi-
mum entropy principle, we find that the statistical density
operator ˆ̄ρ(t) for a system characterized by the spatially in-
dependent thermodynamic coordinates {〈Ô j (t)〉} is given
by

ˆ̄ρ(t) = exp

[
�(t) Î −

∑
j

� j (t)Ô j

]
, (341)

where

�(t) = −ln Z (t), (342)

with

Z (t) = Tr exp

[
−

∑
j

� j (t)Ô j

]
. (343)

Making use of Eq. (340), we write the entropy S(t) of
the macroscopic state described by ˆ̄ρ(t) as

S(t) = −kB�(t) + kB

∑
j

� j (t)〈Ô j (t)〉. (344)

In the spirit of the statistical mechanical treatment of equi-
librium systems, we interpret �(t) and �(t) = −kB�(t) as
thermodynamic potentials and {� j (t)} as thermodynamic
parameters.

Similar to equilibrium systems, the macroscopic state
of the system can be defined in terms of either the thermo-
dynamic parameters {� j (t)} or the thermodynamic co-
ordinates {〈Ô j (t)〉}. Both sets of variables represent the

same information. If the thermodynamic parameters are
known, the set of equations

∂S(t)

∂〈Ô j (t)〉
= kB� j (t) (345)

can be solved for the averages. If the averages are known,
the set of equations

∂�(t)

∂� j (t)
= −kB〈Ô j (t)〉 (346)

can be solved for the thermodynamic parameters.
Adopting a formal development similar to the one

given in the statistical mechanical treatment of equilib-
rium systems, one finds that the basic thermodynamic re-
lations for nonequilibrium systems are identical in form
to the basic thermodynamic relations for equilibrium
systems, except that all of the thermodynamic quantities
are time dependent. For example, the entropy S(t) and
the thermodynamic potential �(t) for nonequilibrium sys-
tems are connected by the generalized Gibbs–Helmholz
relations

S(t) = �(t) −
∑

j

� j (t)
∂�(t)

∂� j (t)
(347)

and

�(t) = S(t) −
∑

j

〈Ô j (t)〉 ∂S(t)

∂〈Ô j (t)〉
. (348)

For the case of nonequilibrium systems, the generalized
Maxwell relations assume the forms

∂�k(t)

∂〈Ô j (t)〉
= ∂� j (t)

∂〈Ôk(t)〉 (349)

and

∂〈Ôk(t)〉
∂� j (t)

= ∂〈Ô j (t)〉
∂�k(t)

. (350)

In addition, we can write the differentials d S(t), d�(t),
and d�(t) as

d S(t) = kB

∑
j

� j (t) d〈Ô j (t)〉, (351)

d�(t) =
∑

j

〈Ô j (t)〉 d� j (t), (352)

and

d�(t) = −kB

∑
j

〈Ô j (t)〉 d� j (t). (353)

For the case of discrete composite systems, the result
given by Eq. (351) is equivalent to the Gibbsian form as-
sumed for the differential d S(t) of the entropy S(t) in
nonequilibrium thermodynamics. [See Eq. (329).] It fol-
lows that the thermodynamic driving forces {X j (t)} in
nonequilibrium thermodynamics are given by Eq. (328).



P1: FHK/FFV P2: GLQ Final Pages

Encyclopedia of Physical Science and Technology EN015B-727 August 2, 2001 16:6

Statistical Mechanics 783

The time dependence of the entropy S(t) is due to its de-
pendence on thermodynamic coordinates {〈Ô j (t)〉}. Mak-
ing use of this observation and Eq. (345), we find that the
entropy production PS(t) is given by

PS(t) = kB

∑
j

� j (t)
d〈Ô j (t)〉

dt
. (354)

For the case of discrete composite systems, this equa-
tion is equivalent to the bilinear form assumed for the
entropy production in nonequilibrium thermodynamics.
[See Eq. (325).]

Making use of Eq. (354), we write the rate of entropy
production as

d PS(t)

dt
= d� PS(t)

dt
+ dȯ PS(t)

dt
, (355)

where

d� PS(t)

dt
= kB

∑
j

[
d� j (t)

dt

][
d〈Ô j (t)〉

dt

]
(356)

and

dȯ PS(t)

dt
= kB

∑
j

� j (t)

[
d2〈Ô j (t)〉

dt2

]
. (357)

One can show that

∂〈Ô j (t)〉
∂�k(t)

= −χ jk(t) (358)

and

∂� j (t)

∂〈Ôk(t)〉 = −χ−1
jk (t). (359)

In the above, χ−1
jk (t) denotes a matrix element of the

inverse χ−1(t) of the matrix χ(t). The matrix elements
χ jk(t) of χ(t) are given by

χ jk(t) = 〈δt Ôkδt
ˆ̃O j 〉ρ̄(t) (360a)

= Tr ˆ̄ρ(t)δt Ôkδt
ˆ̃O j , (360b)

where

δt
ˆ̃O j = ˆ̃O j − 〈 ˆ̃O j (t)〉 (361)

and

δt Ôk = Ôk − 〈Ôk(t)〉, (362)

with

ˆ̃O j =
∫ 1

0
dλ ˆ̄ρ(t)λ Ô j ˆ̄ρ(t)−λ. (363)

In general, 〈 ˆ̃O j (t)〉 = 〈Ô j (t)〉.

The matrix elements χ jk(t) of χ(t) can be regarded
as generalized nonequilibrium susceptibilities. For sys-
tems in thermal equilibrium, ˆ̄ρ(t) becomes the equilib-
rium canonical density operator. Thus, the susceptibilities
χ jk(t) become equivalent to the static susceptibilities of
equilibrium statistical mechanics when the system is in
thermal equilibrium. The susceptibilities χ jk(t) describe
the correlation between the fluctuations in the thermody-
namic coordinates for nonequilibrium systems.

Making use of Eqs. (360a)–(363), one can demon-
strate that χ(t) is a real, symmetric, nonnegative-definite
matrix. By nonnegative-definite matrix, we mean that∑

j �∗
j (t)χ jk(t)�k(t) ≥ 0 for any set of complex scalar

quantities {� j (t)} or
∑

j φ j (t)χ jk(t)φk(t) ≥ 0 for any set
of real scalar quantities {φ j (t)}.

Since χ(t) is a real, symmetric, nonnegative-definite
matrix, its eigenvalues are real and nonnegative. If χ(t)
possesses a zero eigenvalue, it is singular and, conse-
quently, the inverse of χ−1(t) of χ(t) does not exist. As-
suming that χ(t) does not possess a zero eigenvalue, we
conclude that χ(t) and χ−1(t) are positive definite.

Of course, the matrix elements χ−1
jk (t) of χ−1(t) can

become very small when the fluctuations, as described by
the matrix elements χ jk(t) ofχ(t), become very large. For
such cases, the partial derivatives given by Eq. (359) can
become very small. Below, we discuss the ramifications
of this behavior in some detail.

Making use of Eqs. (358) and (359), one can demon-
strate that

d〈Ô j (t)〉
dt

= −
∑

k

χ jk(t)

[
d�k(t)

dt

]
(364)

and

d� j (t)

dt
= −

∑
k

χ−1
jk (t)

[
d〈Ôk(t)〉

dt

]
. (365)

With these equations at our disposal, we can rewrite
Eq. (356) as

d� PS(t)

dt
= −kB

∑
j,k

[
d〈Ô j (t)〉

dt

]
χ−1

jk (t)

[
d〈Ôk(t)〉

dt

]

(366a)

= −kB

∑
j,k

[
d� j (t)

dt

]
χ jk(t)

[
d�k(t)

dt

]
.

(366b)

Since χ(t) and χ−1(t) are positive definite, these relations
imply

d� PS(t)

dt
≤ 0. (367)
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For the case of discrete composite systems, this inequal-
ity becomes equivalent to the inequality embodying the
Prigogine–Glansdorff evolution theorem in nonequilib-
rium thermodynamics. [See Eq. (333).] The above gener-
alization of the Prigogine–Glansdorff evolution theorem
applies independent of the nature of the physical system.

Thus far, we have established that the following results
from nonequilibrium thermodynamics emerge from
the statistical mechanical treatment of nonequilibrium
systems when the system can be regarded as a discrete
composite system: (i) The entropy change d S(t) arising
from transfer processes is given by d S(t) =∑

j X j (t) d〈Ô
(1)
j (t)〉. Consequently, the driving forces can

be identified as X j (t) = ∂S(t)/∂〈Ô (1)
j (t)〉. (ii) The entropy

production PS(t) is given by the bilinear form PS(t) =∑
j X j (t)Jj (t). (iii) The evolution of the system is such

that the inequality dX PS(t)/dt ≤ 0 is satisfied.
Let us further explore the consequences of the statistical

mechanical treatment of discrete composite systems. For
such systems, it is convenient to rewrite Eq. (364) as


d
〈
Ô(1)(t)

〉
dt

d
〈
Ô(2)(t)

〉
dt


 = −

[
χ(11)(t) χ(12)(t)

χ(21)(t) χ(22)(t)

] 


dΛ(1)(t)

dt
dΛ(2)(t)

dt


 .

(368)

In the above, we have partitioned the susceptibilty matrix
χ(t) into four blocks. The elements of block χ(αα′)(t) are
given by

χ
(αα′)
jk = 〈

δt Ô
(α′)
k δt

ˆ̃O j
(α)

〉
ρ̄(t). (369)

By construction, ˆ̄ρ(t) = ˆ̄ρ(1)(t) ˆ̄ρ(2)(t), [ ˆ̄ρ(1)(t), ˆ̄ρ(2)(t)]−
= 0̂, and [Ô

(1)
j , Ô

(2)
j ]− = 0̂, where 0̂ is the null operator.

Making use of these relations and Eq. (369), one finds
that χ

(12)
jk (t) = χ

(21)
jk (t) = 0. This result expresses the lack

of correlation between fluctuations in subsystems 1 and 2.
Obviously, the blocks χ(12)(t) and χ(21)(t) of the suscep-
tiblity matrix χ(t) are null.

One can demonstrate that the nonnull blocks χ(11)(t)
and χ(22)(t) of χ(t) are endowed with the same character
as χ(t). More specifically, χ(11)(t) and χ(22)(t) are real,
symmetric, positive-definite matrices provided they do not
possess a zero eigenvalue.

From the above considerations, it is evident that the
contributions d� PS(t)/dt and dȮ PS(t)/dt to the rate of
entropy production dPS(t)/dt for the case of discrete com-
posite systems can be written as

d� PS(t)

dt
=

2∑
α=1

d�(α) P (α)
S (t)

dt
(370)

and

dȮ PS(t)

dt
=

2∑
α=1

dȮ (α) P (α)
S (t)

dt
, (371)

where

d�(α) P (α)
S (t)

dt
= kB

∑
j

[
d�

(α)
j (t)

dt

][
d
〈
Ô (α)

j (t)
〉

dt

]
(372)

and

dȮ
(α) P (α)

S (t)

dt
= kB

∑
j

�
(α)
j (t)

[
d2

〈
Ô (α)

j (t)
〉

dt2

]
, (373)

with

d
〈
Ô (α)

j (t)
〉

dt
= −

∑
k

χ
(αα)
jk (t)

[
d�

(α)
k (t)

dt

]
(374)

and

d�
(α)
j (t)

dt
= −

∑
k

χ
(αα)−1

jk (t)

[
d
〈
Ô (α)

k (t)
〉

dt

]
. (375)

In view of Eqs. (372), (374), and (375), we can write

d�(α) P (α)
S (t)

dt

= −kB

∑
j,k

[
d
〈
Ô

(α)
j (t)

〉
dt

]
χ

(αα)−1

jk (t)

[
d
〈
Ô

(α)
k (t)

〉
dt

]

(376a)

= −kB

∑
j,k

[
d�

(α)
j (t)

dt

]
χ

(αα)
jk (t)

[
d�

(α)
k (t)

dt

]
. (376b)

Since χ(αα)(t) and χ(αα)−1
(t) are positive definite, these

relations imply

d�(α) P (α)
S (t)

dt
≤ 0. (377)

This result reveals that the general evolution theorem given
by Eq. (367) applies to both the composite system and its
subsystems.

Let us turn our attention to fluctuations about a nonequi-
librium state for our general quantum system. For suffi-
ciently small fluctuations δ〈Ô j (t)〉 = 〈Ô j (t)〉F − 〈Ô j (t)〉
about the nonequilibrium state ˆ̄ρ(t) with the entropy S(t),
we can write the entropy SF (t) of the macroscopic state
with the values {〈Ô j (t)〉F } for the thermodynamic coor-
dinates as
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SF (t) = S(t) + δS(t) + 1

2
δ2S(t) + · · · , (378)

where the first and second variations in the entropy are
given by

δS(t) =
∑

j

[
∂S(t)

∂〈Ô j (t)〉

]
δ〈Ô j (t)〉 (379)

and

δ2S(t) =
∑

j,k

[
∂2S(t)

∂〈Ô j (t)〉 ∂〈Ôk(t)〉δ
]
δ〈Ô j (t)〉δ〈Ôk(t)〉.

(380)

Making use of Eqs. (345) and (359), we rewrite
Eqs. (379) and (380) as

δS(t) = kB

∑
j

� j (t)δ〈Ô j (t)〉 (381)

and

δ2S(t) = kB

∑
j,k

δ〈Ô j (t)〉
[

∂� j (t)

∂〈Ôk(t)〉

]
δ〈Ôk(t)〉 (382a)

= −kB

∑
j,k

δ〈Ô j (t)〉 χ−1
jk (t)δ〈Ôk(t)〉. (382b)

Since χ−1(t) is positive definite, we conclude from
Eq. (382b) that the inequality

δ2S(t) < 0 (383)

holds for nonvanishing fluctuations. Then

kB

∑
j,k

δ〈Ô j (t)〉
[

∂� j (t)

∂〈Ôk(t)〉

]
δ〈Ôk(t)〉 < 0 (384)

or

−kB

∑
j,k

δ〈Ô j (t)〉 χ−1
jk (t) δ〈Ôk(t)〉 < 0. (385)

For the case of a closed homogeneous nonequilibrium
system undergoing chemical reaction at a uniform temper-
ature, the inequality (384) assumes the form of the stability
condition

∑
j,k

δξ j (t)

[
∂ A j (t)

∂ξk(t)

]
δξk(t) < 0 (386)

postulated by Prigogine in nonequilibrium thermodynam-
ics for chemically reactive systems. In the above, ξ j (t) de-
notes the progress variable for reaction j with the chemical
affinity A j (t).

For discrete composite systems, we can write

S(t) =
2∑

α=1

S(α)(t), (387)

δS(t) =
2∑

α=1

δS(α)(t), (388)

and

δ2S(t) =
2∑

α=1

δ2S(α)(t), (389)

where

S(α)(t) = −kB�(α)(t) + kB

∑
j

�
(α)
j (t)

〈
Ô

(α)
j (t)

〉
, (390)

δS(α)(t) = kB

∑
j

�
(α)
j δ

〈
Ô (α)

j (t)
〉
, (391)

and

δ2S(α)(t) = kB

∑
j,k

δ
〈
Ô

(α)
j (t)

〉 
 ∂�

(α)
j (t)

∂
〈
Ô

(α)
k (t)

〉

 δ

〈
Ô

(α)
k (t)

〉
(392a)

= −kB

∑
j,k

δ
〈
Ô

(α)
j (t)

〉
χ

(αα)−1

jk (t) δ
〈
Ô

(α)
k (t)

〉
. (392b)

Thus,

SF (t) =
2∑

α=1

S(α)
F (t), (393)

where

S(α)
F (t) = S(α)(t) + δS(α)(t) + 1

2
δ2S(α)(t) + · · · . (394)

Since χ(αα)−1
(t) is positive definite, we conclude from

Eq. (392b) that the inequality

δ2S(α)(t) < 0 (395)

holds for nonvanishing fluctuations. Then

kB

∑
j,k

δ
〈
Ô

(α)
j (t)

〉 
 ∂�

(α)
j (t)

∂
〈
Ô

(α)
k (t)

〉

 δ

〈
Ô

(α)
k (t)

〉
< 0 (396)

or

−kB

∑
j,k

δ
〈
Ô

(α)
j (t)

〉
χ

(αα)−1

jk (t) δ
〈
Ô

(α)
k (t)

〉
< 0. (397)

Each subsystem of the discrete composite system must
satisfy (395)–(397). The discrete composite system itself
must satisfy (383)–(385).
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If the quantities appearing in (384) and (385) are time
independent, we obtain

kB

∑
j,k

δ〈Ô j 〉
[

∂� j

∂〈Ôk〉

]
δ〈Ôk〉 < 0 (398)

or

−kB

∑
j,k

δ〈Ô j 〉χ−1
jk δ〈Ôk〉 < 0. (399)

For the case of discrete composite systems, we can also
write

kB

∑
j,k

δ
〈
Ô

(α)
j

〉 ∂�
(α)
j

∂
〈
Ô

(α)
k

〉

 δ

〈
Ô (α)

k

〉
< 0 (400)

or

−kB

∑
j,k

δ
〈
Ô

(α)
j

〉
χ

(αα)−1

jk δ
〈
Ô

(α)
k

〉
< 0 (401)

for each subsystem α.
The inequality (400) is the Gibbs’ stability condition for

a subsystem in equilibrium thermodynamics. The result
given by (398) may be regarded as a stability condition
for the composite system.

In the above formal development, we found that Gibbs’
stability condition from equilibrium thermodynamics and
Prigogine’s stability condition from nonequilibrium ther-
modynamics for a chemically reactive system emerge
from the statistical mechanical treatment of nonequilib-
rium systems. Unlike the stability conditions of Gibbs
and Prigogine, the inequalities (384), (385), (396), and
(397) are not postulates. They are simple consequences of
the statistical mechanical treatment. Moreover, these in-
equalities apply to both equilibrium and nonequilibrium
systems.

The validity of the inequalities (384) and (385) does not
require a physical system to be decomposable into two
uncorrelated systems as in the case of discrete composite
systems. This flexibility affords us with the opportunity to
deal with physical situations not traditionally considered
in equilibrium and nonequilibrium thermodynamics.

In view of the relation (359), the partial derivatives
∂� j (t)/∂〈Ôk(t)〉 can become very small when the fluctu-
ations, as described by the matrix elements χ jk(t) of χ(t),
become very large. [This can also lead to very small neg-
ative values for δ2S(t).] In equilibrium thermodynamics,
such behavior is said to signal the onset of a phase tran-
sition or the formation of a critical state of matter. Our
statistical mechanical treatment reveals that this kind of
behavior can be realized in both equilibrium and nonequi-
librium systems.

An equilibrium phase transition is usually viewed as
an abrupt change from an equilibrium state with a well-

defined spatial order to another equilibrium state with a
differing well-defined spatial order. In contrast, nonequi-
librium phase transitions are manifested as an abrupt
change from a nonequilibrium state with a well-defined
spatiotemporal order to another nonequilibrium state with
a differing well-defined spatiotemporal order.

An example of a nonequilibrium phase transition is the
abrupt passage between the low- and high-transmission
states in optically bistable systems. For phase transitions of
this type, both the initial and final states are nonstationary
(time-dependent) nonequilibrium states. In fact, the initial
and final states display temporal oscillations.

Some nonequilibrium phase transitions involve the pas-
sage of a system from a stationary (time-independent)
nonequilibrium state to a nonstationary nonequilibrium
state with rich spatiotemporal order. For example, it
has been observed that certain chemically reactive sys-
tems can pass from a quiescent homogeneous state to
a state characterized by spatial and/or temporal oscilla-
tions in the concentrations of certain chemical species. In
nonequilibrium thermodynamics, Prigogine has argued
that such phase transitions result from the violation of
the stability condition

1

2

d

dt
δ2S(t) =

∑
k

δ Jk(t)δXk(t) > 0. (402)

In general, the stability condition given by (402) applies
only for small fluctuations about a stationary state. Thus,
its applicability is limited to a rather restricted class of
physical phenomena, not including the aforementioned
phenomenon of optical bistability.

One can demonstrate that the stability condition given
by (402) follows from Eqs. (389) and (392b) provided
(i) the matrix elements χ

(αα)
jk (t) of the susceptibility sub-

matrices χ(αα)(t) are time independent, and (ii) the re-
quirements of a Lyapounov function are imposed upon
−δ2S(t). Since ˆ̄ρ(t) is time independent for a stationary
state, the matrix elementsχ

(αα)
jk (t) of the susceptibility sub-

matricesχ(αα)(t) are time independent. With the exception
of systems exhibiting small fluctuations about a station-
ary state, −δ2S(t) cannot, in general, be regarded as a
Lyapounov function.

The first variation δS(t) in the entropy, given by
Eq. (381), vanishes only when the fluctuations δ〈Ô j (t)〉
are about the state of maximum realizable entropy for
all conceivable values {〈Ô j (t)〉c} of the thermodynamic
coordinates {〈Ô j (t)〉}, i.e., the state of equilibrium. This
may or may not be the state described by ˆ̄ρ(t). In general,
ˆ̄ρ(t) is the state of maximum entropy only for a given set
of values {〈Ô j (t)〉v} of the thermodynamic coordinates
{〈Ô j (t)〉}. For nonequilibrium systems, the first variation
δS(t) in the entropy does not vanish.
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The aforementioned conditions for a system in equilib-
rium or nonequilibrium can be expressed as follows:

δS(t) = 0 equilibrium
(403)

δS(t) �= 0 nonequilibrium

or

kB

∑
j

� j (t) δ〈Ô j (t)〉 = 0 equilibrium

(404)
kB

∑
j

� j (t) δ〈Ô j (t)〉 �= 0 nonequilibrium

The conditions (404) assume the following forms for
discrete composite systems:

kB

∑
j

[
�

(1)
j (t) − �

(2)
j (t)

]
δ
〈
Ô

(1)
j (t)

〉 = 0 equilibrium

kB

∑
j

[
�

(1)
j (t) − �

(2)
j (t)

]
δ
〈
Ô

(1)
j (t)

〉 �= 0 nonequilibrium

(405)

As in the statistical mechanical and thermodynamic treat-
ments of equilibrium systems, we find that the equilibrium
condition implies �

(1)
j (t) = �

(2)
j (t).

Since the relations δS(t) = 0 and δ2S(t) < 0 hold for
equilibrium systems, fluctuations δ〈Ô j (t)〉 about an equi-
librium state ˆ̄ρ(t) = ρ̂eq bring about a decrease in the
entropy, i.e., SF (t) < S(t) for sufficiently small fluctua-
tions. For the case of nonequilibrium systems, the relations
δS(t) �= 0 and δ2S(t) < 0 hold. Thus, fluctuations δ〈Ô j (t)〉
about a nonequilibrium state ˆ̄ρ(t) can bring about an in-
crease or a decrease in the entropy, i.e., SF (t) < S(t) or
SF (t) > S(t).

Neglecting third-order and higher order contributions
on the right side of Eq. (378), we write

SF (t) − S(t) = kB

∑
j

� j (t)δ〈Ô j (t)〉 − kB

∑
j,k

δ

× 〈Ô j (t)χ
−1
jk (t)δ〈Ôk(t)〉 (406)

or

SF (t) − S(t) = kB

∑
j

� j (t)δ〈Ô j (t)〉

+ kB

∑
j,k

δ〈Ô j (t)〉
[

∂� j (t)

∂〈Ôk(t)〉

]
δ〈Ôk(t)〉. (407)

For discrete composite systems, these equations can be
written

SF (t) − S(t) =
2∑

α=1

[
S(α)

F (t) − S(α)(t)
]
, (408)

where

S(α)
F (t) − S(α)(t) = kB

∑
j

�
(α)
j δ

〈
Ô

(α)
j (t)

〉

− kB

∑
j,k

δ
〈
Ô

(α)
j (t)

〉
χ

(αα)−1

jk (t)δ
〈
Ô

(α)
k (t)

〉
(409)

or

S(α)
F (t) − S(α)(t) = kB

∑
j

�
(α)
j δ

〈
Ô

(α)
j (t)

〉

+ kB

∑
j,k

δ
〈
Ô

(α)
j (t)

〉 [ ∂�
(α)
j (t)

∂
〈
Ô

(α)
k (t)

〉
]

δ
〈
Ô

(α)
k (t)

〉
. (410)

If the fluctuations δ〈Ô j (t)〉 are about an equilibrium
state ˆ̄ρ(t) = ρ̂eq with the entropy S(t) = Seq, we find that
Eq. (406) assumes the form

SF (t) − Seq = −kB

∑
j,k

δ〈Ô j (t)〉 χ−1
jk δ〈Ôk(t)〉, (411)

where χ−1
jk is a matrix element of the inverse χ−1 of the

equilibrium susceptibility matrix χ. The equilibrium sus-
ceptibilities χ jk are given by

χ jk = 〈δÔkδ
ˆ̃O j 〉eq (412a)

= Tr ρ̂eqδÔkδ
ˆ̃O j , (412b)

where

δ ˆ̃O j = ˆ̃O j − 〈 ˆ̃O j 〉eq (413)

and

δÔk = Ôk − 〈Ôk〉eq, (414)

with

δ ˆ̃O j =
∫ 1

0
dλρ̂λ

eq Ô j ρ̂
−λ
eq (415)

and

〈Ô j 〉eq = Tr ρ̂eq Ô j . (416)

The result given by Eq. (411) for SF (t) is the expres-
sion assumed for the entropy S(t) in linear nonequilibrium
thermodynamics on the basis of Einstein’s theory of fluc-
tuations. In nonequilibrium thermodynamics, it is used to
justify the expressions for the entropy production and ther-
modynamic driving forces. On the basis of the statistical
mechanical treatment of nonequilibrium systems, we find
that this approximate approach is not required.

In a modern approach to thermodynamic fluctuations,
Callen expresses the instantaneous entropy SI for the ther-
modynamic state arising from fluctuations δO j about the
thermodynamic state with the entropy S as
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SI − S = δS + δ2S + · · · , (417)

where

δS =
∑

j

X jδO j (418)

and

δ2S = −1

2

∑
j,k

δO j g jk δOk, (419)

with

g jk = − ∂2S

∂O j∂Ok
. (420)

More explicitly,

SI − S =
∑

j

X jδO j − 1

2

∑
j,k

δO j g jkδOk + · · · (421)

In Callen’s formulation of thermodynamic fluctuations,
it is found that

kBg−1
jk = 〈δO jδOk〉 f (422a)

=
∫

dδO1 · · ·
∫

dδOn f (δO1, . . . , δOn)δO jδOk,

(422b)

where

f (δO1, . . . , δOn) = f0 exp

(
+1

2
δ2S + · · ·

)
(423)

represents a probability density for the fluctuations. It is
also shown that

kBg−1
jk = −∂O j

∂ Xk
= −∂Ok

∂ X j
. (424)

Provided third-order and higher variations in the en-
tropy are neglected, the results given by Eqs. (422a)–(424)
are equivalent to the results given by Einstein’s theory of
fluctuations. Nonetheless, Callen’s formulation is more
general than the theory given by Einstein.

In Einstein’s theory of fluctuations, the linear term in
the expression for the instantaneous entropy SI , given by
Eq. (421), is absent due to the requirement that the fluctua-
tions be executed about an equilibrium state. In the Callen
treatment of thermodynamic fluctuations, the entropy S is
the entropy of the most probable state, which does not nec-
essarily represent an equilibrium state. Hence, the linear
term in Eq. (421) is, in general, nonvanishing.

The entropies SI and S in Callen’s formulation of ther-
modynamic fluctuations bear a striking resemblance to the
entropies SF (t) and S(t) in the statistical mechanical treat-
ment of fluctuations about a nonequilibrium state. Making
the identifications X j (t) = kB� j (t) and δO j = δ〈Ô j (t)〉,
we conclude that SI = SF (t) and S = S(t). Also, we find

that the matrix elements g−1
jk of the inverse g−1 of the ma-

trix g are given by kBg−1
jk = χ jk(t) provided 〈δOkδO j 〉 f =

〈δÔk(t)δ ˆ̃O j (t)〉ρ̄(t). In addition, we find that Eq. (424)
is equivalent to the mathematical statements given by
Eqs. (350) and (358).

Unlike the theories of thermodynamic fluctuations for-
mulated by Einstein and Callen, the statistical mechanical
treatment provides a connection between the fluctuations
and microscopic interactions through the formal expres-
sion given by Eqs. (360a)–(363) for the susceptibilities
χ jk(t).

2. Spatially Dependent
Thermodynamic Coordinates

Making use of the time-dependent version of the maxi-
mum entropy principle, we find that the statistical density
operator ˆ̄ρ(t) for a system characterized by the spatially
dependent thermodynamic coordinates {〈Ô j (�r , t)〉} is
given by

ˆ̄ρ(t) = exp

[
�(t) Î −

∑
j

∫
DD

dV � j (�r , t)Ô j (�r )

]
, (425)

where

�(t) = −ln Z (t), (426)

with

Z (t) = Tr exp

[
−

∑
j

∫
DD

dV � j (�r , t)Ô j (�r )

]
. (427)

In view of Eq. (340), we can write the entropy S(t) of
the macroscopic state described by ˆ̄ρ(t) as

S(t) = �(t) + kB

∑
j

∫
DD

dV � j (�r , t)〈Ô j (�r , t)〉, (428)

where �(t) = −kB�(t). The entropy S(t) is a func-
tional S[Ot ] of the thermodynamic coordinates Ot =
{〈Ô j (�r , t)〉}. Similarly, the thermodynamic potential �(t)
is a functional �[�t ] of the thermodynamic parameters
�t = {� j (�r , t)}.

One can demonstrate that

δS(t) = kB

∑
j

∫
DD

dV � j (�r , t)δ〈Ô j (�r , t)〉 (429)

and

δ�(t) = −kB

∑
j

∫
DD

dV 〈Ô j (�r , t)〉δ� j (�r , t). (430)

In the above, δS(t) = S[Ot + δOt ] − S[Ot ] is the varia-
tion in the entropy S(t) brought about by the variations
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δOt = {δ〈Ô j (�r , t)〉} in the thermodynamic coordinates.
Similarly, δ�(t) = �[�t + δ�t ] − �[�t ] is the variation
in the thermodynamic potential �(t) brought about by
the variations δ�t = {δ� j (�r , t)} in the thermodynamic
parameters.

It follows from Eqs. (429) and (430) that the thermo-
dynamic parameters and thermodynamic coordinates are
given by the functional derivatives

δS(t)

δ〈Ô j (�r , t)〉 = kB� j (�r , t) (431)

and

δ�(t)

δ� j (�r , t)
= −kB〈Ô j (�r , t)〉. (432)

The time dependence of the entropy S(t) is due to its
dependence on the thermodynamic coordinates. Making
use of this observation and Eq. (431), we find that the
entropy production PS(t) is given by

PS(t) = kB

∑
j

∫
DD

dV � j (�r , t)
∂〈Ô j (�r , t)〉

∂t
. (433)

For the case in which the thermodynamic coordinates
{〈Ô j (�r , t)〉} represent the local densities {ρ j (�r , t)} of con-
served quantities, the above equation is equivalent to the
bilinear form implicitly assumed for the entropy produc-
tion in nonequilibrium thermodynamics for continuous
systems. [See Eq. (303).]

Assuming that the thermodynamic coordinates {〈Ô j

(�r , t)〉} do indeed represent the local densities {ρ j (�r , t)}
of conserved quantities, we can write Eqs. (428)–(430) as

S(t) = �(t) + kB

∑
j

∫
DD

dV � j (�r , t)ρ j (�r , t), (434)

δS(t) = kB

∑
j

∫
DD

dV � j (�r , t)δρ j (�r , t), (435)

and

δ�(t) = −kB

∑
j

∫
DD

dVρ j (�r , t)δ� j (�r , t). (436)

The entropy density ρs(�r , t) and the thermodynamic
potential density ρ�(�r , t) can be introduced through the
relations

S(t) =
∫
DD

dVρs(�r , t) (437)

and

�(t) =
∫
DD

dVρ�(�r , t). (438)

Making use of these definitions and Eqs. (434)–(436), we
write

ρs(�r , t) = ρ�(�r , t) + kB

∑
j

� j (�r , t)ρ j (�r , t), (439)

δρs(�r , t) = kB

∑
j

� j (�r , t)δρ j (�r , t), (440)

and

δρ�(�r , t) = −kB

∑
j

ρ j (�r , t) δ� j (�r , t). (441)

The above expression for the variation δρs(�r , t) in the en-
tropy density ρs(�r , t) is the variational analogue of the
Gibbsian expression assumed for the differential dρs(�r , t)
of the entropy density ρs(�r , t) in nonequilibrium thermo-
dynamics. [See Eq. (297).]

As indicated earlier, the expression for the entropy
production PS(t) in nonequilibrium thermodynamics,
given by Eq. (303) follows from Eq. (433). Mak-
ing use of this expression, the continuity equations
∂ρ j (�r , t)/∂t = − �∇ · �J j (�r , t), and Gauss’ theorem, we ob-
tain Eq. (292) for the entropy production in nonequilib-
rium thermodynamics with the contributions P (i)

S (t) and
P (e)

S (t) given by Eqs. (304) and (305), respectively. As we
have demonstrated, these basic results from nonequilib-
rium thermodynamics follow directly from the statistical
mechanical treatment of nonequilibrium systems without
introducing the notion of a local entropy density ρs(�r , t)
whose time evolution is governed by an entropy balance
equation.

Making use of Eq. (433), we write the rate of entropy
production as

d PS(t)

dt
= d� PS(t)

dt
+ dȮ PS(t)

dt
, (442)

where

d� PS(t)

dt
= kB

∑
j

∫
DD

dV

[
∂� j (�r , t)

∂t

][
∂〈Ô j (�r , t)〉

∂t

]

(443)

and

dȮ PS(t)

dt
= kB

∑
j

∫
DD

dV � j (�r , t)

[
∂2〈Ô j (�r , t)〉

∂t2

]
.

(444)

If the thermodynamic coordinates {〈Ô j (�r , t)〉} represent
local densities {ρ j (�r , t)} of conserved quantities, one can
demonstrate that these equations can be recast in the forms
given by Eqs. (312)–(318) from nonequilibrium thermo-
dynamics.
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One can show that

δ〈Ô j (�r , t)〉
δ�k(�r ′, t)

= −χ jk(�r , �r ′; t) (445)

and

δ� j (�r , t)

δ〈Ôk(�r ′, t)〉 = −χ−1
jk (�r , �r ′; t). (446)

In the above, χ−1
jk (�r , �r ′; t) denotes a matrix element of the

inverse χ−1(t) of the matrix χ(t). The inverse χ−1(t) of
χ(t) is defined in such a way that

∑
l

∫
D

dV ′′χ jl(�r , �r ′′) χlk(�r ′′, �r ′) = δ jk δ(�r − �r ′).

The matrix elements χ jk(�r , �r ′; t) of χ(t) are the gener-
alized nonequilibrium susceptibilities

χ jk(�r , �r ′; t) = 〈δt Ôk(�r ′)δt
ˆ̃O j (�r )〉ρ̄(t) (447a)

= Tr ˆ̄ρ(t) δt Ôk(�r ′) δt
ˆ̃O j (�r ), (447b)

where

δt
ˆ̃O j (�r ) = ˆ̃O j (�r ) − 〈 ˆ̃O j (�r , t)〉 (448)

and

δt Ôk(�r ′) = Ôk(�r ′) − 〈Ôk(�r ′, t)〉, (449)

with

ˆ̃O j (�r ) =
∫ 1

0
dλ ˆ̄ρ(t)λ Ô j (�r ) ˆ̄ρ(t)−λ. (450)

In general, 〈 ˆ̃O j (�r , t)〉 = 〈Ô j (�r , t)〉.
Making use of Eqs. (447a)–(450), one can demonstrate

that the matrix χ(t) possesses the following properties:

1. χ jk(�r , �r ′; t) = χk j (�r ′, �r ; t).
2. χ∗

jk(�r , �r ′; t) = χ jk(�r , �r ′; t).
3.

∑
j,k

∫
D dV

∫
D dV ′�∗

j (�r , t)χ jk(�r , �r ′; t)�k(�r ′, t) ≥ 0
for any set of complex functions {� j (�r , t)}, and∑

j,k

∫
D dV

∫
D dV ′φ j (�r , t)χ jk(�r , �r ′; t)φk(�r ′, t) ≥ 0

for any set of real functions {φ j (�r , t)}.

Thus, χ(t) is a real symmetric, nonnegative-definite ma-
trix. Assuming that χ(t) does not possess a zero eigen-
value, χ(t) and χ−1(t) are positive definite.

Treating 〈Ô j (�r , t)〉 as a functional O j [�r , �t ] of the ther-
modynamic parameters �t = {� j (�r , t)}, and � j (�r , t) as a
functional � j [�r , Ot ] of the thermodynamic coordinates
Ot = {〈Ô j (�r , t)〉}, one can make use of Eqs. (445) and
(446) to show that

∂〈Ô j (�r , t)〉
∂t

= −
∑

k

∫
DD

dV ′χ jk(�r , �r ′; t)
∂�k(�r ′, t)

∂t
(451)

and

∂� j (�r , t)

∂t
= −

∑
k

∫
DD

dV ′χ−1
jk (�r , �r ′; t)

∂〈Ôk(�r ′, t)〉
∂t

.

(452)

With these equations at our disposal, we can rewrite
Eq. (443) as

d� PS(t)

dt
= −kB

∑
j,k

∫
D

dV
∫
D

dV ′
[
∂〈Ô j (�r , t)〉

∂t

]

× χ−1
jk (�r , �r ′; t)

[
∂〈Ôk(v�r ′, t)〉

∂t

]
(453a)

= −kB

∑
j,k

∫
D

dV
∫
D

dV ′
[
∂� j (�r , t)

∂t

]

× χ jk(�r , �r ′; t)

[
∂�k(�r ′, t)

∂t

]
. (453b)

Since χ(t) and χ−1(t) are positive definite, the rela-
tions (453a) and (453b) imply that the inequality (367)
is satsified. As indicated earlier, this inequality is a gen-
eralization of the Prigogine–Glansdorff evolution theo-
rem that applies independent of the nature of the physical
system.

If the thermodynamic coordinates {〈Ô j (�r , t)〉} repre-
sent the local densities {ρ j (�r , t)} of conserved quantities,
we can rewrite Eq. (367) as

dX P (i)
S (t)

dt
+ d� P (e)

S (t)

dt
≤ 0, (454)

where dX P (i)
S (t)/dt and d� P (e)

S (t)/dt are given by
Eqs. (315) and (317), respectively. Assuming that ther-
modynamic parameters � j (�r , t) on the boundary surface
between the system and its surroundings are time inde-
pendent, we recover the Glansdorff–Prigogine evolution
theorem for continuous systems in nonequilibrium ther-
modynamics. [See Eq. (319).]

Unlike the Glansdorff–Prigogine treatment of nonequi-
librium systems, the statistical mechanical treatment
yields the evolution theorem given by Eq. (319) and the
more general evolution theorem given by Eq. (367) with-
out postulating the validity of Gibbs stability theory for
spatially local systems. In fact, we demonstrate below
that the fundamental relation required in the Glansdorff–
Prigogine treatment emerges from the statistical mechan-
ical treatment of nonequilibrium systems.
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Let us turn our attention to fluctuations about a non-
equilibrium state for our general quantum system. For suf-
ficiently small fluctuatioins δ〈Ô j (�r , t)〉 = 〈Ô j (�r , t)〉F −
〈Ô j (�r , t)〉 about the nonequilibrium state ˆ̄ρ(t) with the
entropy S(t), we can write the entropy SF (t) of the macro-
scopic state with the values {〈Ô j (�r , t)〉F } for the thermo-
dynamic coordinates {〈Ô j (�r , t)〉} as

SF (t) = S(t) + δS(t) + 1

2
δ2S(t) + · · · , (455)

where the first and second variations in the entropy are
given by

δS(t) =
∑

j

∫
D

dV

[
δS(t)

δ〈Ô j (�r , t)〉

]
δ〈Ô j (�r , t)〉 (456)

and

δ2S(t) =
∑

j,k

∫
D

dV
∫
D

dV ′
[

δ2S(t)

δ〈Ô j (�r , t)〉 δ〈Ôk(�r ′, t)〉

]

× δ〈Ô j (�r , t)〉 δ〈Ôk(�r ′, t)〉. (457)

Making use of Eqs. (431) and (446), we can rewrite
Eqs. (456) and (457) as

δS(t) = kB

∑
j

∫
D

dV � j (�r , t)δ〈Ô j (�r , t)〉 (458)

and

δ2S(t) = kB

∑
j,k

∫
D

dV
∫
D

dV ′ δ〈Ô j (�r , t)〉

×
[

δ� j (�r , t)

δ〈Ôk(�r ′, t)〉

]
δ〈Ôk(�r ′, t)〉 (459a)

= −kB

∑
j,k

∫
D

dV
∫
D

dV ′ δ〈Ô j (�r , t)〉

× χ−1
jk (�r , �r ′; t) δ〈Ôk(�r ′, t)〉. (459b)

Since χ−1(t) is positive definite, we conclude from
Eq. (459b) that the inequality

δ2S(t) < 0 (460)

holds for nonvanishing fluctuations. Then

kB

∑
j,k

∫
D

dV
∫
D

dV ′δ〈Ô j (�r , t)〉

×
[

δ� j (�r , t)

δ〈Ôk(�r ′, t)〉

]
δ〈Ôk(�r ′, t)〉 < 0 (461)

or

−kB

∑
j,k

∫
D

dV
∫
D

dV ′ δ〈Ô j (�r , t)〉

× χ−1
jk (�r , �r ′; t) δ〈Ôk(�r ′, t)〉 < 0. (462)

If the thermodynamic coordinates {〈Ô j (�r , t)〉} repre-
sent local densities {ρ j (�r , t)} of conserved quantities, we
can write

kB

∑
j,k

∫
D

dV
∫
D

dV ′δρ j (�r , t)

[
δ� j (�r , t)

δρk(�r ′, t)

]
δρk(�r ′, t) < 0

(463)
or

−kB

∑
j,k

∫
D

dV
∫
D

dV ′δρ j (�r , t)χ−1
jk (�r , �r ′; t)δρk(�r ′, t) < 0.

(464)

For a spatially local multicomponent system with a uni-
form temperature T , the inequality (463) assumes the form
of the isothermal diffusional stability condition

− 1

T

∑
j,k

∫
D

dV δn j (�r , t)

[
δµ j (�r , t)

δnk(�r , t)

]
δnk(�r , t) < 0

(465)

postulated by Prigogine in nonequilibrium thermodynam-
ics. In the above, n j (�r , t) denotes the particle number den-
sity of species j with the chemical potential µ j (�r , t).

The first variation δS(t) in the entropy, given by
Eq. (458), vanishes only when the fluctuations δ〈Ô j (�r , t)〉
are about the state of maximum realizable entropy for all
conceivable values {〈Ô j (�r , t)〉c} of the thermodynamic
coordinates {〈Ô j (�r , t)〉}, i.e., the state of equilibrium. This
may or may not be the state described by ˆ̄ρ(t). In general,
ˆ̄ρ(t) is the state of maximum entropy only for a given set
of values {〈Ô j (�r , t)〉v} of the thermodynamic coordinates
{〈Ô j (�r , t)〉}. For nonequilibrium systems, the first varia-
tion δS(t) in the entropy does not vanish.

The aforementioned conditions for a system in equilib-
rium or nonequilibrium can be expressed as follows:

δS(t) = 0 equilibrium
(466)

δS(t) �= 0 nonequilibrium

or

kB

∑
j

∫
D

dV � j (�r , t) δ〈Ô j (�r , t)〉 = 0 equilibrium

kB

∑
j

∫
D

dV � j (�r , t) δ〈Ô j (�r , t)〉 �= 0 nonequilibrium

(467)

If the thermodynamic coordinates 〈Ô j (�r , t)〉 represent
local densities {ρ j (�r , t)} of conserved quantities, the equi-
librium condition given by (467) implies that spatially uni-
form values of the thermodynamic parameters {� j (�r , t)}
represent a state of equilibrium. This result is in agreement
with nonequilibrium thermodynamics.
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Making use of the local entropy density from nonequi-
librium thermodynamics, Prigogine formulated the stabil-
ity condition

1

2

d

dt
δ2S(t) =

∑
j

∫
D

dV δ �X j (�r , t) · δ �J j (�r , t) > 0

(468)
for a spatially local system subject to energy and par-
ticle number density fluctuations. One can demonstrate
that this stability condition follows from Eq. (459b) pro-
vided: (i) The matrix elements χ jk(�r , �r ′; t) of the suscep-
tibility matrix χ(t) are time independent. (ii) Fluctuations
on the boundary between the system and its surround-
ings can be neglected. [The contribution of such fluctu-
ations to the right side of the equality in (468) is given
by −kB

∫
S d S δ� j (�r , t) · n̂ · δ �J j (�r , t).] (iii) The require-

ments of a Lyapounov function are imposed upon −δ2S(t).
Since ˆ̄ρ(t) is time independent for a stationary state, the
matrix elements χ jk(�r , �r ′; t) of the susceptibility matrix
χ(t) are time independent. With the exception of sys-
tems exhibiting small fluctuations about a stationary state,
−δ2S(t) cannot, in general, be treated as a Lyapounov
function.

VI. NONEQUILIBRIUM PROCESSES
AND MICROSCOPIC DYNAMICS

A. QSM Theory

The quantum statistical mechanical theory of relaxation
phenomena (QSM theory) is a maximum entropy ap-
proach to nonequilibrium processes that is in the same
spirit as the statistical mechanical formulations of equi-
librium and nonequilibrium thermodynamics given in
Sections 3.3 and 5.4. As in the statistical mechanical for-
mulation of nonequilibrium thermodynamics, the maxi-
mum entropy principle is assumed to apply to systems out
of equilibrium.

QSM theory provides a firm statistical mechanical ba-
sis for the phenomenological theory of irreversible pro-
cesses as formulated by Onsager and the version of classi-
cal Brownian motion discussed in Section 5.2. Moreover,
it gives a number of formulas that can be employed in the
investigation of the role of microscopic interactions in a
diversity of nonequilibrium phenomena.

The roots of QSM theory lie in Mori’s statistical me-
chanical theory of transport processes and Kubo’s theory
of thermal disturbances. The version of QSM theory given
here with its refinements and modern embellishments was
used by the author to develop an irreversible thermody-
namic theory for photophysical phenomena and a quantum
stochastic Fokker–Planck theory for adiabatic and nona-
diabatic processes in condensed phases.

In QSM theory, we consider a composite system made
up of the system of interest and its surroundings. In gen-
eral, the system of interest and the surroundings do not
occupy different spatial domains. Suppose, for example,
we are interested in the excited dynamics of a collection of
atoms/molecules enclosed in a vessel which is in thermal
contact with a temperature reservoir. The surroundings in-
clude not only the temperature reservoir, but also the free
electromagnetic field inside the vessel.

The macroscopic state of the composite system is de-
fined by specifying the values of certain averaged quanti-
ties. The averaged quantities may or may not depend on
position and/or time.

For the sake of simplicity, we confine our attention to
composite systems characterized by either spatially inde-
pendent averages {〈Ô j (t)〉} or spatially dependent aver-
ages {〈Ô j (�r , t)〉}. In general, both types of averages are
required to specify the macroscopic state of the composite
system.

Independent of the nature of the averages, we assume
that the maximum entropy principle can be used to con-
struct the statistical density operator ˆ̄ρ(t) characterizing
the macroscopic state of the composite system at time t . As
before, we require the averages to be linearly independent.

1. Spatially Independent Properties

Consider a composite system made up of the system of
interest and its surroundings. The macroscopic state of the
composite system is defined by its average energy 〈Ĥ〉 and
some unspecified averages {〈Ô j (t)〉}. The average energy
〈Ĥ〉 is assumed to be time independent. Usually, we take
the unspecified averages {〈Ô j (t)〉} to be solely associated
with the system of interest.

Adopting the time-dependent version of the maximum
entropy principle, we find that the statistical density opera-
tor ˆ̄ρ(t) describing the macroscopic state of the composite
system is given by

ˆ̄ρ(t) = exp

[
�(t) Î − βĤ −

∑
j

� j (t)Ô j

]
, (469)

where

�(t) = −ln Z (t), (470)

with

Z (t) = Tr exp

[
−βĤ −

∑
j

� j (t)Ô j

]
. (471)

In view of Eq. (340), we can write the entropy S(t) of
the macroscopic state described by ˆ̄ρ(t) as

S(t) = −kB�(t) + kBβ〈Ĥ〉 + kB

∑
j

� j (t)〈Ô j (t)〉.
(472)
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Making use of this relation, one can demonstrate that

d S(t) = kBβd〈Ĥ〉 + kB

∑
j

� j (t) d〈Ô j (t)〉. (473)

It follows from Eq. (473) that the partial derivatives of
the entropy S(t) are given by

∂S(t)

∂〈Ĥ〉 = kBβ (474)

and

∂S(t)

∂〈Ô j (t)〉
= kB� j (t). (475)

Making the identification X j (t) = kB� j (t), we find that
the latter equation is equivalent to Onsager’s definition of
the thermodynamic driving force X j (t) in the phenomeno-
logical theory of irreversible processes for the case of ob-
servables with a discrete index (see Section V.C.3).

Let us consider the response of the system to the
displacements 〈δÔ j (t)〉 = 〈Ô j (t)〉 − 〈Ô j 〉eq from ther-
mal equilibrium, where 〈Ô j 〉eq = Tr ρ̂eq Ô j , with ρ̂eq =
exp(� Î − βĤ). We define the observed response in terms
of the phenomenological time derivatives

d

dt
〈δÔ j (t ; �t)〉 = 〈δÔ j (t + �t)〉 − 〈δÔ j (t)〉

�t
(476a)

= �t−1
∫ t+�t

t
dt ′ d

dt ′ 〈δÔ j (t
′)〉. (476b)

As in classical Brownian motion theory, the phenomeno-
logical time derivative is a coarse-grained time derivative
obtained by time averaging the instantaneous time deriva-
tive (d/dt ′)〈δÔ j (t ′)〉 over the time scale �t of macro-
scopic measurements (time resolution of the macroscopic
observer).

In Eq. (476a), the quantity 〈δÔ j (t + �t)〉denotes a con-
ditional average defined by

〈δÔ j (t + �t)〉 = 〈δÔ j (t + �t | {〈Ôk(t)〉})〉 (477a)

= Tr ρ̂(t)δÔ j (�t), (477b)

where δÔ j (�t) = exp(+iL̂�t)δÔ j , with δÔ j = Ô j −
〈Ô j 〉eq. The conditional average is defined in such a way
that 〈δÔ j (t + �t)〉 represents the average value of the dis-
placement δÔ j from equilibrium at time t + �t given that
the averages possess the values {〈Ôk(t)〉} at time t .

The conditional average 〈Ô j (t + �t)〉 =
〈Ô j (t + �t |{〈Ôk(t)〉})〉 is formally equivalent to
the average O j (t + �t | O′) appearing in Onsager’s
treatment of irreversible processes. In view of this
equivalence and the equality

〈δÔ j (t + �t)〉 − 〈δÔ j (t)〉 = 〈Ô j (t + �t)〉 − 〈Ô j (t)〉

we find that Onsager’s definition of the phenomenolog-
ical time derivative d O j (t + �t |O ′)/dt is equivalent to
Eq. (476a). [See Eq. (338).]

We can recast Eq. (476a) in the form

d

dt
〈δÔ j (t ; �t)〉

= 〈δ ˆ̇O j (t)〉 +
∫ �t

0
dτ (1 − τ/�t)〈δ ˆ̈O j (t + τ )〉, (478)

where 〈δ ˆ̇O j (t)〉 and 〈δ ˆ̈O j (t + τ )〉 are the conditional
averages

〈δ ˆ̇O j (t)〉 = 〈δ ˆ̇O j (t | {〈Ôk(t)〉})〉 (479a)

= Tr ˆ̄ρ(t) δ ˆ̇O j (0) (479b)

and

〈δ ˆ̈O j (t + τ )〉 = 〈δ ˆ̈O j (t + τ | {〈Ôk(t)〉})〉 (480a)

= Tr ˆ̄ρ(t)δ ˆ̈O j (τ ). (480b)

In order to determine suitable expressions for the
quantities (d/dt)〈δÔ j (t ; �t)〉 and 〈δÔ j (t)〉, we find it
convenient to rewrite Eq. (469) as

ˆ̄ρ(t) = exp[��(t)] ρ̂eq

[
Î − β−1

∑
k

�k(t)

×
∫ β

0
dλÛ (ihλ)Ôk(0)R̂(λ, t)

]
, (481)

where ��(t) = �(t) − �, Û (ihλ) = exp(λĤ), and
R̂(λ, t) = exp{−λ[Ĥ+ β−1 ∑

j � j (t)Ô j ]}.
Making use of Eq. (481) to evaluate the formal expres-

sions for (d/dt)〈δÔ j (t ; �t)〉 and 〈δÔ j (t)〉, we obtain

d

dt
〈δÔ j (t ; �t)〉 = − exp[��(t)]

∑
k

�k(t)

×
{

β−1
∫ β

0
dλ〈Û (ihλ) Ôk(0) R̂(λ, t) δ ˆ̇O j (0)〉eq

+ β−1
∫ �t

0
dτ (1 − τ/�t)

×
∫ β

0
dλ〈Û (ihλ)Ôk(0) R̂(λ, t) δ ˆ̈O j (τ )〉eq

}
(482)

and

〈δÔ j (t)〉 = − exp[��(t)]
∑

k

�k(t)β−1
∫ β

0
dλ〈Û (ihλ)

× Ôk(0)R̂(λ, t)δÔ j (0)〉eq. (483)
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The thermodynamic parameters {� j (t)} can be obtained
by solving Eq. (483). Given these quantities, the response
to the displacements from equilibrium can be determined
using Eq. (482).

Both (d/dt)〈δÔ j (t ; �t)〉 and 〈δÔ j (t)〉 are nonlinear
functions of the thermodynamic parameters {� j (t)}. If the
system is sufficiently close to thermal equilibrium, these
quantities should be well approximated by the following
linearized forms of Eqs. (482) and (483):

d

dt
〈δÔ j (t ; �t)〉 =

∑
k

M jk�k(t) (484)

and

〈δÔ j (t)〉 = −
∑

k

χ jk�k(t), (485)

where

M jk = M S
jk + MC

jk (486)

and

χ jk = β−1
∫ β

0
〈δÔk(−ihλ)δÔ j (0)〉eq, (487)

with

M S
jk = −β−1

∫ β

0
dλ〈δÔk(−ihλ)δ ˆ̇O j (0)〉eq (488)

and

MC
jk = β−1

∫ �t

0
dt(1 − t/�t)

×
∫ β

0
dλ〈δ ˆ̇Ok(−t − ihλ)δ ˆ̇O j (0)〉eq. (489)

In the classical limit, we can write

M jk = −〈δOk(0)δȮ j (0)〉eq

+
∫ �t

0
dt(1 − t/�t)〈δȮk(−t)δȮ j (0)〉eq (490)

and

χ jk = 〈δOk(0)δO j (0)〉eq, (491)

where δO j (0) = O j − 〈O j 〉eq and δOk(0) = Ok − 〈Ok〉eq

are classical dynamical variables, with 〈 〉eq denoting an
average over the classical equilibrium canonical probabil-
ity density for the composite system.

Making the identifications L jk = M jk/kB and Xk(t) =
kB� j (t), we find that Eq. (484) is identical in form
to the linear equations in Onsager’s phenomenological
theory of irreversible processes for the case of observ-
ables with a discrete index. [See Eqs. (337) and (475).]
If the average O j (t + �t)Ok(t) in Onsager’s expression

for the phenomenological coefficient L jk [see Eq. (339)]
is interpreted as an average over the classical equilib-
rium canonical probability density for the composite sys-
tem and the average is assumed to be stationary, i.e.,
O j (t + �t)Ok(t) = O j (�t)Ok(0), one can demonstrate
that Onsager’s expression for L jk is equivalent to the clas-
sical result for M jk/kB. In view of these considerations
and our earlier observations, we conclude that the linear
phenomenological equations adopted by Onsager in the
treatment of irreversible processes correspond to the clas-
sical limit of Eq. (484).

The results given by Eqs. (484) and (485) enable us to
construct the following linear equation of motion for the
displacements from equilibrium:

d

dt
〈δÔ j (t ; �t)〉 = −

∑
k

[i� jk + K jk]〈δÔk(t)〉, (492)

where

i� jk =
∑

l

M S
jlχ

−1
lk (493)

and

K jk =
∑

l

MC
jlχ

−1
lk , (494)

with χ−1
lk denoting a matrix element of the inverse χ−1 of

the matrix χ.

From a macroscopic point of view, Eq. (492) can be
treated as a differential equation. Treated as such, the
displacements from equilibrium {〈δÔ j (t)〉} will exhibit
damped oscillatory temporal behavior and decay to zero
in the infinite-time limit provided all of the eigenvalues of
the matrix iΩ+ K have positive real parts.

As in classical Brownian motion theory, the damp-
ing in Eq. (492), characterized by the damping constants
{K jk}, arises from spontaneous equilibrium fluctuations
described by equilibrium time correlation functions. The
oscillatory motion of the system is characterized by the
frequencies {� jk}. The influence of microscopic interac-
tions on the overall time evolution of the displacements
from equilibrium is buried in the quantities {� jk} and
{K jk} or equivalently {M S

jk}, {MC
jk}, and {χ jk}.

In the actual evaluation of the phenomenological coef-
ficients {MC

jk}, the integration limit �t is usually extended
to +∞ and the time correlation function is multiplied by
the convergence factor exp(−εt), where ε → 0+ at the end
of the calculation. More specifically, MC

jk is written as

MC
jk = lim

ε→0+
β−1

∫ ∞

0
dt exp(−εt)

×
∫ β

0
dλ〈δ ˆ̇Ok(−t−ihλ)δ ˆ̇O j (0)〉eq. (495)
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The formal expressions Eqs. (487)–(489) for χ jk, M S
jk ,

and MC
jk can be given matrix representations similar to the

matrix representation 〈O†|ρt 〉 of the average 〈Ô(t)〉:
χ jk = 〈

δO†
k

∣∣δÕ jρeq
〉
, (496)

M S
jk =




−〈
δO†

k

∣∣δ ˜̇O jρeq
〉

−〈
δȮ

†
j

∣∣δÕkρeq
〉

〈
δO†

j

∣∣δ ˜̇Okρeq
〉
,

(497)

and

MC
jk =

∫ �t

0
dt(1 − t/�t)

〈
δȮ

†
j

∣∣ exp(−iL̂t)
∣∣δ ˜̇Okρeq

〉
.

(498)

In order to simplify the notation, we have made use of the
definition ˆ̃A = β−1

∫ β

0 dλ Â(ihλ) of the Kubo transform
ˆ̃A of the operator Â.

The approximate form given by Eq. (495) for MC
jk can

be written

MC
jk = lim

ε→0+

∫ ∞

0
dt exp(−εt)

〈
δȮ

†
j

∣∣ exp(−iL̂t)
∣∣δ ˜̇Okρeq

〉
.

(499)

2. Spatially Dependent Properties

Consider a composite system made up of the system of
interest and its surroundings. The macroscopic state of
the composite system is defined by the spatially depen-
dent averages {〈Ô j (�r , t)〉}. For the sake of simplicity, we
assume that these averages are the average local densities
{〈ρ̂ j (�r , t)〉} of conserved quantities. We take 〈ρ̂1(�r , t)〉 to
represent the average local energy density of the compos-
ite system at the space-time point (�r , t).

Adopting the time-dependent version of the maxi-
mum entropy principle, we find that the statistical den-
sity operator ˆ̄ρ(t) describing the macroscopic state of the
composite system is given by

ˆ̄ρ(t) = Z (t)−1 exp

[
−

∑
j

∫
D

dV � j (�r , t)ρ̂ j (�r )

]
, (500)

where

Z (t) = Tr exp

[
−

∑
j

∫
D

dV � j (�r , t)ρ̂ j (�r )

]
. (501)

The volume integrations in Eqs. (500) and (501) extend
over the spatial domain D occupied by the composite
system.

It is convenient to write the thermodynamic parame-
ters � j (�r , t) as � j (�r , t) = �

(0)
j + �

(1)
j (�r , t), where �

(0)
j

is the value assumed by � j (�r , t) when the composite
system is in the state of equilibrium. Assuming that the

state of equilibrium is the state of thermal equilibrium
described by the equilibrium canonical density operator
ρ̂eq = Z−1 exp(−βĤ), where Ĥ is the Hamiltonian for the
composite system, we must have �

(0)
1 = β and �

(0)
j = 0

for j �= 1. In order to simplify the notation, we write
�1(�r , t) = β + λ1(�r , t) and � j (�r , t) = λ j (�r , t) for j �= 1,
where λ j (�r , t) = �

(1)
j (�r , t) for all j .

Making the substitutions �1(�r , t) = β + λ1(�r , t) and
� j (�r , t) = λ j (�r , t) for j �= 1 in Eqs. (500) and (501), we
obtain

ˆ̄ρ(t) = Z (t)−1 exp

[
−βĤ −

∑
j

∫
D

dV λ j (�r , t)ρ̂ j (�r )

]
,

(502)

where

Z (t) = Tr exp

[
−βĤ −

∑
j

∫
D

dV λ j (�r , t)ρ̂ j (�r )

]
. (503)

Adopting an approach similar to the one adopted in
the treatment of spatially independent thermodynamic co-
ordinates, we find that the response of the system for
sufficiently small displacements from thermal equilibrium
is given by

∂

∂t
〈ρ̂ j (�r , t ; �t)〉 =

∑
k

∫
D

dV ′M jk(�r , �r ′)λk(�r ′, t),

(504)
where

M jk(�r , �r ′) = M S
jk(�r , �r ′) + MC

jk(�r , �r ′), (505)

with

M S
jk(�r , �r ′) =




−〈
ρ
†
k (�r ′)

∣∣ ˜̇ρ j (�r )ρeq
〉

−〈
ρ̇
†
j (�r )

∣∣ρ̃k(�r ′)ρeq
〉

〈
ρ
†
j (�r )

∣∣ ˜̇ρk(�r ′)ρeq
〉 (506)

and

MC
jk(�r , �r ′) =

∫ �t

0
dt(1 − t/�t)

〈
ρ̇
†
j (�r )

∣∣
× exp(−iL̂t)

∣∣ ˜̇ρk(�r ′)ρeq
〉
. (507)

Since the operators {ρ̂ j (�r )} represent local densities
of conserved quantities, we can write

∫
D dV ˆ̇ρ j (�r ) = 0̂,

where 0̂ is the null operator. Making use of this
relation and Eqs. (506) and (507), we find that∫
D dV ′ ��M jk(�r , �r ′) = 0. In view of this identity and the re-

lations �1(�r , t) = β + λ1(�r , t) and �k(�r , t) = λk(�r , t) for
k �= 1, we can rewrite Eq. (504) as

∂

∂t
〈ρ̂ j (�r , t ; �t)〉 =

∑
k

∫
D

dV ′M jk(�r , �r ′)�k(�r ′, t),

(508)
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where the {�k(�r ′
, t)} are the original thermodynamic

parameters.
Making use of the microscopic continuity equation

ˆ̇ρ j (�r ) = − �∇ · �̂J j (�r ), where �̂J j (�r ) is a current density
operator, we find that Eq. (508) can be cast in the form

〈 �̂J j (�r , t ; �t)〉 =
∑

k

[ ∫
D

dV ′ �MS
jk(�r , �r ′)�k(�r ′

, t)

+
∫
D

dV ′ ��M
C

jk(�r , �r ′) · �∇′�k(�r ′, t)

]
,

(509)

where

�MS
jk(�r , �r ′) =

{
−〈�J †

j (�r )
∣∣Õk(�r ′)ρeq

〉
−〈

O†
k (�r ′)

∣∣ �̃J j (�r )ρeq
〉 (510)

and

��M
C

jk(�r , �r ′) =
∫ �t

0
dt (1 − t/�t)

〈 �J †
j (�r )

∣∣
× exp(−iL̂t)

∣∣ �̃J k(�r ′)ρeq
〉
. (511)

Equation (509) represents a spatially nonlocal gen-
eralization of the linear phenomenological equations in
nonequilibrium thermodynamics for the case of contin-
uous systems. [See Eq. (320).] As in nonequilibrium
thermodynamics, the gradients kB �∇� j (�r , t) of the spa-
tially dependent thermodynamic parameters kB� j (�r , t),
where kB� j (�r , t) = δS(t)/δ〈ρ̂ j (�r , t〉, can be treated as
driving forces �Xk(�r , t) for the currents 〈 �̂J j (�r , t ; �t)〉.
Of course, one must interpret the quantity �J j (�r , t) ap-
pearing in the linear phenomenological equations as
〈 �̂J j (�r , t ; �t)〉.

Similar to the approximation of Eq. (498) by Eq. (499),
the formal expression given by Eq. (511) for ��MC

jk(�r , �r ′)
is sometimes written

��M
C

jk(�r , �r ′) = lim
ε→0+

∫ ∞

0
dt exp(−εt)

〈 �J †
j (�r )

∣∣
× exp(−iL̂t)

∣∣ �̃J k(�r ′)ρeq
〉
. (512)

B. Response to External Disturbances

Let us consider the problem of describing the response of
a system to some probe, such as an electric or magnetic
field, that can be treated as a classical external force. This
problem can be dealt with by starting with the following
version of the quantum Liouville equation:

d

dt
ρ̂(t) = −i ˆ̂L(t)ρ̂(t), (513)

where ˆ̂L(t) is a time-dependent Liouville operator given
by ˆ̂L(t) = ˆ̂L+ ˆ̂Lext(t).

The Liouville operator ˆ̂L= (1/h) ˆ̂H− embodies the dy-
namics of the system in the absence of the external force,
where the superoperator ˆ̂H− is formed using the system
Hamiltonian Ĥ. The influence of the external force on
the system is described by ˆ̂Lext(t) = (1/h) ˆ̂H−

ext(t), where
the superoperator ˆ̂H−

ext(t) is formed from the interaction
Hamiltonian Ĥext(t) describing the coupling between the
external force and the system.

Consider, for example, the interaction Ĥext(t) between a
polarizable medium and the classical electric field �E(�r , t).
For this case, we write

Ĥext(t) = −
∫
D

dV �E(�r , t) · �̂P(�r ), (514)

where the integration is over the spatial domain D occu-
pied by the system and its surroundings and

�̂P(�r ) = 1

2

∑
m

[ �̂µm, δ(�r − �̂qm)]+ (515)

is the electric polarization operator for the system at the
position �r , with the subscript + indicating that the quantity
[ �̂µm, δ(�r − �̂qm)]+ is an anticommutator. The index m in
Eq. (515) runs over the constituent atoms/molecules with
�̂µm and �̂qm denoting the dipole moment and coordinate
operators, respectively, for atom/molecule m.

The interaction Hamiltonian Ĥext(t) given by
Eq. (514) describes the coupling of a classical force
�F �B(�r , t) = �E(�r , t) with a local vector property �̂B(�r ) =
�̂P(�r ) of the system. Restricting our considerations to
systems involving this type of coupling, we assume that
Ĥext(t) can be written in the form

Ĥext(t) = −
∫
D

dV �F �B(�r , t) · �̂B(�r ), (516)

where

�̂B(�r ) = 1

2

∑
m

[ �̂Bm, δ(�r − �̂qm)]+. (517)

For this model,

ˆ̂Lext(t) = −1

h

∫
D

dV �F �B(�r , t) · ˆ̂�B−(�r ). (518)

It is convenient to recast the Liouville equation given
by Eq. (513) in the vector form

d

dt
|ρt 〉 = −L̂(t)|ρt 〉, (519)

where the transition operator L̂(t) is given by L̂(t) = iL̂(t).
The formal solution |ρt 〉 of this equation can be expressed
in terms of the integral equation
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|ρt 〉 = exp[−L̂(t − t0)]|ρt0〉

−
∫ t

t0

dt ′ exp[−L̂(t − t ′)] L̂ext(t
′)|ρt ′ 〉, (520)

with L̂ = iL̂ denoting the transition operator of the system
and |ρt0〉 representing its initial state.

Assuming the system is initially prepared in the state of
thermal equilibrium, we write |ρt0〉 = |ρeq〉, where |ρeq〉 is
a vector corresponding to the equilibrium canonical den-
sity operator. Introducing this assumption, we obtain for
Eq. (520)

|ρt 〉 = |ρeq〉−
∫ t

t0

dt ′ exp[−L̂(t−t ′) ] L̂ext(t
′)|ρt ′ 〉. (521)

In view of the formal structure of ˆ̂Lext(t) = i ˆ̂Lext(t), we
can write

L̂ext(t
′)|C〉 = − i

h

∫
D

dV ′|[ �B(�r ′
, 0), C]−〉 · �F �B(�r ′

, t ′)

(522)

for any vector |C〉. Making use of this relation, we find
that Eq. (521) can be written

|ρt 〉 = |ρeq〉 + i

h

∫ t

t0

dt ′
∫
D

dV ′

× exp[−L̂(t − t ′)]|[ �B(�r ′, 0), ρt ′ ]−〉 · �F �B(�r ′, t ′).

(523)

With Eq. (523) at our disposal, we can proceed to
consider the influence of the external force �F �B(�r , t)
on the properties of the system. Using Eq. (523) to
form the inner product 〈 �A†(�r )|ρt 〉 in the expression
〈 �̂A(�r , t)〉 = 〈 �A†(�r )|ρt 〉, we obtain

〈δ �̂A(�r , t)〉 =
∫ t

t0

dt ′
∫
D

dV ′ ��� �A �B(�r t, �r ′t ′) · �F �B(�r ′, t ′),

(524)

where 〈δ �̂A(�r , t)〉 = 〈 �̂A(�r , t)〉 − 〈 �̂A(�r )〉eq and

��� �A, �B(�r t, �r ′ t ′) = i

h

〈 �A†
t−t ′ (�r )

∣∣ [ �B(�r ′, 0), ρt ′ ]−
〉
. (525)

Equation (524) is an exact result for the displacement
〈δ �̂A(�r , t)〉 from equilibrium arising from the external force
�F �B(�r , t). As evident from Eq. (524), the response of

the system to the external force �F �B(�r , t) is nonlocal in
space and time. Moreover, the response is nonlinear with
the nonlinear dependence carried by the nonequilibrium
time correlation function ��� �A �B(�r t, �r ′t ′) through |ρt ′ 〉.

The result given by Eq. (525) can be rewritten as

��� �A �B(�r t, �r ′t ′)

= i

h
〈[ �̂A(�r , t − t ′), �̂B(�r ′, 0)]−〉ρ(t ′) (526a)

= i

h
Tr ρ̂(t ′)[ �̂A(�r , t − t ′), �̂B(�r ′, 0)]−. (526b)

Since ��� �A �B(�r t, �r ′t ′) represents the response of the sys-
tem at the space-time point (�r , t) to the disturbance at the
space-time point (�r ′, t ′), we refer to ��� �A �B(�r t, �r ′t ′) as a
response function.

Suppose �F �B(�r , t) is a CW monochromatic force of the
form

�F �B(�r , t) = 1

2

∑
�k

{ �F �B(�k, ω) exp[+i(�k · �r − ωt)]

+ �F∗
�B(�k, ω) exp[−i(�k · �r − ωt)]

}
. (527)

Substituting this form into Eq. (524), we obtain

〈δ �̂A(�r , t)〉 = Re
∑

�k

��χ �A �B(�k, ω) · �F �B(�k, ω)

× exp[+i(�k · �r − ωt)], (528)

where

��χ �A �B(�k, ω)

=
∫ t

t0

dt ′ exp[+iω(t − t ′)]

×
∫
D

dV ′ exp[+i�k · (�r ′ − �r )] ��� �A �B(�r t, �r ′t ′). (529)

The wavevector- and frequency-dependent quantity
��χ �A �B(�k, ω) can be regarded as a generalized nonlinear sus-
ceptibility characterizing the response of a system to a
monochromatic force.

For a sufficiently weak external force �F �B(�r , t), the de-
parture |δρt 〉 = |ρt 〉 − |ρeq〉 from equilibrium is expected
to be small. Then |ρt 〉 ≈ |ρeq〉. Assuming this to be the
case, the nonequilibrium response function ��� �A �B(�r t, �r ′t ′)
should be well approximated by the equilibrium response
function

��� �A �B(�r , �r ′; t − t ′)

= i

h
〈[ �̂A(�r , t − t ′), �̂B(�r ′, 0)]−〉eq (530a)

= i

h
Tr ρ̂eq[ �̂A(�r , t − t ′), �̂B(�r ′, 0)]−. (530b)

Introducing the approximation ��� �A �B(�r t, �r ′t ′) = ��� �A �B
(�r , �r ′; t − t ′), we find that Eq. (524) assumes the form



P1: FHK/FFV P2: GLQ Final Pages

Encyclopedia of Physical Science and Technology EN015B-727 August 2, 2001 16:6

798 Statistical Mechanics

〈δ �̂A(�r , t)〉 =
∫ t

t0

dt ′
∫
D

dV ′��� �A �B(�r , �r ′; t − t ′) · �F �B(�r ′, t ′)

(531)

given by linear response theory. In Kubo’s formulation of
linear response theory, the force �F �B(�r , t) is assumed to be
switched on in the infinite past [t0 = −∞] when the system
was in the state of thermal equilibrium. For this model, the
above equation can be cast in the form of Eq. (528) for
the case of a CW monochromatic force with ��χ �A �B(�k, ω)
denoting the generalized linear susceptibility

��χ �A �B(�k, ω) = lim
ε→0+

∫ ∞

0
dt exp[+i(ω + iε)t]

×
∫
D

dV ′ exp[+i �k · (�r ′ − �r )] ��� �A �B(�r , �r ′; t). (532)

For spatially homogeneous systems in the linear
response regime, ��� �A �B(�r t, �r ′ t ′) = ��� �A �B(�r − �r ′; t − t ′).
Thus, the response at the space-time point (�r , t) to the
disturbance at the space-time point (�r ′, t ′) depends only
on �r − �r ′ and t − t ′. A system possessing this charac-
ter is said to be translationally invariant and temporally
stationary.

Henceforth, we shall limit our considerations to spa-
tially homogeneous systems in the linear response regime.
For this case, the linear susceptibility assumes the simple
form

��χ �A �B(�k, ω) = i

hV
lim

ε→0+

∫ ∞

0
dt exp[+i(ω + iε)t]

× 〈[ �̂A(�k, t), �̂B(−�k, 0)]−〉eq, (533)

where

�̂A(�k, t) = 1

2

∑
m

[ �̂Am(t), exp(−i�k · �̂qm(t))]+ (534)

and

�̂B(−�k, 0) = 1

2

∑
m

[ �̂Bm(0), exp(+i �k · �̂qm(0))]+. (535)

One can demonstrate that causality implies that the real
��χ ′

�A �B(�k, ω) and imaginary ��χ ′′
�A �B(�k, ω) parts of the linear

susceptibility ��χ �A �B(�k, ω) are connected by the Kramers–
Kronig dispersion relations

��χ ′
�A �B(�k, ω) = 1

π
P

∫ +∞

−∞
dω′

��χ ′′
�A �B(�k, ω′)

(ω′ − ω)
(536)

and

��χ ′′
�A �B(�k, ω) = − 1

π
P

∫ +∞

−∞
dω′

��χ ′
�A �B(�k, ω′)

(ω′ − ω)
(537)

or

��χ ′
�A �B(�k, ω) = 2

π
P

∫ ∞

0
dω′ ω′ ��χ ′′

�A �B(�k, ω′)

(ω′2 − ω2)
(538)

and

��χ ′′
�A �B(�k, ω) = − 2

π
P

∫ ∞

0
dω′ ω ��χ ′

�A �B(�k, ω′)

(ω′2 − ω2)
. (539)

In the above, the integrals are Cauchy principal values.
In the investigation of the response of a system subject to

an external field, we are usually interested in the response
〈δ �A(�r , t)〉 of the property directly coupled to the field, i.e.,
〈δ �A(�r , t)〉 = 〈δ �B(�r , t)〉. For such investigations, the time-
averaged power Q(ω) absorbed by the system from a CW
monochromatic field over the period 2π/ω is given by

Q(ω) =
∑

�k
Q(�k, ω), (540)

where

Q(�k, ω) =
(

ωV

2

)
�F �B(�k, ω) · ��χ ′′

�B �B(�k, ω) · �F∗
�B(�k, ω),

(541)
with

��χ ′′
�B �B(�k, ω) =

(
1

hV

)
tanh

(
βhω

2

) ∫ +∞

−∞
dt exp(−iωt)

×
〈

1

2
[ �̂B(�k, t), �̂B(−�k, 0)]+

〉
eq

. (542)

The above results connect the power dissipated by the
system to spontaneous equilibrium fluctuations. In view of
this connection, Eqs. (541) and (542) are said to represent
a fluctuation–dissipation relation.

A simple problem for which the above-described for-
malism applies is the determination of the polarization
〈 �̂p(�r , t)〉 of some dielectric medium subject to the electric
field �E(�r , t). For this problem, �̂A(�r ) = �̂B(�r ) = �̂P(�r ) and
�F �B(�r , t) = �E(�r , t), where the polarization operator �̂p(�r ) is

defined by Eq. (515). Then ��χ �A �B(�k, ω) = ��χ �P �P (�k, ω) repre-
sents the electric susceptibility of the system. If ��χ �P �P (�k, ω)
is determined using Eq. (529), ��χ �P �P (�k, ω) represents a
field-dependent nonlinear susceptibility. If Eq. (532) or
(533) is used to determine ��χ �P �P (�k, ω), this quantity repre-
sents a field-independent linear susceptibility.

Although we have focused our attention on quantum
systems, the above formal development can be easily mod-
ified to handle classical systems. This can be accomplished
by using the identity

L̂ext(t
′)|C〉 = −

∫
D

dV ′|{ �B(�r ′
, 0), C}〉 · �F �B(�r ′

, t ′)

for classical systems rather than the identity given by
Eq. (522) for quantum systems, where { �B(�r ′

, 0), C} is a
Poisson bracket.

As one might anticipate from the difference in the
results of the operation L̂ext(t ′)|C〉 for quantum and
classical systems, passage to the classical limit can be
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partially achieved by making replacements of the type
(ih)| [A, B]−〉 → |{A, B}〉 or (ih)[ Â, B̂]− → {A, B}. Full
recovery of the classical results from the various expres-
sions also requires the following additional types of re-
placements: 〈 Â〉 → 〈A〉, ρ̂ → ρ, ρ̂eq → ρeq,

1
2 [ Â, B̂]+〉 →

AB, and h → 0.

C. Mori–Zwanzig Projection
Operator Formalism

Since the characterization of a physical system usually re-
quires only a limited number of average quantities or a
contracted description of the system, Zwanzig suggested
that we partition the density operator (probability density)
appearing in the Liouville equation into relevant and ir-
relevant parts, with the relevant part bearing the relevant
information for the physical system under consideration.
This partitioning and the subsequent formal development
are readily accomplished by working in the vector lan-
guage introduced in Section 4, which allowed us to write
the Liouville equation and the equation of motion for dy-
namical variables in the forms given by Eqs. (215) and
(216), respectively. Here, we rewrite these equations as
(d/dt)|ρt 〉 = −L̂|ρt 〉 and (d/dt)〈O j,t | = −〈O j,t |L̂ , where
L̂ = iL̂ is called the transition operator.

The partitioning of the vector |ρt 〉 corresponding to
the density operator ρ̂(t) of some system into a relevant
part, denoted by |ρR

t 〉, and an irrelevant part, denoted by
|ρ I

t 〉, can be accomplished by introducing the orthogo-
nal projection operators P̂ and Q̂ possessing the prop-
erties P̂ + Q̂ = Î , P̂

2 = P̂, Q̂
2 = Q̂, and P̂ Q̂ = Q̂ P̂ = 0̂,

where 0̂ is the null operator. Making use of the projection
operators P̂ and Q̂, we write

|ρt 〉 = ∣∣ρR
t

〉 + ∣∣ρ I
t

〉
, (543)

where ∣∣ρR
t

〉 = P̂|ρt 〉 (544)

and ∣∣ρ I
t

〉 = Q̂|ρt 〉. (545)

Application of the projection operators P̂ and Q̂ to the
Liouville equation (d/dt)|ρt 〉 = −L̂|ρt 〉 gives the follow-
ing exact equation of motion for the relevant part |ρR

t 〉 of
|ρt 〉:

d

dt

∣∣ρR
t

〉 = −L̂ P P

∣∣ρR
t

〉
+

∫ t

0
dt ′ L̂ P Q exp[−L̂ Q Q(t − t ′)]L̂ Q P

∣∣ρR
t ′
〉

− L̂ P Q exp(−L̂ Q Qt) Q̂ |ρ0〉, (546)

where L̂ P P , L̂ P Q, L̂ Q P , and L̂ Q Q are the projected
transition operators L̂ P P = P̂ L̂ P̂, L̂ P Q = P̂ L̂ Q̂, L̂ Q P =
Q̂ L̂ P̂, and L̂ Q Q = Q̂ L̂ Q̂. The above equation of motion,
first established by Zwanzig, is called the Zwanzig master
equation.

According to Eq. (546), the vector |ρR
t 〉 depends on it-

self at earlier times. Thus, |ρR
t 〉 possesses memory. Equa-

tions of motion for quantities endowed with memory are
labeled as non-Markovian.

The actual use of Eq. (546) requires us to specify the
projection operator P̂ , which in turn depends on the prob-
lem at hand and how we wish to bias the final results. For
example, suppose we want to construct a non-Markovian
analogue of Eq. (492). The formal structure of Eqs. (492)–
(494) suggests that the projection operator P̂ be defined
as

P̂ =
∑

j,k

|δÕ jρeq〉χ−1
jk

〈
δO†

k

∣∣. (547)

For the projection operator defined by Eq. (547), one
can demonstrate that 〈δO†

j |ρt 〉 = 〈δO†
j |ρR

t 〉. Then the
formal expression 〈δÔ j (t)〉 = 〈δO†

j |ρt 〉 can be rewrit-
ten as 〈δÔ j (t)〉 = 〈δO†

j |ρR
t 〉. Making use of Eq. (546)

to form the time derivative (d/dt)〈δO†
j |ρR

t 〉 in the rela-
tion (d/dt)〈δÔ j (t)〉 = (d/dt)〈δO†

j |ρR
t 〉 and subsequently

introducing Eq. (547), we obtain the following non-
Markovian analogue of Eq. (492):

d

dt
〈δÔ j (t)〉 = −

∑
k

[
i� jk〈δÔk(t)〉

+
∫ t

0
dt ′

K jk(t − t ′)〈δÔk(t ′)〉
]

+ I j (t), (548)

where

i� jk =
∑

l

M
S
jlχ

−1
lk , (549)

K jk(t − t ′) =
∑

l

M
C
jl(t − t ′)χ−1

lk , (550)

and

I j (t) = 〈
δȮ

†
j

∣∣Q̂ exp(−L̂ Q Qt)Q̂
∣∣ρ0

〉
, (551)

with

M
S
jl =




−〈
δO†

l

∣∣δ ˜̇O jρeq
〉

−〈
δȮ

†
j

∣∣δÕlρeq
〉

〈
δO†

j

∣∣δ ˜̇Olρeq
〉 (552)

and

M
C
jl(t − t ′) = 〈

δȮ
†
j

∣∣Q̂ exp[−L̂ Q Q(t − t ′)]Q̂
∣∣δ ˜̇Olρeq

〉
.

(553)
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The first term in the sum on the right side of Eq. (548)
describes the instantaneous response of the system to the
displacements from thermal equilibrium. This response is
characterized by the frequencies {� jk}. The second term
in the sum on the right side of Eq. (548) describes memory
effects. More specifically, it relates the displacements from
equilibrium at time t to earlier values of these displace-
ments through the memory kernels {K jk(t − t ′)}, which
are commonly called memory functions. The last term on
the right side of Eq. (548), denoted by I j (t), is a source
term describing effects due to the initial preparation of the
system.

Application of the projection operators P̂ and Q̂ to
the equation of motion (d/dt)〈δO†

j,t | = −〈δO†
j,t |L̂ can be

shown to give

d

dt

〈
δO†

j,t

∣∣ = −
∑

k

[
i� jk

〈
δO†

k,t

∣∣

+
∫ t

0
dt ′

K jk(t − t ′)
〈
δO†

k,t ′
∣∣] + 〈 f j,t |, (554)

where

〈 f j,t | = 〈
δȮ

†
j

∣∣ exp(−L̂ Q Qt)Q̂. (555)

The above equation of motion, first obtained by Mori, is
called a generalized Langevin equation due to its resem-
blance to the Langevin equations from classical Brownian
motion theory. In essence, Eq. (554) describes the evolu-
tion of the dynamical vectors 〈δO†

j,t | corresponding to the
fluctuations δÔ j (t) = Ô j (t) − 〈Ô j 〉eq about thermal equi-
librium.

Making use of Eq. (554) to form the time derivative
(d/dt)〈δO†

j,t | ρ0〉 in the relation (d/dt)〈δÔ j (t)〉 = (d/dt)
〈δO†

j,t | ρ0〉, we again arrive at Eq. (548). Since Eq. (548)
can be obtained from either Zwanzig’s master equation
or Mori’s generalized Langevin equation, the projection
operator approaches of Mori and Zwanzig are commonly
referred to jointly as the Mori–Zwanzig projection opera-
tor formalism.

We should remark that Mori did not actually use the pro-
jection operator P̂ defined by Eq. (547). Instead, Mori used
the projection operator P̂ = ∑

jk |δO j 〉χ−1
jk 〈δOk |. Also,

Mori defined the inner product of 〈δO j | and |δOk〉 by
〈δO j | δOk〉 = Tr ρ̂eqδÔ jδ

ˆ̃Ok . The use of such projector
operators and inner products tends to render the formalism
less transparent. Moreover, the interpretation of the vec-
tors 〈δO j | and |δO j 〉 and the mathematical relationship
between them are unclear. This lack of clarity can lead to
mathematical difficulties when subjecting the quantities
M

C
jk(t) to detailed mathematical analysis.

In order to work with the set of non-Markovian equa-
tions of motion given by Eq. (548), we must first de-
termine the quantities {� jk}, {K jk(t)}, and {I j (t)} using
some microscopic model as described by the transition
operator L̂ or the Liouville operator L̂. Given these quan-
tities, we can proceed to solve the set of equations of
motion for the displacements {〈δÔ j (t)〉} from thermal
equilibrium. In general, this procedure for dealing with
the non-Markovian equations of motion is difficult to
implement.

In order to circumvent the difficulties in dealing with
Eq. (548), investigators often introduce an ansatz for the
memory functions, i.e., an analytic form is assumed for
the memory functions on the basis of mathematical con-
venience and physical intuition. The simplest and most
widely used memory function model is the Markovian
approximation. In essence, one neglects non-Markovian
retardation by assuming that the memory function K jk(t)
can be written as

K jk(t) = K jkδ(t), (556)

where

K jk =
∑

l

MC
jlχ

−1
lk , (557)

with

MC
jl = lim

z→0+

〈
δȮ

†
j

∣∣Q̂(z Q̂ + L̂ Q Q)−1 Q̂
∣∣δ ˜̇Olρeq

〉
. (558)

In addition to making the Markovian approximation,
the source term I j (t) in Eq. (548) is usually neglected.
This assumption is based on the idea that effects due
to the initial preparation of the system are unimpor-
tant when the system is close to thermal equilibrium. A
more rigorous justification for invoking this approxima-
tion can be obtained by using the maximum entropy prin-
ciple to describe the initial state |ρ0〉, which leads to the
form |ρ0〉 = |exp[�I − βH− ∑

j � j (0)O j ]〉. Assuming
that the system is initially close to thermal equilibrium,
we can approximate |ρ0〉 by |ρeq〉 + ∑

j,k |δÕ jρeq〉χ−1
jk

〈δÔk(0)〉. Making use of this approximate form for |ρ0〉
to evaluate Eq. (551), we obtain I j (t) = 0.

Invoking the Markovian approximation and neglecting
effects due to the initial preparation of the system, one
finds that Eq. (548) assumes a form that is identical to the
linear equation of motion given by Eq. (492) from QSM
theory, except that the phenomenological time derivative
is replaced by an instantaneous time derivative. The fre-
quencies {� jk} appearing in the Markovian approximation
of Eq. (548) are identical to those appearing in Eq. (492).
(The frequencies are also identical in the Markovian form.)
Nonetheless, the formal expressions for K jk differ due to
the difference in the expressions for MC

jl .
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The classical limit of the quantum results can be ob-
tained by making the replacements 〈δO†

j | → 〈δO∗
j | and

|δÕkρeq〉 → |δOkρeq〉. Apart from this modification, the
classical and quantum results are identical.

As in the previously discussed theories of nonequilib-
rium processes, the time evolution of the displacements
from equilibrium, as described by Eq. (548), is intimately
connected to spontaneous equilibrium fluctuations. Such
fluctuations are built into Eq. (548) through the projection
operator P̂ defined by Eq. (547).

Projection operators of the type given by Eq. (547) pos-
sess a global operational character in the sense that they
operate on both the system of interest (system) and its
surroundings (bath). An alternative approach to the prob-
lem of constructing contracted equations of motion is to
use projection operators that operate only on the subspace
spanned by the bath. Such bath projection operators have
been used in conjunction with Zwanzig’s master equation
to construct equations of motion solely for the state vector
|ρS

t 〉 for the system of interest.
Apart from being used to construct contracted equa-

tions of motion, projection techniques have been used to
develop powerful analytic and numerical tools that enable
one to solve spectral and temporal problems without re-
sorting to the solution of global equations of motion. In
this respect, we mention Mori’s memory function formal-
ism and dual Lanczos transformation theory.

Mori’s memory function formalism provides a frame-
work for determining the time evolution of equilibrium
autocorrelation functions (time correlation functions de-
scribing self-correlations) and their spectral transforms for
the case of classical systems. The aforementioned ambi-
guity in the interpretation of the vectors 〈δO j | and |δO j 〉 in
Mori’s treatment of autocorrelation functions for quantum
systems leads to mathematical difficulties.

Dual Lanczos transformation theory is a projection op-
erator approach to nonequilibrium processes that was de-
veloped by the author to handle very general spectral and
temporal problems. Unlike Mori’s memory function for-
malism, dual Lanczos transformation theory does not im-
pose symmetry restrictions on the Liouville operator and
thus applies to both reversible and irreversible systems.
Moreover, it can be used to determine the time evolu-
tion of equilibrium autocorrelation functions and cross-
correlation functions (time correlation functions not de-
scribing self-correlations) and their spectral transforms
for both classical and quantum systems. In addition, dual
Lanczos transformation theory provides a number of tools
for determining the temporal evolution of the averages of
dynamical variables. Several years ago, it was demon-
strated that the projection operator theories of Mori and
Zwanzig represent special limiting cases of dual Lanczos
transformation theory.

D. Maximum Entropy Approach
to Nonequilibrium Processes

In Sections I.C and V.D it was shown that the basic re-
sults from equilibrium and nonequilibrium thermodynam-
ics can be established from statistical mechanics by start-
ing from the maximum entropy principle. The success
of this approach to the formulation of equilibrium and
nonequilibrium thermodynamics suggests that the max-
imum entropy principle can also be used to formulate a
general theory of nonequilibrium processes that automati-
cally includes the thermodynamic description of nonequi-
librium systems. In this section, we formulate a theory pos-
sessing this character by making use of a time-dependent
projection operator P̂(t) that projects the thermodynamic
description |ρ̄ t 〉 of a system out of the global description
|ρt 〉 given by the solution of the Liouville equation. We
shall refer to this theory as the maximum entropy approach
to nonequilibrium processes.

The roots of the maximum entropy approach to
nonequilibrium processes lie in Robertson’s attempt to
formulate a general method for constructing nonlinear
equations of motion in nonequilibrium statistical mechan-
ics, the Kawasaki–Gunton treatment of nonlinear transport
processes in classical systems, and Grabert’s treatment of
nonequilibrium fluctuations and nonlinear transport pro-
cesses in quantum systems. As with the maximum en-
tropy approach, the Robertson, Kawasaki–Gunton, and
Grabert theories of nonequilibrium processes employ a
time-dependent projection operator that projects the ther-
modynamic description of a system out of the global de-
scription given by the solution of the classical or quan-
tum Liouville equation. These theories also explicitly or
implicitly assume the validity of the maximum entropy
principle for systems out of equilibrium.

Although the maximum entropy approach and the
Robertson, Kawasaki–Gunton, and Grabert theories em-
ploy the same basic methodology, they are not for-
mally equivalent treatments of nonequilibrium processes.
The time-dependent projection operator introduced by
Robertson violates the conservation of probability. This
defect was corrected for the case of classical systems
with the time-dependent projection operator introduced
by Kawasaki and Gunton. The time-dependent projection
operator introduced by Grabert provides a suitable gener-
alization of the Kawasaki–Gunton projection operator for
quantum systems.

In the maximum entropy approach to nonequilibrium
processes, we employ a time-dependent projection oper-
ator that is formally equivalent to the projection opera-
tor introduced by Grabert. However, it is written in such
a way that it leads to results that are more transparent
and more closely connected to the statistical mechanical
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formulation of nonequilibrium thermodynamics, QSM
theory, and Mori’s projection operator formalism. This is
accomplished by formulating the maximum entropy ap-
proach to nonequilibrium processes in the modern vector
language introduced earlier in our discussion of the lat-
ter approaches to nonequilibrium processes. This vector
language was not employed in the Grabert, Robertson, and
Kawasaki–Gunton theories.

1. Global and Thermodynamic Descriptions
of Nonequilibrium Systems

As in the Zwanzig approach to nonequilibrium processes,
we partition the vector |ρt 〉 corresponding to the density
operator ρ̂(t) of some system into relevant and irrelevant
parts by using orthogonal projection operators. However,
the projection operators P̂(t) and Q̂(t) used to accomplish
this task are time dependent rather than time indepen-
dent. Nonetheless, P̂(t) and Q̂(t) possess the usual prop-
erties P̂(t) + Q̂(t) = Î , P̂(t)2 = P̂(t), Q̂(t)2 = Q̂(t), and
P̂(t)Q̂(t) = Q̂(t)P̂(t) = 0̂ of orthogonal projection opera-
tors, where 0̂ is the null operator.

We require the projection operator P̂(t) to be such that
it projects the thermodynamic description |ρ̄ t 〉 of a system
out of the global description |ρt 〉, i.e., |ρ̄ t 〉 = P̂(t)|ρt 〉. The
global description |ρt 〉 of the system is given by the solu-
tion of the Liouville equation (d/dt) |ρt 〉 = −L̂|ρt 〉, where
L̂ = iL̂. The thermodynamic description |ρ̄ t 〉 of the sys-
tem is obtained by employing the time-dependent version
of the maximum entropy principle.

As in our discussions of nonequilibrium thermodynam-
ics and QSM theory, the thermodynamic description of
a system is defined by specifying the values of certain
thermodynamic coordinates. The thermodynamic coordi-
nates should include the average energy 〈Ĥ〉 or the local
energy density 〈ρ̂H(�r , t)〉 and time-dependent external pa-
rameters, such as a variable volume 〈V (t)〉 or electric field
〈 �̂E(�r , t)〉. Independent of the nature of the thermodynamic
coordinates, they must be linearly independent in order for
|ρ̄ t 〉 to be unique.

We adopt the point of view that the system is actually
a composite system made up of the system of interest and
its surroundings. As indicated in our discussion of QSM
theory, the system of interest and its surroundings do not
necessarily occupy different spatial domains.

The global and thermodynamic descriptions of a sys-
tem are required to be equivalent at the time origin and
to give the same results for the values of the thermo-
dynamic coordinates at any given instant in time. Also,
we require the global and thermodynamic descriptions
to satisfy the conservation of probability. These re-
quirements can be expressed as follows: |ρt0〉 = |ρ̄ t0〉,
where t0 is the time origin; 〈Ô j (t)〉 = 〈O†

j |ρt 〉 = 〈O†
j |ρ̄ t 〉

for spatially independent thermodynamic coordinates
and 〈Ô j (�r , t)〉 = 〈O†

j (�r )|ρt 〉 = 〈O†
j (�r )|ρ̄ t 〉 for spatially

dependent thermodynamic coordinates; and 〈I |ρt 〉 =
〈I |ρ̄ t 〉 = 1 for all t . For the sake of simplicity, we take
t0 = 0.

As in our earlier discussions of nonequilibrium sys-
tems, we restrict our considerations to systems that are
characterized by either spatially independent thermody-
namic coordinates {〈Ô j (t)〉} or spatially dependent ther-
modynamics coordinates {〈Ô j (�r , t)〉}. The generalization
of the results to include both types of thermodynamic coor-
dinates can be accomplished in a straightforward fashion.

2. Spatially Independent
Thermodynamic Coordinates

For the case of spatially independent thermodynamic co-
ordinates {〈Ô j (t)〉}, we project the thermodynamic de-
scription |ρ̄ t 〉 out of the global description |ρt 〉 with the
projection operator

P̂(t) = |ρ̄t 〉〈I | +
∑

j,k

|δt Õ j ρ̄ t 〉χ−1
jk (t)

〈
δt O†

k

∣∣. (559)

In Eq. (559), χ−1
jk (t) denotes a matrix element of the

inverseχ−1(t) of the nonequilibrium susceptibility matrix
χ(t), with the matrix elements χ jk(t) of χ(t) defined by
Eqs. (360a)–(363). In the vector language adopted here,
we write

χ jk(t) = 〈
δt O†

k

∣∣δt Õ j ρ̄t
〉
. (560)

The vectors |δt Õ j ρ̄ t 〉 and 〈δt O†
k | appearing in

Eqs. (559) and (560) correspond to the operators δt
ˆ̃O j ˆ̄ρ(t)

and δt Ôk , where ˆ̄ρ(t) is the statistical density operator
given by Eq. (341), and δt

ˆ̃O j and δt Ôk are the opera-
tors defined by Eqs. (361) and (362), respectively. Unless
stated otherwise, the tilde in the various expressions dis-
cussed here and in the remainder of our discussion of the
maximum entropy approach to nonequilibrium processes
should be interpreted as a generalized Kubo transform as
defined by Eq. (363) or (450). As evident form Eq. (363),
the generalized Kubo transform carries an additional time
dependence. For the sake of notational simplicity, we have
suppressed it.

If the system is close to thermal equilibrium, the pro-
jection operator P̂(t) assumes the time-independent form

P̂ = |ρeq〉〈I | +
∑

j,k

|δÕ jρeq〉χ−1
jk

〈
δO†

k

∣∣, (561)

where the tilde indicates the usual time-independent Kubo
transform |δÕ jρeq〉 = ∫ 1

0 dλ|ρλ
eqδO jρ

−λ
eq ρeq〉 and χ−1

jk is
a matrix element of the inverse χ−1 of the equilibrium
susceptibility matrix χ, with the matrix elements χ jk of
χ given by χ jk = 〈δO†

k | δÕ jρeq〉. The second term on the
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right side of the above equation corresponds to the time-
independent projection operator P̂ adopted in our discus-
sion of the Mori–Zwanzig projection operator formalism.
[See Eq. (547).]

One can show that the application of the projec-
tion operators P̂(t) and Q̂(t) to the Liouville equation
(d/dt)|ρt 〉 = −L̂|ρt 〉 gives the following exact equation
of motion for the thermodynamic description |ρ̄ t 〉 of the
system:

d

dt
|ρ̄t 〉 = −L̂ P P (t)|ρ̄ t 〉

+
∫ t

0
dt ′ L̂ P Q(t.5)�̂Q Q(t, t ′)L̂ Q P (t ′)|ρ̄ t ′ 〉. (562)

The quantities L̂ P P (t), L̂ P Q(t), and L̂ Q P (t) are the proj-
break ected transition operators L̂ P P (t) = P̂(t)L̂ P̂(t),
L̂ P Q(t) = P̂(t)L̂ Q̂(t), and L̂ Q P (t) = Q̂(t)L̂ P̂(t). It also
convenient to define L̂ Q Q(t) = Q̂(t)L̂ Q̂(t).

In Eq. (562), the quantity �̂Q Q(t, t ′) is a projected prop-
agator given by the solution of the equation of motion

∂

∂t
�̂Q Q(t, t ′) = −L̂ Q Q(t)�̂Q Q(t, t ′) (563)

subject to the boundary condition �̂Q Q(t ′, t ′) = Q̂(t ′). The
formal solution of this equation can be expressed in terms
of a positive time-ordered exponential:

�̂Q Q(t, t ′) = exp+

[
−

∫ t

t ′
dτ L̂ Q Q(τ )

]
Q̂(t ′). (564)

From the above, we see that the projected propagator
�̂Q Q(t, t ′) is an operator-valued functional of the mean
history {〈Ô j (τ )〉; t ′ ≤ τ ≤ t} of the system.

An equation of motion identical in form to Eq. (562)
was first obtained by Robertson. Nonetheless, Robertson’s
equation of motion is faulty due to the use of the defective
projection operator P̂(t) = ∑

j [∂|ρ̄ t 〉/∂〈Ô j (t)〉]〈O†
j |,

which violates the conservation of probability requirement
〈I |ρt 〉 = 〈I |ρ̄ t 〉 = 1.

The faulty equation of motion obtained by Robertson
was first corrected by Kawasaki and Gunton in a treat-
ment of transport processes in classical systems. These
investigators used a projection operator that corresponds
to the classical limit of Eq. (559). The classical equation
of motion obtained by Kawasaki and Gunton and the more
general result given by Eq. (562) do not violate the con-
servation of probability requirement.

It should be noted that the classical limit of Eq. (559)
can be obtained by making the replacements 〈δt O†

k | →
〈δt O∗

k | and |δt Õ j ρ̄ t 〉 → |δt O j ρ̄ t 〉 in Eqs. (559) and (560).
This rule for passing to the classical limit can be applied
to all of the expressionsdiscussed above and throughout

the remainder of our discussion of the maximum entropy
approach to nonequilibrium processes.

The evolution of thermodynamic description |ρ̄ t 〉 of the
system is connected to the evolution of its global descrip-
tion |ρt 〉 through the relation

|ρt 〉 = |ρ̄ t 〉 −
∫ t

0
dt ′�̂Q Q(t, t ′)L̂ Q P (t ′)|ρ̄ t ′ 〉. (565)

This result was obtained by Grabert in a treatment of
nonequilibrium fluctuations and transport processes in
quantum systems. In order to obtain this result, Grabert
employed the projection operator

P̂(t) = |ρ̄ t 〉〈I | +
∑

j

[∂|ρ̄ t 〉/∂〈Ô j (t)〉]

× [〈
O†

j

∣∣ − 〈Ô j (t)〉〈I |],
which can be shown to be equivalent to the projection
operator P̂(t) defined by Eq. (559).

The generalized master equation given by Eq. (562) can
be used to construct the following generalization of the
phenomenological equations from nonequilibrium ther-
modynamics for the case of spatially independent ther-
modynamic coordinates:

d

dt
〈Ô j (t)〉

= 〈 ˆ̇O j 〉ρ̄(t) +
∑

k

∫ t

0
dt ′MC

jk(t, t ′)�k(t ′) (566a)

=
∑

k

[
M S

jk(t)�k(t) +
∫ t

0
dt ′MC

jk(t, t ′)�k(t ′)

]
,

(566b)

where

〈 ˆ̇O j 〉ρ̄(t) = 〈
Ȯ

†
j

∣∣ρ̄ t

〉
, (567)

M S
jk(t) = 〈

O†
j

∣∣ ˜̇Ok ρ̄ t

〉
, (568)

and

MC
jk(t, t ′) = 〈

Ȯ
†
j

∣∣Q̂(t)�̂Q Q(t, t ′)Q̂(t ′)
∣∣ ˜̇Ok ρ̄ t ′

〉
. (569)

The generalized Kubo transform in | ˜̇Ok ρ̄ t 〉[| ˜̇Ok ρ̄ t ′ 〉]
depends on t [ t ′ ].

Unlike the phenomenological equations from nonequi-
librium thermodynamics, Eqs. (566a) and (566b) are non-
Markovian. Moreover, (d/dt)〈Ô j (t)〉 has a nonlinear de-
pendence on the thermodynamic parameters {� j (t)}. This
nonlinear dependence is carried by the nonequilibrium
time correlation functions M S

jk(t) and MC
jk(t, t ′), defined

by Eqs. (568) and (569), respectively. Since the thermody-
namic parameters {� j (t)} depend on the thermodynamic
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coordinates {〈Ô j (t)〉}, Eqs. (566a) and (566b) can be re-
garded as nonlinear, non-Markovian equations of motion
for the thermodynamic coordinates.

Generalized phenomenological equations of the form
of Eq. (566a) were first obtained by Robertson using
the aforementioned defective projection operator. Suitably
corrected generalized phenomenological equations were
first obtained by Kawasaki and Gunton for classical sys-
tems and by Grabert for quantum systems. Nonetheless,
these investigators neither adopted the modern vector lan-
guage used in Eqs. (567)–(569) nor established Eq. (566b).
These results were established by the author.

If the system is close to thermal equilibrium, we can
approximate Eq. (566b) by

d

dt
〈Ô j (t)〉 =

∑
k

[
M S

jk�k(t)

+
∫ t

0
dt ′MC

jk(t − t ′)�k(t ′)

]
, (570)

where

M S
jk =




−〈
O†

k

∣∣ ˜̇O jρeq
〉

−〈
Ȯ

†
j

∣∣Õkρeq
〉

〈
O†

j

∣∣ ˜̇Okρeq
〉 (571)

and

MC
jk(t − t ′) = 〈

Ȯ
†
j

∣∣Q̂ exp[−L̂ Q Q(t − t ′)]Q̂
∣∣ ˜̇Okρeq

〉
,

(572)

with L̂ Q Q denoting the time-independent projected tran-
sition operator L̂ Q Q = Q̂ L̂ Q̂. The projection operator Q̂
is the complement of the time-independent projection op-
erator P̂ defined by Eq. (561). [Since L̂|ρeq〉 = |0〉 and
〈I |L̂ = 〈0|, where 〈0| and |0〉 are null vectors, Q̂ can be
replaced by the complement of the projection operator P̂
defined by Eq. (547).] In Eqs. (571) and (572), the tilde
indicates the usual Kubo transform for a system in thermal
equilibrium.

From the above, we see that the nonlinear, non-
Markovian generalized phenomenological equa-
tions (566a) and (566b) become linear, non-Markovian
equations (570), in the regime close to thermal equi-
librium. In the Markovian approximation, the linear
non-Markovian equations assume a form that is identical
to the linear phenomenological equations given by
(484) from the linear domain of QSM theory, except
the phenomenological time derivative is replaced by an
instantaneous time derivative.

As for Eq. (484), the phenomenological coefficient M jk

resulting from the Markovian approximation of Eq. (570)

is given by Eq. (486), with M S
jk given by Eq. (488) or

(497). However, MC
jk is given by

MC
jk = lim

z→0+

〈
δȮ

†
j

∣∣Q̂(z Q̂ + L̂ Q Q)−1 Q̂
∣∣δ ˜̇Okρeq

〉
(573)

rather than Eq. (489), (495), (498), or (499).
In writing Eq. (573), we made use of the identities

〈δȮ
†
j | = 〈Ȯ

†
j | and |δ ˜̇Okρeq〉 = | ˜̇Okρeq〉. It should be noted

that the expressions given by (497) and (571) are equiv-
alent.

Fluctuations δÔ j (t) = Ô j (t) − 〈Ô j (t)〉 about the mean
path, defined by 〈Ô j (t)〉, can be described by the vectors
〈δO†

j,t | = 〈O†
j,t | − 〈Ô j (t)〉〈I |. The time derivative of these

vectors is given by (d/dt)〈δO†
j,t | = 〈Ȯ

†
j,t | − 〈 ˆ̇O j (t)〉〈I |.

Application of the projection operators P̂(t) and Q̂(t) to
the latter equation can be shown to give

d

dt

〈
δO†

j,t

∣∣ = −
∑

k

[
i� jk(t)

〈
δO†

k,t

∣∣

+
∫ t

0
dt ′

K jk(t, t ′)
〈
δO†

k,t ′
∣∣] + 〈 f j,t |, (574)

where

i� jk(t) =
∑

l

M
S
jl(t)χ

−1
lk (t), (575)

K jk(t, t ′) =
∑

l

M
C
jl(t, t ′)χ−1

lk (t ′), (576)

and

〈 f j,t | =−〈
δt O†

j

∣∣L̂ Q̂(t)�̂Q Q(t, 0)

−
∫ t

0
dt ′〈δt O†

j

∣∣L̂ Q̂(t)�̂Q Q(t, t ′) ˆ̇Q(t ′) exp(−L̂t ′),

(577)

with

M
S
jl(t) = 〈

δt O†
j

∣∣L̂∣∣δt Õl ρ̄t
〉

(578)

and

M
C
jl(t, t ′) = −〈

δt O†
j

∣∣L̂ Q̂(t)�̂Q Q(t, t ′)Q̂(t ′)L̂
∣∣δt ′ Õl ρ̄ t ′

〉
.

(579)

The generalized Kubo transform in |δt Õl ρ̄ t 〉 [|δt ′ Õl ρ̄ t ′ 〉]
depends on t [ t ′ ].

The equation of motion given by Eq. (574) is an exact
generalized Langevin equation for the vectors 〈δO†

j,t | cor-
responding to the fluctuations δÔ j (t) = Ô j (t) − 〈Ô j (t)〉
about the mean path. An equation of motion of this form
was first established by Grabert in the aforementioned
treatment of nonequilibrium fluctuations and transport
processes in quantum systems. Nonetheless, Grabert nei-
ther employed the modern vector language adopted here
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nor established the transparent formal expressions given
by Eqs. (575)–(579). These results were established by
the author.

The generalized Langevin equation given by Eq. (554)
in our discussion of the Mori–Zwanzig projection op-
erator formalism is an equation of motion for the
vectors 〈δO†

j,t | corresponding to the fluctuations δÔ j (t) =
Ô j (t) − 〈Ô j 〉eq about thermal equilibrium. If the vector
〈δO†

j,t | in the generalized Langevin equation given by
Eq. (574) is given the same interpretation, it reduces to
the generalized Langevin equation given by Eq. (554).

With Eq. (574) at our disposal, we can consider
the time evolution of the displacements 〈δÔ j (t)〉 =
〈Ô j (t)〉 − 〈Ô j 〉eq from thermal equilibrium. Making use
of Eq. (574) to form the time derivative (d/dt)〈δO†

j,t |ρeq〉
in the expression (d/dt)〈δÔ j (t)〉 = −(d/dt)〈δO†

j,t |ρeq〉,
we obtain

d

dt
〈δÔ j (t)〉 = −

∑
k

[
i� jk(t)〈δÔk(t)〉

+
∫ t

0
dt ′

K jk(t, t ′)〈δÔk(t ′)〉
]

+ I j (t), (580)

where

I j (t) = 〈
δt O†

j

∣∣L̂ Q̂(t)�̂Q Q(t, 0)
∣∣ρeq

〉
+

∫ t

0
dt ′〈δt O†

j

∣∣L̂ Q̂(t)�̂Q Q(t, t ′) ˆ̇Q(t ′)
∣∣ρeq

〉
. (581)

If the system is close to thermal equilibrium, Eq. (580) as-
sumes the form of the non-Markovian equation of motion
given by Eq. (548) in our discusssion of the Mori–Zwanzig
projection operator formalism.

In order to work with the various equations of mo-
tion discussed above, one must be able to determine
the thermodynamic parameters {� j (t)}. These quantities
can be determined by solving the set of equa-
tions (346), which is equivalent to solving the basic equa-
tions 〈Ô j (t)〉 = Tr ˆ̄ρ(t)Ô j defining the thermodynamic
state of the system, where ˆ̄ρ(t) is given by Eq. (341).

Substituting Eq. (566b) into Eq. (365), we obtain the
following closed set of nonlinear equations of motion for
the thermodynamic parameters:

d

dt
� j (t) = −

∑
k

[
N

S
jk(t)�k(t)

+
∫ t

0
dt ′

N
C
jk(t, t ′)�k(t ′)

]
, (582)

where

N
S
jk(t) =

∑
l

χ−1
jl (t)M S

lk(t) (583)

and

N
C
jk(t, t ′) =

∑
l

χ−1
jl (t)MC

lk (t, t ′). (584)

Given the solution of the set of equations of motion
given by Eq. (582), we can determine the time evo-
lution of the thermodynamic parameters {� j (t)}. This
not only enables us to determine the quantities appear-
ing in the various equations of motion discussed above,
but also enables us to determine the time evolution of
the thermodynamic coordinates {〈Ô j (t)〉}. The latter task
can be accomplished by using the formal expression
〈Ô j (t)〉 = Tr ˆ̄ρ(t)Ô j , where ˆ̄ρ(t) is given by Eq. (341).
Alternatively, one can actually solve the relevant equa-
tions of motion for the thermodynamic coordinates.

3. Spatially Dependent
Thermodynamic Coordinates

For the case of spatially dependent thermodynamic co-
ordinates {〈Ô j (�r , t)〉}, we project the thermodynamic de-
scription |ρ̄ t 〉 out of the global description |ρt 〉 with the
projection operator

P̂(t) = |ρ̄ t 〉〈I | +
∑

j,k

∫
D

dV
∫
D

dV ′|δt Õ j (�r )ρ̄t 〉

× χ−1
jk (�r , �r ′; t)

〈
δt O†

k (�r ′)
∣∣. (585)

In Eq. (585), χ−1
jk (�r , �r ′; t) denotes a matrix element

of the inverse χ−1(t) of the nonequilibrium susceptibi-
lity matrix χ(t), with the matrix elements χ jk(�r , �r ′; t) of
χ(t) defined by Eqs. (447a)–(450). In the vector language
adopted here,

χ jk(�r , �r ′; t) = 〈
δt O†

k (�r ′)
∣∣δt Õ j (�r )ρ̄t

〉
. (586)

The vectors |δt Õ j (�r )ρ̄ t 〉 and 〈δt O†
k (�r ′)| appearing

in Eqs. (585) and (586) correspond to the operators
δt

ˆ̃O j (�r ) ˆ̄ρ(t) and δt Ôk(�r ′), where ˆ̄ρ(t) is the statistical
density operator given by Eq. (425), and δt

ˆ̃O j (�r ) and
δt Ôk(�r ′) are the operators defined by Eqs. (448) and (449),
respectively. As for the case of spatially independent ther-
modyamic coordinates, the tilde is used to indicate a gen-
eralized Kubo transform, which carries an additional time
dependence. [See Eq. (450).]

If the system is close to thermal equilibrium, the pro-
jection operator P̂(t) assumes the time-independent form
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P̂ = |ρeq〉〈I | +
∑

j,k

∫
D

dV
∫
D

dV ′|δÕ j (�r )ρeq〉

× χ−1
jk (�r , �r ′)

〈
δO†

k (�r ′)
∣∣, (587)

where the tilde indicates the usual time-independent
Kubo transform |δÕ j (�r )ρeq〉 = ∫ 1

0 dλ |ρλ
eqδO j (�r )ρ−λ

eq ρeq〉
and χ−1

jk (�r , �r ′) is a matrix element of the inverse χ−1

of the equilibrium susceptibility matrix χ, with the
matrix elements χ jk(�r , �r ′) of χ given by χ jk(�r , �r ′) =
〈δO†

k (�r ′)|δÕ j (�r )ρeq〉.
Making use of the projection operator defined by

Eq. (585) and the generalized master equation given
by Eq. (562), one can construct the following general-
ized phenomenological equations for the case of spatially
dependent thermodynamic coordinates:

∂

∂t
〈Ô j (�r , t)〉 = 〈 ˆ̇O j (�r )〉ρ̄(t) +

∑
k

∫
D

dV ′

×
∫ t

0
dt ′MC

jk(�r t, �r ′t ′)�k(�r ′, t ′) (588a)

=
∑

k

[ ∫
D

dV ′M S
jk(�r , �r ′; t)�k(�r ′, t)

+
∫
D

dV ′
∫ t

0
dt ′MC

jk(�r t, �r ′t ′)�k(�r ′, t ′)

]
, (588b)

where

〈 ˆ̇O j (�r )〉ρ̄(t) = 〈
Ȯ

†
j (�r )

∣∣ρ̄ t

〉
, (589)

M S
jk(�r , �r ′; t) = 〈

O†
j (�r )

∣∣ ˜̇Ok(�r ′)ρ̄ t

〉
, (590)

and

MC
jk(�r t, �r ′ t ′) = 〈

Ȯ
†
j (�r )

∣∣Q̂(t)�̂Q Q(t, t ′)Q̂(t ′)
∣∣ ˜̇Ok(�r ′)ρ̄ t ′

〉
.

(591)

The generalized Kubo transform in | ˜̇Ok(�r ′)ρ̄ t 〉
[ ˜̇Ok(�r ′)ρ̄ t ′ 〉] depends on t [t ′].

The exact phenomenological equations given by
Eqs. (588a) and (588b) represent spatially dependent
generalizations of the phenomenological equations given
by Eqs. (566a) and (566b). Similar to the case of spa-
tially independent thermodynamic coordinates, we find
that the rate of change (∂/∂t)〈Ô j (�r , t)〉 of the thermody-
namic coordinate 〈Ô j (�r , t)〉 has a nonlinear dependence
on the thermodynamic parameters {� j (�r , t)} through-
out the spatial domain D. This nonlinear dependence is
carried by the nonequilibrium time correlation functions
M S

jk(�r , �r ′; t) and MC
jk(�r t, �r ′ t ′), defined by Eqs. (590) and

(591), respectively. Since the thermodynamic parame-
ters {� j (�r , t)} depend on the thermodynamic coordinates
{〈Ô j (�r , t)〉} throughout the spatial domain D, Eqs. (588a)

and (588b) can be regarded as nonlinear, non-Markovian
integral equations of motion for the thermodynamic
coordinates.

Generalized phenomenological equations of the
form of Eq. (588a) were first obtained by Robertson
using the defective projection operator P̂(t) =∑

j [δ|ρ̄ t 〉/δ〈Ô j (�r , t)〉]〈O†
j (�r , t)|, which violates the con-

servation of probability requirement 〈I |ρt 〉 = 〈I |ρ̄ t 〉 = 1.

The results given by Eqs. (588a) and (588b) do not suffer
from this difficulty.

If the system is close to thermal equilibrium, we can
approximate Eq. (588b) by

∂

∂t
〈Ô j (�r , t)〉 =

∑
k

[ ∫
D

dV ′M S
jk(�r , �r ′)�k(�r ′, t)

+
∫
D

dV ′
∫ t

0
dt ′MC

jk(�r , �r ′; t − t ′)�k(�r ′, t ′)

]
, (592)

where

M S
jk(�r , �r ′) =




−〈
O†

k (�r ′)
∣∣ ˜̇O j (�r )ρeq

〉
−〈

Ȯ
†
j (�r )

∣∣Õk(�r ′)ρeq
〉

〈
O†

j (�r )
∣∣ ˜̇Ok(�r ′)ρeq

〉 (593)

and

MC
jk(�r , �r ′; t − t ′) = 〈

Ȯ
†
j (�r )

∣∣Q̂ exp[−L̂ Q Q(t − t ′)]

× Q̂| ˜̇Ok(�r ′)ρeq
〉
, (594)

with L̂ Q Q denoting the time-independent projected tran-
sition operator L̂ Q Q = Q̂ L̂ Q̂. The projection operator Q̂
is the complement of the time-independent projection op-
erator P̂ defined by Eq. (587). In Eqs. (593) and (594),
the tilde indicates the usual Kubo transform for a system
in thermal equilibrium.

From the above, we see that the nonlinear, non-
Markovian generalized phenomenological equations
(588a) and (588b) become linear, non-Markovian equa-
tions (592), in the regime close to thermal equilibrium. In
the Markovian approximation, the linear, non-Markovian
equations assume a form that is identical to the linear
phenomenological equations given by Eq. (508) from
the linear domain of QSM theory for the local densities
{〈ρ̂ j (�r , t)〉} of conserved quantities, except that the phe-
nomenological time derivative is replaced by an instanta-
neous time derivative.

As for Eq. (508), the phenomenological coefficient
M jk(�r , �r ′) resulting from the Markovian approximation
of Eq. (592) for the case of local densities {〈ρ̂ j (�r , t)〉} of
conserved quantities is given by Eq. (505), with M S

jk(�r , �r ′)
given by Eq. (506). However, MC

jk(�r , �r ′) is given by
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MC
jk(�r , �r ′) = lim

z→0+

〈
ρ̇
†
j (�r )

∣∣Q̂(z Q̂ + L̂ Q Q)−1 Q̂
∣∣ ˜̇ρk(�r ′)ρeq

〉
(595)

rather than Eq. (507).
Fluctuations δÔ j (�r , t) = Ô j (�r , t) − 〈Ô j (�r , t)〉 about

the mean path, defined by 〈Ô j (�r , t)〉, can be described
by the vectors 〈δO†

j,t (�r )| = 〈O†
j,t (�r )| − 〈Ô j (�r , t)〉〈I |. The

time derivative of these vectors is given by (∂/∂t)
〈δO†

j,t (�r )| = 〈Ȯ
†
j,t (�r )| − 〈 ˆ̇O j (�r , t)〉〈I |. Application of

the projection operators P̂(t) and Q̂(t) to the latter equa-
tion gives

∂

∂t

〈
δO†

j,t (�r )
∣∣ = −

∑
k

[
i
∫
D

dV ′� jk(�r , �r ′; t)
〈
δO†

k,t (�r ′)
∣∣

+
∫
D

dV ′
∫ t

0
dt ′

K jk(�r t, �r ′t ′)
〈
δO†

k,t ′ (�r ′)
∣∣] + 〈 f j,t (�r )|,

(596)

where

i� jk(�r , �r ′; t) =
∑

l

∫
D

dV ′′
M

S
jl(�r , �r ′′; t)χ−1

lk (�r ′′, �r ′; t),

(597)

K jk(�r t, �r ′t ′) =
∑

l

∫
D

dV ′′
M

C
jl(�r t, �r ′′t ′)χ−1

lk (�r ′′, �r ′, t ′),

(598)
and

〈 f j,t (�r )| = −〈
δt O†

j (�r )
∣∣L̂ Q̂(t)�̂Q Q(t, 0)

−
∫ t

0
dt ′〈δt O†

j (�r )
∣∣L̂ Q̂(t)�̂Q Q(t, t ′) ˆ̇Q(t ′)

× exp(−L̂t ′), (599)

with

M
S
jl(�r , �r ′′; t) = 〈

δt O†
j (�r )

∣∣L̂ ∣∣δt Õl(�r ′′)ρ̄ t

〉
(600)

and

M
C
jl(�r t, �r ′′t ′) = −〈

δt O†
j (�r )

∣∣L̂ Q̂(t)�̂Q Q(t, t ′)

× Q̂(t ′)L̂
∣∣δt ′ Õl(�r ′′)ρ̄ t ′

〉
. (601)

The generalized Kubo transform in |δt Õl(�r ′′)ρ̄ t 〉
[|δt ′ Õl(�r ′′)ρ̄ t ′ 〉] depends on t[t ′].

The equation of motion given by Eq. (596) is an
exact generalized Langevin equation for the vectors
〈δO†

j,t (�r )| corresponding to the fluctuations δÔ j (�r , t) =
Ô j (�r , t) − 〈Ô j (�r , t)〉 about the mean path. It represents
a spatially dependent generalization of the generalized
Langevin equation given by Eq. (574). If the fluctua-
tions δÔ j (�r , t) are about the state of thermal equilibrium,

Eq. (596) reduces to a spatially dependent generalization
of the generalized Langevin equation given by Eq. (554) in
our discussion of the Mori–Zwanzig projection operator
formalism.

With Eq. (596) at our disposal, we can consider
the time evolution of the displacements 〈δÔ j (�r , t)〉 =
〈Ô j (�r , t)〉 − 〈Ô j (�r )〉eq from thermal equilibrium. Mak-
ing use of Eq. (596) to form the time derivative
(∂/∂t)〈δO†

j,t (�r )|ρeq〉 in the expression (∂/∂t)〈δÔ j (�r , t)〉
= −(∂/∂t)〈δO†

j,t (�r )|ρeq〉, we obtain

∂

∂t
〈δÔ j (�r , t)〉 = −

∑
k

[
i
∫
D

dV ′� jk(�r , �r ′; t)

× 〈δÔk(�r ′, t)〉 +
∫
D

dV ′
∫ t

0
dt ′

K jk

× (�r t, �r ′t ′)〈δÔk(�r ′, t ′)〉
]

+ I j (�r , t),

(602)

where

I j (�r , t) = 〈
δt O†

j (�r )
∣∣L̂ Q̂(t)�̂Q Q(t, 0)

∣∣ρeq
〉

+
∫ t

0
dt ′〈δt O†

j (�r )
∣∣L̂ Q̂(t)�̂Q Q(t, t ′) ˆ̇Q(t ′)

∣∣ρeq
〉
.

(603)

The exact result given by Eq. (602) represents a spa-
tially dependent generalization of the equation of motion
given by Eq. (580) for the evolution of the displacements
from thermal equilibrium. If the system is close to ther-
mal equilibrium, Eq. (602) assumes the form of a spatially
dependent generalization of the evolution equation given
by Eq. (548) in our discussion of the the Mori–Zwanzig
projection operator formalism.

Let us suppose that the thermodynamic coordinates
{〈Ô j (�r , t)〉} correspond to the average local densities
{〈ρ̂ j (�r , t)〉} of conserved quantities. For this case, one
can demonstrate that the equations of motion given by
Eq. (588a) can be cast in the form

〈 �̂J j (�r , t)〉 = 〈 �̂J j (�r )〉ρ̄(t) +
∑

k

∫
D

dV ′

×
∫ t

0
dt ′ ��MC

jk(�r t, �r ′t ′) · �∇�k(�r ′, t ′), (604)

where

〈 �̂J j (�r )〉ρ̄(t) = 〈 �J †
j (�r )

∣∣ρ̄ t

〉
(605)

and

��MC
jk(�r t, �r ′t ′) = 〈 �J †

j (�r )
∣∣Q̂(t)�̂Q Q(t, t ′)Q̂(t ′)

∣∣ �̃J k(�r ′)ρ̄ t ′
〉
.

(606)
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The generalized Kubo transform in | �̃J k(�r ′)ρ̄ t ′ 〉 depends on
t ′. Equation (604) represents a spatially and temporally
nonlocal generalization of the linear phenomenological
equations for the current densities in nonequilibrium ther-
modynamics for the case of continuous systems.

Generalized phenomenological equations identical in
form to Eq. (604) were first established by Robertson using
the aforementioned defective projection operator. Unlike
Robertson’s generalized phenomenological equations, the
result given by Eq. (604) conforms to the conservation of
probability requirement 〈I | ρt 〉 = 〈I | ρ̄ t 〉 = 1.

If the system is close to thermal equilibrium, we can
use Eq. (592) to construct the following approximate ex-
pression for the average current densities:

〈 �̂J j (�r , t)〉 =
∑

k

[ ∫
D

dV ′ �MS
jk(�r , �r ′)�k(�r ′, t) +

∫
D

dV ′

×
∫ t

0
dt ′ ��MC

jk(�r , �r ′; t − t ′) · �∇′�k(�r ′, t ′)

]
, (607)

where

�MS
jk(�r , �r ′) =

{
−〈�J †

j (�r )
∣∣Õk(�r ′)ρeq

〉
−〈

O†
k (�r ′)

∣∣ �̃J j (�r )ρeq
〉 (608)

and

��M
C

jk(�r , �r ′; t − t ′)

= 〈 �J †
j (�r )

∣∣Q̂ exp[−L̂ Q Q(t − t ′)]Q̂
∣∣ �̃J k(�r ′)ρeq

〉
. (609)

In the Markovian approximation, Eq. (607) assumes a
form that is identical to the form given by Eq. (509) from
the linear domain of QSM theory. The quantity �MS

jk(�r , �r ′)
appearing in the Markovian approximation of Eq. (607)
is identical to the same quantity appearing in Eq. (509).
However, ��MC

jk(�r , �r ′) is given by

��M
C

jk(�r , �r ′) = lim
z→0+

〈 �J †
j (�r )

∣∣Q̂(z Q̂ + L̂ Q Q)−1 Q̂
∣∣ �̃J k(�r ′)ρeq

〉
(610)

rather than Eq. (511) or (512).
In order to work with the various equations of mo-

tion discussed above, one must be able to determine
the thermodynamic parameters {� j (�r , t)}. These quan-
tities can be determined by solving the set of equations
(432), which is equivalent to solving the basic equations
〈Ô j (�r , t)〉 = Tr ˆ̄ρ(t)Ô j (�r ) defining the thermodynamic
state of the system, where ˆ̄ρ(t) is given by Eq. (425).

Substituting Eq. (588b) into Eq. (452), we obtain the
following closed set of nonlinear, non-Markovian integral
equations of motion for the thermodynamic parameters:

∂

∂t
� j (�r , t) = −

∑
k

[ ∫
D

dV ′
N

S
jk(�r , �r ′; t)�k(�r ′, t)

+
∫
D

dV ′
∫ t

0
dt ′

N
C
jk(�r t, �r ′t ′)�k(�r ′, t ′)

]
, (611)

where

N
S
jk(�r , �r ′; t) =

∑
l

∫
D

dV ′′ χ−1
jl (�r , �r ′′; t)M S

lk(�r ′′, �r ′; t)

(612)
and

N
C
jk(�r t, �r ′t ′) =

∑
l

∫
D

dV ′′χ−1
jl (�r , �r ′′; t)MC

lk (�r ′′t, �r ′t ′).

(613)

The result given by Eq. (611) represents a spatially de-
pendent generalization of the equation of motion given
by Eq. (582) for the evolution of spatially independent
thermodynamic parameters.

From our considerations of both spatially independent
and spatially dependent thermodynamic corrdinates, we
find that the maximum entropy approach to nonequilib-
rium processes enables us to determine all of the quantities
appearing in nonequilibrium thermodynamics. Moreover,
this approach to nonequilibrium processes is consistent
with the general evolution theorem given by Eq. (367),
which was established on the basis of the time-dependent
version of the maximum entropy principle. As discussed
in Sections 5.3 and 5.4, this evolution theorem plays a
fundamental role in nonequilibrium thermodynamics.

E. Dual Lanczos Transformation Theory

The character of a dynamical system is usually described
in terms of only a few spectral and temporal properties.
One would like to determine these properties without re-
sorting to the difficult, if not impossible, task of solving
the equations of motion for the system. This goal may
be achieved, or approximately achieved, by utilizing the
formal apparatus of the author’s dual Lanczos transforma-
tion theory, which provides a number of universal formulas
and other results for handling such problems. Unlike more
traditional approaches to spectral and temporal problems,
dual Lanczos transformation theory is written in such a
way that the same formal apparatus applies to classical
and quantum systems, regardless of whether the underly-
ing dynamics is reversible or irreversible.

The central concept in dual Lanczos tranformation
theory is the idea of determining spectral and temporal
properties by means of the extraction and utilization of
dynamically embedded information. In essence, the im-
plementation of this idea entails the following basic steps:



P1: FHK/FFV P2: GLQ Final Pages

Encyclopedia of Physical Science and Technology EN015B-727 August 2, 2001 16:6

Statistical Mechanics 809

(i) Build a dual Lanczos vector space embedded with the
relevant dynamical information, (ii) extract the informa-
tion embedded in the dual Lanczos vector space, and
(iii) utilize the extracted information to determine the
spectral and temporal properties of interest.

Apart from determining the spectral and temporal prop-
erties of interest, one can perform suitable mathemati-
cal operations on dynamically embedded information to
(i) construct reduced or contracted equations of motion,
(ii) investigate generalized Langevin equations and mem-
ory function hierarchies, (iii) make rigorous statements
about expected temporal character, including statements
about the possible existence of separations in time scales
and the role of memory effects, and (iv) investigate other
interesting properties that might arise during the imple-
mentation of the theory.

An especially appealing feature of dual Lanczos trans-
formation theory its algebraic character. This feature has
enabled the author to exploit developments in symbolic
processing to put the theory in symbolic code for the pur-
pose of using a computer to obtain exact and/or approx-
imate analytic solutions to spectral and temporal prob-
lems. Symbolic codes may be used to carry out most
of the required operations with minimal manual effort
and computer time. The capability of doing this has af-
forded us with the opportunity to explore a variety of
model systems and to connect their spectral and tem-
poral properties to microscopic interactions (and phe-
nomenological parameters in mesoscopic descriptions)
through analytic formulas in a physically and mathe-
matically transparent way. The utility of dual Lanczos
transformation theory in the analytic treatment of spectral
and temporal properties has been illustrated in a num-
ber of theoretical studies including light/neutron scat-
tering, resonant γ -ray absorption, spectral and temporal
properties of the Brownian harmonic oscillator, nonra-
diative decay, excited state dynamics, collision-induced
light absorption, and harmonic generation in laser-driven
systems.

1. Basic Structure of System Dynamics

In order to completely characterize the dynamics of a sys-
tem, we must introduce a system propagator Û (t) that
bears information about the time-reversal properties of the
system by including both its forward and backward time
evolution. The usual propagator exp(−L̂t) is insufficient
when the transition operator L̂ = iL̂ possesses broken
time-reversal symmetry, i.e., when ˆ̃L �= −L̂ , where ˆ̃L is the
time-reversed form of L̂ . Of course, the usual propagator
exp(−L̂) is sufficient when we are dealing with a rever-
sible system, i.e., when the symmetry relation ˆ̃L = −L̂
holds.

On the basis of time-reversal arguments, one can assert
that the backward time evolution of a system is given by
θ (−t) exp( ˆ̃Lt). Hence, the propagator Û (t) assumes the
form

Û (t) = Û
>

(t) + Û
<

(t), (614)

where

Û
>

(t) = θ (t) exp(−L̂t) (615)

and

Û
<

(t) = θ (−t) exp( ˆ̃Lt), (616)

with θ (t) denoting the Heaviside step function. The oper-
ators Û

>
(t) and Û

<
(t), respectively, describe the retarded

(forward in time) and advanced (backward in time) dy-
namics of a system.

The propagator Û (t) defined by Eqs. (614)–(616)
possesses the following properties: (i) Û (t) = Û

>
(t)

for t > 0 and Û (t) = Û
<

(t) for t < 0. (ii) limt→0+ Û (t) =
limt→0+ Û

>
(t) = Î and limt→0− Û (t) = limt→0− Û

<
(t) =

Î . (iii) Û (t) is invariant with respect to the time-reversal
transformation L̂, t → ˆ̃L, − t .

It should be noted that Û
<

(t) = θ (−t) exp(−L̂t) when
the symmetry relation ˆ̃L = −L̂ holds. Hence, the propa-
gator Û (t) assumes the usual form Û (t) = exp(−L̂t) for
the case of reversible systems.

2. Evolution of Dynamical Vectors

In our discussion of dual Lanczos transformation theory,
we shall define the inner product (A |B) of the dynam-
ical vectors (A| and |B) as (A|B) = Tr Â B̂ for quantum
systems and (A|B) = Tr AB for classical systems, where
the quantum and classical traces are to be interpreted in
the same fashion as discussed earlier. The motivation for
adopting this definition is to render the mathematics to
be such that the treatment of the properties of a physical
system is independent of the nature of the underlying dy-
namics. The formal connection between the vectors (A|
and |B) and the vectors used in our earlier discussions of
dynamical systems is given by (A| = 〈A∗| and |B) = |B〉
for classical systems and (A| = 〈A†| and |B) = |B〉 for
quantum systems.

The dynamical vector |ρt ) corresponding to the den-
sity operator or probability density for a system is given
by |ρt ) = Û (t)|ρ0) for all t. Introducing the propagator
Û (t) defined by Eq. (614), |ρt ) may be resolved into re-
tarded and advanced components, i.e., |ρt ) = |ρ>

t ) + |ρ<
t ),

where |ρt ) = |ρ>
t ) for t > 0 and |ρt ) = |ρ<

t ) for t < 0,
with |ρ>

t ) = Û
>

(t) |ρ>
0 ) and |ρ<

t ) = Û
<

(t) |ρ<
0 ). The

vectors |ρt ), |ρ>
t ), and |ρ<

t ) satisfy the initial conditions
limt→0+ |ρt ) = limt→0+ |ρ>

t ) = |ρ>
0 ) and limt→0− |ρt ) =

limt→0− |ρ<
t ) = |ρ<

0 ), where |ρ>
0 ) = |ρ>

0 ) = |ρ0).
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The dynamical vector (At | corresponding to a class-
ical or quantum dynamical variable is given by (At | =
(A0| Û (t) for all t. As with |ρt ), we can resolve (At |
into retarded and advanced components, i.e., (At | = (A>

t
| + (A<

t |, where (At | = (A>
t | for t > 0 and (At | =

(A<
t | for t < 0, with (A>

t | = (A>
0 | Û

>
(t) and (A<

t | =
(A<

0 | Û
<

(t). The vectors (At |, (A>
t |, and (A<

t | satisfy the
initial conditions limt→0+ (At | = limt→0+ (A>

t | = (A>
0 |

and limt→0− (At | = limt→0− (A<
t | = (A<

0 |, where (A>
0 | =

(A<
0 | = (A0|.

3. Decomposition of System Dynamics

All of the dynamical information about a system may be
thought to be embedded in some abstract space G. In gen-
eral, it is very difficult to utilize this information to deter-
mine the small number of spectral and temporal properties
of interest. In part, this difficulty stems from the problem
of eliminating the irrelevant information in an efficient
way and the lack of adequate analytical and numerical
tools for dealing with the relevant information. The work
of Mori and Zwanzig suggests that dynamical informa-
tion may be dealt with by using orthogonal projection
operators.

Zwanzig used orthogonal projection operators to de-
compose the dynamical vector |ρt ) into relevant and irrel-
evant parts for the forward direction of time. With this
decomposition, Zwanzig obtained the non-Markovian
master equation given by Eq. (546) for the relevant part
|ρR

t ) of |ρt ). As indicated earlier, the dynamical vector |ρR
t )

bears sufficient information for determining the properties
of interest in the forward direction of time.

Mori introduced a decomposition of the dynamics into
relevant and irrelevant parts by the application of orthogo-
nal projection operators directly to the vector equation of
motion for dynamical variables. As discussed earlier, this
approach leads to Mori’s generalized Langevin equation.
[See Eq. (554).]

In dual Lanczos transformation theory, orthogonal pro-
jection operators are used to decompose the dynamics of a
system into relevant and irrelevant parts in the same spirit
as in the Mori–Zwanzig projection operator formalism,
but with a differing motivation and decomposition. More
specifically, orthogonal projection operators are used to
decompose the retarded or advanced dynamics into rel-
evant and irrelevant parts that are completely decoupled.
The subdynamics for each of these parts is an independent
and closed subdynamics of the system dynamics. With
this decomposition, we are able to completely discard the
irrelevant information and focus our attention solely on
the closed subdynamics of the relevant part.

Consider a projection operator P̂ that projects onto a
subspace G>

P that is embedded with information about

certain spectral and temporal properties of a system in
the forward direction of time. The operator Q̂ = Î − P̂
is the orthogonal complement of P̂ and projects onto
the subspace G>

Q . The abstract space G> embedded with
all of the dynamical information about a system in the
forward direction of time is simply the sumG>

P +G>
Q of the

subspaces. The orthogonal projection operators P̂ and
Q̂ are assumed to satisfy the usual relations P̂ + Q̂ =
Î , P̂

2 = P̂, Q̂
2 = Q̂, and P̂ Q̂ = Q̂ P̂ = 0̂, where 0̂ is the

null operator.
Introducing the projection operators P̂ and Q̂, we de-

compose the retarded propagator Û
>

(t) as follows:

Û>(t) = Û
>

P P (t) + Û
>

P Q(t) + Û
>

Q P (t) + Û
>

Q Q(t). (617)

The projected propagators Û
>

P P (t) = θ (t) P̂
exp(−L̂t)P̂ and Û

>

Q Q(t) = θ (t)Q̂ exp(−L̂t)Q̂ describe
the retarded subdynamics of the orthogonal subspaces
G>

P and G>
Q , respectively. The cross terms Û

>

P Q(t) =
θ (t)P̂ exp(−L̂t)Q̂ and Û

>

Q P (t) = θ (t) Q̂ exp(−L̂t)P̂ re-
present the interplay between the two subdynamics due
to their interaction through Q̂ L̂ P̂ and P̂ L̂ Q̂.

One can demonstrate that the subdynamics of G>
P and

G>
Q are described by the equations of motion

d

dt
Û

>

P P (t) = −L̂ P PÛ
>

P P (t) +
∫ t

0
dt ′ {L̂ P Q

× exp[−L̂ Q Q(t − t ′)]L̂ Q P} Û
>

P P (t ′) (618)

and

d

dt
Û

>

Q Q(t) = −L̂ Q QÛ
>

Q Q(t) +
∫ t

0
dt ′ {L̂ Q P

× exp[−L̂ P P (t − t ′)]L̂ P Q} Û
>

Q Q(t ′) (619)

for t > 0, where L̂ P P = P̂ L̂ P̂, L̂ P Q = P̂ L̂ Q̂, L̂ Q P =
Q̂ L̂ P̂ , and L̂ Q Q = Q̂ L̂ Q̂.

The first term on the right side of Eq. (618) represents
the influence of the intrinsic subdynamics ofG>

P , while the
second term represents the influence of the subdynamics
of G>

Q through the interactions L̂ P Q and L̂ Q P . A similar
interpretation may be given to Eq. (619).

Assuming that P̂ projects onto a dynamically invari-
ant subspace of G>, the subdynamics of G>

P and G>
Q are

completely decoupled due to the elimination of the inter-
actions L̂ P Q and L̂ Q P . This decoupling is embodied in the
following simplified forms of Eqs. (618) and (619):

d

dt
Û

>

P P (t) = −L̂ PPÛ
>

PP (t) (620)
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and

d

dt
Û

>

Q Q(t) = −L̂ Q QÛ
>

Q Q(t) (621)

for t > 0.
In essence, the use of a projection operator P̂ that

projects onto a dynamically invariant subspace of G> en-
ables one to decompose the retarded dynamics of a system
into two completely independent pieces:

Û
>

(t) = Û
>

P P (t) + Û
>

Q Q(t), (622)

where Û
>

P P (t) = θ (t) exp(−L̂ P P t) and Û
>

Q Q(t) = θ (t)
exp(−L̂ Q Qt) describe the closed subdynamics of G>

P and
G>

Q , respectively.
A decomposition similar to Eq. (622) for the advanced

dynamics of a system may be accomplished by using a
projection operation P̂

′
that projects onto a dynamically

invariant subspace G<
P ′ . This leads to

Û
<

(t) = Û
<

P ′ P ′ (t) + Û
<

Q′ Q′ (t), (623)

where Û
<

P ′ P ′ (t) = θ (−t) exp( ˆ̃L P ′ P ′ t) and Û<
Q′ Q′ (t) =

θ (−t) exp( ˆ̃L Q′ Q′ t), with ˆ̃L P ′ P ′ = P̂
′ ˆ̃L P̂

′
and ˆ̃L Q′ Q′ =

Q̂
′ ˆ̃L Q̂

′
.

The dynamically invariant subspaces G>
P and G>

P ′ are
equivalent when the dynamics satisfies the symmetry
relation ˆ̃L = ±L̂ , as in the case of reversible systems
( ˆ̃L = −L̂), provided the projection operators P̂ and P̂

′

are equivalent. Otherwise, G>
P and G<

P ′ are different.
In dual Lanczos transformation theory, we project onto

a dynamically invariant subspace G>
LZ or G<

LZ called a dual
Lanczos vector space. This projection is accomplished
with the projection operator

Î LZ =
∑

s

|ps)(rs |, (624)

which represents the identity operator for the dual Lanc-
zos vector space employed. The index s runs over the dual
Lanczos vectors {(rs |} and {|ps)}. These vectors form a
biorthonormal basis satisfying the orthonormality relation
(rs | ps ′ ) = δs,s ′ . Provided we have properly biased the in-
formation embedded in the dual Lanczos vector space, we
can completely discard the irrelevant subdynamics of the
orthogonal subspace and work only with the subdynamics
of the dual Lanczos vector space.

4. Dual Lanczos Transformations

Given the starting vectors (r0| and |p0), the remaining
basis vectors for the dual Lanczos vector space G>

LZ may
be generated by means of the recursion relations

βs+1|ps+1) = (L̂ − αs Î )|ps) − βs |ps−1) (625)

and

βs+1(rs+1| = (rs |(L̂ − αs Î ) − βs(rs−1|, (626)

where s ≥ 0, and (r−1| and |p−1) are null vectors.
The Lanczos parameters {αs} and {βs+1} appearing in

Eqs. (625) and (626) are the only nonvanishing matrix
elements of the transition operator L̂ in the dual Lanczos
representation:

αs = (rs |L̂|ps) (627)

and

βs+1 = (rs |L̂|ps+1) (628a)

= (rs+1|L̂|ps). (628b)

The dual Lanczos vector space generated with the start-
ing vectors (r0| and |p0) is finite dimensional when the
Lanczos parameter βN vanishes for some finite value
of N . For such cases, the dual Lanczos vector space is
a dynamically invariant subspace of dimensionality N .
This situation is realized when the operation (rN |L̂ or
L̂|pN ) does not generate any new dynamical informa-
tion, i.e., information not already contained in the vec-
tors {(rs |; s = 0, . . . , N − 1} and {|ps); s = 0, . . . , N − 1}.
One should bear in mind that a dual Lanczos vector space
is a dynamically invariant subspace by construction, re-
gardless of its dimensionality.

The basis vectors for the dual Lanczos vector space G<
LZ

may be generated with recursion relations identical in form
to Eqs. (625) and (626). One only needs to replace L̂ with
ˆ̃L . As indicated earlier, the space G<

LZ does not have to be
generated when ˆ̃L = ±L̂ . Even for cases not satisfying this
symmetry relation, we have not encountered a problem
for which it is necessary to actually build G<

LZ. Hence, we
shall confine the remainder of our discussion to the dual
Lanczos vector space G>

LZ.
Equations (625) and (626) can be written as matrix

equations:

LXP = XP LLZ
0 (629)

and

XRL = LLZ
0 XR, (630)

where XP [XR] is the matrix formed by the components of
the right-hand Lanczos vectors {|ps)} [left-hand Lanczos
vectors {(rs |}] and
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LLZ
0 =




α0 β1

β1 α1 β2

β2 α2
. . .

. . .
. . .


 (631)

is the complex symmetric tridiagonal matrix formed by L̂
in the dual Lanczos representation.

Since the dual Lanczos vectors are normalized to unity
[(rs |ps ′ ) = δs,s ′ ],

XRXP = ILZ, (632)

where ILZ is a unit matrix, with the number of rows and
columns of ILZ equal to the dimensionality of the dual
Lanczos vector space. By definition, XP [XR] is the right
[left] inverse of XR[XP ]. In general, XP [XR] is not the
left [right] inverse of XR[XP ].

It follows from Eq. (632) that Eqs. (629) and (630) can
be written as a single matrix equation:

XRLXP = L0
LZ. (633)

This result represents a general transformation that trans-
forms the matrix L, regardless of its symmetry, into a
complex symmetric tridiagonal matrix LLZ

0 . Such trans-
formations are called dual Lanczos transformations.

We can interpret Eq. (633) as the matrix form of the
operator equation

X̂ R L̂ X̂ P = L̂LZ
0 , (634)

where

X̂ R X̂ P = Î LZ, (635)

with Î LZ denoting the identity operator for the dual Lanc-
zos vector space. Equation (634) is simply an operator
version of a dual Lanczos transformation. It represents
the transformation of the operator L̂ into the operator L̂LZ

0
obtained by projecting L̂ onto a dual Lanczos vector space,
i.e., L̂LZ

0 = Î LZ L̂ Î LZ.
More generally, we can write a dual Lanczos transfor-

mation as

X̂ R f̂ (L̂)X̂ P = f̂ (X̂ R L̂ X̂ P ) (636a)

= f̂
(
L̂LZ

0

)
, (636b)

where f̂ (L̂) is any operator function of L̂ . Unless
X̂ P [X̂ R] is the left [right] inverse of X̂ R [X̂ P ], f̂ (L̂) �=
X̂ P f̂ (L̂LZ

0 )X̂ R .
It follows from Eq. (636b) and the fact that a dual

Lanczos vector space is a dynamically invariant subspace
by construction that the projection of the retarded dynam-
ics of a system onto the closed subdynamics of a dual

Lanczos vector space may be accomplished with a dual
Lanczos transformation. More specifically,

θ (t) Î LZ exp(−L̂t) Î LZ = θ (t) X̂ R exp(−L̂t)X̂ P (637a)

= θ (t) exp
(−L̂LZ

0 t
)
. (637b)

In general, a dual Lanczos vector space depends on the
choice of starting vectors (r0| and |p0) used to build it.
This is reflected in the observation that such a space does
not, in general, include the whole domain of the operator
L̂ . More specifically, the operators L̂LZ

0 = Î LZ L̂ Î LZ and L̂
are not necessarily equivalent from a global point of view,
i.e., in the space G>. Nonetheless, they are equivalent in
the dual Lanczos vector space G>

LZ.
In essence, a dual Lanczos transformation may be used

to transform the retarded dynamics of a system into the
closed retarded subdynamics of a dynamically invari-
ant subspace. Of course, this dynamics is not necessar-
ily equivalent to the retarded dynamics of the system.
Nonetheless, knowledge of this subdynamics is sufficient
for determining the properties of interest, provided we
have properly biased the dual Lanczos vector space with
the relevant dynamical information through our choice of
(r0| and |p0).

Since the irrelevant information is discarded in a dual
Lanczos transformation, it is not, in general, possible to
recover the retarded system dynamics by performing an
“inverse dual Lanczos transformation.” The discarded in-
formation is irretrievable. This statment is embodied in
the relation

θ (t) exp(−L̂t) �= θ (t) X̂ P exp
(−L̂LZ

0 t
)
X̂ R . (638)

The above relation applies unless X̂ P [X̂ R] is the inverse of
X̂ R[X̂ P ] with X̂ P X̂ R = X̂ R X̂ P = Î . If the latter set of rela-
tions hold, the inequality must be replaced by an equality.
For such cases, the dual Lanczos vector space G>

LZ is de-
fined in the whole domain of the operator L̂ andG>

LZ =G>.

5. Projected Transition Operators
and Generalized Polynomials

The recursion relations given by Eqs. (625) and (626) may
be simplified by introducing the transition operators

L̂ P,LZ
s+1 = Q̂LZ

s+1 L̂ (639)

and

L̂ R,LZ
s+1 = L̂ Q̂LZ

s+1, (640)

where Q̂LZ
s+1 = Î LZ − P̂LZ

s+1 is the complement of the pro-
jection operator

P̂LZ
s+1 =

s∑
j=0

|p j )(r j |. (641)
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Introducing the operators defined by Eqs. (639) and
(640), we rewrite Eqs. (625) and (626) as

βs+1|ps+1) = L̂ P,LZ
s+1 |ps) (642)

and

βs+1(rs+1| = (rs |L̂ R,LZ
s+1 . (643)

In addition to the transition operators given by
Eqs. (639) and (640), it is useful to work with the pro-
jected transition operator

L̂
LZ
s+1 = Q̂LZ

s+1 L̂ Q̂LZ
s+1 (644a)

= Q̂LZ
s+1 L̂ R,LZ

s+1 (644b)

= L̂ P,LZ
s+1 Q̂LZ

s+1. (644c)

The operator L̂LZ
s+1 is the projection of L̂ on the dual

Lanczos subspace orthogonal to the subspace spanned
by the first s + 1 dual Lanczos basis vectors. Since
L̂LZ

0 = Î LZ L̂ Î LZ by definition, Q̂LZ
0 = Î LZ and P̂LZ

0 is a
null operator.

For some problems, one might find that a decent ap-
proximate treatment of the spectral and temporal proper-
ties of a system is obtained by working with the subspace
spanned by the first (s + 1) dual Lanczos basis vectors.
For such cases, we replace L̂LZ

m by its (s + 1)-dimensional
approximant L̂ (s +1),LZ

m .
The (s + 1)-dimensional approximant L̂ (s+1),LZ

m of the
operator L̂LZ

m is defined by

L̂ (s+1),LZ
m = Q̂(s+1),LZ

m L̂ Q̂(s+1),LZ
m , (645)

where Q̂(s+1),LZ
m is the orthogonal complement of

P̂ (s+1),LZ
m = P̂LZ

m for m = 0, . . . , s + 1.
We can write Q̂

(s+1),LZ
m = Î (s+1),LZ − P̂ (s+1),LZ

m for m =
0, . . . , s + 1, where Î (s+1),LZ = P̂LZ

s+1 is the identity op-
erator for the dual Lanczos subspace spanned by {(r j |;
j = 0, . . . , s} and {|p j ); j = 0, . . . , s}. The operators
Q̂(s+1),LZ

s+1 and P̂ (s+1),LZ
0 are null operators by definition.

Then L̂ (s+1),LZ
s+1 is a null operator and Q̂(s+1),LZ

0 =
Î (s+1),LZ = P̂LZ

s+1.
The operator L̂ (s+1),LZ

0 is simply the projection
P̂LZ

s+1 L̂ P̂LZ
s+1 of L̂ on the dual Lanczos subspace spanned

by the first (s + 1) dual Lanczos basis vectors. In other
words, L̂ (s+1),LZ

0 is the (s + 1)-dimensional approximant
of L̂ in the dual Lanczos representation.

It is convenient to introduce the function Am(z) =
|zQLZ

m + LLZ
m |, where z is a complex variable and |zQLZ

m +
LLZ

m | is the determinant of the matrix zQLZ
m + LLZ

m formed
by the operator z Q̂LZ

m + L̂LZ
m in the dual Lanczos repre-

sentation. Am(z = −λ) = |−λQm
LZ + LLZ

m | is the charac-
teristic function of the projected transition operator L̂LZ

m

in the dual Lanczos subspace orthogonal to the subspace
spanned by the first m dual Lanczos basis vectors.

The (s + 1)-dimensional approximant A(s+1)
m (z) of

Am(z) is defined by A(s+1)
m (z) = |zQ(s+1),LZ

m + L(s+1),LZ
m |,

which represents a polynomial in z of degree s + 1 − m.
Here, A(s+1)

m (z = −λ) = |−λQ(s+1),LZ
m + L(s+1),LZ

m | is the
characteristic function of the projected transition opera-
tor L̂

(s+1),LZ
m in the dual Lanczos subspace spanned by

{(r j |; j = m, . . . , s} and {|p j ); j = m, . . . , s}. The quan-
tity A(s+1)

m (z) is equivalent to Am(z) when (s + 1) is the
actual dimensionality of the dual Lanczos vector space.
We shall refer to the quantities {Am(z)} and {A(s + 1)

m (z)}
as generalized polynomials.

The generalized polynomials {A(s+1)
m (z)} satisfy the

recursion relations

A(s+1)
m (z) = (z + αm)A(s+1)

m+1 (z) − β2
m+1A

(s+1)
m+2 (z) (646)

and

A(s+1)
m (z) = (z + αs)A(s)

m (z) − β2
SA(s−1)

m (z), (647)

whereA(s+1)
s+1 (z) ≡ 1,A(s+1)

s (z) = (z + αs), andA(s+1)
m (z) =

0 for m < 0 and m > s + 1.
The generalized polynomial A(s+1)

m (z) can be written in
the conventional form of a power series in z:

A(s+1)
m (z) =

s+1−m∑
j=0

d (s+1, j)
m z j , (648)

where the expansion coefficients {d (s+1, j)
m } are given by

d (s+1, j)
m = d (s, j−1)

m + αsd (s, j)
m − β2

s d (s−1, j)
m for j 2= 0, . . .,

s − 1 − m; d (s+1,s−m)
m = d (s,s−1−m)

m + αs for j = s − m;
and d (s+1,s+1−m)

m = 1 for j = s + 1 − m. Alternatively, the
expansion coefficients are given by d (s+1, j)

m =d (s+1, j−1)
m +

αmd (s+1, j)
m+1 − β2

m+1d (s + 1, j)
m+2 for j = 0, . . . , s − 1 − m;

d (s+1,s−m)
m = d (s+1,s−1−m)

m+1 + αm for j = s − m; and
d (s+1,s+1−m)

m = 1 for j = s + 1 − m.
The actual determination of the expansion coeffi-

cients in Eq. (648) requires the Lanczos parameters.
These parameters may be determined by making use
of Eqs. (625) and (626) to carry out a dual Lanczos
transformation or by using the moments {Ml}, which
are defined by Ml = (−1)l(r0|L̂l |p0). The Lanczos para-
meters are connected to the moments through the
relations αs = (#s

m=0 β2
m)−1 ∑s

j, j ′=0 d (s, j)
0 d (s, j ′)

0 M j+ j ′+1

and β2
s+1 = −(#s

m=0β
2
m)−1 ∑s+1

j, j ′ = 0 d (s+1, j)
0 d (s+1, j ′)

0 M j+ j ′ ,
where β0 ≡ i .

6. Extraction and Utilization of Dynamically
Embedded Information

Independent of whether the underlying dynamics of a sys-
tem is represented by a reversibleor irreversible classical
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TABLE I Basic Quantities Appearing in Formal Expressions for Spectral and Temporal Properties of a System

Symbol Formal expression Identification

Gψ,χ (t) G>
ψ,χ (t) + G<

ψ,χ (t) Decomposition of time–dependent quantity Gψ,χ (t) into retarded and advanced components

G>
ψ,χ (t) θ (t)(ψ | exp(−L̂t)|χ ) Retarded component of Gψ,χ (t)

G<
ψ,χ (t) θ (−t)(ψ | exp( ˆ̃Lt)|χ ) Advanced component of Gψ,χ (t)

g>
ψ,χ (z) (ψ |(z Î + L̂)−1|χ ) Laplace transform

∫ ∞
0 dt exp(−zt)G>

ψ,χ (t) of G>
ψ,χ (t),where Rez > 0

gF
ψ,χ (iω) limε→0+ [g>

ψ,χ (iω + ε) +g>
ψ̃,χ̃

(−iω + ε)] Fourier transform
∫ +∞
−∞ dt exp(−iωt)Gψ,χ (t) of Gψ,χ (t)

|χt ) |χ>
t ) + |χ<

t ) Decomposition of dynamical vector |χt ) into retarded and advanced components

|χ>
t ) θ (t) exp(−L̂t)|χ ) Retarded component of |χt )

|χ<
t ) θ (−t) exp( ˆ̃Lt)|χ ) Advanced component of |χt )

(ψt | (ψ>
t | + (ψ<

t | Decomposition of dynamical vector (ψt | into retarded and advanced components

(ψ>
t | θ (t)(ψ | exp(−L̂t) Retarded component of (ψt |

(ψ<
t | θ (−t)(ψ | exp( ˆ̃Lt) Advanced component of (ψt |

or quantum dynamical model, we can usually express the
spectral and temporal properties of a system in terms of
the basic quantities displayed in Table I, where (ψ | and
|χ ) are the pertinent dynamical vectors for the properties
of interest. The transition operator L̂ appearing in these
basic quantities must be replaced by an appropriately pro-
jected form, such as L̂ Q Q = Q̂ L̂ Q̂, when the underlying
dynamics corresponds to a projected subdynamics of the
system dynamics. Such a replacement is also required in
all other relevant relations appearing in the formal appa-
ratus of dual Lanczos transformation theory.

Within the context of dual Lanczos transformation the-
ory, the basic steps involved in the determination of the
spectral and temporal properties of interest are as follows:
(i) Build a dual Lanczos vector space embedded with the
appropriate dynamical information. (ii) Extract the in-
formation embedded in the dual Lanczos vector space.
(iii) Utilize the extracted information to determine the
spectral and temporal properties of interest.

In order to build a dual Lanczos vector spaceG>
LZ, we fo-

cus our attention on some time-dependent quantity A>
0,0(t)

and its Laplace transform a>
0,0(z):

A>
0,0(t) = θ (t) (r0| exp(−L̂t)|p0) (649a)

= θ (t) (r0| Î LZ exp(−L̂t) Î LZ|p0) (649b)

= θ (t) (r0| exp
(−L̂LZ

0 t
)|p0) (649c)

and

a>
0,0 = (r0|(z Î + L̂)−1|p0) (650a)

= (r0| Î LZ(z Î + L̂)−1 Î LZ|p0) (650b)

= (r0|
(
z Î LZ + L̂LZ

0

)−1|p0), (650c)

where (r0| and |p0) are the starting vectors for building
the dual Lanczos vector space G>

LZ.
As indicated earlier, we require (r0| and |p0) to be of

such a character that (r0 | p0) = 1 and (r0|L̂n|p0) is well

defined for all n. Provided these restrictions are satisfied,
A>

0,0(t) may represent the retarded component of some
normalized [limt→0+ A>

0,0(t) = 1] dynamical variable, dis-
tribution, ensemble average of a dynamical variable,
autocorrelation function, cross-correlation function, or
some linear combination of such quantities.

The choice of starting vectors (r0| and |p0) is usu-
ally biased in such a way that A>

0,0(t), a>
0,0(z), (r>

0,t | =
θ (t) (r0| exp(−L̂t), or |p>

0,t ) = θ (t) exp(−L̂t)|p0) repre-
sent some quantity or linear combination of quantities that
one is actually interested in. If this is not possible, (r0| and
|p0) are selected in such a way that the dual Lanczos vector
space built with these vectors bears the relevant dynami-
cal information for determining the properties of interest.
The dual Lanczos vector space G>

LZ bears sufficient dy-
namical information for determining all of the quantities
displayed in Table I when (ψ |, ( ψ̃ |, |χ ), and | ̃χ ) lie in this
space, i.e., (ψ | Î LZ = (ψ |, (ψ̃ | Î LZ = (ψ̃ |, |χ ) = Î LZ|χ ),
and Î LZ|χ̃ ) = |χ̃ ).

Provided (ψ | and |χ ) lie in G>
LZ, the time-reversed dy-

namical vectors (ψ̃ | and |χ̃ ) will lie in G>
LZ when (ψ | and

|χ ) possess definite time-reversal parity and/or Î LZ is time-
reversal invariant, i.e., ˆ̃I LZ = Î LZ. If (ψ̃ | and |χ̃ ) do not lie
in G>

LZ, it is necessary to build a second dual Lanczos vec-
tor space bearing the relevant dynamical information. For
the sake of simplicity, we shall assume that a second dual
Lanczos vector space is not required.

The extraction of the dynamical information embedded
in the dual Lanczos vector space G>

LZ is accomplished by
forming the projected operators

θ (t) Î LZ exp(−L̂t) Î LZ =
∑

j,k

|p j )A>
j,k(t)(rk | (651)

and

Î LZ(z Î + L̂)−1 Î LZ =
∑

j,k

|p j )a
>
j,k(z)(rk |. (652)
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TABLE II Basic Quantities Determined via the
Extraction and Utilization of Dynamically Em-
bedded Information

Quantitya Formal expressionb

G>
ψ,χ (t)

∑
j,k (ψ |p j )A>

j,k (t)(rk |χ )

G<
ψ̃,χ̃

(t)
∑

j,k (ψ̃ |p j )A>
j,k (−t)(rk |χ̃ )

g>
ψ,χ (z)

∑
j,k (ψ |p j )a>

j,k (z)(rk |χ )

g>
ψ̃,χ̃

(z)
∑

j,k (ψ̃ |p j )a>
j,k (z)(rk |χ̃ )

|χ>
t )

∑
j,k |p j )A>

j,k (t)(rk |χ )

|χ<
t )

∑
j,k | p̃ j )A>

j,k (−t)(r̃k |χ )

(ψ>
t | ∑

j,k (ψ |p j )A>
j,k (t)(rk |

(ψ<
t | ∑

j,k (ψ | p̃ j )A>
j,k (−t)(r̃k |

a See Table I for the definition of the basic quantities.
b (ψ̃ |p j ) = (ψ | p̃ j ) and (rk |χ̃ ) = (r̃k |χ ), where | p̃ j )

and (r̃k | are the time-reversed forms of |p j ) and (rk |,
respectively.

The utilization of the extracted information to determine
the spectral and temporal properties of interest is realized
by making use of the information embedded in these oper-
ators. The results of applying this procedure to the quan-
tities in Table I are given in Table II. The evaluation of
the expressions in Table II is a much simpler task than the
evaluation of the expressions in Table I by virtue of the
fact that θ (t) Î LZ exp(−L̂t) Î LZ = θ (t) exp(−L̂LZ

0 t) and
Î LZ(z Î + L̂)−1 Î LZ = (z Î LZ + L̂LZ

0 )−1 represent the closed
subdynamics of a dynamically invariant subspace bearing
only the relevant dynamical information.

The time-dependent quantity A>
j,k(t) and the spectral

function a>
j,k(z) appearing in Eqs. (651) and (652) and in

the basic quantities displayed in Table II are given by

A>
j,k(t) = θ (t) (r j | exp(−L̂t) |pk) (653a)

= θ (t)(r j |I LZ exp(−L̂t) I LZ|pk) (653b)

= θ (t) (r j | exp
(−L̂LZ

0 t
)|pk) (653c)

and

a>
j,k(z) = (r j |(z Î + L̂)−1 |pk) (654a)

= (r j |I LZ(z Î + L̂)−1 I LZ|pk) (654b)

= (r j |
(
z Î LZ + L̂LZ

0

)−1|pk). (654c)

a>
j,k(z) is the Laplace transform of A>

j,k(t) when Re z > 0.
The quantities A>

j,k(t) and a>
j,k(z) satisfy the symmetry

relations A>
j,k(t) = A>

k, j (t) and a>
j,k(z) = a>

k, j (z).
The quantity A>

j,k(t) can be determined by employing
either the inverse Laplace transformation

A>
j,k(t) = (2π i)−1

∫
C>

dz exp(zt) a>
j,k(z) (655)

or the transformation

A>
j,k(t) = (2π i)−1

∫
C

dz exp(zt) a j,k(z) (656)

based on an operator analogue of the Cauchy integral for-
mula.

The contour C> in Eq. (655) is a straight line z = γ

parallel to the imaginary axis, where the real number γ

is chosen so that z = γ + iω lies to the right of the singu-
larities of a>

j,k(z) but is otherwise arbitrary. The contour
C in Eq. (656) encloses the singularities of the spectral
function

a j,k(z) =
[

(−1)( j+k+1)

(
j∏

m=0

βm

)(
k∏

n=0

βn

)]−1

×A( j)
0 (z)A(k)

0 (z)a0,0(z). (657)

The spectral function a0,0(z) is identical in form to a>
0,0(z)

[see Eqs. (654a)–(654c)] except that a0,0(z) is by construc-
tion defined in the entire complex plane rather than only
in the right half. Note that a j,k(z) satisfies the symmetry
relation a j,k(z) = ak, j (z).

Although the contour C> in inverse Laplace transfor-
mations is usually replaced by the Bromwich contour,
which does enclose the singularities of a>

j,k(z), the spec-
tral functions a>

j,k(z) and a j,k(z) are generally not equiv-
alent. [a0,0(z) = a>

0,0(z) is an exception when Re z > 0].
The Laplace transform a>

j,k(z) is defined only in the right
half of the complex plane, while the spectral function
a j,k(z) is by construction defined throughout the complex
plane. In fact, the spectral functions a>

j,k(z) and a j,k(z) are
connected by the relation

a>
j,k(z) = (2π i)−1

∫
C∗

dz′a j,k(z′)/(z − z′), (658)

where C∗ is a closed contour that encloses the singularities
of a j,k(z) and excludes the point z. Equation (658) may be
used to construct the Laplace transform a>

j,k(z) from the
spectral function a j,k(z) by performing a suitable contour
integration.

An alternative and simpler way to determine the Laplace
transform a>

j,k(z) is to employ the relations

a>
j,k(z) =

[
(−1)( j+k+1)

(
j∏

m=0

βm

)(
k∏

n=0

βn

)]−1

× {
A( j)

0 (z)A(k)
0 (z)

[
a>

0,0(z) − A(k)
1 (z)

/
A(k)

0 (z)
]}

(659)

for k ≥ j and k ≥ 1 and

a>
j,k(z) =

[
(−1)( j+k+1)

(
j∏

m=0

βm

)(
k∏

n=0

βn

)]−1

× {
A( j)

0 (z)A(k)
0 (z)

[
a>

0,0(z) − A( j)
1 (z)

/
A( j)

0 (z)
]}

(660)
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for j ≥ k and j ≥ 1. Comparing Eq. (657) with Eqs. (659)
and (660) for Re z > 0, one can see that a>

j,k(z) and a j,k(z)
differ by an analytic function.

Other useful forms for the Laplace transform a>
j,k(z) are

given by

a>
j,k(z) =

[
(−1)( j+k)

(
k∏

m= j

βm

)/
β j

]

× [
A( j)

0 (z)Ak+1(z)
]/

A0(z) (661)

for k ≥ j and

a>
j,k(z) =

[
(−1)( j+k)

(
j∏

m=k

βm

)/
βk

]

× [
A(k)

0 (z)A j+1(z)
]/

A0(z) (662)

for k ≤ j .
As indicated in Tables I and II, one can determine the

Fourier transform gF
ψ,χ (iω) of the time-dependent quantity

Gψ,χ (t) by making use of our knowledge of the spectral
functions {a>

j,k(z)}. More specifically, we can determine
gF

ψ,χ (iω) by employing

gF
ψ,χ (iω) = lim

ε→0+

∑
j,k

[
(ψ |p j )a

>
j,k(iω + ε)(rk |χ )

+ (ψ̃ |p j )a
>
j,k(−iω + ε)(rk |χ̃ )

]
. (663)

Provided (ψ |, (ψ̃ |, |χ ), and |χ̃ ) lie in the dual Lanczos
vector space at hand, the result given by Eq. (663) ap-
plies regardless of the nature of the underlying dynamics.
Nonetheless, a dramatically simpler form may be used for
the case of reversible systems, i.e., when the symmetry
relation ˆ̃L = −L̂ holds. For the case of reversible systems,
we can write gF

ψ,χ (iω) as follows:

gF
ψ,χ (iω) =

∑
j,k

(ψ |p j )a
F
j,k(iω)(rk |χ ), (664)

where the spectral function

aF
j,k(iω) =

[
(−1)( j+k+1)

(
j∏

m=0

βm

)(
k∏

n=0

βn

)]−1

×A( j)
0 (iω)A(k)

0 (iω)aF
0,0(iω) (665)

is the Fourier transform aF
j,k(iω) = ∫ +∞

−∞ dt exp(−iωt)
A j,k(t) of A j,k(t) = (r j | exp(−L̂t)|pk).

The determination of aF
j,k(iω) by means of Eq. (665) re-

quires aF
0,0(iω). The latter spectral function may be deter-

mined by employing Eq. (663) provided the time-reversed
dynamical vectors (r̃0| and | p̃0) lie in the dual Lanczos
vector space at hand. As indicated earlier, this will be
true when (r0| and |p0) possess definite time-reversal
parity. Assuming this to be the case, the normalization

(r0 | p0) = 1 requires (r0| and |p0) to be of the same parity.
It follows that we can determine aF

0,0(iω) by employing
the relation

aF
0,0(iω) = lim

ε→0+

[
a>

0,0(iω + ε) + a>
0,0(−iω + ε)

]
(666)

regardless of the nature of the underlying dynamics when
(r0| and |p0) possess definite and equal time-reversal
parity.

Taking advantage of the fact that the spectral function
a>

0,0(z) may be written as either a continued fraction

a>
0,0(z) = 1

z + α0− · · · −β2
s

z + αs− · · · (667)

or the ratio

a>
0,0(z) = A1(z)/A0(z) (668)

of generalized polynomials, we can write the Fourier trans-
form aF

0,0(iω) as

aF
0,0(iω)

= lim
ε→0+

{[
1

(iω + ε) + α0− · · · −β2
s

(iω + ε) + αs− · · ·
]

+
[

1

(−iω + ε) + α0− · · · −β2
s

(−iω + ε) + αs− · · ·
]}

(669)

or

aF
0,0(iω) = lim

ε→0+
{[A1(iω + ε)/A0(iω + ε)]

+ [A1(−iω + ε)/A0(−iω + ε)]}. (670)

With the results given thus far, one can proceed to de-
termine the spectral and temporal properties of a system
by utilizing the universal formulas displayed in Table II.
As indicated earlier, this approach does not require the so-
lution of the system equations of motion. Moreover, one
does not have to use matrix diagonalization techniques,
which, in general, do not apply.

For the case in which L̂LZ
0 possesses distinct eigenvalues

or, equivalently, for the case in which A0(z) possesses
distinct zeros, we can write

A>
j,k(t) = θ (t)

∑
l0

D j,k,l0 exp
(−λ0,l0 t

)
(671)

and

a>
j,k(z) =

∑
l0

D j,k,l0

(
z + λ0,l0

)−1
, (672)
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where

D j,k,l0 =
[

(−1)( j+k+1)

(
j∏

m=0

βm

)(
k∏

n=0

βn

)]−1

×A( j)
0

(−λ0,l0

)
A(k)

0

(−λ0,l0

)
C2

0,l0
, (673)

with

C2
0,l0

= A1
(−λ0,l0

)/[
dA0

(−λ0,l0

/
dz

]
. (674)

The index l0 runs over the eigenvalues {λ0,l0} of L̂LZ
0 , which

are connected to the zeros {z0,l0} of A0(z) by the rela-
tion λ0,l0 = −z0,l0 . Here, C2

0,l0
is the square of the matrix

element C0,l0 of the complex orthogonal transformation
matrix that would be obtained in the diagonalization of
LLZ

0 by means of a complex orthogonal transformation.
For the case of finite-dimensional spaces, the {C0,l0} and
{λ0,l0} required in the evaluation of Eqs. (673) and (674)
can be obtained by a QR transformation scheme involv-
ing the rotation of a vector with the components δ0,l0 for
l0 = 0, 1, . . . . In general, both C2

0,l0
and λ0,l0 are complex.

As indicated earlier, it might not be possible and/or
desirable to obtain and work with the full dual Lanczos
vector space generated with the starting vectors (r0| and
|p0). For some problems, one might find that a decent
approximate treatment of the spectral and temporal prop-
erties of a system is obtained by working only with the
subspace spanned by the first (s + 1) dual Lanczos ba-
sis vectors. Such an approximate treatment is obtained by
setting β j = 0 for j ≥ s + 1 and replacing L̂LZ

m and Am(z)
by their (s + 1)-dimensional approximants L̂ (s+1),LZ

m and
A(s+1)

m (z) in all of the relevant expressions.

7. Memory Function Hierarchies, Continued
Fractions, and Padé Approximants

The time evolution of A>
0,0(t) [see Eqs. (649a)–(649c)]

can be described in terms of a chain of non-Markovian
equations of motion

d

dt
K >

m (t) = −αm K >
m (t) −

∫ t

0
dt ′K >

m+1(t − t ′)K >
m (t ′)

(675)

for the members {K >
m (t); m = 0, 1, . . .} of the memory

function hierarchy of A>
0,0(t), where the memory function

K >
m (t) is given by

K >
m (t) = −(

rm−1

∣∣L̂ R,LZ
m exp

(−L̂LZ
m t

)
L̂ P,LZ

m

∣∣pm−1
)

(676a)

= −β2
m

(
rm

∣∣exp
(−L̂LZ

m t
)∣∣pm

)
, (676b)

with t > 0. Equation (676b) assumes the form of A>
0,0(t)

when m = 0, i.e., A>
0,0(t) = K >

0 (t). (Recallthat β2
0 = −1.)

The time evolution of the mth member K >
m (t) of the

memory function hierarchy may be determined by using
the relation

K >
m (t) = (2π i)−1

∫
C>

dz exp(zt)K>
m (z), (677)

where

K>
m (z) = −β2

m[Am+1(z)/Am(z)] (678)

is the Laplace transform of K >
m (t) and the contour C> is a

straight line z = γ parallel to the imaginary axis, with the
real number γ chosen so that z = γ + iω lies to the right
of the singularities of K>

m (z) but is otherwise arbitrary.
For the case in which L̂LZ

m possesses distinct eigen
values or, equivalently, for the case in which Am(z) pos-
sesses distinct zeros, we can write

K >
m (t) = −θ (t)β2

m

∑
km

C2
m,km

exp
(−λm,km t

)
(679)

and

K>
m (z) = −β2

m

∑
km

C2
m,km

(
z + λm,km

)−1
, (680)

where

C2
m,km

= Am+1
(−λm,km

)/[
dAm

(−λm,km )
/

dz
]
. (681)

The index km runs over the eigenvalues {λm,km } of L̂LZ
m ,

which are connected to the zeros {zm,km } of Am(z) by the
relation λm,km = −zm,km . Here C2

m,km
is the square of the

matrix element Cm,km of the complex orthogonal transfor-
mation matrix that would be obtained in the diagonaliza-
tion of LLZ

m by means of a complex orthogonal transforma-
tion. For the case of finite dimensional spaces, the {Cm,km }
and {λm,km } required in the evaluation of Eqs. (680) and
(681) can be obtained by a QR transformation scheme in-
volving the rotation of a vector with the components δm,km

for km = m, m + 1, . . . .
The Laplace transform of Eq. (675) provides a contin-

ued fraction representation of K>
m (z):

K>
m (z) = −β2

m[
(z + αm) + K>

m+1(z)
] . (682)

The above result is equivalent to the continued fraction
representation of a>

0,0(z) given by Eq. (667) when m = 0.
It follows from Eqs. (678) and (682) that the (s + 1)-

dimensional approximant K>,(s+1)
m (z) of K>

m (z) is given
by

K>,(s+1)
m (z) = −β2

m

[
A(s+1)

m+1 (z)
/
A(s+1)

m (z)
]

(683)

or

K>,(s+1)
m (z) = −β2

m[
(z + αm) + K>,(s+1)

m+1 (z)
] , (684)
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where K>,(s+1)
m (z) = 0 for m ≥ s + 1 and K>,(s+1)

0 (z) =
a>,(s+1)

0,0 (z). The form given by Eq. (683) represents the
[s − m/s + 1 − m] Padé approximant of K>

m (z).

8. Generalized Langevin Equations

The time evolution of the dynamical vectors (r>
0,t | =

θ (t) (r0| exp(−L̂t) and |p>
0,t ) = θ (t) exp(−L̂t) | p0) may

be described in terms of chains of generalized Langevin
equations given by

d

dt

(
r>

m,t

∣∣ = −αm
(
r>

m,t

∣∣ −
∫ t

0
dt ′K >

m+1(t − t ′)
(
r>

m,t ′
∣∣

−βm+1
(
r>

m+1,t

∣∣ (685)

and

d

dt

∣∣p>
m,t

) = −αm

∣∣p>
m,t

) −
∫ t

0
dt ′ K >

m+1(t − t ′)
∣∣p>

m,t ′
)

− βm+1

∣∣p>
m+1,t

)
(686)

for t > 0, where (r>
m,t | = θ (t) (rm | exp(−L̂LZ

m t) and
|p>

m,t ) = θ (t) exp(−L̂LZ
m t)|pm). Interpreting (r>

m+1,t | and
|p>

m+1,t ) as spontaneous noise, we see that non-Markovian
retardation in the generalized Langevin equations is due
to correlated noise, which is described by the memory
function K >

m+1(t − t ′).
The solutions to the chains of generalized Langevin

equations can be written in the forms(
r>

0,t

∣∣ =
∑

j

A>
0, j (t) (r j | (687)

and ∣∣p>
0,t

) =
∑

j

|p j )A>
j,0(t). (688)

For the case in which A>
0,0(t) represents some equilib-

rium time correlation function, the {A>
0, j (t) = A>

j,0(t)} cor-
respond to a set of linearly independent equilibrium time
correlation functions characterizing the spontaneous equi-
librium fluctuations that are coupled to and drive the time
evolution of (r>

0,t | and |p>
0,t ).

9. Spectral Domains, Time Scales,
and Memory Effects

Understanding the character of the spectral and tempo-
ral properties of a dynamical system requires information
about the distribution of the eigenvalues of the projected
transition operators {L̂LZ

m } and their (s + 1)-dimensional
approximants {L̂ (s+1),LZ

m }. Often the real part of an eigen-
value is assumed to describe the rate of a physically well-
defined process.

The author and coworkers have introduced a number of
theorems from the analytic theory of polynomial equations
and perturbation theory for the purpose of gaining insight
into the distribution of eigenvalues by simply knowing
the Lanczos parameters. These theorems, which include
the Gershgorin circle theorems, enable one to construct
spectral domains in the complex plane to which the eigen-
values of {L̂LZ

m } and {L̂ (s+1),LZ
m } are confined. It has been

shown that an analysis of the size and configuration of the
spectral domains not only provides bounds on the eigen-
values, but also provides considerable insight into spec-
tral and temporal character, enabling one to make rigorous
statements about separations in time scales and memory
effects.

10. Illustrative Application

As a simple illustrative application of dual Lanczos trans-
formation theory, let us consider the problem of deter-
mining the Fourier transform σ (�k, ω) of the incoherent
scattering function S(�k, t) associated with a particle in a
spatially homogeneous, isotropic environment and exe-
cuting motion described by Fokker–Planck dynamics.

We write

σ (�k, ω) =
∫ +∞

−∞
dt exp(−iωt)S(�k, t), (689)

where

S(�k, t) = S>(�k, t) + S<(�k, t), (690)

with

S<(�k, t) = θ (t) (exp(+i �k · �q)| exp(−L̂t)|
× exp(−i �k · �q ) ρeq) (691)

and

S<(�k, t) = θ (−t) (exp(+i �k · �q)| exp(+ ˆ̃Lt)|
× exp(−i �k · �q) ρeq). (692)

In the above, L̂ is an abstract operator correspond-
ing to the Fokker–Planck transition operator L( �p, �q) for
a damped particle executing motion in a spatially ho-
mogeneous, isotropic environment, where �p and �q, re-
spectively, are the momentum and coordinate vectors
for the particle of interest. The vectors (exp(+i �k · �q)|
and |exp(−i �k · �q)ρeq) are dynamical vectors correspond-
ing to the phase functions exp(+i �k · �q) and exp(−i �k ·
�q)ρeq( �p, �q), where ρeq( �p, �q) is the equilibrium probabil-
ity density for the particle of interest and �k denotes the
change in the wavevector of the incident photon/neutron
in a light/neutron scattering experiment.

Choosing (r0| = (exp(+i �k · �q)| and |p0) = |exp(−i �k ·
�q)ρeq) as starting vectors, we can build a dual Lanczos
vector space G>

LZ embedded with sufficient information
to determine the quantities σ (�k, ω), S(�k, t), S>(�k, t), and
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S<(�k, t). Making this choice of starting vectors, we find
that σ (�k, ω) and S>(�k, t) assume the forms of aF

0,0(iω) and
A>

0,0(t), respectively.
Implementing the procedure of extraction and utiliza-

tion of dynamically embedded information on a computer
using symbolic manipulation techniques, we obtain the
following exact results:

S>(�k, t) = θ (t) exp

{(
kBT |�k|2

mξ 2

)
[1 − ξ t − exp(−ξ t)]

}
,

(693)

S<(�k, t) = θ (−t) exp

{(
kBT |�k|2

mξ 2

)
[1 + ξ t − exp(ξ t)]

}
,

(694)

and

σ (�k, ω) = 2 exp

(
kBT |�k|2

mξ 2

) ∞∑
l=1

{
(−1)l

l!

[
kBT |�k|2

mξ 2

]l

×
[ (

kBT |�k|2/mξ
) + lξ

ω2 + [(
kBT |�k|2/mξ

) + lξ
]2

]}
. (695)

SEE ALSO THE FOLLOWING ARTICLES

CHEMICAL THERMODYNAMICS • INFORMATION THEORY

• MECHANICS, CLASSICAL • QUANTUM MECHANICS •
STATISTICS, FOUNDATIONS • THERMODYNAMICS
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I. Introduction
II. Early History of Steam Power and Steam Tables
III. International Standardization
IV. Standards for General and Scientific Use
V. Standards for Industrial Use

VI. Future Directions

GLOSSARY

Critical point For a pure substance, the upper limit of the
vapor–liquid saturation curve where the equilibrium
vapor and liquid phases become identical and the com-
pressibility of the fluid becomes infinite. For water, the
critical point occurs at a temperature of approximately
374◦C and a pressure of approximately 22 MPa.

Formulation A mathematical equation or set of equa-
tions from which a desired quantity or set of quantities
(such as the thermodynamic properties of water) can
be calculated.

Saturation A condition where two phases of a substance
(in most common usage, the vapor and the liquid) are
in thermodynamic equilibrium. Some thermodynamic
variables, such as the temperature and pressure, have
identical values in the two phases at saturation; other
properties, such as density and enthalpy, have different
values in each phase.

Skeleton tables Accepted values of properties presented
at specific values (usually round numbers) of temper-
ature and pressure. These are based on analysis and
interpolation of data at nearby conditions, and an esti-

mate of the uncertainty of each value at each point is
usually included.

STEAM TABLES is the traditional name for tabulations
of the thermodynamic properties of water in both its vapor
(steam) and liquid states. This information is of particular
importance for the steam power-generation industry, but
many other industrial processes make use of water in some
form and therefore need reliable values of its properties.
In addition, water is widely used in research, and some
of these uses require highly accurate representations of its
properties. Modern “steam tables” are for the most part no
longer printed tables, but are mathematical formulations
implemented in computer programs.

I. INTRODUCTION

The need for standardized representation of properties of
water and steam is most apparent in the power industry,
where electricity is generated by passing large amounts of
steam through turbines. The thermodynamic properties of

 1
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water and steam are vital to the design of equipment and to
the evaluation of its performance. Small differences in the
properties used will produce small changes in calculated
quantities such as thermal efficiencies; however, because
of the magnitude of the steam flows, these differences can
translate into millions of dollars. It is therefore essential
that all parties in the steam power industry, particularly
bidders and purchasers in contracts, use a uniform set of
properties in order to prevent any party from having an
unfair advantage.

For other industries, such as petroleum refining and
chemical manufacturing, standardization of water prop-
erties is less important, but there is still a need for reliable
thermodynamic values for process design, optimization,
and operation. In some cases, the complexity of the formu-
lation is an issue, because the properties must be evaluated
within iterative calculations. Thus, there is an incentive to
keep the formulations as simple as possible without sac-
rificing significant accuracy or consistency.

Scientific and engineering research also requires highly
accurate values for properties of water. This is not only for
work where water is used directly, but also because of the
widespread use of water as a calibration fluid.

In this article, we review the historical development of
steam tables and then describe the current international
standards as maintained by the International Association
for the Properties of Water and Steam (IAPWS). While the
primary focus of steam tables (and therefore of this article)
is thermodynamic properties (density, enthalpy, entropy,
etc.), other properties (such as viscosity, thermal conduc-
tivity, and dielectric constant) are also of some importance
and will be mentioned briefly.

II. EARLY HISTORY OF STEAM POWER
AND STEAM TABLES

About 2000 years ago, a figure showing a workable steam
reaction turbine was included in a book by Hero of
Alexandria. He showed other ways in which steam, or
other hot gases, could be used to do mechanical work,
and used the boiler, valve, and piston (basic components
of a steam engine) at various places in his book. In spite
of this promising start, the use of steam for power never
advanced significantly in antiquity; it remained for later
generations to develop its potential.

Although early engines of Papin, Savery, and New-
comen paved the way, it was James Watt in the late 1700s
who made steam power an industrial success. Watt greatly
improved the design of steam engines and took advan-
tage of the improved metal-working techniques then avail-
able. Early in his career, Watt measured the temperature
and pressure of saturated steam and constructed a curve
through the points to permit interpolation. In a sense this

curve was the first steam table; however, the science of
Watt’s day was inadequate to make much use of such data.

In the 1840s, V. Regnault (with some assistance from a
young William Thomson, who later became Lord Kelvin)
produced a set of careful measurements of the properties of
steam. These data and others from Regnault’s laboratory
provided a foundation for the development and applica-
tion of the new science of thermodynamics by Thomson,
Clausius, and Rankine. By the late 19th century, steam
tables based on Regnault’s data began to appear, and in
1900 Callendar devised a thermodynamically consistent
set of equations for treating steam data. Further steam ta-
bles soon appeared based on Callendar’s equations; Mol-
lier published the first steam tables in modern form.

The proliferation of steam tables soon became a
problem, because different tables used different data. The
differences between tables were particularly serious at
high temperatures and pressures, where industrial interest
was concentrated in the quest for increased thermody-
namic efficiency. In addition to uncertainties in design, the
different tables made it difficult to compare designs from
different manufacturers. It became clear that international
standardization was necessary in order to put all parties
in the industry on a fair, consistent, and physically sound
basis.

III. INTERNATIONAL STANDARDIZATION

The first conference directed at producing international
agreement on steam tables was held in London in 1929.
After a second (Berlin, 1930) and a third (New York, 1934)
conference, agreement was reached on a set of “skele-
ton tables.” These tables consisted of a rectangular grid
of temperatures and pressures, with values of specific
volume and enthalpy determined at each point by inter-
polation of the surrounding data. Values were similarly
determined along the vapor–liquid saturation curve. An
estimated uncertainty was assigned to each value at each
point. These tables and their supporting data were the basis
for the widely used steam tables book of J. H. Keenan and
F. G. Keyes, published in 1936, which became the de facto
standard for engineering calculations for many years.

After World War II, international standardization efforts
resumed. Improvements in power-generation technology
required reliable properties at pressures and temperatures
beyond the range covered by Keenan and Keyes, and new
data (notably from laboratories in the Soviet Union) be-
came available. At the Sixth International Conference on
the Properties of Steam (New York, 1963), a new set of
skeleton tables was approved, covering an expanded range
of pressures and temperatures.

By 1963, it was recognized that the growing use of
computers for engineering calculations made it desirable
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to represent the properties of water and steam by equations
in addition to skeleton tables. An International Formula-
tion Committee (IFC) was appointed to develop a con-
sistent set of equations that reproduced the 1963 skeleton
table values within their tolerances. The main product of
this effort was “The 1967 IFC Formulation for Industrial
Use” (known as IFC-67). This formulation, and the printed
steam tables based on it, replaced the Keenan and Keyes
tables as the standard for industrial calculations for the
next 30 years. Because of its association with the book of
the same name, it is sometimes called the 1967 “ASME
Steam Tables” formulation, although the American
Society of Mechanical Engineers was only one of several
participants in the international effort, and steam tables
based on IFC-67 were published in several countries in
addition to the United States.

At about the same time, the need was recognized for a
permanent organization to manage the international con-
ferences and the maintenance and improvement of prop-
erty standards. In 1968, the International Association for
the Properties of Steam (IAPS) was established; in 1989
the name was changed to the International Association
for the Properties of Water and Steam (IAPWS). IAPWS,
which now has 11 member countries, continues to work to
improve international standards for water and steam prop-
erties for use in science and industry. It meets annually, and
sponsors an International Conference on the Properties of
Water and Steam every five years. Some of the activities
of IAPWS are discussed in the following sections.

IV. STANDARDS FOR GENERAL
AND SCIENTIFIC USE

There are actually two different audiences for steam tables.
The steam power industry, which historically provided the
impetus for standardized steam tables, needs a formulation
that can be calculated relatively quickly by computer for
use in iterative design calculations. It also needs a standard
that is fixed for many years, because switching from one
property formulation to another involves much adjustment
of software that uses steam properties and impacts areas
such as contracting and testing of equipment where large
sums of money are at stake. Once the accuracy attains a
level sufficient for most engineering purposes, the industry
is willing to forego additional accuracy for the sake of
speed and stability.

However, there are other users in industry for whom
speed and stability are not significant issues. In addi-
tion, researchers need to have the most accurate properties
available for their work. IAPWS therefore has two sepa-
rate tracks of standards. Formulations “for industrial use,”
such as IFC-67, are designed for computational speed and
are intended to remain the standard for use in the power in-

dustry for decades. In contrast, formulations “for general
and scientific use” are intended to be kept at the state of the
art, giving the best possible representation of the best ex-
perimental data in conjunction with theoretical constraints
regardless of how complicated they must be or how fre-
quently they are updated.

The first thermodynamic property formulation for gen-
eral and scientific use was adopted in 1968, but was never
widely used. In 1984, IAPS replaced it with a formulation
developed by L. Haar, J. S. Gallagher, and G. S. Kell.
The Haar–Gallagher–Kell (HGK) formulation, codified
in the NBS/NRC Steam Tables, saw widespread use as a
standard for scientific work and for some engineering ap-
plications. It used a single thermodynamic function (the
Helmholtz energy as a function of temperature and den-
sity) to cover a wide range of temperatures and pressures.
This guarantees thermodynamic consistency and prevents
the discontinuities inherent in formulations that use differ-
ent equations for different pressure/temperature regions.
While the HGK formulation was not the first to take this
approach, it was the first such approach to be adopted as
an international standard.

As better data became available and small flaws were
found in the HGK formulation, IAPWS in the early 1990s
began an organized effort to produce a replacement. A
task group, led by W. Wagner, evaluated the available ex-
perimental data and worked on producing an improved
formulation; others tested the formulation exhaustively.
The final result was the “IAPWS Formulation 1995 for
the Thermodynamic Properties of Ordinary Water Sub-
stance for General and Scientific Use,” which we shall
refer to as IAPWS-95.

The structure of IAPWS-95 is a single equation for the
Helmholtz energy as a function of temperature and den-
sity. All thermodynamic properties can be obtained in a
consistent manner from differentiation and manipulation
of that equation. The equation was also forced to meet
certain theoretical constraints such as a correct approach
to the ideal-gas limit at low densities, and it closely ap-
proximates the correct behavior as water’s critical point is
approached.

IAPWS-95 is now the state of the art and the inter-
national standard for representing water’s thermodynamic
properties at temperatures from its freezing point to
1000◦C and at pressures up to 1000 MPa. It also ex-
trapolates in a physically meaningful manner outside this
range, including the supercooled liquid water region. The
uncertainties in the properties produced by IAPWS-95
are comparable to those of the best available experimen-
tal data; this is quite accurate in some cases (for ex-
ample, relative uncertainty of 10−6 for liquid densities
at atmospheric pressure and near-ambient temperatures)
and less so where the data are less certain (for exam-
ple, relative uncertainty of 2 × 10−3 for most vapor heat
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capacities). Values of properties for saturation states and
the property change upon vaporization, as generated by
IAPWS-95, are shown in a typical steam tables format in
Table I.

Formulations for general and scientific use have also
been adopted for other properties of water. The most in-
dustrially important of these are probably the viscosity and
the thermal conductivity, although some other properties
such as the static dielectric constant and the refractive in-
dex are important in research. There are also IAPWS for-
mulations for some properties of heavy water (deuterium
oxide, D2O).

Table II shows all the properties for which IAPWS
has thus far adopted official formulations (known as “re-
leases”). Copies of specific IAPWS releases may be ob-
tained at no charge from www.iapws.org or by requesting
them from the Executive Secretary of IAPWS. Currently,
the Executive Secretary is:

Dr. R. B. Dooley
Electric Power Research Institute
3412 Hillview Avenue
Palo Alto, California 94304

V. STANDARDS FOR INDUSTRIAL USE

As mentioned earlier, the steam power industry requires a
standard formulation that is both stable (in the sense of not
changing for tens of years) and computationally fast. For
30 years, the IFC-67 formulation mentioned in Section III
fulfilled that need. Through the years, however, some de-
ficiencies in IFC-67 became apparent. Probably the worst
problems related to inconsistencies at the boundaries be-
tween the regions of pressure–temperature space in which
different equations defined the formulation. These incon-
sistencies can cause problems in iterative calculations near
the boundaries. Also, with improvements in optimization
methods and computer technology, it was believed that the
computational speed of IFC-67 could be surpassed. In ad-
dition, there was a desire (driven by the increasing use of
combustion turbines) to add standard properties for steam
at temperatures higher than the upper limit of 800◦C for
IFC-67.

Therefore, in parallel to (and slightly behind) the de-
velopment of the IAPWS-95 standard for general and
scientific use, IAPWS undertook an effort to develop a
new formulation for industrial use that would replace
IFC-67. This effort, led by a development task group
chaired by W. Wagner and a testing task group chaired
by K. Miyagawa, resulted in the adoption of a new stan-
dard in 1997 called “IAPWS Industrial Formulation 1997
for the Thermodynamic Properties of Water and Steam”
(abbreviated IAPWS-IF97).

The structure of IAPWS-IF97 is shown in Fig. 1. It
consists of five regions defined in terms of pressure and
temperature. The heavy solid line (Region 4) is the vapor–
liquid saturation curve, represented by a single equation
giving the saturation pressure as a function of tempera-
ture (and vice versa). The compressed liquid (Region 1)
and the superheated vapor (Region 2) are represented by
equations giving the Gibbs energy as a function of pres-
sure and temperature (the most convenient independent
variables for typical power-industry calculations). Other
thermodynamic functions are obtained by appropriate dif-
ferentiation of the Gibbs energy function. A Gibbs en-
ergy equation is also used in Region 5, which covers the
high-temperature range needed for combustion turbines.
In Region 3, which includes the area around the critical
point, a Helmholtz energy function is used with density
and temperature as independent variables (because pres-
sure and temperature do not work well as independent vari-
ables near the critical point). Careful efforts were made to
ensure that the values of the thermodynamic properties at
either side of the region boundaries matched within tight
tolerances.

Figure 1 also indicates the so-called “backward” equa-
tions in Regions 1 and 2, which allow the temperature to be
obtained directly from pressure and enthalpy, or pressure
and entropy, without iteration. The backward equations
were made to reproduce the results from iterative solu-
tion of the “forward” equations (which have p and T as
independent variables) within close tolerances. The back-
ward equations in IAPWS-IF97 provide a great increase
in speed for calculations (common in the power indus-
try) where pressure is known in combination with either
entropy or enthalpy. The backward equations necessarily
introduce some inconsistency compared to exact solution
of the forward equations, but this is negligible for most
purposes. If greater consistency is desired at the expense
of speed, the backward equations can be used as initial
guesses for iterative solution of the forward equations to
the required precision.

The accuracy of IAPWS-IF97 is for the most part
only slightly less than that of the IAPWS-95 formulation
for general and scientific use. In fact, rather than being
fitted to experimental data, IAPWS-IF97 was fitted to
the IAPWS-95 formulation and therefore agrees with it
closely.

For industrial users, switching from IFC-67 to IAPWS-
IF97 can be a major effort. Especially in the design and
testing of large power-generation equipment, the relatively
small changes in properties can produce numbers suffi-
ciently different to have a large economic impact. Other
aspects of the design and testing process, including soft-
ware, which have been “tuned” to give the right results
for IFC-67 properties, must therefore be readjusted to be

www.iapws.org
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TABLE I Thermodynamic Properties of Water in Saturated Liquid and Vapor States as Calculated from the IAPWS-95 Formulation

Volume, cm3/g Enthalpy, kJ/kg Entropy, kJ/(kg·K)
Pressure

t (◦C) MPa vL ∆v vV hL ∆h hV sL ∆s sV t (◦C)

0.01 0.000 612 1.0002 205 990 205 991 0.00 2500.9 2500.9 0.0000 9.1555 9.1555 0.01

5 0.000 873 1.0001 147 010 147 011 21.02 2489.0 2510.1 0.0763 8.9486 9.0248 5

10 0.001 228 1.0003 106 302 106 303 42.02 2477.2 2519.2 0.1511 8.7487 8.8998 10

15 0.001 706 1.0009 77 874 77 875 62.98 2465.4 2528.3 0.2245 8.5558 8.7803 15

20 0.002 339 1.0018 57 756 57 757 83.91 2453.5 2537.4 0.2965 8.3695 8.6660 20

25 0.003 170 1.0030 43 336 43 337 104.83 2441.7 2546.5 0.3672 8.1894 8.5566 25

30 0.004 247 1.0044 32 877 32 878 125.73 2429.8 2555.5 0.4368 8.0152 8.4520 30

35 0.005 629 1.0060 25 204 25 205 146.63 2417.9 2564.5 0.5051 7.8466 8.3517 35

40 0.007 385 1.0079 19 514 19 515 167.53 2406.0 2573.5 0.5724 7.6831 8.2555 40

45 0.009 595 1.0099 15 251 15 252 188.43 2394.0 2582.4 0.6386 7.5247 8.1633 45

50 0.012 352 1.0121 12 026 12 027 209.3 2381.9 2591.3 0.7038 7.3710 8.0748 50

60 0.019 946 1.0171 7666.2 7667.2 251.2 2357.7 2608.8 0.8313 7.0769 7.9081 60

70 0.031 201 1.0228 5038.5 5039.5 293.1 2333.0 2626.1 0.9551 6.7989 7.7540 70

80 0.047 414 1.0291 3404.1 3405.2 335.0 2308.0 2643.0 1.0756 6.5355 7.6111 80

90 0.070 182 1.0360 2358.0 2359.1 377.0 2282.5 2659.5 1.1929 6.2853 7.4781 90

100 0.101 42 1.0435 1670.7 1671.8 419.2 2256.4 2675.6 1.3072 6.0469 7.3541 100

110 0.143 38 1.0516 1208.2 1209.3 461.4 2229.6 2691.1 1.4188 5.8193 7.2381 110

120 0.198 67 1.0603 890.15 891.21 503.8 2202.1 2705.9 1.5279 5.6012 7.1291 120

130 0.270 28 1.0697 666.93 668.00 546.4 2173.7 2720.1 1.6346 5.3918 7.0264 130

140 0.361 54 1.0798 507.37 508.45 589.2 2144.3 2733.4 1.7392 5.1901 6.9293 140

150 0.476 16 1.0905 391.36 392.45 632.2 2113.7 2745.9 1.8418 4.9953 6.8371 150

160 0.618 23 1.1020 305.68 306.78 675.5 2082.0 2757.4 1.9426 4.8066 6.7491 160

170 0.792 19 1.1143 241.48 242.59 719.1 2048.8 2767.9 2.0417 4.6233 6.6650 170

180 1.0028 1.1274 192.71 193.84 763.1 2014.2 2777.2 2.1392 4.4448 6.5840 180

190 1.2552 1.1415 155.22 156.36 807.4 1977.9 2785.3 2.2355 4.2704 6.5059 190

200 1.5549 1.1565 126.05 127.21 852.3 1939.7 2792.0 2.3305 4.0996 6.4302 200

210 1.9077 1.1727 103.12 104.29 897.6 1899.6 2797.3 2.4245 3.9318 6.3563 210

220 2.3196 1.1902 84.902 86.092 943.6 1857.4 2800.9 2.5177 3.7663 6.2840 220

230 2.7971 1.2090 70.294 71.503 990.2 1812.7 2802.9 2.6101 3.6027 6.2128 230

240 3.3469 1.2295 58.476 59.705 1037.6 1765.4 2803.0 2.7020 3.4403 6.1423 240

250 3.9762 1.2517 48.831 50.083 1085.8 1715.2 2800.9 2.7935 3.2785 6.0721 250

260 4.6923 1.2761 40.897 42.173 1135.0 1661.6 2796.6 2.8849 3.1167 6.0016 260

270 5.5030 1.3030 34.318 35.621 1185.3 1604.4 2789.7 2.9765 2.9539 5.9304 270

280 6.4166 1.3328 28.820 30.153 1236.9 1543.0 2779.9 3.0685 2.7894 5.8579 280

290 7.4418 1.3663 24.189 25.555 1290.0 1476.7 2766.7 3.1612 2.6222 5.7834 290

300 8.5879 1.4042 20.256 21.660 1345.0 1404.6 2749.6 3.2552 2.4507 5.7059 300

310 9.8651 1.4479 16.887 18.335 1402.2 1325.7 2727.9 3.3510 2.2734 5.6244 310

320 11.284 1.4990 13.972 15.471 1462.2 1238.4 2700.6 3.4494 2.0878 5.5372 320

330 12.858 1.5606 11.418 12.979 1525.9 1140.2 2666.0 3.5518 1.8903 5.4422 330

340 14.601 1.6376 9.143 10.781 1594.5 1027.3 2621.8 3.6601 1.6755 5.3356 340

350 16.529 1.7400 7.062 8.802 1670.9 892.7 2563.6 3.7784 1.4326 5.2110 350

360 18.666 1.8954 5.054 6.949 1761.7 719.8 2481.5 3.9167 1.1369 5.0536 360

370 21.044 2.215 2.739 4.954 1890.7 443.8 2334.5 4.1112 0.6901 4.8012 370

tca 22.064 3.106 0 3.106 2084.3 0 2084.3 4.4070 0 4.4070 tc

a tc = 373.946◦C.
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TABLE II IAPWS Releases for Calculating
Properties of Water and Heavy Watera

Date of latest
Property version

Thermal conductivityb 1998

Viscosityb 1997

Refractive Index 1997

Static dielectric constant 1997

Thermodynamic properties (industrial use) 1997

Thermodynamic properties (general and 1996
scientific use)

Surface tension 1994

Surface tension (D2O) 1994

Melting and sublimation pressures 1993

Critical point properties 1992

Thermodynamic properties (D2O) 1984

Viscosity and thermal conductivity (D2O) 1984

Ion product 1980

a Copies of IAPWS Releases may be obtained by writ-
ing to the IAPWS Executive Secretary: Dr. R. B. Dooley,
Electric Power Research Institute, 3412 Hillview Ave.,
Palo Alto, CA 94304.

b These releases contain formulations both for indus-
trial use and for general and scientific use.

consistent with IAPWS-IF97. IAPWS, upon adopting the
formulation, recommended a waiting period (which ex-
pired at the beginning of 1999) in which IAPWS-IF97
should not be used for contractual specifications, in or-
der to allow users time to adjust. Similar adjustments and
therefore a similar waiting period will likely be required
whenever a successor to IAPWS-IF97 is adopted; how-
ever, the intention is for IAPWS-IF97 to remain the stan-
dard in the power industry for at least 20 years.

Property formulations for industrial use have also been
generated for the viscosity and the thermal conductivity,
as mentioned in Table II.

FIGURE 1 Regions of the IAPWS-IF97 standard for thermody-
namic properties of water and steam for industrial use.

A final question to be addressed is when it is appro-
priate to use the industrial formulation (IAPWS-IF97), as
opposed to the formulation for general and scientific use
(IAPWS-95). In general, since IAPWS-95 is the state of
the art, it (or any formulation for general and scientific
use that might replace it in the future) should be used in
all cases except those where IAPWS-IF97 is specifically
required or preferable. IAPWS-IF97 is preferred in two
cases:

� In the steam power industry, the industrial formulation
(now IAPWS-IF97) is the industry standard for
contracting and testing purposes. It therefore makes
sense to use IAPWS-IF97 for calculations in all facets
of the power industry.

� In any application where computing time is at a
premium (and where the calculation of water
properties consumes most of that time), IAPWS-IF97
may be preferred because of its much faster
computing speed. An example would be finite-element
calculations of steam flow in a turbine. In some cases,
even IAPWS-IF97 might be too slow; an alternative in
such cases (especially if the calculations are confined
to a narrow range of conditions) is to generate a table
of properties in advance and then use a table
interpolation algorithm in the computations.

VI. FUTURE DIRECTIONS

Probably the most notable current direction for steam
tables is the migration from printed tables to computer
software. Most engineering design and research now uses
computer-generated properties. Printed tables and charts
formerly had to be detailed enough to permit interpola-
tion with an accuracy suitable for design; now they are
mostly relegated to the role of an auxiliary to be used
for quick estimates when the computer is not handy, and
therefore can be much less detailed. With the increased
use of computers, it has become increasingly important
to present water property standards in user-friendly soft-
ware, either for standalone calculations or as something to
be plugged into a spreadsheet or other application. There
is also demand for implementations of steam property for-
mulations in computer languages other than the traditional
FORTRAN and for access to properties via the World
Wide Web. Figure 2 shows a window from some modern
“steam tables” software.

As new data are obtained and new theoretical under-
standing is gained, work will continue to improve the
existing formulations for the properties of water and
steam. Much of this work is organized by IAPWS. Current
areas of focus include improvement of the formulations
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FIGURE 2 Sample screen from a modern “steam tables” database implementing the IAPWS-95 formulation (From
A. H. Harvey, A. P. Peskin, and S. A. Klein, “NIST/ASME Steam Properties,” NIST Standard Reference Database 10,
Standard Reference Data Office, NIST, Gaithersburg, MD 20899; information also available at srdata@nist.gov or
http://www.nist.gov/srd/nist10.htm).

for viscosity and thermal conductivity, and representation
of water’s thermodynamic behavior in accordance with
theoretical constraints in the vicinity of its critical point.

IAPWS is also increasing its activities in application
areas where water properties play a role. In the physi-
cal chemistry of aqueous solutions, efforts are devoted
not only to those properties of pure water (such as the
dielectric constant and ionization constant) that are im-
portant for solution chemistry, but also to the description
of key properties of aqueous mixtures. Areas of interest
include the partitioning of solutes between liquid water
and steam and the properties of water/ammonia mixtures.
In power-plant chemistry, IAPWS seeks to help industrial
users apply fundamental knowledge and identifies key ar-
eas requiring further research. Documents called IAPWS
Certified Research Needs (ICRN’s) describe these needs;
these documents are intended to serve as evidence to those
who set research priorities that work in an area would be
of significant use to industry. More information on cur-
rent ICRN’s may be obtained from the IAPWS Executive
Secretary (see Section IV) or on the IAPWS Website
(see following).

New data, new scientific capabilities, and new industrial
needs will continue to shape the international steam prop-
erties community (and specifically IAPWS) as it seeks to
maintain its core mission of developing steam tables and
other water property standards while expanding into re-
lated areas to meet the needs of the power industry and of
others who require accurate knowledge of the properties

of water and aqueous mixtures. Up-to-date information on
the activities of IAPWS may be found on its Website at
www.iapws.org.

SEE ALSO THE FOLLOWING ARTICLES

CRITICAL DATA IN PHYSICS AND CHEMISTRY • THERMO-
DYNAMICS • THERMOMETRY • WATER CONDITIONING,
INDUSTRIAL
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Thermoluminescence Dating
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I. Physical Mechanism
II. Age Evaluation

III. Sample Types and Age Ranges

GLOSSARY

Annual dose The dose of ionizing radiation received by
a sample per year during burial.

a-value The ratio between the luminescence signal
induced by a given dose of alpha particles and
that induced by the same dose of beta or gamma
radiation.

Equivalent dose (ED) Dose of ionizing radiation rece-
ived by a sample subsequent to the event being dated, as
evaluated from measurements of natural and artificial
luminescence. ED can also be denoted by the term DE.
An alternative term is palaeodose (P).

Fading Loss of luminescence during storage. Anomalous
fading refers to loss in excess of the thermal fading
predicted from measurement of the relevant electron
trap depth and frequency factor.

Glow curve Plot of light intensity versus temperature as
a sample is heated up during measurement of thermo-
luminescence (TL) (see Fig. 1a).

Natural luminescence The TL or OSL signal measured
from a sample that is due to its exposure to ionizing
radiation during burial. This is as opposed to “artifi-
cial luminescence” which is generated by exposure to
radiation in the laboratory.

Optical decay curve Plot of light intensity versus time as
a sample is stimulated by exposure to light during mea-
surement of optically stimulated luminescence (OSL)
(see Fig. 1b).

Palaeodose (P) See Equivalent dose.
Plateau test A plot of the ED calculated for a sam-

ple using different temperatures from the TL glow
curve.

Preheating Annealing a sample at a fixed temperature for
a fixed period of time prior to TL or OSL measurement.
This has the effect of removing trapped charge from
thermally unstable traps.

Residual signal The luminescence signal remaining after
a zeroing event. A major advantage of OSL compared
with TL is that for a given light exposure the residual
signal is smaller for OSL measurements.

Saturation While exposure to radiation causes charge
to accumulate in traps, the luminescence signal sub-
sequently generated increases. However, beyond a
certain point, additional radiation exposure does not
cause more charge to be trapped since the trapping
sites are full. At this point the sample is said to be
saturated.

Zeroing Complete or partial elimination of previously
acquired luminescence. It is the zeroing event that is

 699
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700 Thermoluminescence Dating

FIGURE 1 (a) A thermoluminescence (TL) glow curve showing
two distinct peaks. (b) An optical decay curve generated during
an OSL measurement.

normally dated by luminescence methods (see Resid-
ual signal).

FOLLOWING EXPOSURE to ionizing radiation (for
example, alpha or beta particles, gamma radiation, or
X-rays), some minerals (for example, quartz and feldspar),
emit light when stimulated at some later time. The inten-
sity of this luminescence is proportional to the dosage
(amount) of ionizing radiation that has been absorbed
since the last event that eliminated any previously acquired
luminescence. For minerals in baked clay this event is fir-
ing (for example, of pottery), while for geological sedi-
ments the event is exposure to sunlight during transport
and deposition. The ionizing radiation is provided by ra-
dioactive elements (e.g., 40K, Th, and U) in the sample
and its surroundings during burial, and cosmic rays. The
age is obtained as:

Age = ED/D (1)

where ED is the laboratory estimate of the radiation dose
to which the sample has been exposed since the event
being dated. This is known as the equivalent dose. D is
the dose per year to the sample during burial (the an-
nual dose). Luminescence measurements are used to de-
termine ED, the equivalent dose, while emission counting
or chemical measurements are used to calculate the annual
dose.

I. PHYSICAL MECHANISM

A. The Basic Model

The details of the mechanism by which luminescence is
produced in any given material are not well understood,
and in general it is only for crystals grown in the laboratory
with strict control of impurities that these details can be
elucidated. However, the main features of luminescence
dating can be discussed in terms of a simple model. In
this, the free electrons produced by ionizing radiation are
stored in traps where they remain in a metastable condition
until the sample is stimulated, release being caused by
increased lattice vibrations. Some of the released electrons
find their way to luminescence centers, and incidental to
the process of combining into such centers, photons are
emitted. There are electron traps in the majority of natural
ionic crystals and covalent solids, formed by defects in the
lattice structure. The luminescence centers are associated
with impurity atoms, and these determine the color of the
luminescence emitted.

Electron traps are essentially localized regions where
there is a deficit of negative charge or an excess of posi-
tive charge. The luminescence process can also result from
holes being charge carriers, but in discussion it is conve-
nient to talk only of electrons.

B. Stability

The length of time for which an electron remains trapped
is one control on the age range over which luminescence
dating can be applied. This period of time is determined
by the energy, E , that is necessary to free the electron
from the type of trap concerned and the frequency factor,
s. The probability of escape per unit time is equal to the
reciprocal of the lifetime, τ , where

τ = s−1 exp(E/kT ) (2)

where k is the Boltzmann’s constant and T is the abso-
lute temperature (degrees Kelvin). For the 325◦C peak in
quartz, E = 1.69 eV and s = 1014 sec−1, giving τ = 108 yr
at an ambient temperature of 15◦C; lifetimes for other
peaks occurring at temperatures above 300◦C for this and
other minerals are comparable.

Some minerals (for example feldspar) from some
sources exhibit anomalous fading; namely, the observed
lifetime is less than predicted by Eq. (2). The effect
is because of an escape route not via the conduction
band but directly to nearby centers. Two mechanisms have
been proposed: (1) a localized transition via an excited
state common to both the trap and center, and (2) wave-
mechanical tunneling from the trap to the center. Reliable
dating is not possible if (2) is dominant.
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C. Thermal and Optical Stimulation

Measurement of a luminescence signal in the laboratory
requires stimulation of the sample in order to evict charge
from the metastable traps into the conduction band. This
stimulation can be achieved in a number of ways, but the
two used for dating are either by heating the sample to
generate thermoluminescence (TL) or by exposure to light
to generate optically stimulated luminescence (OSL). It is
not always clear whether the charge evicted during OSL
measurements can be directly linked to a specific part of
that evicted during TL measurements.

For many dating applications the measurement of OSL
instead of TL has a significant advantage. In dating geolog-
ical materials, the event that is dated is the last exposure of
the mineral grains to daylight during transport and depo-
sition; this exposure will have reduced the luminescence
signal to a low level. The effect of light upon the TL sig-
nal is variable, with some TL peaks being reduced more
rapidly than others, but in almost all cases the TL signal is
not reduced to zero and a considerable residual signal re-
mains. Estimation of the residual signal at deposition then
introduces an additional source of uncertainty. Through
exposure to light, OSL signals tend to be reduced at least
an order of magnitude more rapidly than those measured
with TL, and the residual level after prolonged exposure
to light is much smaller. The combined effect is that us-
ing measurements of OSL instead of TL permits dating of
younger events, where the magnitude of the residual level
becomes more significant, and also the dating of geologi-
cal materials such as fluvial sands where the exposure to
daylight at deposition may have been limited in duration.

II. AGE EVALUATION

A. Measurement of Luminescence

For dating, a luminescence signal can be obtained from
both quartz and feldspars. Where grains between 100 and
300 µm are used, the quartz can be separated from the
feldspars using chemical and physical processing. Alter-
natively, much finer grains (4 to 11 µm) may be analyzed,
but in this case no attempt is made to separate different
mineral types. These grain size ranges are selected because
of the alpha dosimetry (see Section II.B).

Although the luminescence emitted by some bright ge-
ological minerals can be seen with the naked eye, the lumi-
nescence intensity encountered in samples to be dated is
very faint. Not only is it necessary to use a highly sensitive
low-noise photomultiplier, but it is also vital to discrimi-
nate against unwanted light. When measuring TL the pri-
mary concern is suppressing the incandescence generated
by the sample and hotplate at high temperatures. This can

be efficiently done by the use of broadband glass filters
that exclude wavelengths in the red and infrared parts of
the spectrum.

For OSL measurements the situation is rather differ-
ent. Optical stimulation is commonly carried out either
using infrared (∼880 nm) or visible wavelengths (∼450–
520 nm). An intense OSL signal is observed from feldspars
when stimulated in either waveband, while quartz only
gives a bright signal when stimulated in the visible. The
optical stimulation source used is commonly emitting
1010 times more photons than the sample being measured.
Thus, it is vital to place glass filters in front of the photo-
multiplier that will reject the wavelengths used for stimu-
lation, but not those emitted by the sample.

For measurement, the mineral grains of a sample are
carried on a metal disk, usually 10 mm in diameter. Au-
tomated equipment incorporating a sample changer, ra-
dioactive source, hotplate, optical stimulation sources, and
a photomultiplier is frequently used.

Since many of the luminescence signals that are ob-
served are light sensitive, all sample preparation and mea-
surement are carried out in subdued red light. This is a
wavelength that has a negligible effect upon the signals
normally observed.

B. Equivalent Dose Determination

Luminescence measurements are used to estimate the radi-
ation dose to which the mineral grains have been exposed
since the event being dated—the equivalent dose (ED), or
palaeodose (P) in Eq. (1). Since there is no intrinsic re-
lationship between radiation dose and the luminescence
signal subsequently measured, each sample requires indi-
vidual calibration. Two basic approaches have been used
to determine the ED: additive dose and regenerative dose
(Fig. 2).

The additive dose procedure involves separate measure-
ments of the luminescence signal resulting from the ra-
diation received by the sample during burial (its natural
luminescence), and of the sum of that radiation dose and
known doses administered in the laboratory. A mathemat-
ical function is then fitted to these data to characterize the
growth of the luminescence signal with radiation expo-
sure. This curve is known as a growth curve (Fig. 2a). The
radiation dose during burial can then be calculated by ex-
trapolating the growth curve to the residual luminescence
signal remaining after exposure to daylight.

The regenerative dose procedure also starts with mea-
surement of the natural luminescence signal, resulting
from the radiation received by the sample during burial.
The sample is then exposed to daylight in order to remove
the luminescence signal, and known laboratory doses are
administered that regenerate the luminescence signal. A
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FIGURE 2 Additive dose (a) and regenerative dose (b) proce-
dures for determination of the equivalent dose (ED).

growth curve is fitted to this regenerated dataset, and the
ED is calculated by the intersection of the natural lumi-
nescence signal with the growth curve.

For TL measurements, at glow-curve temperatures for
which the associated trapped electron lifetimes at ambient
temperatures are long compared with the age of the sam-
ple, the ED should be independent of temperature. The
existence of such an ED plateau is indicative of reliability.

For OSL measurements it is not possible to plot such
a plateau since OSL measurements do not provide any
information about the thermal stability of the traps from
which charge is evicted. It is therefore essential to ensure
that only charge from thermally stable traps will be mea-
sured during OSL procedures. This is normally achieved
by annealing the sample at a fixed temperature for a fixed
period of time—a procedure known as preheating—prior
to OSL measurement.

C. Single Aliquot Methods

The methods of ED determination described above in-
volve the measurement of many subsamples. Several sep-
arate subsamples, or aliquots, are used for measurement
of each point on the growth curve, so that between 20 and
60 aliquots are used for each ED determination. An al-
ternative to such multiple aliquot methods is to make all
the measurements on a single aliquot. The methods used
are very similar to those for multiple aliquots, with both
additive dose and regenerative measurements possible.

The advantages of single aliquot methods are that there
is no implicit assumption that all aliquots are equivalent,
that it becomes practical to make replicate ED determina-

FIGURE 3 Histograms of equivalent dose (ED) values measured
from single aliquots of two samples. The first sample has a normal
distribution while the second sample has a broad range of ED
values indicating that not all the grains in the sample were zeroed
at deposition. In this case, the most likely age of deposition is
that corresponding to the peak in the histogram at low values of
ED.

tions on a sample, and that one can alter the size of the
sample being analyzed. In the ultimate, one can reduce the
sample size to a single mineral grain.

Replicate measurements of the ED using single aliquot
methods provide insight into the heterogeneity of the ED
from a sample (Fig. 3). For a “simple” sample, a normal
distribution is expected, with all aliquots yielding similar
ED values. For some materials (for instance, fluvial sands),
some grains are exposed to daylight for a limited period
of time at deposition, yielding a distribution of grains with
different residual signals, only some of which will yield
an accurate age. Single aliquot methods can be used to
measure the distribution of ED within a sample and, cou-
pled with models of the depositional process, can be used
to provide limiting ages.

An additional cause of a broad distribution in ED values
can be variation in the annual radiation dose from one grain
to another. Fortunately, for most samples this appears to
be a relatively small source of variation.

D. Annual Radiation Dose

The annual radiation dose (D in Eq. (1)) to a sample origi-
nates from alpha, beta, and gamma radiation. By selecting
certain minerals and specific grain size ranges for analysis
we can simplify the calculation of the dose rate.
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Because of their short range, alpha particles do not pen-
etrate more than about 20 µm into a grain of quartz or
feldspar. If we select grains in the range from 4 to 11 µm,
they will have received the full alpha dose as well as the
beta and gamma contributions.

Alternatively, for large (>100 µm) quartz or feldspar
grains it is possible to chemically etch away the outer skin
of the grains using hydrofluoric acid and thus remove the
alpha contribution. For quartz grains the assumption is
normally made that they are free from radioactivity and
receive all their beta and gamma dose from the matrix in
which they are found. For feldspars the situation is more
complex since certain feldspars contain up to 14% potas-
sium by weight. For these grains it is necessary to assess
the beta dose originating within the grains. As the grain
size increases this internal beta dose becomes increasingly
important.

The unit of measurement for the annual radiation dose is
the gray ( joules deposited per kilogram). In terms of this,
alpha particles—because of the high ionization density
produced—are not as effective as beta or gamma radia-
tion; the effective full alpha contribution D′

α = aDα , where
Dα is the actual alpha dose in grays, and the a-value (a)
measured for each sample is typically in the range 0.1 to
0.3. The annual dose for insertion into Eq. (1) is then:

D = D′
α + Dβ + Dγ + Dc (3)

where the suffix indicates the type of radiation, with “c”
denoting the dose due to cosmic rays. For sediments con-
taining typical concentrations of 1% potassium, 6 ppm
thorium, and 2 ppm uranium, D is of the order of 2 grays
per 1000 yr for a 200-µm quartz grain.

Allowance needs to be made for the wetness of the sam-
ple during burial because the presence of water attenuates
the radiation flux received. Uncertainty about average wa-
ter content is a serious barrier to reducing the error limits
on the age to below ±5%.

A variety of methods are used for assessment of radioac-
tivity: neutron activation, chemical analysis, thick-source
alpha and beta counting, gamma spectrometry, and beta
and gamma dosimetry using special high-sensitivity phos-
phors (such as calcium sulfate doped with dysprosium, or
aluminium oxide doped with carbon). For gamma dosime-
try, a capsule of phosphor is buried onsite for about a year.
An alternative method of making in situ measurements is
with a portable gamma spectrometer based around a NaI
crystal. Such devices can be used to assess both the to-
tal gamma dose rate, and the concentrations of the major
radionuclides.

A potential complication in the calculation of the an-
nual dose arises from the possibility that the uranium or
thorium decay chains may not be in equilibrium; the most
commonly observed cause of disequilibrium is escape of

the gas radon-222 which occurs midway in the uranium-
238 chain; there may also be preferential leaching of some
radioelements in the chain, and the extent to which this oc-
curs may have varied during burial. Thus, disequilibrium
can be a problem for two reasons: first, different methods
for assessing the total alpha, beta, and gamma dose rates
may only look at a specific part of the decay chain and
then assume that the remainder of the chain is in equilib-
rium; and, second, because the extent of disequilibrium
may have varied through the period for which the sedi-
ment has been buried, causing the annual radiation dose
to vary through time. Fortunately, severe disequilibrium
is rare.

III. SAMPLE TYPES AND AGE RANGES

A. Baked Clay and Burned Stones

Luminescence dating can reach back to the earliest pottery,
at about 10,000 yr ago, and beyond. How much beyond
depends on the minerals concerned and the annual radi-
ation dose rate at a specific site. For quartz, the onset of
saturation is liable to occur around 50,000 to 100,000 yr
ago, and sooner for clay of high radioactivity. TL mea-
surements are particularly applicable in this case since the
event being dated is the last heating of the sample in a kiln,
oven, or fireplace.

Each sample should be at least 10 mm thick and 30 mm
across; six samples per context are desirable. The error
limits are usually ±5 to ±10% of the age. An important
requirement is that the sample has been buried to a depth of
at least 0.3 m and that samples of burial soil are available; if
possible, in situ radioactivity measurements are also made.

The same age range limitations apply for burned stones
as for baked clay; there may be additional difficulties be-
cause of heterogeneity of radioactivity and TL sensitivity.
Burned flint (and chert) is not plagued in this way and
is excellent material for dating; ages of several hundred
thousand years have been obtained with it. The main limi-
tation is the sparsity, on palaeolithic sites, of large enough
flints that have been sufficiently heated.

B. Authenticity Testing

Luminescence dating has had a very powerful impact on
testing authenticity of art ceramics. Error limits of ±25%
are typical in this application, but acceptable. The wide er-
ror limits arise because of uncertainty as to Dγ and because
the allowable sample size is smaller—about 100 mg of
powder are obtained by drilling a small hole, 4 mm across
by 4 mm deep, in an unobtrusive location. For porcelain,
a 3-mm core is extracted and cut into 0.5-mm slices for
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measurement. It is also possible to test the authenticity of
bronze heads, etc., which have a clay core baked in the
casting process.

C. Aeolian Sediments: Loess and Dunes

Aeolian sediments are ideally suited to luminescence dat-
ing since one can safely assume that they were exposed
to sufficient daylight at deposition to reduce the resid-
ual luminescence signal to a low level. Loess, a fine-
grained, wind-blown sediment, has been dated extensively
in China, the U.S., and Europe. Coastal and desert dunes
are also well suited to luminescence dating for the same
reason as loess. For loess the grain-size distribution is re-
stricted, and polymineral grains from 4 to 11 µm are rou-
tinely used. By contrast, coarse grains between 100 and
300 µm can be obtained from dunes, and grains of quartz
or potassium-rich feldspar can be isolated.

The oldest ages are limited by saturation of the lumin-
scence signals. In exceptional circumstances, ages up to
800 ka have been produced, but this is only possible in
environments of unusually low radioactivity. Convention-
ally, the limits are 100,000 yr for quartz and approximately
200,000 yr for feldspars. The youngest ages can be ob-
tained using OSL measurements and are limited by the in-
trinsic brightness of the minerals concerned and the degree
of exposure to daylight at deposition. For well-bleached
dunes, ages of a few decades are possible.

Samples should be collected without any exposure to
daylight. Sample mass is typically 250 to 500 g but is
dependent on the mineralogy and grain-size distribution.
Separate samples should also be taken for assessment of
water content and radioactivity.

D. Fluvial, Glacial, and Colluvial Sediments

A large variety of sediments are exposed to a limited
amount of daylight at deposition, so the exposure varies
significantly from one grain to another. For instance, flu-
vially deposited sands may be well exposed to daylight
in shallow rivers in Australia with intense sunlight, but
poorly exposed in a deep, turbid, northern European river.
Such sediments pose a challenge for luminescence dating
methods since they will contain different residual signals
at deposition. Included in this list are glacially derived and
colluvial sediments.

Single aliquot measurements provide an independent
method of assessing whether the sample was sufficiently
exposed to daylight at deposition to zero the grains.
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I. Concepts and History
II. Time and Frequency Measurement

III. Time and Frequency Standards
IV. Time and Frequency Transfer
V. Closing

GLOSSARY

Accuracy Degree of conformity of a measured or calcu-
lated value to its definition.

Allan deviation σγ, (τ ) Statistic used to estimate fre-
quency stability.

Coordinated Universal Time (UTC) International
atomic time scale used by all major countries.

Nominal frequency Ideal frequency, with zero uncer-
tainty relative to its definition.

Q Quality factor of an oscillator, estimated by dividing
the resonance frequency by the resonance width.

Resonance frequency Natural frequency of an oscillator,
based on the repetition of a periodic event.

Second Duration of 9,192,631,770 periods of the radia-
tion corresponding to the transition between two hyper-
fine levels of the ground state of the cesium-133 atom.

Stability Statistical estimate of the frequency or time
fluctuations of a signal over a given time interval.

Synchronization Process of setting two or more clocks
to the same time.

Syntonization Process of setting two or more oscillators
to the same frequency.

Time scale Agreed-upon system for keeping time.

THIS article is an overview of time and frequency technol-
ogy. It introduces basic time and frequency concepts and
describes the devices that produce time and frequency sig-
nals and information. It explains how these devices work
and how they are measured. Section I introduces the basic
concepts of time and frequency and provides some histor-
ical background. Section II discusses time and frequency
measurements and the specifications used to state the mea-
surement results. Section III discusses time and frequency
standards. These devices are grouped into two categories:
quartz and atomic oscillators. Section IV discusses time
and frequency transfer, or the process of using a clock or
frequency standard to measure or set a device at another
location.

I. CONCEPTS AND HISTORY

Few topics in science and technology are as relevant as
time and frequency. Time and frequency standards and
measurements are involved in nearly every aspect of daily
life and are a fundamental part of many technologies.

Time and frequency standards supply three basic types
of information. The first type, date and time-of-day,
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records when an event happened. Date and time-of-day
can also be used to ensure that events are synchronized, or
happen at the same time. Everyday life is filled with exam-
ples of the use of date and time-of-day information. Date
information supplied by calendars records when birth-
days, anniversaries, and other holidays are scheduled to
occur. The time-of-day information supplied by watches
and clocks helps keep our lives on schedule. Meeting a
friend for dinner at 6 P.M. is a simple example of synchro-
nization. If our watches agree, we should both arrive at
about the same time.

Date and time-of-day information has other, more so-
phisticated uses. Airplanes flying in a formation require
synchronized clocks. If one airplane banks or turns at the
wrong time, it could result in a collision and loss of life.
When a television station broadcasts a network program,
it must start broadcasting the network feed at the instant
it arrives. If the station and network clocks are not syn-
chronized, part of the program is skipped. Stock market
transactions require synchronized clocks so that the buyer
and seller can agree on the same price at the same time. A
time error of a few seconds could cost the buyer or seller
many thousands of dollars. Electric power companies also
use synchronization. They synchronize the clocks in their
power grids, so they can instantly transfer power to the
parts of the grid where it is needed most, and to avoid
electrical overload.

The second type of information, time interval, is the
duration or elapsed time between two events. Our age is
simply the time interval since our birth. Most workers are
paid for the time interval during which they work, usually
measured in hours, weeks, or months. We pay for time
interval as well—30 min on a parking meter, a 20-min cab
ride, a 5-min long-distance phone call, or a 30-sec radio
advertising spot.

The standard unit of time interval is the second. How-
ever, many applications in science and technology require
the measurement of time intervals much shorter than 1 sec,
such as milliseconds (10−3 sec), microseconds (10−6 sec),
nanoseconds (10−9 sec), and picoseconds (10−12 sec).

The third type of information, frequency, is the rate of
a repetitive event. If T is the period of a repetitive event,
then the frequency f is its reciprocal, 1/T . The Interna-
tional System of Units (SI) states that the period should be
expressed as seconds (sec), and the frequency should be
expressed as hertz (Hz). The frequency of electrical signals
is measured in units of kilohertz (kHz), megahertz (MHz),
or gigahertz (GHz), where 1 kHz equals 1000 (103) events
per second, 1 MHz equals 1 million (106) events per sec-
ond, and 1 GHz equals 1 billion (109) events per second.
Many frequencies are encountered in everyday life. For
example, a quartz wristwatch works by counting the os-
cillations of a crystal whose frequency is 32,768 Hz. When

the crystal has oscillated 32,768 times, the watch records
that 1 sec has elapsed. A television tuned to channel 7
receives a video signal at a frequency of 175.25 MHz.
The station transmits this frequency as closely as possi-
ble, to avoid interference with signals from other stations.
A computer that processes instructions at a frequency of
1 GHz might connect to the Internet using a T1 line that
sends data at a frequency of 1.544 MHz.

Accurate frequency is critical to communications net-
works. The highest-capacity networks run at the highest
frequencies. Networks use groups of oscillators that pro-
duce nearly the same frequency, so they can send data at
the fastest possible rates. The process of setting multiple
oscillators to the same frequency is called syntonization.

Of course, the three types of time and frequency infor-
mation are closely related. As mentioned, the standard unit
of time interval is the second. By counting seconds, we can
determine the date and the time-of-day. And by counting
the events per second, we can measure the frequency.

A. The Evolution of Time
and Frequency Standards

All time and frequency standards are based on a periodic
event that repeats at a constant rate. The device that pro-
duces this event is called a resonator. In the simple case
of a pendulum clock, the pendulum is the resonator. Of
course, a resonator needs an energy source before it can
move back and forth. Taken together, the energy source
and resonator form an oscillator. The oscillator runs at a
rate called the resonance frequency. For example, a clock’s
pendulum can be set to swing back and forth at a rate of
once per second. Counting one complete swing of the pen-
dulum produces a time interval of 1 sec. Counting the to-
tal number of swings creates a time scale that establishes
longer time intervals, such as minutes, hours, and days.
The device that does the counting and displays or records
the results is called a clock. The frequency uncertainty of a
clock’s resonator relates directly to the timing uncertainty
of the clock as shown in Table I.

Throughout history, clock designers have searched for
stable resonators. As early as 3500 B.C., time was kept by
observing the movement of an object’s shadow between
sunrise and sunset. This simple clock is called a sundial,
and the resonance frequency is based on the apparent mo-
tion of the sun. Later, water clocks, hourglasses, and cali-
brated candles allowed dividing the day into smaller units
of time. Mechanical clocks first appeared in the early 14th
century. Early models used a verge and foliet mechanism
for a resonator and had an uncertainty of about 15 min/day
(∼=1 × 10−2).

A timekeeping breakthrough occurred with the inven-
tion of the pendulum clock, a technology that dominated
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TABLE I Relationship of Frequency Uncertainty to Time
Uncertainty

Frequency uncertainty Measurement period Time uncertainty

±1.00 × 10−3 1 sec ±1 msec

±1.00 × 10−6 1 sec ±1 µsec

±1.00 × 10−9 1 sec ±1 nsec

±2.78 × 10−7 1 hr ±1 msec

±2.78 × 10−10 1 hr ±1 µsec

±2.78 × 10−13 1 hr ±1 nsec

±1.16 × 10−8 1 day ±1 msec

±1.16 × 10−11 1 day ±1 µsec

±1.16 × 10−14 1 day ±1 nsec

timekeeping for several hundred years. Prior to the in-
vention of the pendulum, clocks could not count minutes
reliably, but pendulum clocks could count seconds. In the
early 1580s, Galileo Galilei observed that a given pendu-
lum took the same amount of time to swing completely
through a wide arc as it did a small arc. Galileo wanted
to apply this natural periodicity to time measurement and
began work on a mechanism to keep the pendulum in
motion in 1641, the year before he died. In 1656, the
Dutch scientist Christiaan Huygens invented an escape-
ment that kept the pendulum swinging. The uncertainty
of Huygens’s clock was less than 1 min/day (∼=7 × 10−4)
and later was reduced to about 10 sec/day (∼=1 × 10−4).
The first pendulum clocks were weight-driven, but later
versions were powered by springs. In fact, Huygens
is often credited with inventing the spring-and-balance
wheel assembly still found in some of today’s mechanical
wristwatches.

Huge advances in accuracy were made by John
Harrison, who built and designed a series of clocks in
the 1720s that kept time to within fractions of a second
per day (parts in 106). This performance was not improved
upon until the 20th century. Harrison dedicated most of his
life to solving the British navy’s problem of determining
longitude, by attempting to duplicate the accuracy of his
land clocks at sea. He built a series of clocks (now known
as H1 through H5) in the period from 1730 to about 1770.
He achieved his goal with the construction of H4, a clock
much smaller than its predecessors, about the size of a
large pocket watch. H4 used a spring and balance wheel
escapement and kept time within fractions of a second per
day during several sea voyages in the 1760s.

The practical performance limit of pendulum clocks
was reached in 1921, when W. H. Shortt demonstrated a
clock with two pendulums, one a slave and the other a
master. The slave pendulum moved the clock’s hands and
freed the master pendulum of tasks that would disturb its
regularity. The pendulums used a battery as their power

supply. The Shortt clock kept time to within a few seconds
per year (∼=1 × 10−7) and was used as a primary standard
in the United States.

Joseph W. Horton and Warren A. Marrison of Bell Lab-
oratories built the first clock based on a quartz crystal os-
cillator in 1927. By the 1940s, quartz clocks had replaced
pendulums as primary laboratory standards. Quartz crys-
tals resonate at a nearly constant frequency when an elec-
tric current is applied. Uncertainties of <100 µsec/day
(∼=1 × 10−9) are possible, and low-cost quartz oscillators
are found in electronic circuits and inside nearly every
wristwatch and wall clock.

Quartz oscillators still have shortcomings since their
resonance frequency depends on the size and shape of the
crystal. No two crystals can be precisely alike or produce
exactly the same frequency. Quartz oscillators are also
sensitive to temperature, humidity, pressure, and vibration.
These limitations made them unsuitable for some high-
level applications and led to the development of atomic
oscillators.

In the 1930s, I. I. Rabi and his colleagues at Columbia
University introduced the idea of using an atomic reso-
nance as a frequency. The first atomic oscillator, based on
the ammonia molecule, was developed at the National Bu-
reau of Standards (now the National Institute of Standards
and Technology) in 1949. A Nobel Prize was awarded in
1989 to Norman Ramsey, Hans Dehmelt, and Wolfgang
Paul for their work in atomic oscillator development, and
many other scientists have made significant contributions
to the technology. Atomic oscillators use the quantized
energy levels in atoms and molecules as the source of
their resonance frequency. The laws of quantum mechan-
ics dictate that the energies of a bound system, such as
an atom, have certain discrete values. An electromagnetic
field at a particular frequency can boost an atom from one
energy level to a higher one. Or, an atom at a high energy
level can drop to a lower level by emitting energy. The
resonance frequency ( f ) of an atomic oscillator is the dif-
ference between the two energy levels divided by Planck’s
constant (h):

f = E2 − E1

h
.

The principle underlying the atomic oscillator is that since
all atoms of a specific element are identical, they should
produce the exact same frequency when they absorb or
release energy. In theory, the atom is a perfect pendulum
whose oscillations are counted to measure the time inter-
val. Quartz and the three main types of atomic oscillators
(rubidium, hydrogen, and cesium) are described in detail
in Section III.

Table II summarizes the evolution of time and frequency
standards. The uncertainties listed for modern standards
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TABLE II The Evolution of Time and Frequency Standards

Timing Frequency
Standard Resonator Date of origin uncertainty (24 hr) uncertainty (24 hr)

Sundial Apparent motion of sun 3500 B.C. NA NA

Verge escapement Verge and foliet mechanism 14th century 15 min 1 × 10−2

Pendulum Pendulum 1656 10 sec 7 × 10−4

Harrison chronometer (H4) Pendulum 1759 300 msec 3 × 10−6

Shortt pendulum Two pendulums, slave and master 1921 10 msec 1 × 10−7

Quartz crystal Quartz crystal 1927 10 µsec 1 × 10−10

Rubidium gas cell 87Rb resonance (6,834,682,608 Hz) 1958 100 nsec 1 × 10−12

Cesium beam 133Cs resonance (9,192,631,770 Hz) 1952 1 nsec 1 × 10−14

Hydrogen maser Hydrogen resonance (1,420,405,752 Hz) 1960 1 nsec 1 × 10−14

Cesium fountain 133Cs resonance (9,192,631,770 Hz) 1991 100 psec 1 × 10−15

represent current (year 2000) devices, and not the original
prototypes. Note that the performance of time and fre-
quency standards has improved by 13 orders of magnitude
in the past 700 years and by about 9 orders of magnitude
in the past 100 years.

B. Time Scales and the International
Definition of the Second

The second is one of seven base units in the International
System of Units (SI). The base units are used to derive
other units of physical quantities. Use of the SI means that
physical quantities such as the second and hertz are defined
and measured in the same way throughout the world.

There have been several definitions of the SI second.
Until 1956, the definition was based on the mean solar
day, or one revolution of the earth on its axis. The mean
solar second was defined as 1/86,400 of the mean solar
day and provided the basis for several astronomical time
scales known as Universal Time (UT).

UT0: The original mean solar time scale, based on the
rotation of the earth on its axis. UT0 was first kept
with pendulum clocks. When quartz clocks became
available, astronomers noticed errors in UT0 due to
polar motion and developed the UT1 time scale.

UT1: The most widely used astronomical time scale,
UT1 improves upon UT0 by correcting for
longitudinal shifts of the observing station due to
polar motion. Since the earth’s rotational rate is not
uniform the uncertainty of UT1 is about 2 to 3 msec
per day.

UT2: Mostly of historical interest, UT2 is a smoothed
version of UT1 that corrects for deviations in the
period of the earth’s rotation caused by angular
momenta of the earth’s core, mantle, oceans and
atmosphere.

The ephemeris second served as the SI second from
1956 to 1967. The ephemeris second was a fraction of
the tropical year, or the interval between the annual ver-
nal equinoxes, which occur on or about March 21. The
tropical year was defined as 31,556,925.9747 ephemeris
sec. Determining the precise instant of the equinox is dif-
ficult, and this limited the uncertainty of Ephemeris Time
(ET) to ±50 msec over a 9-year interval. ET was used
mainly by astronomers and was replaced by Terrestial
Time (TT) in 1984, equal to International Atomic Time
(TAI) + 32.184 sec. The uncertainty of TT is ±10 µsec.

The era of atomic time keeping formally began in 1967,
when the SI second was redefined based on the resonance
frequency of the cesium atom:

The duration of 9,192,631,770 periods of the radiation corre-
sponding to the transition between two hyperfine levels of the
ground state of the cesium-133 atom.

Due to the atomic second, time interval and frequency
can now be measured with less uncertainty and more
resolution than any other physical quantity. Today,
the best time and frequency standards can realize the
SI second with uncertainties of ∼=1 × 10−15. Physical
realizations of the other base SI units have much larger
uncertainties (Table III).

International Atomic Time (TAI) is an atomic time scale
that attempts to realize the SI second as closely as possible.
TAI is maintained by the Bureau International des Poids
et Measures (BIPM) in Sevres, France. The BIPM aver-
ages data collected from more than 200 atomic time and
frequency standards located at more than 40 laboratories,
including the National Institute of Standards and Technol-
ogy (NIST).

Coordinated Universal Time (UTC) runs at the same
rate as TAI. However, it differs from TAI by an integral
number of seconds. This difference increases when leap
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TABLE III Uncertainties of Physical Realizations of the Base
SI Units

SI base unit Physical quantity Uncertainty

Candela Luminous intensity 10−4

Mole Amount of substance 10−7

Kelvin Thermodynamic temperature 10−7

Ampere Electric current 10−8

Kilogram Mass 10−8

Meter Length 10−12

Second Time interval 10−15

seconds occur. When necessary, leap seconds are added to
UTC on either June 30 or December 31. The purpose of
adding leap seconds is to keep atomic time (UTC) within
±0.9 sec of astronomical time (UT1). Some time codes
contain a UT1 correction that can be applied to UTC to
obtain UT1.

Leap seconds have been added to UTC at a rate of
slightly less than once per year, beginning in 1972. UT1 is
currently losing about 700 to 800 msec per year with re-
spect to UTC. This means that atomic seconds are shorter
than astronomical seconds and that UTC runs faster than
UT1. There are two reasons for this. The first involves the
definition of the atomic second, which made it slightly
shorter than the astronomical second to begin with. The
second reason is that the earth’s rotational rate is gradually
slowing down and the astronomical second is gradually
getting longer. When a positive leap second is added to
UTC, the sequence of events is as follows.

23 hr 59 min 59 sec
23 hr 59 min 60 sec
0 hr 0 min 0 sec

The insertion of the leap second creates a minute that is
61 sec long. This “stops” UTC for 1 sec, so that UTI can
catch up.

II. TIME AND FREQUENCY
MEASUREMENT

Time and frequency measurements follow the conventions
used in other areas of metrology. The frequency standard
or clock being measured is called the device under test
(DUT). The measurement compares the DUT to a stan-
dard or reference. The standard should outperform the
DUT by a specified ratio, ideally by 10:1. The higher the
ratio, the less averaging is required to get valid measure-
ment results.

The test signal for time measurements is usually a pulse
that occurs once per second (1 pps). The pulse width and

FIGURE 1 Measurement using a time interval counter.

polarity vary from device to device, but TTL levels are
commonly used. The test signal for frequency measure-
ments is usually a frequency of 1 MHz or higher, with 5
or 10 MHz being common. Frequency signals are usually
sine waves but can be pulses or square waves.

This section examines the two main specifications of
time and frequency measurements—accuracy and stabil-
ity. It also discusses some instruments used to measure
time and frequency.

A. Accuracy

Accuracy is the degree of conformity of a measured or
calculated value to its definition. Accuracy is related to
the offset from an ideal value. For example, time offset
is the difference between a measured on-time pulse and
an ideal on-time pulse that coincides exactly with UTC.
Frequency offset is the difference between a measured fre-
quency and an ideal frequency with zero uncertainty. This
ideal frequency is called the nominal frequency.

Time offset is usually measured with a time interval
counter (TIC) as shown in Fig. 1. A TIC has inputs for
two signals. One signal starts the counter and the other
signal stops it. The time interval between the start and the
stop signals is measured by counting cycles from the time
base oscillator. The resolution of low-cost TICs is limited
to the period of their time base. For example, a TIC with
a 10-MHz time base oscillator would have a resolution of
100 nsec. More elaborate TICs use interpolation schemes
to detect parts of a time base cycle and have a much higher
resolution—1-nsec resolution is commonplace, and even
10-psec resolution is available.

Frequency offset can be measured in either the fre-
quency domain or the time domain. A simple frequency
domain measurement involves directly counting and dis-
playing the frequency output of the DUT with a frequency
counter. The reference for this measurement is either the
counter’s internal time base oscillator, or an external time
base (Fig. 2). The counter’s resolution, or the number of
digits it can display, limits its ability to measure frequency
offset. The frequency offset is determined as

f (offset) = fmeasured − fnominal

fnominal
,
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FIGURE 2 Measurement using a frequency counter.

where fmeasured is the reading from the frequency counter,
and fnominal is the frequency labeled on the oscillator’s
nameplate.

Frequency offset measurements in the time domain in-
volve a phase comparison between the DUT and the ref-
erence. A simple phase comparison can be made with an
oscilloscope (Fig. 3). The oscilloscope will display two
sine waves (Fig. 4). The top sine wave represents a signal
from the DUT, and the bottom sine wave represents a sig-
nal from the reference. If the two frequencies were exactly
the same, their phase relationship would not change and
both would appear to be stationary on the oscilloscope dis-
play. Since the two frequencies are not exactly the same,
the reference appears to be stationary and the DUT signal
moves. By determining the rate of motion of the DUT sig-
nal, we can determine its frequency offset. Vertical lines
have been drawn through the points where each sine wave
passes through zero. The bottom of the figure shows bars
whose width represents the phase difference between the
signals. This difference increases or decreases to indicate
whether the DUT frequency is high or low with respect to
the reference.

Measuring high-accuracy signals with an oscilloscope
is impractical, since the phase relationship between sig-
nals changes very slowly. More precise phase compar-
isons can be made with a time interval counter, using a
setup similar to Fig. 1. Since frequencies like 5 or 10 MHz
are usually involved, frequency dividers (shown in Fig. 1)
or frequency mixers are used to convert the test frequency

FIGURE 3 Phase comparison using an oscilloscope.

to a lower frequency. Measurements are made from the
TIC, but instead of using these measurements directly, we
determine the rate of change from reading to reading. This
rate of change is called the phase deviation. We can esti-
mate frequency offset as follows, where �t is the amount
of phase deviation, and T is the measurement period:

f (offset) = −�t

T
.

To illustrate, consider a measurement of +1 µsec of phase
deviation over a measurement period of 24 hr. The unit
used for measurement period (hr) must be converted to
the unit used for phase deviation (µsec). The equation
becomes

f (offset) = −�t

T
= 1 µsec

86,400,000,000 µsec

= −1.16 × 10−11.

As shown, a device that accumulates 1 µsec of phase de-
viation/day has a frequency offset of about −1.16 × 10−11

with respect to the reference.
Dimensionless frequency offset values can be converted

to units of frequency (Hz) if the nominal frequency is
known. To illustrate this, consider an oscillator with a
nominal frequency of 5 MHz and a frequency offset of
+1.16 × 10−11. To find the frequency offset in hertz, mul-
tiply the nominal frequency by the offset:

(5 × 106)(+1.16 × 10−11) = 5.80 × 10−5

= + 0.0000580 Hz.

Then add the offset to the nominal frequency to get the
actual frequency:

5,000,000 Hz + 0.0000580 Hz

= 5,000,000.0000580 Hz.

B. Stability

Stability indicates how well an oscillator can produce the
same time or frequency offset over a given period of time.
It does not indicate whether the time or frequency is “right”
or “wrong” but only whether it stays the same. In con-
trast, accuracy indicates how well an oscillator has been
set on time or set on frequency. To understand this dif-
ference, consider that a stable oscillator that needs adjust-
ment might produce a frequency with a large offset. Or an
unstable oscillator that was just adjusted might temporar-
ily produce a frequency near its nominal value. Figure 5
shows the relationship between accuracy and stability.

Stability is defined as the statistical estimate of the
frequency or time fluctuations of a signal over a given time



P1: GNH/GLE P2: GLQ Final Pages

Encyclopedia of Physical Science and Technology EN016D-780 August 1, 2001 10:52

Time and Frequency 789

FIGURE 4 Two sine waves with a changing phase relationship.

interval. These fluctuations are measured with respect to
a mean frequency or time offset. Short-term stability usu-
ally refers to fluctuations over intervals less than 100 sec.
Long-term stability can refer to measurement intervals
greater than 100 sec but usually refers to periods longer
than 1 day.

Stability estimates can be made in either the frequency
domain or the time domain, but time domain estimates are
more common and are discussed in this section. To esti-
mate frequency stability in the time domain, we can start
with a series of phase measurements. The phase measure-
ments are nonstationary, since they contain a trend con-
tributed by the frequency offset. With nonstationary data,
the mean and variance never converge to any particular

FIGURE 5 The relationship between accuracy and stability.

values. Instead, there is a moving mean that changes each
time we add a measurement.

For these reasons, a nonclassical statistic is often used
to estimate stability in the time domain. This statistic is
sometimes called the Allan variance, but since it is the
square root of the variance, its proper name is the Allan
deviation. The equation for the Allan deviation is

σy(τ ) =
√√√√ 1

2(M − 1)

M−1∑
i=1

(yi+1 − yi )2,

where yi is a set of frequency offset measurements that
consists of individual measurements, y1, y2, y3, and so on,
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TABLE IV Using Phase Measurements to Estimate Stability

Phase Phase Frequency First First difference
measurement deviation offset difference squared

(nsec), xi (nsec), ∆t ∆t/τ (yi ) (yi+1 − yi ) (yi+1 − yi )
2

3321.44 (—) (—) (—) (—)

3325.51 4.07 4.07 × 10−9 (—) (—)

3329.55 4.04 4.04 × 10−9 −3 × 10−11 9 × 10−22

3333.60 4.05 4.05 × 10−9 +1 × 10−11 1 × 10−22

3337.65 4.05 4.06 × 10−9 +2 × 10−11 4 × 10−22

3341.69 4.04 4.04 × 10−9 −2 × 10−11 4 × 10−22

3345.74 4.05 4.05 × 10−9 +1 × 10−11 1 × 10−22

3349.80 4.06 4.06 × 10−9 +1 × 10−11 1 × 10−22

3353.85 4.05 4.05 × 10−9 −1 × 10−11 1 × 10−22

3357.89 4.04 4.04 × 10−9 −1 × 10−11 1 × 10−22

M is the number of values in the yi series, and the data
are equally spaced in segments τ seconds long. Or

σy(τ ) =
√√√√ 1

2(N − 2)τ 2

N−2∑
i=1

[xi+2 − 2xi+1 + xi ]2,

where xi is a set of phase measurements in time units that
consists of individual measurements, x1, x2, x3, and so on,
N is the number of values in the xi series, and the data are
equally spaced in segments τ seconds long.

Table IV shows how the Allan deviation is calculated.
The left column contains a series of phase measurements
recorded once per second (τ = 1 sec) in units of nanosec-

FIGURE 6 A graph of frequency stability.

onds. These measurements have a trend; note that each
value in the series is larger than the previous value. By
subtracting pairs of values, we remove the trend and ob-
tain the phase deviations (�t) shown in the second column.
The third column divides the phase deviation (�t) by τ to
get the frequency offset values, or the yi data series. The
last two columns show the first differences of the yi and
the squares of the first differences.

Since the sum of the squares equals 2.2 × 10−21, the
frequency stability using the first equation (at τ = 1 sec) is

σy(τ ) =
√

2.2 × 10−21

2(9 − 1)
= 1.17 × 10−11.
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FIGURE 7 Using a frequency stability graph to identify noise
types.

A graph of the Allan deviation is shown in Fig. 6. It shows
the stability of the device improving as the averaging
period (τ ) gets longer, since some noise types can be
removed by averaging. At some point, however, more
averaging no longer improves the results. This point is
called the noise floor, or the point where the remaining
noise consists of nonstationary processes like aging or
random walk. The device measured in Fig. 6 is has a
noise floor of ∼=5 × 10−11 at τ = 100 sec.

Five noise types are commonly discussed in the time
and frequency literature: white phase, flicker phase,
white frequency, flicker frequency, and random walk fre-
quency. The slope of the Allan deviation line can identify
the amount of averaging needed to remove these noise
types (Fig. 7). Note that the Allan deviation does not distin-
guish between white phase noise and flicker phase noise.
Several other statistics are used to estimate stability and
identify noise types for various applications (Table V).

C. Uncertainty Analysis

Time and frequency metrologists must often perform an
uncertainty analysis when they calibrate or measure a de-
vice. The uncertainty analysis states the measurement er-
ror with respect to a national or international standard,

TABLE V Statistics Used to Estimate Time and Frequency Stability and Noise Types

Mathematical
Name notation Description

Allan deviation σγ (τ ) Estimates frequency stability. Particularly suited for intermediate to long-term measurements.

Modified Allan deviation MOD σγ (τ ) Estimates frequency stability. Unlike the normal Allan deviation, it can distinguish between
white and flicker phase noise, which makes it more suitable for short-term stability estimates.

Time deviation σx (τ ) Used to measure time stability. Clearly identifies both white and flicker phase noise, the noise
types of most interest when measuring time or phase.

Total deviation σγ, TOTAL(τ ) Estimates frequency stability. Particularly suited for long-term estimates where τ exceeds 10%
of the total data sample.

such as UTC(NIST) or UTC. Two simple ways to estimate
measurement uncertainty are discussed here. Both use the
concepts of accuracy and stability discussed above.

One common type of uncertainty analysis involves mak-
ing multiple measurements and showing that a single mea-
surement will probably fall within a stated range of values.
The standard deviation (or an equivalent statistic) is usu-
ally both added and subtracted from the mean to form the
upper and lower bounds of the range. The stated probabil-
ity that a given measurement will fall within this range is
usually 1σ (68.3%) or 2σ (95.4%).

In time and frequency metrology, the mean value is
usually the accuracy (mean time or mean frequency off-
set), and the deviation in the mean is usually calculated
using one of the statistics listed in Table IV. For example,
if a device has a frequency offset of 2 × 10−9 and a 2σ

stability of 2 × 10−10, there is a 95.4% probability that the
frequency offset will be between 1.8 and 2.2 parts in 109.

The second type of uncertainty analysis involves adding
the systematic and statistical uncertainties to find the com-
bined uncertainty. For example, consider a time signal re-
ceived from a radio station where the mean path delay is
measured as 9 msec (time offset), and the deviation in the
path delay is measured as 0.5 msec (stability). In this ex-
ample, 9 msec is the systematic uncertainty and 0.5 msec
is the statistical uncertainty. For some applications, it is
convenient to simply add the two numbers together and
state the combined uncertainty as <10 msec.

III. TIME AND FREQUENCY STANDARDS

The stability of time and frequency standards is closely
related to their quality factor, or Q. The Q of an oscillator
is its resonance frequency divided by its resonance width.
The resonance frequency is the natural frequency of the
oscillator. The resonance width is the range of possible val-
ues where the oscillator will run. A high-Q resonator will
not oscillate at all unless it is near its resonance frequency.
Obviously a high resonance frequency and a narrow reso-
nance width are both advantages when seeking a high Q.
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TABLE VI Summary of Oscillator Types

QuartzOscillator Commercial
type TCXO OCXO Rubidium cesium beam Hydrogen maser

Q 104 to 106 3.2 × 106 (5 MHz) 107 108 109

Resonance frequency Various Various 6.834682608 GHz 9.192631770 GHz 1.420405752 GHz

Leading cause of failure None None Rubidium lamp Cesium beam tube Hydrogen depletion
(15 years +) (3 to 25 years) (7 years +)

Stability, σy (τ ), τ = 1 sec 1 × 10−8 to 1 × 10−9 1 × 10−12 5 × 10−11 to 5 × 10−12 5 × 10−11 to 5 × 10−12 1 × 10−12

Noise floor, σy (τ ) 1 × 10−9 1 × 10−12 1 × 10−12 1 × 10−14 1 × 10−15

(τ = 1 to 102 sec) (τ = 1 to 102 sec) (τ = 103 to 105 sec) (τ = 105 to 107 sec) (τ = 103 to 105 sec)

Aging/year 5 × 10−7 5 × 10−9 1 × 10−10 None ∼=1 × 10−13

Frequency offset after 1 × 10−6 1 × 10−8 to 1 × 10−10 5 × 10−10 to 5 × 10−12 5 × 10−12 to 1 × 10−14 1 × 10−12 to 1 × 10−13

warm-up

Warm-up period <10 sec to 1 × 10−6 <5 min to 1 × 10−8 <5 min to 5 × 10−10 30 min to 5 × 10−12 24 hr to 1 × 10−12

Generally speaking, the higher the Q, the more stable the
oscillator, since a high Q means that an oscillator will stay
close to its natural resonance frequency.

This section discusses quartz oscillators, which achieve
the highest Q of any mechanical-type device. It then dis-
cusses oscillators with much higher Q factors, based on
the atomic resonance of rubidium, hydrogen, and cesium.
The performance of each type of oscillator is summarized
in Table VI.

A. Quartz Oscillators

Quartz crystal oscillators are by far the most common time
and frequency standard. An estimated 2 billion (2 × 109)
quartz oscillators are manufactured annually. Most are
small devices built for wristwatches, clocks, and electronic
circuits. However, they are also found inside test and mea-
surement equipment, such as counters, signal generators,
and oscilloscopes, and interestingly enough, inside every
atomic oscillator.

A quartz crystal inside the oscillator is the resonator. It
can be made of natural or synthetic quartz, but all modern
devices use synthetic quartz. The crystal strains (expands
or contracts) when a voltage is applied. When the voltage
is reversed, the strain is reversed. This is known as the
piezoelectric effect. Oscillation is sustained by taking a
voltage signal from the resonator, amplifying it, and feed-
ing it back to the resonator. The rate of expansion and
contraction is the resonance frequency and is determined
by the cut and size of the crystal. The output frequency
of a quartz oscillator is either the fundamental resonance
or a multiple of the resonance, called an overtone fre-
quency. Most high-stability units use either the third or
the fifth overtone to achieve a high Q. Overtones higher
than fifth are rarely used because they make it harder to
tune the device to the desired frequency. A typical Q for
a quartz oscillator ranges from 104 to 106. The maximum

Q for a high-stability quartz oscillator can be estimated as
Q = 16 million/f , where f is the resonance frequency in
megahertz.

Environmental changes such as temperature, humid-
ity, pressure, and vibration can change the resonance
frequency of a quartz crystal, and there are several de-
signs that reduce the environmental problems. The oven-
controlled crystal oscillator (OCXO) encloses the crystal
in a temperature-controlled chamber called an oven. When
an OCXO is turned on, it goes through a “warm-up” pe-
riod while the temperatures of the crystal resonator and its
oven stabilize. During this time, the performance of the
oscillator continuously changes until it reaches its normal
operating temperature. The temperature within the oven,
then remains constant, even when the outside temperature
varies. An alternate solution to the temperature problem is
the temperature-compensated crystal oscillator (TCXO).
In a TCXO, the signal from a temperature sensor generates
a correction voltage that is applied to a voltage-variable
reactance, or varactor. The varactor then produces a fre-
quency change equal and opposite to the frequency change
produced by temperature. This technique does not work
as well as oven control but is less expensive. Therefore,
TCXOs are used when high stability over a wide temper-
ature range is not required.

Quartz oscillators have excellent short-term stability.
An OCXO might be stable (σyτ , at τ = 1 sec) to 1 × 10−12.
The limitations in short-term stability are due mainly to
noise from electronic components in the oscillator cir-
cuits. Long-term stability is limited by aging, or a change
in frequency with time due to internal changes in the oscil-
lator. Aging is usually a nearly linear change in the reso-
nance frequency that can be either positive or negative, and
occasionally, a reversal in aging direction occurs. Aging
has many possible causes including a buildup of foreign
material on the crystal, changes in the oscillator circuitry,
or changes in the quartz material or crystal structure. A
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high-quality OCXO might age at a rate of <5 × 10−9 per
year, while a TCXO might age 100 times faster.

Due to aging and environmental factors such as temper-
ature and vibration, it is hard to keep even the best quartz
oscillators within 1 × 10−10 of their nominal frequency
without constant adjustment. For this reason, atomic os-
cillators are used for applications that require higher long-
term accuracy and stability.

B. Rubidium Oscillators

Rubidium oscillators are the lowest priced mem-
bers of the atomic oscillator family. They operate at
6,834,682,608 Hz, the resonance frequency of the rubid-
ium atom (87Rb), and use the rubidium frequency to con-
trol the frequency of a quartz oscillator. A microwave sig-
nal derived from the crystal oscillator is applied to the
87Rb vapor within a cell, forcing the atoms into a particu-
lar energy state. An optical beam is then pumped into the
cell and is absorbed by the atoms as it forces them into a
separate energy state. A photo cell detector measures how
much of the beam is absorbed and tunes a quartz oscil-
lator to a frequency that maximizes the amount of light
absorption. The quartz oscillator is then locked to the res-
onance frequency of rubidium, and standard frequencies
are derived and provided as outputs (Fig. 8).

Rubidium oscillators continue to get smaller and less
expensive, and offer perhaps the best price/performance
ratio of any oscillator. Their long-term stability is much
better than that of a quartz oscillator and they are also
smaller, more reliable, and less expensive than cesium
oscillators.

The Q of a rubidium oscillator is about 107. The shifts
in the resonance frequency are caused mainly by colli-
sions of the rubidium atoms with other gas molecules.
These shifts limit the long-term stability. Stability (σyτ , at
τ = 1 sec) is typically 1 × 10−11, and about 1 × 10−12 at
1 day. The frequency offset of a rubidium oscillator ranges

FIGURE 8 Rubidium oscillator.

from 5 × 10−10 to 5 × 10−12 after a warm-up period of a
few minutes, so they meet the accuracy requirements of
most applications without adjustment.

C. Cesium Oscillators

Cesium oscillators are primary frequency standards since
the SI second is defined using the resonance frequency of
the cesium atom (133Cs), which is 9,192,631,770 Hz. A
properly working cesium oscillator should be close to its
nominal frequency without adjustment, and there should
be no change in frequency due to aging.

Commercially available oscillators use cesium beam
technology. Inside a cesium oscillator, 133Cs atoms are
heated to a gas in an oven. Atoms from the gas leave the
oven in a high-velocity beam that travels through a vac-
uum tube toward a pair of magnets. The magnets serve as
a gate that allows only atoms of a particular magnetic en-
ergy state to pass into a microwave cavity, where they are
exposed to a microwave frequency derived from a quartz
oscillator. If the microwave frequency matches the reso-
nance frequency of cesium, the cesium atoms will change
their magnetic energy state.

The atomic beam then passes through another magnetic
gate near the end of the tube. Those atoms that changed
their energy state while passing through the microwave
cavity are allowed to proceed to a detector at the end of the
tube. Atoms that did not change state are deflected away
from the detector. The detector produces a feedback signal
that continually tunes the quartz oscillator in a way that
maximizes the number of state changes so that the greatest
number of atoms reaches the detector. Standard output
frequencies are derived from the locked quartz oscillator
(Fig. 9).

The Q of a commercial cesium standard is a few parts
in 108. The beam tube is typically <0.5 m in length,
and the atoms travel at velocities of >100 m per second
inside the tube. This limits the observation time to a few
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FIGURE 9 Cesium beam oscillator.

milliseconds, and the resonance width to a few hundred
hertz. Stability (σyτ , at τ = 1 sec) is typically 5 × 10−12

and reaches a noise floor near 1 × 10−14 at about 1 day,
extending out to weeks or months. The frequency offset is
typically near 1 × 10−12 after a warm-up period of 30 min.

The current state-of-the-art in cesium technology is the
cesium fountain oscillator, named after its fountain-like
movement of cesium atoms. A cesium fountain named
NIST-F1 serves as the primary standard of time and fre-
quency for the United States.

A cesium fountain works by releasing a gas of cesium
atoms into a vacuum chamber. Six infrared laser beams
are directed at right angles to each other at the center of
the chamber. The lasers gently push the cesium atoms
together into a ball. In the process of creating this ball,
the lasers slow down the movement of the atoms and
cool them to temperatures a few thousandths of a degree
above absolute zero. This reduces their thermal velocity
to a few centimeters per second.

Two vertical lasers gently toss the ball upward and then
all of the lasers are turned off. This little push is just enough
to loft the ball about a meter high through a microwave-
filled cavity. Under the influence of gravity, the ball then
falls back down through the microwave cavity. The round
trip up and down through the microwave cavity lasts for
about 1 sec and is limited only by the force of gravity
pulling the atoms to the ground. During the trip, the atomic
states of the atoms might or might not be altered as they
interact with the microwave signal. When their trip is fin-
ished, another laser is pointed at the atoms. Those atoms
whose states were altered by the microwave signal emit
photons (a state known as fluorescence) that are counted
by a detector. This process is repeated many times while
the microwave signal in the cavity is tuned to different
frequencies. Eventually, a microwave frequency is found
that alters the states of most of the cesium atoms and max-

imizes their fluorescence. This frequency is the cesium
resonance (Fig. 10).

The Q of a cesium fountain is about 1010, or about
100 times higher than a traditional cesium beam. Although
the resonance frequency is the same, the resonance width
is much narrower (<1 Hz), due to the longer observation
times made possible by the combination of laser cooling
and the fountain design. The combined frequency uncer-
tainty of NIST-F1 is estimated at <2 × 10−15.

D. Hydrogen Masers

The hydrogen maser is the most elaborate and expen-
sive commercially available frequency standard. The word
maser is an acronym that stands for microwave amplifica-
tion by stimulated emission of radiation. Masers operate
at the resonance frequency of the hydrogen atom, which
is 1,420,405,752 Hz.

A hydrogen maser works by sending hydrogen gas
through a magnetic gate that allows only atoms in cer-
tain energy states to pass through. The atoms that make
it through the gate enter a storage bulb surrounded by a
tuned, resonant cavity. Once inside the bulb, some atoms
drop to a lower energy level, releasing photons of mi-
crowave frequency. These photons stimulate other atoms
to drop their energy level, and they in turn release ad-
ditional photons. In this manner, a self-sustaining mi-
crowave field builds up in the bulb. The tuned cavity
around the bulb helps to redirect photons back into the
system to keep the oscillation going. The result is a mi-
crowave signal that is locked to the resonance frequency
of the hydrogen atom and that is continually emitted as
long as new atoms are fed into the system. This signal
keeps a quartz crystal oscillator in step with the resonance
frequency of hydrogen (Fig. 11).
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FIGURE 10 Cesium fountain oscillator.

The resonance frequency of hydrogen is much lower
than that of cesium, but the resonance width of a hydro-
gen maser is usually just a few hertz. Therefore, the Q is
about 109, or at least one order of magnitude better than
a commercial cesium standard. As a result, the short-term
stability is better than a cesium standard for periods out
to a few days—typically <1 × 10−12 (σyτ , at τ = 1 sec)
and reaching a noise floor of ∼=1 × 10−15 after about 1 hr.
However, when measured for more than a few days or
weeks, a hydrogen maser might fall below a cesium os-
cillator’s performance. The stability decreases because of
changes in the cavity’s resonance frequency over time.

E. Future Standards

Research conducted at NIST and other laboratories should
eventually lead to frequency standards that are far more
stable than current devices. Future standards might use

FIGURE 11 Hydrogen maser oscillator.

the resonance frequency of trapped, electrically charged
ions. Trapping ions and suspending them in a vacuum
allows them to be isolated from disturbing influences and
observed for periods of 100 sec or longer. Much of this
work has been based on the mercury ion (199Hg+), since
its resonance frequency in the microwave realm is about
40.5 GHz, or higher than that of other atoms appropriate
for this trapping technique. With a resonance width of
10 mHz or less, the Q of a mercury ion standard can reach
1012.

The most promising application of trapped ions is their
use in optical frequency standards. These devices use ion
traps that resonate at optical, rather than microwave fre-
quencies. The resonance frequency of these devices is
about 1015 Hz; for example, the 199Hg+ ion has an opti-
cal wavelength of just 282 nm. Although long observation
times are difficult with this approach, experiments have
shown that a resonance width of 1 Hz might eventually be
possible. This means that the Q of an optical frequency
standard could reach 1015, several orders of magnitude
higher than the best microwave experiments.

IV. TIME AND FREQUENCY TRANSFER

Many applications require clocks or oscillators at different
locations to be set to the same time (synchronization) or
the same frequency (syntonization). Time and frequency
transfer techniques are used to compare and adjust clocks
and oscillators at different locations. Time and frequency
transfer can be as simple as setting your wristwatch to
an audio time signal or as complex as controlling the fre-
quency of oscillators in a network to parts in 1013.

Time and frequency transfer can use signals broad-
cast through many different media, including coaxial ca-
bles, optical fiber, radio signals (at numerous places in
the spectrum), telephone lines, and the Internet. Synchro-
nization requires both an on-time pulse and a time code.
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TABLE VII Summary of Time and Frequency Transfer Signals and Methods

Receiving Time Frequency
Signal or link equipment uncertainty (24 hr) uncertainty (24 hr)

Dial-up computer time service Computer, software, modem, and phone line <15 msec NA

Network time service Computer, software, and Internet connection <1 sec NA

HF radio (3 to 30 MHz) HF receiver 1 to 20 msec 10−6 to 10−9

LF radio (30 to 300 kHz) LF receiver 1 to 100 µsec 10−10 to 10−12

GPS one-way GPS receiver <50 nsec ∼=10−13

GPS common-view GPS receiver, tracking schedule (single channel only), data link <10 nsec <1 × 10−13

GPS carrier phase GPS carrier phase tracking receiver, orbital data for <50 nsec <1 × 10−14

postprocessing corrections, data link

Two-way satellite Receiving equipment, transmitting equipment, data link <1 nsec <1 × 10−14

Syntonization requires extracting a stable frequency from
the broadcast, usually from the carrier frequency or time
code.

This section discusses both the fundamentals of time
and frequency transfer and the radio and network signals
used. Table VII provides a summary.

A. Fundamentals of Time and
Frequency Transfer

The largest contributor to time transfer uncertainty is path
delay, or the signal delay between the transmitter and the
receiver. For example, consider a radio signal broadcast
over a 1000-km path. Since radio signals travel at the speed
of light (∼=3.3 µsec/km), we can calibrate the path by esti-
mating the path delay as 3.3 msec and applying a 3.3-msec
correction to our measurement. The more sophisticated
time transfer systems are self-calibrating and automati-
cally correct for path delay.

Path delay is not important to frequency transfer sys-
tems, since on-time pulses are not required. Instead, fre-
quency transfer requires only a stable path where the de-
lays remain relatively constant. The three basic types of
time and frequency transfer methods are described below.

1. One-Way Method

This is the simplest and most common way to transfer
time and frequency information. Information is sent from
a transmitter to a receiver and is delayed by the path
through the medium (Fig. 12). To get the best results, the
user must estimate τab and calibrate the path to compen-
sate for the delay. Of course, for many applications the
path delay is simply ignored. For example, if our goal is
simply to synchronize a computer clock within 1 sec of
UTC, there is no need to worry about a 100-msec delay
through a network.

More sophisticated one-way transfer systems estimate
and remove all or part of the τab delay. This is usually

FIGURE 12 One-way transfer.

done in one of two ways. The first way is to estimate
τab and send the time out early by this amount. For ex-
ample, if τab is at least 20 msec for all users, the time
can be sent 20 msec early. This advancement of the tim-
ing signal will remove at least some of the delay for all
users.

A better technique is to compute τab and to apply a
correction to the broadcast. A correction for τab can be
computed if the position of both the transmitter and the
receiver are known. If the transmitter is stationary, a
constant can be used for the transmitter position. If the
transmitter is moving (a satellite, for example), it must
broadcast its position in addition to broadcasting time.
The Global Positioning System provides the best of both
worlds—each satellite broadcasts its position and the re-
ceiver can use coordinates from multiple satellites to com-
pute its own position.

One-way time transfer systems often include a time
code so that a clock can be set to the correct time-of-day.
Most time codes contain the UTC hour, minute, and sec-
ond. Some contain date information, a UT1 correction,
and advance warning of daylight savings time and leap
seconds.

2. Common-View Method

The common-view method involves a single reference
transmitter (R) and two receivers (A and B). The transmit-
ter is in common view of both receivers. Both receivers
compare the simultaneously received signal to their local
clock and record the data. Receiver A receives the signal
over the path τra and compares the reference to its local
clock (R − Clock A). Receiver B receives the signal over
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FIGURE 13 Common-view transfer.

the path τrb and records (R − Clock B). The two receivers
then exchange and difference the data (Fig. 13).

Common-view directly compares two time and fre-
quency standards. Errors from the two paths (τra and τrb)
that are common to the reference cancel out, and the uncer-
tainty caused by path delay is nearly eliminated. The result
of the measurement is (Clock A − Clock B) − (τra − τrb).

3. Two-Way Method

The two-way method requires two users to both trans-
mit and receive through the same medium at the same
time. Sites A and B simultaneously exchange time signals
through the same medium and compare the received sig-
nals with their own clocks. Site A records A − (B + τba)
and site B records B − (A + τab), where τba is the path
delay from A to B, and τab is the path delay from A to
B. The difference between these two sets of readings pro-
duces 2(A − B) − (τba − τab). Since the path is recipro-
cal (τab = τba), the path delay cancels out of the equation
(Fig. 14).

The two-way method is used for international com-
parisons of time standards using spread spectrum radio
signals at C- or Ku-band frequencies, and a geostation-
ary satellite as a transponder. The stability of these com-
parisons is usually <500 psec (σxτ , at τ = 1 sec), or
<1 × 10−14 for frequency, even when the clocks are sep-
arated by thousands of kilometers.

The two-way method is also used in telecommunica-
tions networks where transmission of a signal can be done
in software. Some network and telephone time signals use
a variation of two-way, called the loop-back method. Like

FIGURE 14 Two-way transfer.

the two-way method, the loop-back method requires both
users to transmit and receive, but not at the same time. For
example, a signal is sent from the transmitter (A) to the
receiver (B) over the path τab. The receiver (B) then echoes
or reflects the signal back to the transmitter (A) over the
path τba. The transmitter then adds the two path delays
(τab + τba) to obtain the round-trip delay and divides this
number by 2 to estimate the one-way path delay. The trans-
mitter then advances the next time signal by the estimated
one-way delay. Since users do not transmit and receive at
the same time, the loop-back method has larger uncertain-
ties than the two-way method. A reciprocal path cannot
be assumed, since we do not know if the signal from A to
B traveled the same path as the signal from B to A.

B. Radio Time and Frequency Transfer Signals

There are many types of radio receivers designed to receive
time and frequency information. Radio clocks come in
several different forms. Some are tabletop or rack-mount
devices with a digital time display and a computer inter-
face. Others are available as cards that plug directly into
a computer.

The uncertainty of a radio time transfer system consists
of the uncertainty of the received signal, plus delays in the
receiving equipment. For example, there is cable delay be-
tween the antenna and the receiver. There are equipment
delays introduced by hardware, and processing delays in-
troduced by software. These delays must be calibrated
to get the best results. When doing frequency transfer,
equipment delays can be ignored if they remain relatively
constant.

The following sections look at the three types of ra-
dio signals most commonly used for time and frequency
transfer—high frequency (HF), low frequency (LF), and
Global Positioning System (GPS) satellite signals.

1. HF Radio Signals (Including WWV and WWVH)

High-frequency (HF) radio broadcasts occupy the radio
spectrum from 3 to 30 MHz. These signals are commonly
used for time and frequency transfer at moderate perfor-
mance levels. Some HF broadcasts provide audio time
announcements and digital time codes. Other broadcasts
simply provide a carrier frequency for use as a reference.

HF time and frequency stations (Table VIII) include
NIST radio stations WWV and WWVH. WWV is located
near Fort Collins, Colorado, and WWVH is on the is-
land of Kauai, Hawaii. Both stations broadcast continu-
ous time and frequency signals on 2.5, 5, 10, and 15 MHz,
and WWV also broadcasts on 20 MHz. All frequencies
carry the same program, and at least one frequency should
be usable at all times. The stations can also be heard by
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TABLE VIII HF Time and Frequency Broadcast Stations

Call sign Country Frequency(ies) (MHz) Always on? Language

ATA India 10 No English

BPM China 2.5, 5, 10, 15 No Chinese

BSF Taiwan 5, 15 Yes No voice

CHU Canada 3.33, 7.335, 14.670 Yes English/French

DUW21 Philippines 3.65 No No voice

EBC Spain 4.998, 15.006 No No voice

HD2IOA Ecuador 1.51, 3.81, 5, 7.6 No Spanish

HLA Korea 5 No Korean

LOL1 Argentina 5, 10, 15 No Spanish

LQB9 Argentina 8.167 No No voice

LQC28 Argentina 17.551 No No voice

PLC Indonesia 11.440 No No voice

PPEI Brazil 8.721 No No voice

PPR Brazil 4.244, 8.634, 13.105, 17.194 No No voice

RID Russia 5.004, 10.004, 15.004 Yes No voice

RTA Russia 10, 15 No No voice

RWM Russia 4.996, 9.996, 14.996 Yes No voice

ULW4 Uzbekistan 2.5, 5, 10 No No voice

VNG Australia 2.5, 5, 8.638, 12.984, 16 Yes English

WWV United States 2.5, 5, 10, 15, 20 Yes English

WWVH United States 2.5, 5, 10, 15 Yes English

XBA Mexico 6.976, 13.953 No No voice

XDD Mexico 13.043 No No voice

XDP Mexico 4.8 No No voice

YVTO Venezuela 5 Yes Spanish

telephone; dial (303) 499-7111 for WWV and (808) 335-
4363 for WWVH.

WWV and WWVH can be used in one of three modes.

� The audio portion of the broadcast includes seconds
pulses or ticks, standard audio frequencies, and voice
announcements of the UTC hour and minute. WWV
uses a male voice, and WWVH uses a female voice.

� A binary time code is sent on a 100-Hz subcarrier at a
rate of 1 bit per second. The time code contains the
hour, minute, second, year, day of year, leap second,
and Daylight Saving Time (DST) indicators and a UT1
correction. This code can be read and displayed by
radio clocks.

� The carrier frequency can be used as a reference for the
calibration of oscillators. This is done most often with
the 5- and 10-MHz carrier signals, since they match
the output frequencies of standard oscillators.

The time broadcast by WWV and WWVH will be late
when it arrives at the user’s location. The time offset de-
pends upon the receiver’s distance from the transmitter
but should be <15 msec in the continental United States.
A good estimate of the time offset requires knowledge of

HF radio propagation. Most users receive a signal that has
traveled up to the ionosphere and was reflected back to
earth. Since the height of the ionosphere changes, the path
delay also changes. Path delay variations limit the received
frequency uncertainty to parts in 109 when averaged for
1 day.

HF radio stations such as WWV and WWVH are useful
for low-level applications, such as the synchronization of
analog and digital clocks, simple frequency calibrations,
and calibrations of stopwatches and timers. However,
LF and satellite signals are better choices for more de-
manding applications.

2. LF Radio Signals (Including WWVB)

Before the advent of satellites, low-frequency (LF) sig-
nals were the method of choice for time and frequency
transfer. While the use of LF signals has diminished in the
laboratory, they still have a major advantage—they can be
received indoors without an external antenna. This makes
them ideal for many consumer electronic products that
display time-of-day information.

Many time and frequency stations operate in the LF
band from 30 to 300 kHz (Table IX). These stations lack
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TABLE IX LF Time and Frequency Broadcast Stations

Call sign Country Frequency (kHz) Always on?

DCF77 Germany 77.5 Yes

DGI Germany 177 Yes

HBG Switzerland 75 Yes

JG2AS Japan 40 Yes

MSF United Kingdom 60 Yes

RBU Russia 66.666 No

RTZ Russia 50 Yes

TDF France 162 Yes

WWVB United States 60 Yes

the bandwidth needed to provide voice announcements,
but they often provide both an on-time pulse and a time
code. The performance of the received signal is influenced
by the path length and signal strength. Path length is im-
portant because the signal is divided into ground wave and
sky wave. The ground wave signal is more stable. Since
it travels the shortest path between the transmitter and the
receiver, it arrives first and its path delay is much easier to
estimate. The sky wave is reflected from the ionosphere
and produces results similar to HF reception. Short paths
make it possible to track the ground wave continuously.
Longer paths produce a mixture of sky wave and ground
wave. And over very long paths, only sky wave reception
is possible.

Signal strength is also important. If the signal is weak,
the receiver might search for a new cycle of the carrier to
track. Each time the receiver adjusts its tracking point by
one cycle, it introduces a phase step equal to the period of a
carrier. For example, a cycle slip on a 60-kHz carrier intro-
duces a 16.67-µsec phase step. However, a strong ground
wave signal can produce very good results—a LF receiver
that continuously tracks the same cycle of a ground wave
signal can transfer frequency with an uncertainty of about
1 × 10−12 when averaged for 1 day.

NIST operates LF radio station WWVB from Fort
Collins, Colorado, at a transmission frequency of 60 kHz.
The station broadcasts 24 hr per day, with an effective
radiated output power of 50 kW. The WWVB time code
is synchronized with the 60-kHz carrier and contains the
year, day of year, hour, minute, second, and flags that in-
dicate the status of DST, leap years, and leap seconds.
The time code is received and displayed by wristwatches,
alarm clocks, wall clocks, and other consumer electronic
products.

3. Global Positioning System (GPS)

The Global Positioning System (GPS) is a navigation sys-
tem developed and operated by the U.S. Department of
Defense (DoD) that is usable nearly anywhere on earth.

The system consists of a constellation of at least 24 satel-
lites that orbit the earth at a height of 20,200 km in six
fixed planes inclined 55◦ from the equator. The orbital pe-
riod is 11 hr 58 min, which means that a satellite will pass
over the same place on earth twice per day. By processing
signals received from the satellites, a GPS receiver can
determine its position with an uncertainty of <10 m.

The satellites broadcast on two carrier frequencies: L1
at 1575.42 MHz and L2 at 1227.6 MHz. Each satellite
broadcasts a spread spectrum waveform, called a pseudo-
random noise (PRN) code, on L1 and L2, and each satellite
is identified by the PRN code it transmits. There are two
types of PRN codes. The first type is a coarse acquisition
(C/A) code, with a chip rate of 1023 chips per millisecond.
The second is a precision (P) code, with a chip rate of
10,230 chips per millisecond. The C/A code is broadcast
on L1, and the P code is broadcast on both L1 and L2. GPS
reception is line-of-sight, which means that the antenna
must have a clear view of the sky.

Each satellite carries either rubidium or cesium oscilla-
tors, or a combination of both. These oscillators are steered
from DoD ground stations and are referenced to the United
States Naval Observatory time scale, UTC(USNO), which
by agreement is always within 100 nsec of UTC(NIST).
The oscillators provide the reference for both the carrier
and the code broadcasts.

a. GPS one-way measurements. GPS one-way
measurements provide exceptional results with only a
small amount of effort. A GPS receiver can automatically
compute its latitude, longitude, and altitude using posi-
tion data received from the satellites. The receiver can
then calibrate the radio path and synchronize its on-time
pulse. In addition to the on-time pulse, many receivers
provide standard frequencies such as 5 or 10 MHz by
steering an OCXO or rubidium oscillator using the satel-
lite signals. GPS receivers also produce time-of-day and
date information.

A quality GPS receiver calibrated for equipment de-
lays has a timing uncertainty of about 10 nsec rela-
tive to UTC(NIST) and a frequency uncertainty of about
1 × 10−13 when averaged for 1 day.

b. GPS common-view measurements. The com-
mon-view method synchronizes or compares time stan-
dards or time scales at two or more locations. Common-
view GPS is the primary method used by the BIPM to
collect data from laboratories that contribute to TAI.

There are two types of GPS common-view measure-
ments. Single-channel common-view requires a specially
designed GPS receiver that can read a tracking sched-
ule. This schedule tells the receiver when to start making
measurements and which satellite to track. Another user
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at another location uses the same schedule and makes si-
multaneous measurements from the same satellite. The
tracking schedule must be designed so that it chooses
satellites visible to both users at reasonable elevation an-
gles. Multichannel common-view does not use a schedule.
The receiver simply records timing measurements from
all satellites in view. In both cases, the individual mea-
surements at each site are estimates of (Clock A − GPS)
and (Clock B − GPS). If the data are exchanged, and the
results are subtracted, the GPS clock drops out and an
estimate of Clock A − Clock B remains. This technique
allows time and frequency standards to be compared di-
rectly even when separated by thousands of kilometers.
When averaged for 1 day, the timing uncertainty of GPS
common-view is <5 nsec, and the frequency uncertainty
is <1 × 10−13.

c. GPS carrier phase measurements. Used pri-
marily for frequency transfer, this technique uses the GPS
carrier frequency (1575.42 MHz) instead of the codes
transmitted by the satellites. Carrier phase measurements
can be one-way or common-view. Since the carrier fre-
quency is more than 1000 times higher than the C/A code
frequency, the potential resolution is much higher. How-
ever, taking advantage of the increased resolution requires
making corrections to the measurements using orbital data
and models of the ionosphere and troposphere. It also re-
quires correcting for cycle slips that introduce phase shifts
equal to multiples of the carrier period (∼=635 psec for <1).
Once the measurements are properly processed, the fre-
quency uncertainty of common-view carrier phase mea-
surements is <1 × 10−14 when averaged for 1 day.

C. Internet and Telephone Time Signals

One common use of time transfer is to synchronize com-
puter clocks to the correct date and time-of-day. This is

TABLE X Internet Time Protocols

Port
Protocol name Document Format assignment(s)

Time protocol RFC-868 Unformatted 32-bit binary number contains time in UTC seconds Port 37, tcp/ip, udp/ip
since January 1, 1900

Daytime protocol RFC-867 Exact format not specified in standard. Only requirement is that the Port 13, tcp/ip, udp/ip
time code is sent as ASCII characters

Network time protocol (NTP) RFC-1305 The server provides a data packet with a 64-bit time stamp containing Port 123, udp/ip
the time in UTC seconds since January 1, 1900, with a resolution
of 200 psec. NTP provides an accuracy of 1 to 50 msec. The client
software runs continuously and gets periodic updates from the server.

Simple network time protocol (SNTP) RFC-1769 The data packet sent by the server is the same as NTP, but the client Port 123, udp/ip
software does less processing and provides less accuracy.

usually done with a time code received through an Internet
or telephone connection.

1. Internet Time Signals

Internet time servers use standard timing protocols defined
in a series of RFC (Request for Comments) documents.
The three most common protocols are the Time Protocol,
the Daytime Protocol, and the Network Time Protocol
(NTP). An Internet time server waits for timing requests
sent using any of these protocols and sends a time code in
the correct format when a request is received.

Client software is available for all major operating sys-
tems, and most client software is compatible with either
the Daytime Protocol or the NTP. Client software that
uses the Simple Network Time Protocol (SNTP) makes
the same timing request as an NTP client but does less
processing and provides less accuracy. Table X summa-
rizes the various protocols and their port assignments, or
the port where the server “listens” for a client request.

NIST operates an Internet time service using multiple
servers distributed around the United States. A list of IP
addresses for the NIST servers and sample client software
can be obtained from the NIST Time and Frequency Divi-
sion web site: http://www.boulder.nist.gov/timefreq. The
uncertainty of Internet time signals is usually <100 msec,
but results vary with different computers, operating sys-
tems, and client software.

2. Telephone Time Signals

Telephone time services allow computers with ana-
log modems to synchronize their clocks using ordinary
telephone lines. These services are useful for synchro-
nizing computers that are not on the Internet or that re-
side behind an Internet firewall. One example of a tele-
phone service is NISTs Automated Computer Time Ser-
vice (ACTS), (303) 494-4774.

http://www.boulder.nist.gov/timefreq
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ACTS requires a computer, a modem, and client soft-
ware. When a computer connects to ACTS it receives a
time code containing the month, day, year, hour, minute,
second, leap second, and DST indicators and a UT1
correction. The last character in the ACTS time code is
the on-time marker (OTM). To compensate for the path
delay between NIST and the user, the server sends the
OTM 45 msec early. If the client returns the OTM, the
server can calibrate the path using the loop-back method.
Each time the OTM is returned, the server measures the
round-trip path delay and divides this quantity by 2 to esti-
mate the one-way path delay. This path calibration reduces
the uncertainty to <15 msec.

V. CLOSING

As noted earlier, time and frequency standards and mea-
surements have improved by about nine orders of mag-
nitude in the past 100 years. This rapid advancement
has made many new products and technologies possible.
While it is impossible to predict what the future holds,
we can be certain that oscillator Q’s will continue to get
higher, measurement uncertainties will continue to get
lower, and new technologies will continue to emerge.

SEE ALSO THE FOLLOWING ARTICLES

MICROWAVE COMMUNICATIONS • QUANTUM MECHAN-
ICS • RADIO SPECTRUM UTILIZATION • REAL-TIME SYS-
TEMS • SIGNAL PROCESSING • TELECOMMUNICATIONS
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Ultrasonics and Acoustics
David R. Andrews
Cambridge Ultrasonics

I. Fundamentals
II. Pulsed Methods
III. Continuous Wave Methods
IV. Musical Instruments
V. Transducer Arrays

VI. Medical Ultrasonics
VII. Nondestructive Evaluation

VIII. Geophysical Exploration
IX. Marine Sonar and Sonar in Animals
X. Processing Technology
XI. Sonochemistry

GLOSSARY

Anti-node A point of maximum amplitude of vibration
(see node).

Array A collection of transducers generally arranged
with constant separation.

Bandwidth A range or band of frequencies.
Chirp A burst of sinusoidal waves.
Deconvolution Reverse of the process of convolution. An

example of convolution is the response of a mechanical
system to a stimulus.

Group velocity The speed at which energy and informa-
tion is carried by a wave.

Harmonics If a vibration has a frequency f then its even
harmonics will be at 2f , 4f , 6f, . . . the odd harmonics
will be at 3f , 5f , 7f . . . and the subharmonics will be
at f/2, f/3, f/4, . . .

Mode-conversion The process by which compression
strain is converted into shear strain at a surface or vice
versa.

Node A point of low or zero amplitude of vibration.
Phase velocity The speed at which a single frequency

component travels.
Pitch Term used in music for frequency.
Q-factor Quality of resonance. Center frequency divided

by −3 dB bandwidth or the time for oscillations to
dampen to 1/e divided by the period of the oscillation.

Shear A transverse relative motion of particles.
White noise Random noise covering a wide (infinite)

range of frequencies.

MECHANICAL vibrations and waves in solids, liquids,
and gases can be classed as ultrasonic or acoustic waves.

  269
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Liquids and gases only support compression waves, rep-
resented by a scalar pressure, with a longitudinal particle
motion in the same direction as the wave. In solids there
can also be two orthogonal, transverse motions (vector
shear strains), all of which can be combined into a sin-
gle tensor representation. Ultrasonic and acoustic waves
offer considerable scope for technological exploitation be-
cause of the diversity of wave modes, the ease with which
waves can be launched and received, their ability to travel
long distances, and because the waves are inherently sensi-
tive to mechanical structure. They have found application
in many fields, most notably: medical diagnosis, nonde-
structive evaluation, geophysical exploration, and sonar.
Applications using pulsed waves are predominantly as-
sociated with inspection whereas applications using con-
tinuous waves are predominantly associated with mate-
rial processing. The spectrum of acoustics and ultrasound
covers three ranges of frequencies, the first from about
0.1 to 20 Hz is sometimes termed infrasound; the sec-
ond is the range of human hearing, generally taken to be
20 Hz–20 kHz; the third extends beyond human hearing
up to about 100 MHz. It is this third range that is com-
monly termed ultrasound. Use of the term acoustic lacks
precision for it is sometimes used to indicate the range of
human hearing while at other times it is used to include in-
frasound and ultrasound as well. There are relatively few
technological applications in the range of human hear-
ing, apart from musical instruments and systems used to
relay audible information to humans, the reason being,
presumably, to avoid causing interference to human hear-
ing. Experiments show that the attenuation of ultrasonic
waves increases with increasing frequency for virtually all
materials. At a frequency of 100 MHz the wavelength of
ultrasound is so small, typically 50 µm in metals, 15 µm
in liquids such as water, and 3 µm in gases, that all mate-
rials have significantly high attenuation and 100 MHz is
the approximate upper limit of technological applications
of ultrasound.

I. FUNDAMENTALS

Any system, comprising a collection of masses, that is
able to apply forces between the masses can carry ul-
trasonic or acoustic waves. Distributed masses or point
masses, quasi-static forces that obey Hooke’s law (termed
Hookean forces), or very short duration collision forces
can all support acoustic waves. More specific examples
of such systems are, at the microscopic scale, atoms and
molecules in solids, liquids, and gases; at a very large
scale galaxies should be capable of supporting very low
frequency waves.

A. One-Dimensional System

The simplest system able to support ultrasonic or acoustic
waves has only one dimension, such as a rope or string
held taught at each end, where mass is continuously dis-
tributed along the length and the force is the line tension.
A one-dimensional system can support the following two
fundamental modes of vibration.

1. Longitudinal or compression waves (scalar). The
compression of the wave at any point along the string
can be described by a scalar quantity. Particle motion
is parallel to the direction of travel of the wave.

2. Transverse waves (vector). The motion of particles in
a transverse wave is perpendicular to the direction of
travel of the wave. The transverse displacement is
described by resolving it into two orthogonal planes.
It is possible to have polarization states of transverse
waves, in which two orthogonal waves of the same
frequency and speed have a fixed phase relationship,
for example, linear, circular and elliptical
polarizations.

Real ropes and strings have a measurable thickness and
can also support torsion vibrations, due to the moment
of inertia and the shear modulus of the string. Compres-
sion (longitudinal scalar) and shear (transverse vector) are
the two fundamental forces and motions in ultrasonic and
acoustic waves.

B. More Complex Systems

Periodicity in a system causes periodicity in the vibration
pattern and any solution must satisfy Floquet’s principle.

F(z + d) = F(z)

Where F(z) describes the vibration pattern and d is the
periodicity. A Fourier series of the following type is a
solution because of Floquet’s principle.

F(z) =
∞∑

n=∞
ane−i(2πn/d)z

The jointed pipes used in a riser in an oil well are an
example of a periodic structure. Floquet’s principle shows
the riser behaves like a filter to acoustic waves with peri-
odic pass-bands and nulls (comb-filter).

In the one-dimensional systems considered so far the
masses were distributed evenly and the forces obeyed
Hooke’s law. Force is proportional to extension in Hooke’s
law. Newton’s law, relating force, mass, and acceleration
are used with Hooke’s law to construct an equation of
motion. The same principles are applied in three dimen-
sions but tensor notation is used. The concept of a force is
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TABLE I Data for Five Gases of Different Molecular
Weights Showing the Variation of Sound Speed with
Molecular Weight. Lighter Molecules Transport Sound
Faster than Heavier Molecules

Gas Molecular Speed of
(at 273 K and 105 Pa) weight sound (ms−1)

Air 14 330

Carbon dioxide 44 260

Deuterium 2 890

Hydrogen 1 1300

Hydrogen bromide 81 200

replaced by stress, the force per unit area, and the concept
of extension is replaced by strain, the extension per unit
length. Both stress and strain are tensor quantities and each
contains components describing compression and shear.

C. Atomic Models of Wave Transport
Mechanisms—Speed of Sound

Continuum models predict that the speed of sound, c, in a
gas at moderate pressures is given by

c =
√

γ RT/M

Whereγ is the ratio of specific heats at constant pressure
and constant volume, T is the temperature in Kelvin, and
M is the molecular weight. This expression shows that the
larger the mass of the molecule the more difficult it is to
move it quickly and the lower will be the speed of sound.
The factor γ RT is a constant to a fair approximation.

It is known that the speed of sound, c, in a liquid is given
by

c =
√

1/βaρ

Where βa is the adiabatic compressibility and ρ is the
density. Note the 1/

√
ρ dependency, which is the same

kind of dependency as 1/
√

M for gases. In this case, βa is
not a constant, it is a material parameter with significant
variability.

TABLE II Data for Five Liquids of Different Densities
Showing the Variation of Sound Speed with Density

Liquid Density Speed of sound
(at 293 K and 105 Pa) (kg m−3) (ms−1)

Ethyl alchol 789 1100

Helium (4.2 K) 120 183

Mercury 13590 1450

Sodium (383 K) 970 2500

Water 1000 1500

TABLE III Data for Six Solids Showing the Variation of
Sound Speeds for Three Different Wave Modes: Longitudinal,
Transverse, and Surface Waves

Speed of Speed of Speed of
Solid sound sound sound

(at 293 K Density (longitudinal) (transverse) (surface)
and 105 Pa) (kg m−3) (ms−1) (ms−1) (ms−1)

Aluminum 2700 6400 3100 2900

Diamond 2300 18600

Concrete 2400 2500–5000 1200–2500 1000–2000

Sapphire 4000 11000 6000
(Al2O3) z axis

Steel—mild 7900 6000 3200 3000
steel

Wood 650 3500

It is known that the longitudinal speed of sound, cL ,
and the transverse speed of sound, cT , in a solid are given
by

cL =
√

E/ρ and cT =
√

G/ρ

Where E is Young’s modulus, G is the shear modulus,
and ρ is the density. The last two expressions only apply
to isotropic materials. It is always true that cL > cT . A
surface wave travels along a surface of a material. The
particle motion is elliptical with the greatest amplitude at
the surface, decaying with depth. Surface waves travel at
speeds approximately the same as shear waves.

D. Wave Equation

For all four equations predicting the speed of sound in
Section I.C there is a general form of

Speed =
√

stiffness

density

This is a consequence of the wave equation for ultra-
sonic and acoustic waves. In one-dimension the general
form is

∂2u

∂x2
= ρ

E

∂2u

∂t2

General solutions (d’Alembert’s solution) predict two
waves traveling at speed c in both the positive x-direction
and the negative x-direction.

u = u(x ± ct)

When either solution is used then the following rela-
tionship emerges

1 = ρ

E
c2 or c =

√
E

ρ
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Explicit solutions have been found for many systems
with rectangular, spherical, and cylindrical geometry.
Where an explicit solution cannot be found then compu-
tational methods such as the finite element and the finite
difference methods can be used. They represent the vi-
brating system by point masses and springs located on a
mesh spanning the volume of the system. Computers can
be used to calculate approximate solutions.

E. Reflection, Transmission, Refraction,
and Mode Conversion

When a wave in one material passes through an interface
into a second material some energy is reflected and some
is transmitted. By considering the continuity of the ampli-
tudes of waves normal and parallel to the interface it can
be shown that the reflected intensity is a proportion R of
the incident intensity

R =
(

Z2 − Z1

Z2 + Z1

)2

Where Z1 is the acoustic impedance of the first material
and Z2 is the acoustic impedance of the second material
and acoustic impedance equals the product of density and
wave speed. The proportion of the beam transmitted, T ,
is given by

T = 1 − R

If the angle of incidence is oblique and the angle with
the normal is θ then the reflected beam is at an angle φ to
the normal and

θ = φ

Snell’s law applies to the refraction of ultrasonic and
acoustic waves,

sin θ

sin θ2
= c1

c2

with θ2 the angle of refraction to the interface, c1 the speed
of sound in the material supporting the incident wave and
c2 the speed of sound in the material supporting the re-
fracted wave.

The effects mentioned above are well known wave ef-
fects in physics but mode conversion, as illustrated in
Fig. 1, is unique to waves traveling in solids. In this in-
stance a compression wave is converted partially into a
shear wave because stresses must be zero on the surface
of the solid.

F. Transducer Beams

When a wave is launched from a transducer it is interest-
ing to know how it travels thereafter. First, plane waves
emerge, with the same width as the transducer and, sec-
ondly, waves are created at its perimeter, known as edge

FIGURE 1 A photograph of ultrasonic waves rendered visible in
glass. Compression waves at 2.5 MHz are traveling downward,
grazing a free surface where mode-conversion creates shear
waves at the same frequency. Since the speed of the shear waves
is lower, the wavelength is shorter and they are emitted at an angle
to the compression waves.

waves. If the transducer is circular then the edge wave is
an expanding toroid, this wave can be seen in cross sec-
tion in Figs. 2 and 3. Close to the transducer, within a
distance L , in the near field, the edge waves interfere with
each other and with the plane waves, resulting in rapidly
varying amplitudes with distance. Further away, in the far
field, the edge waves are always approximately tangen-
tial to the plane waves in the center of the beam and only
constructive interference can occur.

Interference in the center of the far field is always con-
structive if the edge waves are within half the wavelength
λ/2 of the plane wave. This criterion can be used to pre-
dict the range of the near field, L , using simple geometry.
If the aperture of the transducer is D then

λ

2
< L −

√
L2 −

(
D

2

)2

FIGURE 2 Sketch illustrating how waves emerge (traveling from
left to right) from a transducer and cross three regions: A near
field, B, and C the far field.



P1: GLM/GRI P2: GSS Final Pages

Encyclopedia of Physical Science and Technology EN0017-800 August 2, 2001 17:16

Ultrasonics and Acoustics 273

FIGURE 3 Two photographs showing ultrasonic plane waves and
edge waves (1.5 MHz) rendered visible in water. Photograph B
shows waves approximately 10 µs after the first. The solid, black
circle is a solid aluminum cylinder or rod viewed along its length.
The photographs show the effects of reflection, transmission, and
reverberation.

Or to a first approximation

L <
D2

4λ

At the side of the beam in the far field, the edge waves
from opposite sides of the aperture interfere destructively
creating an amplitude null, or node, in the shape of a cone
of semi-angle ϑ . Outside this cone the interference is suc-
cessively constructive and destructive. Simple geometry
can be used to estimate ϑ .

sin ϑ ≈ λ/2

D /2
= λ

D

More rigorous arguments show that

sin ϑ = 1.22 
λ

D

G. Attenuation

A mechanical wave can lose energy by two principal
mechanisms: thermoelastic losses in homogeneous ma-
terials (energy is converted into heat) or scattering in

heterogeneous materials (the wave is scattered in many
directions). Both mechanisms result in a gradual loss of
intensity as the wave travels and the effects are referred
to as attenuation. Scattering does not convert ultrasonic
wave energy into another form of energy so no energy
is lost by this mechanism, but the wavefront loses coher-
ence. The value of attenuation is proportional to frequency
squared for thermoelastic losses. The way attenuation is
measured can strongly influence the value when scatter-
ing is the dominant mechanism. The randomly distributed
aggregate particles in concrete, for example, are random
scatterers if the wavelength is equal to or less than the
size of the aggregates. If attenuation is measured using
a pair of 50-mm diameter transducers at 200 kHz (wave-
length is approximately 20 mm) then the receiver will reg-
ister a small signal, indicating high attenuation. The same
experiment performed on a homogeneous material, like
aluminum, results in a much larger signal. Concrete has
a higher attenuation than aluminum, measured this way.
However, when an array of 10-mm diameter receivers is
used as an energy detector then a different, much lower
value of attenuation is measured for concrete (see Fig. 4).
Random scattering is referred to as speckle in medical
ultrasonic systems.

Attenuation, α, is formally measured in nepers m−1 but
it is more commonly measured in dB m−1 or sometimes

FIGURE 4 Sketch to illustrate the effect of scattering losses in
an attenuation measurement and the effect of receiver type on
the result. Short, identical bursts of waves are emitted by identical
transmitters into samples of homogeneous and heterogeneous
materials, with equal sample sizes. A strong signal (A) is col-
lected using a single, coherent receiver from the homogeneous
material but a heterogeneous material gives a small signal (B)
with a coherent receiver, indicating high attenuation. However,
the heterogeneous material can still give a strong signal (C) when
an energy detector is used instead of a single coherent detector,
indicating low attenuation. Signal processor in B—simple sum-
ming circuit. Signal processor in C—envelope detector followed by
summation.
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TABLE IV Variation of Attenuation for Four Materials

Attenuation Attenuation/ Attenuation
α (db m−1) wavelength (db) α (neper m−1)

Water 1 MHz 0.22 1.5 × 102 2.5 × 10−2

Water 1 GHz 2.2 × 105 1.5 × 1011 2.5 × 104

Blood 1 MHz 18 1.2 × 104 2.1

Air 1 MHz 1200 3.6 × 106 138

Aluminium 7500 1.3 × 109 860
1 GHz

in dB m−1 Hz−1. The neper is a consequence of the expo-
nential decay of intensity with distance.

α(db m−1) = 20(log10 e) (neper m−1)

Where e (value 2.718) is the base of natural logarithms.
It is also common to compare materials in terms of

attenuation per wavelength (measured in dB) because the
size of an experiment or ultrasonic system is usually an
important underlying factor to consider and, generally, the
size of the experiment in proportion to the wavelength.
Table IV gives some typical attenuation values.

H. Doppler Effect

When ultrasound of frequency f is reflected from a scat-
terer, which is moving relative to the material supporting
the ultrasonic wave, then the frequency of the reflected
wave is changed. The amount the frequency is changed,
fd, is known as the Doppler-shift frequency and the value
depends upon the vector velocity, v, of the scatterer rel-
ative to the vector of the ultrasound frequency, f , in the
direction of travel of the ultrasonic wave (speed c). Where
v is positive if it is measured in the same direction as f .

fd = −2

c
v · f

The Doppler effect is exploited in medical ultrasonic
systems to measure the speed of flowing blood or the speed
of heart valves opening and closing. It is also used in some
flow meters for metering fluids, for example, water or oil
and gas. The doppler shift frequency for a wave of 2 MHz
passing through blood flowing at 10 cm s−1 at 60◦ away
from the transducer is−125 Hz (frequency reduction). The
frequency of the returning echo will be 1,999,875 Hz. In
compound B-mode images color is used to indicate the
presence of doppler shifts.

I. Dispersion

Experiments show that materials generally cause pulses
of waves to become longer as they travel. This effect is
called dispersion. Dispersion is caused by waves of dif-
ferent frequencies traveling at different speeds, with the

lowest frequencies usually traveling fastest. Dispersion
and attenuation are closely related. There are many causes
of dispersion including: the existence of boundaries to
the material, particularly if they are regular or symmet-
rical; inherent material properties at the molecular and
atomic level, associated with force transfer and effective
mass; scattering of waves in heterogeneous materials; and
the dependence of wave speed on amplitude (nonlinear
dispersion).

A mathematical expression for a traveling wave is

sin(kx − ωt) + sin(kx + ωt)

Where x is the distance traveled, t is time, k = 2π/λ is
the wave number (λ is the wavelength) and ω = 2π f is the
angular frequency ( f is frequency). The phase velocity or
the speed of a single frequency component in the wave is
v = f λ = ω/k. The speed at which energy or modulation
moves along with the wave, vg , is called the group velocity.
It is given by

vg = dω

dk
= v + k

dv

dk

The effect of dispersion on a pulse is progressive, de-
pending upon the distance traveled in the material. The
study of dispersion can be aided by using time-frequency
representations of transmitted signals.

J. Sonar Equation

The sonar equation is of fundamental importance in all
ultrasonic and acoustic systems although it is more widely
used in sonar design than in other applications. It is used
to predict the voltage level, Rx , of an echo from a target
given an electrical voltage drive, Tx , to the transmitter. In
simplified form it is

Rx = Tx · C2
x · S

r4

Where Cx is the electromechanical conversion effi-
ciency of the transducer, assumed here to be used both
for transmission and reception hence raised to a power of
two, S is the strength of the scatterer (how much incident
energy it reflects back), and r is the range to the scat-
terer, assuming an omnidirectional transducer in a deep
ocean. The power of the transmitter is spread out over a
spherically expanding shell of area 4πr2 as it travels to the
scatterer. At the scatterer some power is reflected back and
it becomes a secondary source, creating a second spheri-
cally expanding shell of area 4πr2, which travels back to
the transmitter/receiver. It is the combined effect of the two
expanding shells that accounts for the 1/r4 term. Factors
can also be included to allow for attenuation during trans-
mission.
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TABLE V Quantities Commonly Used in the Field of
Ultrasonics and Acoustics

Quantity Unit name Unit symbol Derivation

Attenuation neper m−1

(or dB m−1)

Density kg m−3

Frequency Hertz Hz s−1

Impedance Rayl Z kg m−2 s−1

(acoustic)

Intensity W m−2

Pressure Pascal Pa N m−2

Speed m s−1

Wavelength m

K. Derived SI Units Encountered
in Ultrasonics and Acoustics

Table V lists the majority of units used in the field of ul-
trasonics and acoustics. Impedance = density × speed and
intensity = energy/area.

L. Common Transducers

Below 100 kHz electromagnetic and electrostatic devices
can be used as the active electromechanical components
in transducers. Up to about 50-kHz magnetostrictive de-
vices are popular for power transmitters. A magnetostric-
tive material deforms and generates strain energy when
a magnetic field is applied to it. Above about 100 kHz
it is common to use ferroelectric ceramics such as lead
zirconate titanate (PZT) as the electromechanical devices
in transducers. Ferroelectric materials can be electrically
poled to impart apparent piezoelectric properties to them.
A piezoelectric material deforms and creates strain en-
ergy when an electric field is applied to it. Piezoelectric
ceramics have relatively high Q or quality factors but one
exception is modified lead metaniobate, which is naturally
damped.

A commonly used shape for a PZT component is a
thin disc, it has three principal modes of vibration: flexu-
ral, generally of low frequency, through the thickness and
along the radius. If the thickness of the disc is less than its
radius then the frequency of the thickness mode will be the
highest of all the modes, and simple electrical circuits can
be used to suppress the low frequency modes. Discs of PZT
can be used in this way to make transducers with relatively
simple frequency responses based about chosen center fre-
quencies. Manufacturers usually describe transducers in
terms of the center frequency, aperture size, and wave type
(compression or shear). Sometimes the number of cycles
resulting from a single impulse excitation is also given, for
example, two and a half cycles ring-down, which is related

FIGURE 5 Sketch to illustrate the construction of an ultrasonic
transducer with a working frequency greater than 100 kHz.

to the frequency response and the Q of the transducer. Al-
though shear-wave transducers can be made from PZT in
the form of shear-plates it is more common to use compres-
sion discs, angling the disc inside the transducer body at
the transmitting surface at, for example, 45◦ instead of 90◦

then shear waves are generated by mode-conversion at the
interface with the test sample and the compression waves
in the transducer are reflected internally and absorbed.

Commercial transducers (see Fig. 5) generally have a
block of tungsten-loaded epoxy resin bonded to the sur-
face of the PZT disc that is not coupled to the sample.
The block is typically several wavelengths long and pro-
vides strong mechanical damping. A transducer also has
a face-plate to protect the disc, generally in the form of
a thin polymer membrane. In some instances the face-
plate is made thicker, from an epoxy-resin material, to be
a quarter-wave plate. The thickness is made equal to a
quarter of the wavelength at the center frequency of the
transducer and the acoustic impedance is made equal to
the geometric mean of the piezoelectric disc and the test
sample. Under these special circumstances the face-plate
acts as a matching layer between the disc and the material
under test, maximizing the coupling of energy between the
test sample and transducer. The transducer must be me-
chanically coupled to the test sample while testing. Com-
mon commercial coupling materials are water-based gels
but water, grease, sodium salicylate, and adhesives can be
used. It is possible to use air as the coupling material, but
this results in exceptionally high signal losses because of
the high attenuation of air and very low transmission co-
efficients between transducer materials and air (acoustic
impedance mismatch).

Electromagnetic and electrostatic devices are popular
electromechanical elements in microphones and loud-
speakers. A moving coil loudspeaker has a coil of wire
suspended in the strongest part of the field of a permanent
magnet (see Fig. 6). A lightweight, rigid cone, supports
the coil at its apex and is loosely supported in turn at its
outer perimeter by a rigid metal frame. The cone is free to
move through a distance of several millimeters parallel to
the axis of the coil.
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FIGURE 6 Sketch showing a cross section through a loud-
speaker drive unit.

When an electric current passes though the coil a force
is generated parallel to the axis that causes the coil and
cone to move, compressing a large volume of air and cre-
ating a sound wave. Without the cone the coil would be
virtually inaudible. When the coil moves out from the
magnet it compresses the air moving toward the listener,
but on the opposite side of the cone the air is rarefied. The
rear of the loudspeaker therefore generates an anti-phase
acoustic signal. It is common to include two or three loud-
speaker drive units of different sizes into a single assem-
bly to improve the overall fidelity of reproduction. The
smallest drive unit transmits the high frequency sounds
(usually above 1 kHz) and the largest drive unit trans-
mits the low frequency sounds (usually below 200 Hz).
Electrical filters, made of capacitors and inductors, known
as cross-overs, direct electrical energy of an appropriate
frequency range to each drive unit. The drive units are
mounted in one housing, which contributes to the tonal
quality of the final sound. The housing is sealed, apart
from one aperture, which provides a path for the release
of pressure from the inside of the housing and it is packed
with material to absorb anti-phase acoustic energy. This
construction is called an infinite baffle because the loud-
speakers operate as if the rear of the cones were cou-
pled to a semi-infinite volume of air, which presents the
minimum mechanical load. The anti-phase sounds gener-
ated inside the assembly should not be transmitted to the
listener because they would interfere with the in-phase
acoustic waves and degrade the fidelity of reproduction.
The working frequency range of moving-coil loudspeak-
ers is approximately 20 Hz–20 kHz.

An electrostatic force is created when two exposed elec-
tric charges are brought close together. In an electrostatic
transducer one of the electric charges is distributed over
a thin, metalized polymer film which is separated by a
distance of a few millimeters from the second electric
charge on a rigid metal plate. The film and plate form an

FIGURE 7 Sketch of an electrostatic transducer. The two elec-
trical terminals are connected to a polarizing voltage and also to
either a source of modulation (case of a transmitter) or to a high
impedance amplifier (case of a microphone).

air-filled capacitor with the film free to vibrate. A gener-
ator of electrostatic charge maintains approximately con-
stant charges on the film and plate. The device acts as a
microphone if an acoustic wave reaches the polymer film
and the resulting charge modulations are used as a signal
or it can be used as a loudspeaker if the charges are mod-
ulated by a driving signal. Electrostatic microphones are
intrinsically simple and can be made as small as 10 mm in
size. Electrostatic loudspeakers are generally made with
much larger transmitting areas (up to 1 m2) to give higher
efficiency. The working frequency range of electrostatic
transducers is approximately 20 Hz–100 kHz.

II. PULSED METHODS

Pulsed ultrasound is used for inspection purposes includ-
ing: medical imaging, sonar, acoustic microscopy, and
nondestructive evaluation. In a pulsed system a transducer
is placed in contact with a sample, electrical driving sig-
nals are sent to the transducer to make pulses of ultrasonic
waves, which enter the sample and echoes from internal
scatterers are collected by a receiver, processed, and dis-
played for interpretation (see Fig. 8).

FIGURE 8 Conventional pulsed methods used for inspecting a
test sample, showing impulse drive signals and received signals.
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If the transmitter is used as a receiver the method is
known as pulse-echo, but if a second transducer is used as a
receiver then the method is known as pitch-and-catch. The
times of arrival of echoes can be measured and converted
into distance using the appropriate value for the speed of
sound in the sample and other factors depending on the
geometry of the test (division by two in this case). As
well as having echoes from cracks in the sample the re-
ceived signal may also have echoes from surfaces, such
as the back-wall echo shown in Fig. 8, to add to the dif-
ficulty of interpretation. Further complications arise with
parallel-sided, objects with high Q factors that reverberate,
generating relatively long series of exponentially damped
pulses (see Fig. 3B).

A. Axial and Lateral Resolution

The value of the axial resolution is equal to the spatial
extent of the pulse in the test material and is the pulse
duration multiplied by the wave speed. Two scatterers can
be resolved (axially) as distinct along the acoustic axis if
their echoes are separated by more than the axial resolu-
tion, therefore, a short ultrasonic pulse gives better reso-
lution than a long pulse. Transducers with higher center
frequencies emit shorter pulses and are used when finer ax-
ial resolution is required. Two scatterers can be resolved
(laterally) as distinct in a direction perpendicular to the
acoustic axis if their echoes are separated by more than the
beam width. Lateral resolution is determined mainly by
the transducer aperture size for collimated transducers. A
diverging beam has a lateral resolution that increases with
range and a focused beam has the smallest lateral resolu-
tion in the vicinity of the focus—after the focus the beam
diverges. It is generally found that focusing transducers
give the best resolution but only in the vicinity of the focus.

B. Driving Signals and Processing

A chirp signal is a burst of waves that can be synthesized
(referred to here as controlled chirps) or otherwise cre-
ated and processed. However, chirps are frequently used
inadvertently in pulsed ultrasonic and acoustic systems
because all transducers respond with a chirp of some de-
scription when driven electrically, irrespective of the drive
signal. Many systems do little to process the chirp au-
tomatically. The most common and least effective sig-
nal processing of chirps is human interpretation of a dis-
played signal; the alternative is automatic processing by
computer. Matched filtering, which is a form of linear
pattern detection, converts a long chirp into a short im-
pulse (compression) and can only be done quickly by
computer. Compression improves the axial resolution and
this is the main benefit of matched filtering. Matched

filtering is closely connected with deconvolution (see
Section VIII).

Figure 9 follows two chirps, a controlled chirp and an
inadvertent chirp (impulse drive), through typical stages
of processing. Two signals were synthesized by convolut-
ing the transducer’s response with each of the two electri-
cal drive signals, and convoluting the result with a perfect
echo at 1000 time samples and adding white noise. At this
stage signals represent typical received signals. The next
stage processed the inadvertent chirp in two ways, the first
being typical of many conventional, nondestructive test
systems was rectification followed by level detection; the
second way was applying deconvolution, namely, matched
filtering followed by envelope detection. The controlled
chirp was only processed by deconvolution. The match
filter was the time-reversed recording of the output of
the transducer. Figure 9C shows a typical received signal.
Figure 9D shows the signal presented for interpretation
by a conventional nondestructive ultrasonic test showing
three peaks from one echo, the peaks come from the in-
advertently formed chirp (due to the impulse response of
the transducer). Figure 9E shows the conventional test
with deconvolution, there is now only one main peak
instead of three. Figure 9F shows deconvolution of the
controlled chirp with only one peak and low background
noise.

In summary, many commercial, pulsed inspection sys-
tems are used successfully with inadvertently formed
chirps, but there are some advantages to be gained in using
controlled chirps and deconvolution when axial resolution
is important.

C. Multiplicative and Additive Noise

Multiplicative noise is due to random scattering in the
material under test and it is coherent with the driving sig-
nal to a varying degree. Averaging of signals collected at
several locations (spatial averaging) within a few wave-
length’s distance is effective in improving the detection of
extended targets in the presence of multiplicative noise.
Averaging of signals collected at different times (time av-
eraging) is effective in improving the signal-to-noise when
additive, noncoherent noise is present. The improvement
in additive signal-to-noise is proportional to

√
N , where

N is the number of signals averaged.

D. Common Ways of Using Pulsed-Ultrasound

Some common classes of pulsed inspection methods
are known as: A-scans (amplitude or A-mode), B-scans
(brightness B-mode), compound B-mode scans, and
C-scans (two-dimensional scanning). The terminology is
virtually the same in medical scanning and nondestructive
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FIGURE 9 Comparison of the signals used in a conventional, pulsed inspection system (inadvertently formed chirps)
and a system using controlled chirps with deconvolution.
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FIGURE 9 (Continued)

evaluation. Pulse-echo is commonly used in all three
scanning methods. In an A-mode scan the received signal
is displayed using two dimensions with time as the x axis
and amplitude the y axis (see Fig. 9). B-mode is similar to
A-mode but there is no y axis deflection on the display, just
a straight line parallel to the x axis whose brightness at any
time is controlled by the amplitude of the ultrasonic signal.
A compound B-mode scanned image is built-up of many
B-mode scans, with the transducer scanning the test sam-
ple. Each B-mode line on the display is displaced from the
others in such a way as to represent the physical scanning
of the beam. The compound B-mode scan provides a two-
dimensional image, commonly slicing through the sample.
C-scanning also creates a two-dimensional image but one
in which the image-plane is perpendicular to the acoustic
axis, requiring two-dimensional scanning by the trans-
ducer of the sample. There are two popular embodiments
of C-scanning, both use fluid coupling between the trans-
ducer and test sample: the acoustic microscope (scanning
typically 1 × 1 mm area) and the water immersion tank
(scanning typically 100 × 100 mm area). The latter can
take several minutes to form an image. A transducer is
generally focused on the test sample in a C-scan and the
amplitude of the focused portion of the received signals
controls the brightness of the display for each point in the
scan.

III. CONTINUOUS WAVE METHODS

A single continuous wave (CW) is, in theory, a wave of
infinite duration and is inherently incapable of providing
axial resolution for imaging purposes. For this reason CW
is never used for imaging and is seldom used for non-
destructive evaluation. However, CW is better suited to
high power applications than pulsed ultrasound. Examples
of typical CW applications are ultrasonic cleaning baths,
agitators for processing materials, and medical therapy
instruments.

A. Sources of High Power CW Ultrasound

A source of CW ultrasound is generally a resonating struc-
ture with a high quality factor. It is pumped with mechan-
ical energy by an active electromechanical device at its
resonating frequency. In high-power applications the de-
sign objective is to maximize the amplitude of vibration. If
mechanical energy leaks through the support-frame then
the amplitude is reduced, but by supporting the system at
a node losses are kept to a minimum (see Fig. 10). The
Langévin design is a popular transmitter using nodal sup-
port, which also benefits from axial symmetry, allowing an
axial screw to pull the vibrating components tightly into
compression. Some materials used in electromechanical
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FIGURE 10 Sketch of a CW ultrasound source. The important
feature is that the entire system vibrates so that the support is a
node (minimum vibration level) and the two ends are anti-nodes
(maximum vibration level).

devices are brittle, fracturing in tension but a static, ax-
ial compression force prevents tension developing in the
device making it longer lasting and capable of working
at higher amplitude. At resonance the two ends of the vi-
brating cylinder are anti-nodes, with a node at the center,
making the cylinder a half a wavelength long. The fre-
quency of resonance can be calculated knowing the speed
of sound in the materials. Langévin resonators are used in
sonar transmitters, inkjet printers, and sieve agitators.

B. Quality Assurance Using
Resonance Spectroscopy

Resonance spectroscopy is a low power, CW application
used for quality inspection. It is used to test the quality
of mass-produced components because it is fast and the
cost per test is low. A test sample is injected with CW ul-
trasound or sound at one transducer and the response at a
second transducer is measured. A spectrum is built-up by
stepping over many frequencies. Continuous wave excita-
tion fills the sample under test with ultrasound, allowing
waves from relatively distant parts of the sample to reach
the receiver and contribute to the spectrum. A whole sam-
ple can be tested without any scanning and interpretation is
done automatically by computer, typically using a trained
artificial neural network, resulting in short testing times.
The time to complete a full test of, 100 test frequencies
on an automotive component could be as short as 1 sec so
that more than 1000 parts per hour can be tested. Reso-
nance spectroscopy is suitable for 100% quality assurance
of mass-produced parts.

C. Measurements Using Phase

The phase of the received signal can be measured rel-
ative to the transmitted CW signal in a pitch-and-catch
test, instead of using pulses. Small changes in the time of
flight can be measured this way, which can form the basis
of a useful quality test. The disadvantage is that phase

measurements become ambiguous if the phase change is
greater than one whole cycle (2π ).

D. Noise Canceling

Destructive interference between two ultrasonic or acous-
tic waves reduces the amplitude of the resulting wave.
Acoustic noise in a chosen region of space can be reduced
or eliminated using destructive interference. An example
is the cockpit of an aircraft, in the region of the pilot’s head.
Signals heading into the region of interest are sampled us-
ing microphones, inverted and retransmitted to interfere
with the incoming waves. Noise reduction of between −6
and −24 dB can be achieved.

IV. MUSICAL INSTRUMENTS

Musical instruments all work in a band of frequencies
occupying the range of frequencies from approximately
100 Hz–1 kHz. This is not the full range of human hear-
ing but it is the range used for human speech. All tradi-
tional musical instruments and the human voice operate on
the same principle—there are two components, a source
of sound and a resonant cavity. The source of sound must
have appreciable acoustic energy in the frequency range of
the resonant cavity so that it can pump the resonator. There
are two common ways of exciting the sound: impulse ex-
citation (plucking, bowing, and striking) and causing air to
move and oscillate (for example, a vibrating reed). There
are only two forms of resonant cavity of importance: air
in a cavity (wind instruments) and a solid vibrating object
(stringed instruments and percussion).

A. Musical Scales

The term pitch is used in music to refer to the frequency
of a musical note and it is internationally agreed that the
musical note known as Treble A should have a frequency
of 440 Hz for concerts. However, the absolute value of
frequency is probably less important than the relative fre-
quency between notes in terms of subjective musical ap-
preciation. Relative frequencies in simple ratios lie at the
heart of music, for example, an octave is double the fre-
quency (2:1), the minor third is 6:5, the major third is 5:4,
the fourth is 4:3, the fifth is 3:2, the minor sixth is 8:5, and
the major sixth is 5:3. On a stringed instrument the octave
is played by holding down a string at half its length.

B. Stringed Instruments

A stringed instrument comprises at least one string held
under tension by a reaction frame. Strings are commonly
made of polymers and metals and have some method of
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adjusting tension, to adjust the pitch of the open-string.
There is also a sound box, forming part of the reaction-
frame, to provide a more efficient way of converting the
energy of motion in the string into waves in air because
a string without a sound box is virtually inaudible. Sound
boxes also impart a tonal quality to the instrument, per-
haps the best known examples are the violins made by
Stradivarius. In recent years, however, electrical amplifi-
cation methods have made sound boxes unnecessary and
now some guitars and violins are made that can only be
used with electrical amplification.

The rosin used on bows in the violin family of instru-
ments gives a high coefficient of friction during sticking
contact with the string and a low coefficient during sliding.
The bowing action causes the string to be displaced into
a triangular shape, with the apex of the triangle under the
bow, then released. The equation of motion of the string is
the wave equation in one dimension. A linear polarization
solution simplifies the analysis and may be appropriate
because the bow constrains the motion to lie in one plane.
The speed of travel of transverse waves on the string is
c = √

(T /ρ), where T is the force of tension in the string
and ρ is the mass per unit length. Figure 11 shows the
Fourier series solution plotted at various times in a cycle.
The solution shows that most of the energy is concentrated
in the low frequency modes of vibration.

The solution can be written as the sum of two trav-
eling waves, with terms like sin(n π (ct − x)/L) and
sin(n π (ct + x)/L), where n is an integer that identifies
each mode, L is the length of the string, and x is a distance
along the string. These waves can be seen in Fig. 11 most
clearly at times π/2 and 3π/2 as two triangular profiles,
traveling in opposite directions, that are inverted and
reflected when they reach an end of the string.

C. Wind Instruments

In this category of instrument are woodwind, brass, organ,
and pipes. The source of sound can be a vibrating element,
such as a reed in an oboe, or it may be the air vibrating,
due to turbulence from a sharp edge as in a flute. Chang-
ing the resonating cavity, usually by altering the effective
length, creates different notes. The clearest example is a
church organ in which there are many pipes of different
lengths. An organ pipe has an interesting set of boundary
conditions: at one end the pipe is closed, creating a nodal
point, at the other end it is open, creating an anti-node.
The pattern of nodes forces the pipe, of length L , to be
either a half a wavelength, λ/2, or an integer number and
a half of wavelengths.

L = (2n + 1)
λ

2
where n = 0, 1, 2, 3, . . .

Given the speed of sound in air (330 ms−1) it is possible
to calculate that a pipe tuned to one octave below middle C
(132 Hz) will be 1.25 m long. The next harmonic, the third,
is at a frequency of 396 Hz. Organ pipes only create odd
harmonics, which contributes to their characteristic sound.
Woodwind instruments and flutes have open-ended res-
onators with several holes along the length. The holes can
be opened or closed by the player, altering the effective
length of the resonator and changing the note. The lowest
note is always achieved when all the holes are closed and
the resonator length is a maximum.

D. Percussive Instruments

The characteristic of percussion instrument is that they
all use impulses to excite resonators, examples include
the cymbals and the xylophone. The impulse provides en-
ergy and the resonator tunes the sound. The sound from
cymbals covers a wide frequency range and is the closest
to white noise that any orchestral instrument makes. An
impulse contains energy in a wide frequency range but,
unusually, the cymbal resonator is not tuned to one fre-
quency, instead it can vibrate in a wide range of modes si-
multaneously giving its characteristic sound. Drum skins
are also capable of multimodal vibration patterns. The
perimeter of the drum skin is always a node but there
can be a wide range of patterns of nodes and anti-nodes
over the skin. At the fundamental note the center of
the drum skin is the single anti-node and this note con-
tains the majority of energy. The pitch depends upon the
tension in the skin, its density, and the diameter of the
drum.

E. Electronic Instruments and Composition

It has become popular to use signal processing for creat-
ing music. Either the acoustic signal from a conventional
instrument or a purely synthesized signal can be used as
the starting point for creating a new sound but, eventu-
ally, the signal will be amplified electronically and con-
verted to sound by a loudspeaker. There is no need for
a sounding box on an electronic musical instrument. A
keyboard can be interfaced relatively easily to this tech-
nology and steel-stringed instruments can be adapted too
because magnetic sensors (pick-ups) can detect the mo-
tion of the strings. A wide range of effects can be created,
for example, harmonics can be filtered or added to sim-
ulate conventional instruments and echo can be added to
create reverberation. It is possible to replace percussion
instruments by using automatic rhythm and drum-beats.
Multitrack tape recording and computers can control and
play music that is too fast and complex for musicians,
an extreme example being the playing of birdsong after
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FIGURE 11 The Fourier series solution for the linearly polarized, transverse vibrations of a bowed string is evaluated
at five times during a cycle. Displacement has been exaggerated. The string returns to its starting shape after one
full cycle (2π ) due to the absence of an energy-loss mechanism.

transcription to musical notation. Multitrack recording al-
lows instruments and vocalists to be recorded individually,
perhaps at different times and in different locations, be-
fore the final musical piece is mixed to achieve a pleasing
balance.

V. TRANSDUCER ARRAYS

An array is a collection of two or more transducer elements
working in concert. An array can be used by transmitting
the same signal from the elements but with different time
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FIGURE 12 Sketch to illustrate how an ultrasonic beam can be
steered and focused using an array of transmitters.

delays that change the direction of propagation of the
transmitted wavefront or focus it. Arrays offer consid-
erable flexibility in beam-forming, with no moving parts
and high-speed scanning.

A. Steering and Focusing

Figure 12 shows groups of single wavefronts emerging
from a linear array of elements. Where the wavefronts
overlap with the same phase there is constructive in-
terference but elsewhere the interference is destructive
(not shown in the figure). It is common to space ele-
ments periodically, with a distance between centers of
λ/2. This gives a good balance between source strength
and beam quality. If elements are separated by more than
λ/2 then there will be aliasing, called grating-lobes in
this instance, in any wavefronts focused down as small
as λ, meaning that the full potential for axial and lat-
eral resolution available at the operating frequency is not
achieved.

The same principles, of successive time delays and su-
perposition of signals, can be applied to signals received by
the array. A disadvantage is that a considerable amount of
signal processing must be done. Beam-forming of received
signals can be used to simulate the effect of an ultrasonic
lens and beam-forming can provide better quality images
than a lens, which is a further benefit of using arrays.

B. Time-Reversal Mirrors

Arrays can also be used in a self-adaptive imaging mode
called time-reversal mirrors. First, a single impulse is
transmitted simultaneously from all the elements in an ar-
ray and the same elements are used for receiving. Then
the received signals are simply time-reversed and re-
transmitted from the same elements. The elements are

used again to collect a second set of signals, which is
used for making a compound B-mode scan or C-scan (see
Section II.D). Time-reversal mirroring automatically
adapts the transmitted signals to the test sample, providing
an image of any scatterers there.

C. Two-Dimensional Arrays

An array with elements distributed over two dimensions
gives beam control in three dimensions. Arrays with
64 × 64 (4096) elements have been built but it is not fea-
sible to transmit and receive from all the elements, instead
only 128 receivers and 128 transmitters might typically
be used in what is known as a sparse array. Since there
are more than 256 elements available it is possible to use
different elements as transmitter and receivers, but there
is a very large number of ways to choose the elements,
too many for all of them to be evaluated in a reasonable
time. Computer simulations can select configurations that
give good performance. Two-dimensional arrays allow ar-
bitrary cross-sectional images to be created rapidly, giving
better performance for medical imaging.

VI. MEDICAL ULTRASONICS

Applications of both pulsed and continuous (CW) ultra-
sound are to be found in medicine. Pulsed ultrasound is
used for diagnostic imaging and CW is used for therapy
purposes, for stimulating the healing of soft-tissues. One
exception is a therapy instrument, using focused, pulsed
ultrasound of high intensity to break stones in the body,
for example, kidney stones. Frame-speeds of at least
10 frames per second are desirable for medical imaging to
give the impression of a moving image. High-speed scan-
ning is best achieved using electronic beam steering from
arrays. One-dimensional arrays (1 × 128 transducers)
or one and a half dimensional arrays (6 × 128 transduc-
ers) and two-dimensional arrays (64 × 64 transducers) are

TABLE VI Material Properties for Various Types of
Human Tissue

Wave speed Acoustic impedance Attenuation
Material (ms−1) (kg m−2 s−1) (dB m−1)

Air 330 400 1200

Blood 1600 1.6 × 106 180

Bone 4100 7.8 × 106 2000

Brain 1600 1.6 × 106 850

Fat 1500 1.4 × 106 630

Kidney 1600 1.6 × 106 100

Liver 1600 1.7 × 106 940

Water 1500 1.5 × 106 22
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used. The one-dimensional arrays are only capable of gen-
erating a single sector scan, a slice centered on the array.
A two-dimensional array can scan a reasonable volume
in real-time, for example, the heart or a fetus. It can pro-
vide data for an image plane of arbitrary orientation or for
reconstructing a three-dimensional image.

Medical imaging equipment typically operates at cen-
ter frequencies in the range 1–5 MHz. The transducers are
damped and create short pulses of between 11 /2 and 21 /2

cycles, with axial resolution is in the range 5–0.5 mm.
Higher frequency (10 MHz) transducers have been devel-
oped to detect abnormalities of the skin. Contrast in an
ultrasound scan is due primarily to reflection of waves.
Soft tissue and bone have different values of acoustic
impedance therefore bones show up clearly in an ultra-
sound scan. A fetal skeleton, for example, has a high con-
trast allowing simple checks to be made on its growth and
development during pregnancy.

The intensity of ultrasound used on fetuses must be
carefully controlled. High intensity can cause tissue dam-
age by cavitation (see Sections X and XI) and by heating.
Nonlinear effects in water cause ultrasonic pulses to be-
come sharper as they travel, increasing the intensity at the
leading-edge of a pulse and another area of concern is that
most imaging systems use arrays to focus the ultrasound—
further increasing the intensity. Transmitter drive levels
are kept low for safety. A transducer should be tested and
certified before it is approved for use on fetuses. During
testing its ultrasonic output is measured using a receiver
which has a traceable calibration to a standard. An excep-
tionally small receiver (1-mm diameter) is needed, which
is capable of working over an exceptionally wide range of
frequencies (up to 100 MHz); one popular receiver satisfy-
ing these requirements is called a membrane hydrophone
because it is made from a thin membrane of ferroelectric
polymer (PvDF). Photographic methods are used to print
fine electrode patterns onto the membrane and the size of
these printed electrodes (0.1–1.0 mm) defines the lateral
resolution of the hydrophone. The membrane is typically
0.1 mm thick, which defines the axial resolution.

VII. NONDESTRUCTIVE EVALUATION

Nondestructive evaluation covers a wide range of appli-
cations, such as: testing pressure vessels, testing welded
joints, finding delamination flaws in aerospace assem-
blies, finding faults in silicon wafers, testing railway
track for cracks, and testing gas turbine engine blades
for casting faults. While the range of applications is great
rather few different techniques are used. Applications can
be classed as either flaw-detection or material property
assessment. Transmission testing is commonly used for

material property assessment and pulse-echo methods are
used predominantly in flaw-detection with A-mode scans.
C-scanning is used sometimes on samples that fit into
water immersion tanks. Arrays are not used as frequently
as in medical imaging. Heterogeneous materials such
as austenitic stainless steel, cast iron, and concrete are
considered particularly difficult to test because these
materials can generate random multiplicative noise. It
is, however, possible to detect line scatterers in concrete,
such as reinforcement bars, at a range of 0.5 m. Other
methods that are infrequently used are resonance spec-
troscopy (see Section III) and acoustic emission (see
later). These are mentioned because the principles of
operation are significantly different to the pulsed methods
otherwise used in nondestructive evaluation.

A. Detecting and Sizing Flaws

Flaws reflect ultrasonic wave energy and generate echoes.
Flaws can be detected, provided their echoes can be re-
solved from other echoes. Lateral resolution is provided
by scanning a transducer over the surface of the test sam-
ple. The position of any flaw can be found by knowing,
first, the position of the ultrasonic beam and, secondly,
the time of arrival of its echo—from which the position
of the flaw along the beam can be calculated knowing
the speed of sound. The size can be found using waves
diffracted from the tips of flaws, as illustrated in Fig. 13,
which shows ultrasonic waves in glass passing, reflecting,
and diffracting from the tip of a narrow slit viewed paral-
lel to its plane. Compression waves are partially converted
into shear waves, whose existence can be used to detect
the extremities of the flaws.

B. Measuring Material Properties

Empirical relationships have been developed between ma-
terial properties, such as attenuation and the speed of
sound. Typical properties of interest include crushing
strength (concrete), porosity (ceramics), and grain size
(austenitic steel and cast iron). Experiments are nearly all
performed in transmission, using pitch-and-catch, through
a known distance in the test material. Many of these ma-
terials are heterogeneous, for which attenuation measure-
ments can be unreliable (see Section I.G).

C. Acoustic Emission

Acoustic emission is a passive monitoring system used to
give a warning of significant structural or material change.
It is commonly used for monitoring machinery and struc-
tures during normal operations over long periods of time.
There are no transmitters of ultrasound in an acoustic
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FIGURE 13 Planar compression waves (1 MHz) traveling from
top to bottom in a glass block have been rendered visible passing
a planar slit. The tip of the slit acts as a source of cylindrical shear
waves, which travel more slowly than the compression waves.

emission system, only receivers. The source of sound is
the machinery or structure under test. Ultrasound is cre-
ated as a crack expands or as wearing progresses and the
presence of ultrasound indicates that the material has been
degraded. The location of the source can often be identi-
fied either from one receiver out of several or from cross
correlation and triangulation. It is also sometimes possible
to interpret the acoustic signal as the signature of a partic-
ular part wearing. Acoustic emission can be sensitive to
environmental noise, for example, acoustic emission has
been tried in a pilot scheme to monitor offshore oil pro-
duction structures, but it proved difficult or impossible to
separate material emissions from the noise made by sea
waves washing against the structure. However, acoustic
emission works well for testing components by exploiting
the correlation between loading and cracking activity, for
example, in testing turbine blades for gas-turbine engines,
by loading the blades while simultaneously monitoring
their acoustic emission it is possible to detect the presence
of flaws—quiet blades pass the test but noisy blades fail.

VIII. GEOPHYSICAL EXPLORATION

The aim of geophysical exploration is to produce cross-
sectional images of the earth showing the rock strata so that
promising locations for drilling test wells can be identified.
Pulsed sonic methods are used over the frequency range
0.1–100 Hz, with a single point source as a transmitter
and a linear array of receivers. In a typical test a small
explosive charge, or shot, is used as the source of sound

with about 50 receivers or geophones. A narrow bore-hole
is drilled about 100 m down into the underlying rock, into
which is put the shot. The geophones are usually spaced
10 m apart or more and buried along a straight line (the
profile). Recording equipment stores the signals from the
geophones. A full analysis is done using computers to
process the signals.

The basis of much of the interpretation assumes that
the earth is a layered material, with each layer having its
own material properties. The different layers reflect waves
back to the surface, reverberate, and guide the waves. The
main objective of processing the signals is to produce an
image of the strata based upon the reflected data only.
Other objectives are to compensate for amplitude reduc-
tion with range, to compensate for attenuation losses and
to compensate for dispersion. Signals are displayed as ei-
ther compound A-mode (or a variant of it known as VAR)
or compound B-mode. The disadvantage of A-mode is
that the image is difficult to understand and in B-mode
phase information is lost. In VAR one half of the phase
is blackened and this gives an image that is more easily
understood. Many of the approaches used to process the
signals are essentially the same as methods used elsewhere
in the field of ultrasonics and acoustics. One example of
this is stacking the signals from certain geophones. Stack-
ing is used partly to average signals, thereby improving
the signal-to-noise ratio, partly to perform spatial com-
pounding, to help suppress the multiplicative noise created
by random scatterers in the rock, and partly for focus-
ing (common depth point, CDP, and common reflection
point, CRP) and is therefore related to synthetic-aperture
focusing used in sonar and radar. Deconvolution of the
sonic pulse is also frequently applied (see Section II).
Controlled chirp signals are sometimes used as an alterna-
tive to an explosive shot, when large motorized vehicles
carrying heavy vibration units are used to transmit low-
frequency, linear, sweep frequency chirps (0.1–10 Hz) into
the ground. Another approach to interpreting seismic pro-
files is to predict a synthetic seismogram, using a model of
the rock formations as a starting point. A computer pro-
gram, much like a finite element program, then models
the propagation of the sonic pulse through the rock strata.
Where the predicted and experimental seismograms dis-
agree it is possible to modify the model and re-predict the
synthetic seismogram until the degree of disagreement is
acceptably low.

IX. MARINE SONAR AND
SONAR IN ANIMALS

Sonar systems can be classed as either active or passive. In
active sonar an ultrasonic or acoustic pulse is transmitted
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and echoes are detected. In active marine sonar echoes
are displayed in A- or B-mode. In a passive marine sonar
no signal is transmitted, instead the noise emitted by a
target is monitored at several receivers, with which it is
possible to measure differences in the times of arrival and
calculate the bearing and range. It is common in the field
of marine sonar to refer all pressure measurements to the
level of 1 µPa with a corresponding reference intensity of
0.67 × 10−18 W m−2 in water.

Intensity = (mean) pressure2 /impedance

A. Marine Sonar

Marine sonar can be used for warfare, sea bottom sound-
ing, mapping the sea bottom and locating shoals of fish.
Complications arise when working in deep oceans because
the water temperature changes with depth, causing ul-
trasonic waves to be reflected. If a vessel moves slowly
in a straight line, periodically collecting side-scan sonar
signals it is possible to combine them into a compound
B-mode image. The signals used in forming this image
can then be processed using an algorithm called synthetic
aperture focusing, which improves the quality of the image
by synthesizing a large aperture lens to focus the image.
Common working frequencies for side-scan sonar are in
the range 100 kHz–1 MHz. Sonar used by warships makes
use of passive and active array methods: transducer pan-
els are attached to the hulls of ships, long linear arrays
are towed behind ships, and helicopters lower sonar sys-
tems into the water while hovering. The return signal con-
tains information about the target that can help identify
it because all structures, including ships and submarines,
respond to active sonar by resonating and re-radiating ul-
trasound (see Fig. 3B). Passive signals can be similarly
analyzed. Passive countermeasures have the objective of
making the submarine quiet and difficult to detect, for ex-
ample, quiet propellers and engines, streamlined hulls, and
surface treatments giving low ultrasonic reflection. Active
countermeasures aim to confuse the location and identi-
fication of the target, for example, jamming sonar. Sonar
systems used in warfare must detect targets at a reason-
able distance and this constrains the working frequency
range to about 1–100 kHz, with a typical wavelength of
1.5 m–1.5 cm. At the lower frequencies the greatest range
is achieved, but it is then difficult to create a narrow beam
because large transducer arrays are required (between 10
and 100 m). An interesting solution is to make use of non-
linear effects in the water. A parametric source is created
in this way by driving a sonar transmitter at high power at
two frequencies, f1 and f2. The nonlinear effects create
two new waves, one of which is at the difference frequency
( f1 − f2). Sources of difference frequency waves are cre-

ated at many places in a long, periodic, linear array (a
parametric array) in the water ahead of the ship. The beam
is exceptionally narrow and points in the direction of the
main sonar beam. The difference frequency is typically
10 kHz but it can be changed considerably by making rel-
atively small changes to the two frequencies of the main
sonar (approximately 100 kHz), so a parametric source
is capable of considerable frequency agility, which is an
advantage in view of the complexity of countermeasures
used in military sonar systems.

B. Animal Sonar

Animals with particularly effective sonar systems include
bats, whales, dolphins, and porpoises. These mammals
have auditory systems similar to humans, with vocal
chords to launch waves and two ears capable of phase
discrimination so that the direction of a sound can be esti-
mated. Some bats have sonar systems that work at frequen-
cies up to 100 kHz. All bats use controlled chirp signals
when hunting. A relatively short chirp with a wide band-
width is employed when looking for prey, giving good
spatial resolution. Once the bat has detected an echo it
increases the repetition frequency of transmission and
changes to a longer chirp with a narrower bandwidth,
which is good for detecting a Doppler signal. Perhaps the
bat can determine the relative speed and direction of its
prey or perhaps it can identify the prey using this kind of
chirp. As the bat approaches to catch its prey short, large
bandwidth chirps are used again at the highest repetition
rate for precise spatial information.

Mammals using sonar in the sea get information about
the skeletal mass of the peers in their social groups. This is
because the reflection coefficient from water to soft tissue
is about 0.1% whereas the value for water to bone is almost
50%, so the skeleton generates the strongest echo signals.
It is not known if the information is registered as an image
in their brains; a close analogy, however, would be fetal
imaging (see Section VI). Dolphins and porpoises use their
sonar to find fish and they also use it to stun the fish, by
emitting an intense burst of waves. Whales and dolphins
use frequencies from about 1 Hz up to about 30 kHz for
their sonar.

X. PROCESSING TECHNOLOGY

Ultrasound is used to cause agitation in liquids and pow-
ders in most of the applications of processing technology.
Significant power levels are needed so generally continu-
ous ultrasound is used. Ultrasound can be used to nebulize
liquids, it can also be used to trap and separate particles in
a standing wave where particles will move to the nodal
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points in the pattern. High-power ultrasound, at a fre-
quency of approximately 40 kHz, can be focused to a
point using an acoustic lens, where the intensity can be
sufficiently high to weld plastics. Similar focusing devices
have been used for de-fouling of organic material in un-
derwater applications. Medium-power ultrasound is used
to agitate sieves, increasing the rate of powder sieving in
the manufacture of pharmaceutical products. Probably the
most commonly used ultrasonic instrument in this field is
the ultrasonic cleaning bath. It is a simple container, usu-
ally made of stainless steel, filled with a liquid, usually
water, and agitated by one or more ultrasonic transduc-
ers attached to the outside of the bath. The working fre-
quency range is 40–150 kHz. The drive frequency and
amplitude can usually be adjusted, along with the clean-
ing time. Cleaning can be caused by motion of the liquid
or by more aggressive cavitating bubbles, because when
a bubble collapses it can generate very high temperatures
and pressures and it can also create erosive, microscopic
water-jets.

XI. SONOCHEMISTRY

The presence of an ultrasonic field can have the following
effects upon chemical reactions: it can accelerate the rate
of reactions that occur in its absence and it can enable
reactions to occur that otherwise would not happen. The
latter is classed as sonochemistry.

loosenes-1Sonochemistry is closely related to sonolu-
minescence, which is the emission of light when a liquid
has an intense sound field in it. Sonochemistry occurs if
there is an ultrasonic field with a frequency of approxi-
mately 300 kHz and the intensity is sufficiently great to
cause cavitation. The liquid must also contain molecules
of an inert, monatomic gas such as argon. When a liquid
cavitates it forms vapor bubbles on the rarefaction half
of the pressure cycle. The bubbles collapse quickly as
the pressure changes to compression and this is believed
to cause both sonoluminescence and sonochemistry. Bub-
bles collapse in about 1 µs and pressures and temperatures
as great as 5 × 108 Pa and 104 K have been measured dur-
ing collapse. Temperatures of 103 K would be sufficient
to account for some of the sonochemical effects reported
so sonochemistry and sonoluminescence are believed to
be thermochemical effects, caused indirectly by the high
temperatures in the collapsing bubbles. Sonochemical ef-
fects are generally absent without the presence of the inert,

monatomic gas mentioned earlier. Monatomic gases have
higher ratios of specific heats (1.33–1.67) than either di-
atomic or polyatomic gases, therefore, a collapsing bubble
of a monatomic gas generates the highest temperature of
any gas. Short duration spectroscopic analysis has shown
there are generally two components in sonoluminescence:
an infrared component associated with black-body radi-
ation, allowing temperature to be estimated and spectral
lines associated with excited states of some active chemi-
cals. Pressure broadening of the spectral lines is the basis
of the pressure measurement.

Sonochemistry offers some unique advantages to
chemists: an average, operating temperature close to am-
bient, a high reaction temperature up to 104 K, precise
control over the location of the reaction (the ultrasonic
field), and a large number of disbursed, reaction sites (the
cavitating bubbles), which should help to achieve high
reaction yields.
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I. General Description of the Vacuum Arc
II. Detailed Characteristics of the Vacuum Arc

III. Applications of the Vacuum Arc

GLOSSARY

Anode spot Molten area on the positive electrode sur-
face of an arc that releases metal vapor because of heat
generated by concentrated electron bombardment.

Arc Self-sustained, low-voltage, high-current electrical
discharge.

Cathode spot Highly mobile, minute luminous area on
the negative electrode surface of an arc that emits elec-
trons, jets of plasma, and metallic vapor.

Cathode-spot track Erosion marks left on the negative
electrode of an arc by the passage of a cathode spot.

Chopping current Magnitude of the arc current just prior
to arc extinction.

Current chopping Sudden cessation of arc current at the
time of arc extinction.

Current zero Zero of an alternating sinusoidal current.
Electron temperature Average translational kinetic en-

ergy of the electrons in a plasma.
Field emission Liberation of electrons from unheated

metal surfaces produced by sufficiently strong electric
fields.

Plasma Region in an electrical discharge that contains
very nearly equal numbers of positive ions and elec-
trons and may contain neutral particles as well.

Sheath Space-charge region at the boundary of a plasma
with an excess of either positive or negative charges.

Thermionic emission Evaporation of electrons from a
metal surface produced by heating the metal.

AN ARC may be defined as a discharge of electricity, be-
tween eletrodes in a gas or vapor, that has a voltage drop
at the cathode of the order of the minimum ionizing or
minimum exciting potential of the gas or vapor. The arc is
a self-sustained discharge capable of supporting large cur-
rents by providing its own mechanism for electron emis-
sion from cathode spots on the negative electrod. However,
the term vacuum arc is a misnomer. What is really meant
is a “metal vapor arc in a vacuum environment.” But since
vacuum arc is in common usage and has been accepted in
the literature, it is retained here. A vacuum arc, then, burns
in an enclosed volume that, at ignition, is a high vacuum.
A characteristic feature of such an arc is that after igni-
tion it produces its own vapor from the electrodes that is
needed to achieve the current transport between the elec-
trodes. In such a vacuum arc, one can clearly distinguish
phenomena that occur at the cathode and the anode and in
the plasma occupying the space between the electrodes.
Because these phenomena are exceedingly complex and
interrelated, there are no general theories that completely
describe the vacuum arc or predict its behavior.

The electrical discharge in a mercury-arc rectifier tube
is an important example of a vacuum arc. Here the metal
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vapor is mercury supplies mainly by the cathode spots on a
mercury pool. An anode, usually made of carbon, collects
electrons from the plasma. Evidence of vacuum arcs has
been found on the walls of various fusion devices. Here
one observes cathode spots and cathode-spot tracks. Such
arcs are believed to be of the homopolar type. The dis-
charge in a thyratron is also characterized by a low voltage
and high current, but is not a true arc because of the ab-
sence of cathode spots. The energy to heat the thermionic
emitting cathode is supplied by an external source, not
by the discharge itself. The discharges found in vacuum
circuit breakers and triggered vacuum gaps are true
vacuum arcs. These are described at the end of this article.

I. GENERAL DESCRIPTION
OF THE VACUUM ARC

The vacuum arc is shown in idealized form in Fig. 1. A
slow-motion color movie of such an arc is a beautiful sight
to behold. One sees a cold cathode surface covered with
isolated, small, brilliant spots. These cathode spots move
erratically over the cathode surface, sometimes dividing
into two or more fragments or extinquishing and reform-
ing elsewhere on the cathode. Associated with the cathode
spots are luminous jets that shoot off into space and con-
stantly change direction. Between the electrodes one sees
a diffuse glow whose color is characteristic of the elec-
tronically excited metal vapor of the electrodes. If the arc

FIGURE 1 Structure of the vacuum arc.

has been burning for some time, one is also likely to see
on the anode a bright stationary spot of molten metal. This
anode spot will be completely surrounded by an intense
glow. As one looks away from the central region of the arc,
the glow becomes more diffuse, eventually disappearing.
Let us now examine these phenomena in more detail.

The high-current vacuum arc forms in the metal vapor
evaporated from the electrodes. Electron current is fed into
the arc by a multiplicity of highly mobile cathode spots that
move about on the negative electrode. The current density
in these small spots is exceedingly high and is often of the
order of a million amperes per square centimeter or more.
Jets of plasma and metallic vapor, with velocities of up to
1000 m/sec, also have their origin at the cathode spots. In
the formation of these jets, which are the principal source
of plasma and vapor in the vacuum arc, one atom of metal
may be removed from the cathode for every 10 electrons
emitted. The moving cathode spots leave pitted tracks on
the cathode surface that show little evidence of cathode
melting, although these cathode-spot tracks often suggest
loss of metal by sublimation. The exact mechanism re-
sponsible for the emission of electrons and the ejection of
metal vapor and plasma from the cathode spots is not fully
understood and has been a source of wonder and contro-
versy since the phenomena were first investigated. How-
ever, thermionic emission and field emission undoubtedly
play an important role, since positive ion bombardment
and space-charge effects produce extreme local heating
and intense electric fields, respectively, at the cathode
surface.

Upon arc ignition (Section II.A), the space between the
electrodes quickly fills with a diffuse plasma consisting of
partially ionized metal vapor. At high currents this plasma
expands into the volume surrounding the electrodes and
their supports. At low currents the positive electrode col-
lects electron current from the plasma uniformly over its
surface. The metal shield or vacuum envelope that sur-
rounds the arc also collects charges from the plasma and
metal vapor. At high currents one or more distinct anode
spots may appear. These spots always form on the end of
the anode, which faces the cathode, in contrast with the
cathode spots, which some-times wander off the end of
the cathode and move about on the sides of the electrode.
The anode spot also tends to remain in one position,
in contrast with the mobility of its counterparts on the
cathode.

At the anode, electrons striking the electrode carry es-
sentially all of the arc current, whereas at the cathode,
the ions striking the surface account for only about 10%
of the current, with emitted elections supplying the re-
mainder. Consequently, there is a difference in the power
dissipated at the two electrode surfaces. The cathode is
bombarded by ions with a relatively low total energy, but
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FIGURE 2 Photograph of a vacuum arc showing anode spot
and cathode spots with plasma jets. (Photograph courtesy of Dr.
Gerhard Frind, Corporate Research and Development, General
Electric Company.)

since most of these are landing in the small areas of the
cathode spots, the power density is high. At the anode,
on the other hand, a large stream of high-energy electrons
is bombarding the relatively large anode spot, subjecting
the anode to a much higher total power input. This bom-
bardment inevitably causes the anode surface to melt and
vaporize at high currents. The magnetic pinch effect also
contributes to a concentration of energy input to the anode
spot. This concentration of power will eventually destroy
the anode unless the arc is extinguished. Figure 2 shows a
photograph of the typical vacuum arc with an anode spot.

II. DETAILED CHARACTERISTICS
OF THE VACUUM ARC

A. Arc Ignition

The essential requirement of establishing an arc between
metal electrodes in a vacuum is to initiate an electrical dis-
charge that will lead to the development of a cathode spot.
This development requires the presence of a plasma, that
is, both electrons and ions, in the gap. The process usu-
ally begins by inducing cold-cathode electron emission,
which builds up to the point where the heat generated va-
porizes a minuscule portion of either or both electrodes.
The metal vapor thus produced is partially ionized by the
electrons. Positive ions and radiation then strike the cath-
ode and enhance the electron emission. With the release
of more vapor, these effects become cumulative. The dis-
charge then develops into a metal-vapor arc, with intense
ion bombardment of the cathode leading to the forma-
tion of a cathode spot. Additional cathode spots may then
develop, depending on the magnitude of the arc current,
which is determined almost entirely by the external cir-
cuit. It is essential that the power supply connected to the
electrodes be capable of supplying a sufficiently large cur-

rent to maintain a stable arc. The value of this current will
depend on the electrode material but will range from a
few tens of amperes to several hundreds, as discussed in
Section II.E. The open-circuit voltage required to initiate
the arc will depend on the triggering method. A simple
method of starting the arc by increasing the applied volt-
age will now be discussed in some detail.

As the voltage across a vacuum gap is increased, electri-
cal breakdown will eventually occur. At a certain level of
voltage, in the range of many kilovolts, the negative elec-
trode will begin to emit electrons. This room-temperature
emission occurs as tiny jets form small regions on the
surface, and the emission’s magnitude increases sharply
with further increases in voltage, leading ultimately to
breakdown. This field emission is dependent on the work
function and magnitude of the electric field at the cathode
surface. The latter may be enhanced by surface roughness
or protrusions on the cathode. The total emission current
will generally be much less than an ampere; but since the
areas of emission are small, the current densities reach ex-
tremely high values. As current densities in the 108 A/cm2

range are reached, for a particular area, breakdown will
generally occur. At these current densities joule heating
occurs and the small emitter area is vaporized. The metal-
lic vapor produced is partially ionized by the emitted elec-
trons. The positive ions are accelerated by the electric field
between the electrodes toward the cathode surface, which
is bombarded with considerable energy. When this bom-
bardment eventually causes the formation of a cathode
spot, the vacuum arc is established. Additional cathode
spots may then develop, depending on the magnitude of
the arc current, which is determined by the external circuit.

Obviously, absorbed gas, dust, and especially insulating
particles on the cathode will effect the breakdown volt-
age. In long gaps the positive electrode may also affect
the breakdown process. In this case, high-energy elec-
trons bombard the anode and produce metal vapor, which
is then ionized. The ions thus produced strike the cathode
and produce a more abundant electron emission. Under
some circumstance, loose metallic particles may become
charged and then accelerated across the gap by the elec-
tric field. On impact these particles may vaporize or pro-
duce vaporization of the electrode material. The presence
of loose particles can reduce the breakdown voltage of a
vacuum gap to a level as much as 50% below that of the
particle-free case. There is also evidence that for a given
electrode geometry and gap spacing, the breakdown volt-
age increases with the hardness and mechanical strength
of the electrode material.

A vacuum arc may also be initiated with less than 100 V
across the gap by first bringing the electrodes in con-
tact and then separating them with current flowing. As
the electrodes are parted, the area in contact diminishes
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until only a small metal constriction bridges the two elec-
trodes. This bridge is heated to the melting point by re-
sistive heating, and vaporization follows at an explosive
rate. The high temperature and electric field at the nega-
tive electrode cause a field-enhanced thermionic electron
emission to flow. This emission ionizes the metal vapor,
thus producing a plasma capable of carrying an arc cur-
rent within the space formerly occupied by the bridge.
Intense ion bombardment of the cathode leads to the for-
mation of a cathode spot and the arc is fully established
as the electrodes are further separated. A similar type of
breakdown can be obtained by placing a wire between the
separated electrodes and melting it with a high-current
discharge.

In the presence of a high-electric-field coldcathode,
electron emission may be initiated by injecting a plasma
into a vacuum gap from an external source or by bom-
barding either electrode with high-energy electrons, ions,
or radiation from, for example, a laser beam. Any of these
processes will lead to breakdown and the formation of a
vacuum arc.

B. Cathode Spots

The cathode spot, which is essential for the very existence
of a vacuum arc, is the least understood of all vacuum-arc
phenomena. Clearly, it is the source of electron emission
for the arc, but it also provides plasma and metal vapor.
The cathode spot is a highly efficient electron emitter.
The current carried by a single spot depends on the cath-
ode material and may vary from several amperes to a few
hundred for most metals. When the arc current exceeds
the current that a single spot normally carries, additional
spots will form, sometimes by the enlargement or division
of the original spot and also by the formation of new spots.
Cathode spots do not respond instantly to a demand for
an increase in current when the voltage applied across the
arc is increased. It would appear that the spots normally
operate at maximum current for the available heated emit-
ting area and require a thermal response time of several
microseconds to meet a demand for increased current.

Sometimes what appears to the eye as a single cathode
spot is actually, on closer examination, numerous, small,
active areas. This cellular substructure is found more fre-
quently on mercury cathodes and may consist of a cluster
of 4–12 cells.

Because cathode spots have a finite lifetime, they of-
ten extinguish and reform elsewhere on the cathode while
the arc is burning. These spots are seldom stationary and
move about on the cathode surface in a random, erratic
way, sometimes reaching speeds of 30 m/sec on copper. It
would appear that they tend to repel one another and also
move in reverse to the direction expected for a conductor

carrying current when a magnetic field is applied parallel
to the cathode surface.

When the arc current is reduced, by decreasing the ap-
plied voltage or inserting resistance in the external circuit,
the number of cathode spots will diminish. As the cur-
rent is further reduced, a point is reached where only one
cathode spot remains. The remaining spot has a statistical
lifetime that is quite short at low currents and it will sud-
denly vanish during a period of less than a microsecond.
When this occurs the arc is extinguished. The arc current
flowing just prior to arc extinction is called the chopping
current.

The current density in a cathode spot is phenomenally
high. Estimates have ranged from 103 to 108 A/cm2. This
wide range of uncertainty is associated with the problem
of accurately determining the active emitting area of a
cathode spot that may range in size from 10 µm to sev-
eral hundred. Regardles of the uncertainty, the electron
emission current density is enormous compared to con-
ventional electron emitters. The mechanism that provides
such high emission densities is not well understood but
is believed to be some form of field-enhanced thermionic
emission.

In addition to the electron emission, the cathode spots
also provide a copious supply of ions for the vacuum arc.
Experimental analysis has shown that this stream of ions
consists of singly and multiply charged high-energy pos-
itive ions of cathode metal. A majority of the ions have
energies greater than the arc voltage and, consequently,
would have no difficulty in reaching the anode. The cath-
ode spot ions are rich in multiply ionized particles that
frequently exceed the singly ionized ones, especially for
refractory metal cathodes. The total ion current has been
estimated at about 8% of the arc current.

Cathode spots are also a source of evaporated neutral
metal vapor, and they eject tiny liquid droplets along tra-
jectories nearly parallel to the cathode surface. Unlike the
ions, the energies of most of the neutral atoms ejected
are quite low, corresponding to the temperatures of the
portions of the cathode surface from which they are evap-
orated. It is believed that most of the neutral vapor found
in the vacuum arc does not come directly from the cathode
spots themselves, but is evaporated from inactive former
sites of the moving spots and from the micrometer-size
liquid droplets ejected by the cathode spots during their
flight to the electrodes and walls surrounding the arc.

The moving cathode spots leave behind on the cath-
ode surface a trail of irregular pits, craters, and depressed
valleys called cathode-spot tracks. Although these tracks
usually show little evidence of gross melting, microscopic
examination shows melting, evaporation, and possibly loss
of metal by sublimation. The tracks are not always con-
tinuous and sometimes show areas that appear almost
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undisturbed. Some areas of the tracks show evidence of
splashing of liquid metal, leaving behind a trail of solid-
ified waves and spherical droplets. The amount of ero-
sion from these cathode tracks is usually expressed as
micrograms of mass eroded per coulomb of charge pass-
ing through the arc. It is found to vary significantly with
experimental conditions such as arcing time, arc current,
and cathode size. For copper cathodes the evaporation
loss is between 35 to 40 µg/C. However, there is a much
larger loss of metal, nearly seven times, associated with
the ejection of liquid droplets.

C. Anode Spots

The main function of the anode in a vacuum arc is to collect
sufficient electrons from the ambient plasma to sustain
the external circuit current. However, it is probable that
some high-energy positive ions from the cathode spots also
reach the anode. In addition, the anode receives neutral
atoms of metal vapor that may condense on its surface
and radiant energy from both the cathode and the plasma.
All these quantities tend to heat the anode surface, but
electron bombardment is by far the largest contributor. As
a result, the anode will melt if the arc is allowed to persist
for any appreciable time and may even occur within a few
milliseconds at current levels of several thousand amperes.
Continued heating of the anode leads to an arc instability
that can be described as follows.

At low currents when the vacuum arc is first initiated,
the anode collects electron current uniformly over its sur-
face from the plasma. Normally, the anode is not a positive
ion source and the small electric field in the plasma tends to
drive the positive ions away from the anode. The absence
of positive ions causes the buildup of an electron space-
charge sheath around the anode with an accompanying
anode drop of potential through which the electrons are
accelerated as they stream to the anode. These electrons
bombard the anode with energies that not only correspond
to the anode fall of potential, but to the average electron
temperature energy and the electron heat of condensation
as well. At a sufficiently high current density, some local
area of the anode—usually an edge (Fig. 2) or a rough
spot where the heat conductance is poor—will be heated
enough to release metal vapor. The vapor is immediately
ionized by the high-energy electron stream. The positive
ions neutralize the negative space charge in the volume
adjacent to the anode area emitting the metal vapor and
produce a sharp reduction in the anode fall of potential.
The lower voltage drop causes more current to flow into
the anode in this area. This increase in current flow is also
aided by an increase in the random electron current density
in the plasma resulting from the increased metal vapor den-
sity. The local increase in current flow to the anode heats

it even more, causing additional metal vapor to be emit-
ted and ionized. This condition leads to a runaway effect,
causing a constriction of the arc at the anode with the pro-
duction of an anode spot. At this point, the total arc voltage
will decrease. The intense local heating produced at the
anode spot may cause destructive melting of the anode
unless means are provided to disperse, or force rapid mo-
tion of, the anode spot. Unlike cathode spots, anode spots
readily respond to the force of a magnetic field applied
parallel to the anode surface and move in the direction
expected.

The temperature of the anode spot for copper electrodes
has been estimated to be between 2500 and 3000 K. Tem-
peratures are lower for the more volatile metals and higher
for the more refractory ones. Unlike cathode spots, the
anode spots are quite diffuse with areas up to a square
centimeter depending on the arc current. Current densities
of 10,000 A/cm2 are typical in an anode spot. Since the
formation of an anode spot is heat induced, it is clear that
points, irregularities, sharp edges, and loosely attached
particles can cause variations in the spot initiation. It is
not uncommon for more than one spot to form simulta-
neously on an anode, but these usually draw together and
collapse into a single anode spot. Luminous areas have
been seen on the anode in vacuum arcs that are not true
anode spots, especially in low-current arcs and arcs of
short duration. Instead, these may be anode spots in the
early stages of development or other inhomogeneities in
the arc or on the anode surface. When a true anode spot
fully develops, an anode jet is clearly visible and there is
a copious supply of vapor to the discharge. The arc then
constricts and there is a substantial drop in arc voltage. The
arc becomes more stable and takes on the characteristics
of a high-pressure arc, which indeed it may well be since
the metal vapor density is approaching that of atmospheric
pressure.

D. Interelectrode Phenomena

The processes that occur in the space between the cathode
and anode of a vacuum arc are rather unevenful compared
to those at the electrodes, but nonetheless they are very
complicated and not easily subject to analysis. The inter-
electrode volume is filled with a diffuse plasma whose
main function is to provide a conductive medium for the
arc current transport between the electrodes. In the ab-
sence of an anode spot, the vapor and most of this plasma
is provided by the spray from the high-velocity jets that
have their origin in the cathode spots.

The voltage distribution in a vacuum arc has been ide-
alized in Fig. 3. At the cathode, one must distinguish be-
tween the potential distribution in the region of the cath-
ode spot and the areas away from the spot. The solid line
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FIGURE 3 Schematic representation of the potential distribution
in a vacuum arc.

showing the potential varying montonically between the
cathode and anode is the classical distribution that one
would expect in an area remote from a cathode spot. This
solid line shows a region close to the cathode with a po-
tential drop roughly equal to the ionization potential of
the electrode metal, normally about 8V. The dotted line
shows the potential distribution that may exist in a cath-
ode spot region. This voltage hump has not been verified
experimentally but is predicted on the basis of experimen-
tal observations that singly and multiply charged ions with
energies in excess of the arc voltage exist in the interelec-
trode plasma. The details of this voltage distribution are
unknown, and it may not even exist since the presence
of the high-energy ions has also been explained to be the
result of magnetic compression and heat expansion pro-
cesses in the cathode spot.

Beyond the cathode fall region lies the positive column.
In this region there exists a highly ionized diffuse plasma
at a temperature approximating 10,000 K. The potential
gradient is quite small because the ions and electrons are
present in essentially equal numbers and because the con-
ductivity of the plasma is very high, approaching that of
a metal. The potential drop across the positive column
will depend on the arc current and the column length,
which is usually quite short for vacuum arcs and is only a
few volts for arc currents of several hundred amperes or
less.

The plasma and metal vapor in the positive column ex-
tend out to the shield or container walls encompassing
the arc. The metal vapor and metal droplets from the jets
will collect on the relatively cool walls. In addition, if the
shield is not electrically connected to the arc circuit, it
will assume a floating potential that is slightly negative
with respect to the plasma and collect ions and electrons
at the same rate. If the shield is connected to the cath-
ode, a positive ion sheath is formed over its inner surface
adjacent to the plasma. This is in contrast to the flaming
sheath that surrounds a high-pressure arc operating in open
air.

Before the formation of an anode spot, the metal vapor
and plasma density in the positive column are so low that
the mean free path of the electrons is comparable to the
dimensions of the arc. Thus, thermal ionization and space-
charge neutralization must be minimal. However, in the
region of the cathode spots the metal vapor density is very
high and ionization can readily occur.

The voltage drop at the anode is a result of negative
space charge produced by the flow of electrons from the
plasma to the anode in the absence of positive ions. Nor-
mally, the anode is not a source of positive ions and the
potential gradient in the positive column tends to drive
the positive ions away from the anode. The magnitude of
the anode fall of potential will depend on the arc current.
Once the anode is heated to its vaporization point, posi-
tive ions will form in this space and the potential drops
drastically.

E. Arc Stability

All arcs tend to be unstable, particularly at low currents,
because the cathode spots on which the arc is dependent
for its existence are inherently unstable. Without know-
ing the intricate details of all the phenomena that occur in
cathode spots, one can make some general observations
about their behavior. Obviously, the cathode spot requires
a feedback mechanism for its existence. The cathode-spot
surface emits electrons and neutral vapor. These must in-
teract to produce positive ions, which, in turn, bombard
the cathode surface to produce the required temperature
and field for additional emission of electrons and vapor.
If this feedback becomes less than unity, the cathode spot
will cease to exist. By observation of the fanatical mo-
tion of cathode spots over all faces of the cathode surface,
with complete disregard to the position of the main dis-
charge, one can only conclude that the cathode spot feed-
back mechanism is only slightly greater than unity and
the spot is continually seeking a favorable environment
on the cathode surface for its survival. Further evidence
of cathode-spot instability is given by their short average
statistical lifetime. For a copper cathode spot, the lifetime
may average on the order of only a few tens of microsec-
onds when the arc current is limited by the external circuit
to a few amperes. The life increases markedly with current,
and for a 10-fold increase in current, the lifetime increases
10,000 times.

If an adequate power supply voltage, well above the arc
voltage, is assumed, high-current vacuum arcs of 1000 A
or more will burn indefinitely. The burning time is limited
only by the ability of the electrodes to dissipate the heat.
Even though the lives of the individual cathode spots may
be quite short, there are always enough of them in exis-
tence at any one time in a high current to keep it burning.
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At arc currents in the 100 A range when only a few cathode
spots may be present, the probability of them all vanishing
at the same instant is quite high, and when this occurs the
arc is extinguished.

Vacuum arc lifetimes not only increase strongly with
increasing arc current, but are also dependent on the prop-
erties of the electrode material. Average lifetimes tend to
increase with increasing atomic weight and vapor pres-
sure and to decrease with increasing thermal conductivity.
Figure 4 shows the average lifetime of arcs drawn between
electrodes of various metals in vacuum as a function of arc
current.

Increasing the circuit voltage above the arc voltage has
only a modest effect on increasing the arc lifetime. The
same is true for increasing the series inductance of the
circuit. On the other hand, increasing the parallel capaci-
tance across the arc will shorten the life of a vacuum arc.
There is evidence that low-current arcs may survive by a
succession of extinction–re-ignition events during which
transient re-ignition voltages are developed by the series
inductance of the circuit and the rapid decrease in current
by the abrupt extinction of the arc. Excessive capacitance
in parallel with the arc will limit the rate of rise of this volt-
age, thereby reducing the probability of arc re-ignition.

Unlike many gas discharge devices, vacuum arcs have
a positive resistance characteristic; that is, the arc voltage

FIGURE 4 The average lifetime of low-current vacuum arcs for
various electrode metals. [Reproduced with permission from Far-
rall, G. A., Lafferty, J. M., and Cobine, J. D. (1963). IEEE Trans
Commun. Electron. CE-66, 253.  1963 IEEE.]

FIGURE 5 The volt–ampere characteristics of vacuum arcs for
various electrode metals. [Reproduced with permission from
Davis, W. D., and Miller, H. C. (1969). J. Appl. Phys. 40, 2212.]

increases with arc current. Because of this characteristic,
two or more vacuum arcs will operate stably in parallel
without the need for series ballast impedances. Figure 5
shows the volt–ampere characteristics of low-current vac-
uum arcs for a number of electrode materials. The elec-
trodes are approximately 1.27 cm in diameter separated
by 0.5 cm.

Even at low-arc currents where only one cathode spot
exists, the arc still exhibits a positive resistance character-
istic. One can thus assume that a single cathode spot also
has a positive resistance characteristic, as indeed must be
the case since multiple cathode spots exist in parallel in
high-current vacuum arcs. Probe measurements indicate
that most of the increase in arc voltage with increasing
current occurs at the electron space-charge sheath at the
anode.

Even though vacuum arcs are stable at high currents,
they, like most gas discharges, are quite noisy. Studies of
copper vapor arcs have shown that there is a noise voltage
superimposed on the dc arc voltage. The frequency spec-
trum of the noise power density is flat to at least 15 MHz
and is detectable at frequencies higher than 8 GHz. Oscil-
lographic voltage traces of this noise show a large number
of narrow, positive voltage pulses. As the arc current is
decreased from 50 to 10 A, the dc arc voltage drops about
3 V. However, the noise amplitude increased dramatically
from 4 or 5 V to over 25 V and occasionally pulses
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exceeding 60 V or more are seen. It is believed that these
positive voltage pulses are produced by sudden decreases
in arc current brought about when a cathode spot or per-
haps one of its constituent cells decays. The absence of
negative voltage pulses in the noise spectrum shows that
even though the cathode-spot currents can decrease very
quickly from their normal values, they are slow to increase
and appear limited by a thermal response time rather than
by the arc circuit response time.

As previously discussed, the vacuum arc never dies qui-
etly when the arc current is decreased. With decreasing
current a point is reached where only one cathode spot
remains. A further decrease in arc current makes this spot
very unstable, and while it is carrying a finite current, it
suddenly disappears in a time of the order of 10−8 sec. This
rapid decrease in the current through the circuit inductance
will generate a positive voltage surge that may cause the
arc to momentarily restrike one or possibly more times
before finally extinguishing. This phenomenon is called
current chopping and the magnitude of the arc current
just prior to arc extinction is called the chopping current.
Chopping current is dependent not only on the physical
properties of the electrode material and the external cir-
cuit, as previously discussed, but also on the rate at which
the arc current is decreasing prior to extinction.

III. APPLICATIONS OF THE VACUUM ARC

A. High-Power Vacuum Interrupter

Notwithstanding its complexity and elusiveness to quan-
titative analysis, the vacuum arc has been harnessed to
serve a number of useful purposes. A modern example is
the high-power vacuum circuit breaker.

The simplicity and elegance of reliably interrupting
large alternating currents in high-voltage circuits by sep-
arating two metal contacts enclosed in a vacuum (Fig. 6)
had long fascinated scientists and engineers, but early at-
tempts to do so were doomed to failure because of the lack
of supporting technologies in vacuum and metallurgical
processing. In the early 1920s at the California Institute
of Technology, R. A. Millikan, in his research on the field
emission of electrons from metals, observed that vacuum
gaps had a very high dielectric strength and that many tens
of kilovolts would not break down a vacuum gap of only
a few millimeters in length. R. W. Sorensen of the same
institution applied this phenomenon in his invention of the
first vacuum switch. The early work of Professor Sorensen
and the General Electric Company showed great promise,
but it soon became evident that the sealed vacuum switch
of the early 1930s could not offer the high reliability de-
manded by the electric utilities, for the reasons already

FIGURE 6 The basic elements of a vacuum switch.

mentioned. Twenty years later, after substantial progress
had been made in vacuum and metallurgical processing,
the General Electric Company took a fresh look at this old
problem and successfully developed a high-power vac-
uum interrupter. The potential advantages of current in-
terruption in a vacuum can be more easily understood by
a brief review of the operation of a vacuum switch in a
high-voltage, ac circuit.

When the simplified vacuum switch shown in Fig. 6 is
closed with the two electrodes in contact and normal cur-
rent flowing, some heat is developed. Since there are no
convection losses in a vacuum and since radiation losses
are negligible, the heat generated at the contacts must be
carried out by conduction along the leads. Therefore, con-
tact resistance must be low to avoid excessive temperature
rise.

When a fault current develops, for example, from a
short circuit, an actuating mechanism quickly separates
the contacts and a vacuum arc forms between the con-
tacts. Normally, the separation of the contacts does not
exceed 0.5 in., and were it not for the fact that alternating
current is involved, the high-current arc would continue
indefinitely. However, as the first zero is approached on
the ac wave, the arc becomes unstable and extinguishes
in times of the order of 10−8 sec. As discussed in Section
II.E, an important characteristic of the vacuum arc is that
it does not extinguish at the normal current zero, but at a
finite current before current zero, as shown in Fig. 7. The
current at which this occurs is called the chopping current.
For a short vacuum arc, this current is dependent on the
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FIGURE 7 Interruption of a fault current by a vacuum circuit
breaker and the subsequent transient recovery voltage.

physical characteristics of the contact material (Section
II.E). This abrupt cessation of arc current can be a source
of difficulty in inductive circuits because of the insulation
damage produced by the high-voltage surges. The vacuum
switch is particularly susceptible to this difficulty, because
the recovery of the electric strength across the gap is so
rapid as to permit the development of high overvoltages
in the apparatus unless the chopping current is limited to
a sufficiently low level.

After current zero, the voltage across the switch is re-
versed in polarity and—depending on transient circuit
conditions—may build up at the rate of 5 to 10 kV/µsec or
more. If the rate of dielectric recovery strength of the vac-
uum switch gap exceeds the rate of rise of the impressed
voltage, as shown in Fig. 7, the arc will not restrike and
the circuit will have been interrupted. The vacuum switch
is unique in that the conducting medium necessary to sup-
port the arc is supplied solely by the erosion of the contacts
while arcing. When the arc is extinguished, the rapid rate
of dispersion and condensation of the metal vapor in the
gap determines in part the fast recovery characteristics of
the switch. After extinction of the arc, the residual evap-
oration from the cathode will be negligibly small. At the
anode, on the other hand, where melting at the anode spot
may have occurred at high current, the residual evapora-
tion may be considerable and have a pronounced effect on
the recovery strength. It is clear that anode spots should
be avoided if possible.

The advantages to be gained by using vacuum switches
for current interruption are many. Because the high break-
down strength makes possible a vacuum gap less that 0.5
in. in length, the actuating mechanism for opening the
switch can be relatively simple and fast acting. In the vac-
uum switch, current interruption occurs at the first current
zero after opening; thus the arcing time is usually less than
one-half cycle and the energy dissipated in the switch is

FIGURE 8 A modern 500-MVA vacuum interrupter.

comparatively small. The fast recovery of the vacuum gap
eliminates the necessity for an interrupting medium, such
as oil or gas, with its attendant maintenance problems.
With a completely sealed switch, there is no fire or explo-
sion hazard.

Figure 8 shows a modern vacuum interrupter capable
of interrupting a fault current of over 30,000 A at 15.5 kV.
Although rather simple in appearance, the vacuum inter-
rupter contains a considerable amount of sophisticated
technology. The device is contained in an evacuated glass-
metal envelope. One electrical contact is fixed in position
and the other is attached to the vacuum envelope through
a flexible metal belows so that it can be moved to open and
close the switch. The contacts are surrounded by a metal
shield to prevent the metal vapor from the arc from con-
densing on the glass envelope and spoiling its insulating
properties.

The electrical contacts are the most important element
in the vacuum switch and are worthy of a detailed de-
scription. The ideal material for vacuum switch contacts
must satisfy several requirements simultaneously. Fore-
most, the material must be gas free. If the contacts con-
tain gas it will be released on arcing and accumulate in
the switch on successive operations, thus destroying the
vacuum and causing the switch to break down at low volt-
ages when the contacts are open. The switch must have a
rapid recovery of electric strength immediately after arc-
ing and a high ultimate breakdown strength. The contacts
must not weld while carrying high momentary currents
or when closing in on a short circuit. This antiwelding
characteristic requires that the electrical resistance of the
contacts be low, which will also minimize heating dur-
ing the flow of normal continuous current. Finally, the arc
drawn between the contacts must be stable at low cur-
rents to prevent the generation of overvoltages by current
chopping.

Since each of these characteristics requires, in general,
the exploitation of different physical properties of the
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contact material, these demands are not easily satisfied
simultaneously and, in some instances, may even be con-
tradictory. For example, zinc, which has a very high vapor
pressure, has a chopping current of only 0.5 A. However,
the recovery strength is very poor because of the high rate
at which metal vapor continues to pour off the anode after
current zero. Medium-vapor-pressure metals such as cop-
per, which has a good electrical conductivity, are generally
soft and tend to stick or weld easily in a vacuum. They are
also incapable of maintaining their shape under the high
mechanical stresses of rapid opening and reclosing nor-
mally encountered in an interrupter. Low-vapor-pressure
refractory metals such as tungsten are hard and do not
weld, but have a severe chopping problem. It is apparent
then that since no ideal contact material can be found if
one is limited to pure metals, composite materials must be
considered.

The ideal composite material, then, should be hard and
have a relatively high melting point, but also be good elec-
trical conductor and contain at least one component with
a high vapor pressure. The vacuum interrupter shown in
Fig. 8 has contacts made of a two-phase binary alloy of
cooper with a few percent of bismuth. In the liquid phase
the bismuth is soluble in copper, but on solidification it
precipitates out in the grain boundaries and on the sur-
face of the copper. Since the bismuth is virtually insoluble
in the copper, the high electrical and thermal conductiv-
ity of the copper is retained. The bismuth precipitate in
the copper grain boundaries hardens the alloy and pro-
duces a weak, brittle weld interface that is easily broken
on impact by the vacuum interrupter opening mechanism.
Finally, the presence of the high-vapor-pressure bismuth
during arcing reduces current chopping. The copper and
bismuth are made remarkably free of gas by zone refining,
a technique developed by the semiconductor industry for
purifying silicon.

As previously mentioned (Section II.C), molten anode
spots tend to form on the positive electrode during high-
current arcing. Their formation should be avoided in a
vacuum switch because of the adverse effect on the recov-
ery strength of the vacuum gap immediately after current
zero when the voltage is building up rapidly in the re-
verse direction. A hot anode spot will not only continue
to evaporate metal vapor into the vacuum gap and reduce
its recovery strength, but will also favor the formation of
cathode spots as it becomes the new cathode. The forma-
tion of anode spots has been minimized in the interrupter
shown in Fig. 8 by the introduction of spirals in the outer
section of the disk contacts. Current flowing in the spi-
ral portions of the contacts produces a magnetic field that
exerts a force on the arc column and keeps it moving,
thus distributing the arc energy over a large portion of the
positive contact.

B. Triggered Vacuum Gap

The triggered vacuum gap (TVG) is basically a vacuum
switch with permanently separated contacts and a third
electrode to which an impulse voltage may be applied to
rapidly initiate a vacuum arc between the main contacts.
The advantages of such a device are the high current-
carrying capacity and short breakdown time. Triggered
voltage gaps can be designed to break down in less than
100 nsec and carry currents of at least 106 A. They have
found applications as high-speed protective devices to
short out components in danger of damage by overvoltage
or overcurrent. They are also used in commutating circuits
and as “make switches” in fusion devices.

The design and vacuum processing of a TVG is simi-
lar to that of a vacuum switch. The selection of a proper
gas-free electrode material for a given gap will depend
on the application requirements. However, one need not
be concerned about contact welding and resistance to me-
chanical deformation since the electrodes are permanently
separated and do not move. Relaxation of these require-
ments gives more freedom in the selection of electrode
geometries to carry high currents and of electrode materi-
als for rapid breakdown, fast recovery, and high ultimate
breakdown strength if any of these features is required.

As discussed in Section II.A, the presence of both elec-
trons and ions is required in a high-voltage vacuum gap to
initiate breakdown and establish a vacuum arc. These can
be conveniently injected into the vacuum gap in the form
of a plasma to give rapid breakdown with a minimum of
jitter. One such arrangement for plasma injection is shown
in Fig. 9. A ceramic cylinder is coated with titanium hy-
dride only a few millimeters thick. A V-notched groove
is then cut through the metallic hydride into the ceramic,
forming a ceramic gap. A shield cap is placed on one end
of the ceramic cylinder, and a lead wire is attached to the
cap. This assembly is inserted into a conical recess in the
cathode electrode of the main vacuum gap as shown.

To operate the trigger, a positive voltage pulse is ap-
plied to the trigger lead. The ceramic gap breaks down
and an arc is established between the titanium hydride
electrodes, thus releasing hydrogen and titanium vapor,
which are ionized and sustain the discharge. Expansion
and magnetic forces produced by the discharge current
loop drive the plasma out of the conical recess into the
main gap. As the plasma spreads out into the main gap,
a high-current glow discharge is first established between
the main electrodes. This glow is rapidly transformed into
a high-current vacuum arc. It would appear that the main
gap discharge uses the cathode spots already established
on the trigger electrode in the initial stages of buildup.
Measurements indicate that, with peak current pulses of
10 A through the trigger electrode, the main gap will break
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FIGURE 9 Cross-sectional view of an arrangement for triggering
a vacuum gap. [Reproduced with permission from Lafferty, J. M.
(1966). Proc. IEEE 54, 23.  1966 IEEE.]

down in less than 0.1 µsec with jitter times of about 30 nsec
when 30 kV is applied to the main gap with an electrode
separation of 1

8 in. The trigger energy required is less than
0.01 J. The main gap may be broken down with trigger
pulses as low as 50 V; however, longer delay times result.

The quantity of hydrogen released on firing the trigger
is extremely minute and there is no accumulative pressure
rise due to hydrogen. The presence of the hydride is by no
means essential to the operation of the trigger. Breakdown
of the gap can be produced by ionization of metal vapor
eroded from the trigger electrodes. The energy required to
produce breakdown of the gap with an unloaded trigger is
about 10 times that required when hydrided.

Reversal of the trigger pulse polarity or placement of
the trigger in the anode electrode of the main gap requires
more energy for triggering. The principal reason for this
is that the cathode spots for the trigger discharge are no
longer on the cathode of the main gap and cannot share in
the development of the main discharge.

Other trigger electrode configurations are possible for
injecting plasma into the main vacuum gap. For exam-
ple, a coaxial plasma gun may be used that can be well
shielded from the main gap discharge. However, such de-
vices all require more trigger energy than the device shown
in Fig. 9.

A number of triggered vacuum gaps have been devel-
oped over a wide range of currents and voltages for various
applications. Some fast TVGs can carry only capacitor dis-
charge current for a few microseconds, while others can
carry 60-Hz power line currents of tens of thousands of
amperes for one-half cycle. The operating voltages may
range from a few hundred volts to 100 kV. Figure 10
shows a TVG with a rating of 73 kV and 125,000 A that is
used to protect the series-compensating capacitors on the

FIGURE 10 Sketch of a 9000-MVA triggered vacuum gap used to
protect the series-compensating capacitors on the 500-kV. Pacific
intertie ac transmission line. Two communicating gaps in series
with an interdigital paddle-wheel geometry were used to disperse
the vacuum arc and avoid anode-spot formation.

500-kV Pacific intertie ac transmission line that runs from
the Columbia River to Los Angeles in the United States.

Triggered vacuum gaps have also been designed with
a movable contact so that they can be made to conduct
quickly with the contacts open and then closed to protect
the gap if a large current is to flow for an appreciable
time. This can also be accomplished by placing a TVG
and vacuum switch in parallel.

C. Vacuum Fuse

The vacuum fuse is another example of the use of high-
current vacuum arcs for current interruption and the
protection of power circuits. Its design is similar to that of
a triggered vacuum gap with the fixed arcing electrodes
bridged by a fuse element that conducts current under nor-
mal conditions. On the incident of a fault or other abnormal
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condition that produces a large current flow, the fuse ele-
ment melts and opens the circuit between the electrodes.
This initiates a vacuum arc in the same way that it is es-
tablished when the contacts of a vacuum switch are sepa-
rated while carrying current, as described in Section II.A.
Once the vacuum arc is established, the device functions
like a vacuum interrupter with its contacts in the open
position.

hThe relatively short length of the fuse element allows the
heat generated in it by the normal load current to be con-
ducted out through the heavy leads supporting the arcing
electrodes. The arcing electrodes also act as a heat sink to
conduct heat away from the fuse element under temporary
overload conditions. Under fault conditions the heat can-
not escape quickly enough, and the fuse melts at a necked
down portion in the center of the bridging element and
creates a vacuum arc. The arc quickly melts and vaporizes
the remainder of the fuse element, creating conditions es-
sentially identical to those in an open vacuum interrupter.
Obviously the fuse bridge element must be made from
gas-free material or the fuse will not function properly in
a high-voltage ac circuit.
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