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GLOSSARY

Atmospheric turbulence Random velocity and pressure
fluctuations occurring in the atmosphere.

Deterministic model Mathematical model in which each
variable and parameter can be assigned a definite fixed
number.

Diffusion ceiling Stable layer of air above the mixed
layer, which restricts the vertical motion of a diffus-
ing substance.

Diffusion coefficient Parameter of the Gaussian mathe-
matical model which must be determined by measure-
ment. Also called the sigma value.

Dosage Concentration—time relationship that is related
to the effects that a polluting substance has on a re-
ceptor.

Evolutionary process Stochastic process in which the
probability distribution is a function of time.

Gaussian model Mathematical model that is characteris-
tically bell-shaped. The Gaussian model is the common
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representation of the crosswind and vertical concentra-
tion distribution of a diffusing substance.

Inversion Positive temperature gradient or increase in
temperature with elevation, resulting in adverse con-
ditions for dispersion of pollutants.

Isopleth Lines of constant concentration in a diagram or
plot of a mathematical model of concentration versus
distance.

Lapse rate Decrease in temperature with height; that is,
a negative temperature gradient.

Mixing depth Thickness of the turbulent region next to
the ground, in which atmospheric properties are well
mixed.

Plume rise Distance a smoke plume rises above its emis-
sion point due to the inherent momentum and buoyancy
of the plume.

Richardson number Dimensionless ratio describing the
relative importance of convection and the turbulence
generated by mechanical shear.

Stability of the atmosphere Term describing the
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dynamic characteristic of turbulenceintheatmosphere.

Stationary process Stochastic process in which the
probability distribution function is not a function of
time.

Stochastic model Model in which the principle of uncer-
tainty isintroduced. Variables and parameters can only
be assigned a probahility of lying between a range of
values.

Temperature gradient Change of temperature with
height. Itisnormally negativein thelower atmosphere;
that is, thetemperature decreaseswith height under nor-
mal atmospheric conditions.

AN ATMOSPHERIC DIFFUSION MODEL isamathe-
matical expression relating the emission of material into
the atmosphere to the downwind ambient concentration of
thematerial. The heart of the matter isto estimate the con-
centration of a pollutant at a particular receptor point by
calculation from some basic information about the source
of the pollutant and the meterological conditions.

Deterministic, statistically regressive, stochastic mod-
€ls, and physical representations in water tanks and wind
tunnels have been developed. Solutions to the determin-
istic models have been analytical and numerical, but the
complexities of analytical solution are so great that only
a few relatively simple cases have been solved. Numer-
ical solutions of the more complex situations have been
carried out but require a great amount of computer time.
Progress appears to be most likely for the deterministic
models. However, for the present the stochastically based
Gaussian type model is the most useful in modeling for
regulatory control of pollutants.

Algorithmsbased on the Gaussian model formthebasis
of models developed for short averaging times of 24 hr or
less and for long-time averages up to a year. The short-
term algorithmsrequire hourly meteorological data, while
the long-term algorithms require meteorological datain a
frequency distribution form. Algorithms are available for
single and multiple sources as well as single and multiple
receptor situations. On a geographical scale, effective al-
gorithms have been devised for distances up to 10-20 km
for both urban and rural situations. Long-range a gorithms
areavailablebut are not as effective asthosefor the shorter
distance. Based on a combination of these conditions, the
Gaussian plume model can provide at areceptor either

1. the concentration of an air pollutant averaged over
time and/or space, or

2. acumulative frequency distribution of concentration
exceeded during a selected time period.
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TheU.S. Environmental Protection Agency (EPA) hasde-
veloped a set of computer codes based on the Gaussian
model which carry out the calculations needed for regu-
latory purposes. These models are available from the Ap-
plied Modeling Research Branch, Office of Air Quality
Planning and Standards, U.S. Environmental Protection
Agency, Research Triangle Park, North Carolina 27711.

I. USE OF MODELS AND RELATIONSHIP
TO ATMOSPHERIC POLLUTION

To make a calculation, the source of pollution must be
defined and the geographic relation between the source
and thereceptor of pollution must be known. Furthermore,
themeans of transport between the source and the receptor
must be understood. Thus the source—transport—receptor
trilogy must be quantitatively defined to make the desired
computation.

A. The Source

Weather affects many kinds of pollution sources. For
example, on a cold day more fuel will be used for space
heating. Hot weather brings on a greater use of space
cooling, which produces a greater demand on electricity
production.

Defining the source is difficult in most cases. One
must consider first whether it is mobile or stationary and
whether the method of emissionisfromapoint or aline, or
more generally from an area. Then its chemical and phys-
ical properties must be determined, most appropriately by
sampling and analysis, but thisisnot always possible. One
must turn to estimation or perhaps to a mass balance over
the whole emission process to determine the amount of
material lost as pollutant. The major factors required to
describe the source are

1. Composition, concentration, and density;
2. Velocity of emission;

3. Temperature of emission;

4. Diameter of emitting stack or pipe; and
5. Effective height of emission.

From these data the flow rate of the total emission stream
and of the pollutant in question can be calculated.

The source problem is further complicated when the
emission isinstantaneous instead of a continuous stream.
Mass balances become impractical in such a case. Mea-
suring the factors mentioned previously may become im-
practical aswell. Grab sampleswith subsequent laboratory
analysis might be used to determine concentration. If flow
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rate can be measured or estimated, as well, then the total
emission can be calculated.

B. The Receptor

In most cases legislation and subsequent regulations will
determine the ambient concentrations of pollutant to
which thereceptor islimited. Air quality criteriadelineate
theeffectsof air pollution and arescientifically determined
dosage-response relationships. The relationships specify
the reaction of the receptor or the effects when the recep-
tor is exposed to a particular level of concentration for
varying periods of time. Air quality standards are based
on air quality criteria and set forth the concentration for
agiven averaging time. Thus, the objective for a calcula-
tion is to determine if an emission will result in ambient
concentrations that meet air quality standards.

Usually, in addition to the receptor, the locus of the
point of maximum concentration, or the contour enclosing
an area of maximum concentration, and the value of the
concentration associated with the locus or contour should
bedetermined. Theshort time averagesthat are considered
inregulationsareusualy 3min, 15min, 1 hr, 3hr, or 24 hr.
Longer time averages are one week, one month, a season,
or ayear.

C. Transport

Understanding transport beginswith thethreeprimary fac-
tors that affect the mixing action of the atmosphere: radi-
ation from the sun and its effect at the surface of the earth,
rotation of the earth, and the terrain or topography and the
nature of the surface itself. These factors are the subjects
of basic meteorology.

Theway in which atmospheric characteristics affect the
concentration of air pollutants after they leave the source
can be viewed in three stages:

Effective emission height
Bulk transport of the pollutants
Dispersion of the pollutants

1. The Effective Emission Height

After ahot or buoyant effluent leaves a properly designed
source, such as a chimney, it keeps on rising. The higher
the plume goes, thelower will betheresultant ground level
concentration. The momentum of the gases rising up the
chimney initially forces these gases into the atmosphere.
This momentum is proportional to the stack gas velocity.
However, velocity cannot sustain the rise of the gases af -
ter they leave the chimney and encounter the wind, which
will cause the plume to bend. Thus mean wind speed isa
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critical factor in determining plume rise. As the upward
plume momentum is spent, further plume rise is depen-
dent upon the plume density. Plumesthat are heavier than
air will tend to sink, while those with a density less than
that of air will continueto rise until the buoyancy effect is
spent. When the atmospheric temperature increases with
dtitude, aninversionis said to exist. Loss of plume buoy-
ancy tends to occur more quickly in an inversion. Thus,
the plume may cease to rise at a lower dtitude, and be
trapped by the inversion.

Many formulas have been devised to relate the chim-
ney and the meteorological parameters to the plumerise.
The most commonly used model, due to Briggs, will be
discussed in a later section. The plume rise that is calcu-
lated from the model is added to the actua height of the
chimney and istermed the effective source height. Itisthis
height that is used in the concentration prediction model.

2. Bulk Transport of the Pollutant

Pollutantstravel downwind at the mean wind speed. Spec-
ification of the wind speed must be based on data usu-
ally taken at weather stations separated by large distances.
Since wind velocity and direction are strongly affected by
the surface conditions, the nature of the surface, predom-
inant topologic features such as hills and valleys, and the
presence of lakes, rivers, and buildings, the exact path of
pollutant flow is difficult to determine. Furthermore, wind
patternsvary in time, for example, from day to night. The
Gaussian concentration model does not take into account
wind speed variation with altitude, and only in afew cases
aretherealgorithmsto account for thevariationintopogra-
phy. For thefuture, progressin thisareawill comethrough
numerical solutions of the deterministic models.

3. Dispersion of the Pollutants

Dispersion of the pollutant depends on the mean wind
speed and atmospheric turbulence, described in more de-
tail in the next section. Dispersion of aplume from acon-
tinuous elevated source increases with increasing surface
roughness and with increasing upward convective air cur-
rents. Thus a clear summer day produces the best me-
teorological conditions for dispersion, and a cold winter
morning with a strong inversion results in the worst con-
ditions for dispersion.

D. Uses of the Models

Atmospheric diffusion models have been put to a variety
of scientific and regulatory uses. Primarily the models are
used to estimate the atmospheric concentration field in the
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absence of monitored data. In this case, themodel canbea
part of an alert system serving to signal when air pollution
potential ishigh and requiring interaction between control
agenciesand emitters. Themodelscan servetolocateareas
of expected high concentration for correlation with health
effects. Real-time models can serve to guide officials in
cases of nuclear or industrial accidents or chemical spills.
Here the direction of the spreading cloud and areas of
critical concentration can be cal culated. After an accident,
models can be used in a posteriori analysis to initiate
control improvements.

A current popular use for atmospheric diffusion models
isin air quality impact analysis. The models serve as the
heart of theplanfor new sourcereviewsand the prevention
of significant deterioration of air quality. Here the mod-
els are used to calculate the amount of emission control
required to meet ambient air quality standards. The mod-
€els can be employed in preconstruction evaluation of sites
for the location of new industries. Models have also been
used in monitoring network design and control technology
evaluation.

Il. ATMOSPHERIC TURBULENCE

Diffusion in the atmosphere is dependent upon the mean
wind speed and the characteristics of atmospheric turbu-
lence. These factors determine the stability characteristics
of the atmosphere. Turbulence consists of horizontal and
vertical eddiesthat mix the pollutant with theair surround-
ingit. Thus,inasmokeplume, theturbulencedecreasesthe
concentration of the pollutantsin the plume and increases
the concentration in the surrounding air. When turbulence
isstrong, the pollutants are dispersed morerapidly. Strong
turbulence exists in an unstable atmosphere in which ver-
tical motion is enhanced. Maximum instability occursin
the summer on a clear sunny day in the early afternoon.
Conversely, when turbulence is weak, a very stable at-
mosphere is present. This condition would be most pro-
nounced on a clear winter day, early in the morning just
as dawn breaks. The diffusion parameters in the models
describing turbulent mixing are quantitatively specifiedin
relation to the stability condition; therefore, stability, sur-
face roughness, and wind conditions must be explicitly
defined.

Turbulent eddies are formed in the atmosphere by con-
vection and by geologic and manmade structures. Con-
vection occurs when the air is heated from below by the
warm surface of the earth and the buildings and pavement
covering it. Whenever the temperature decreases rapidly
with height, convection is most pronounced and may per-
sist up to many hundreds of meters above the surface on
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clear days. It isthese convective eddies or currentsthat re-
sult in the vertical air motions that birds and glider pilots
use to climb into the upper air without the expenditure of
other energy.

Mechanical eddies result from the shearing forces pro-
duced when the wind blows over the surface of the earth.
At ground level the wind speed is zero, and it reaches a
maximum usually at many thousands of meters above the
surface. Mechanical turbulence increases with increasing
wind speed and is greater over rough surfaces than over
smooth surfaces. Terrain roughness can be characterized
by aroughness length z; which is proportional to the size
of the eddiesthat can exist among the roughness elements.
The roughness length is relatively small if the roughness
elements are close together. For smooth sand, z; is about
0.10 cm. Over cities, z; can increase to several meters.
(Typical values of 7, arelisted later in Table V.)

A. Adiabatic Lapse Rate and
Potential Temperature

Lapserate isthe rate of temperature decrease with height
in the atmosphere. If we consider the hypothetical case of
a bubble of air rising through a dry atmosphere with no
mixing or heat exchange between the bubble and its envi-
ronment, the bubble will expand and cool. The cooling is
said to be at the dry adiabatic lapserate (DALR). Thusthe
DALR can be defined as the negative of the temperature
gradient that is established as dry air expands adiabati-
cally while ascending. It should be noted that the term
temperature gradient hasthe opposite algebraic sign from
the lapse rate. Both temperature gradient and lapse rate
are used when discussing the temperature structure of the
atmosphere.

To calculate the temperature gradient for a reversible
adiabatic expansion of dry air, the ideal gas equation of
state is combined with the hydrostatic equation of motion
and integrated. The following equation results,

DALR = A =—dT/dz=(9/9)(» —1)/Ry (1)

where g/ istheratio of acceleration due to gravity to a
conversion constant, A, the ratio of specific heats, R, the
ideal gas constant, T, the absolute temperature, and z, the
atitude.

For dry air with a molecular weight of 29, y = 1.41,

0/9c = 1.0 gmf/gm, and R = 84.78 (%

A = 0.995°C/100 m )

Air saturated with water vapor rel easesheat asit cools, and
liquid water condenses. Thus the adiabatic temperature
decreaseisgreater than that given by Eq. (1). Thewet adi-
abati c temperature gradient rangesfrom about —0.9°C per



Atmospheric Diffusion Modeling

100 m in the polar region to about —0.4°C per 100 min
the tropics.

The potential temperature is defined as the tempera-
ture resulting when dry air is brought adiabatically from
itsinitial state to a standard pressure of 1000 mb (mb =
millibar). For an adiabatic expansion of anideal gas:

To = T(Po/P) Y7 (©)

where Ty is the temperature at the standard pressure Py.
If Po=1000 mb, then Ty =06, the potential temperature.
Substituting for Tp, taking the logarithm of both sides of
the equation, and differentiating with respect to z, one can
derive the following equation:

1de 1[dT y —1\/9/9%

P LA 4

6 dz T|:dz+( y )(R @)
Thelast term can beidentified asDALR or A. For changes
in pressure of 200 mb or less, 6 is approximately equal to

T within 5% error. Thusthe potential temperature gradient
can be approximated by

AG dT
Az [(E)m “] ®

B. The Richardson Number and Stability

The relative importance of convection and the turbulence
generated by mechanical shear can be judged by the
Richardson number. I n defining the Richardson number, it
is convenient first to define a stability parameter s, which
will be used later in modeling smoke plume rel eases,

g/ Al
==|— 6
S T (Az) ©)
Theterm s can be thought of as being proportiona to the
rate at which stability suppresses the generation of tur-
bulence. Turbulence is aso being generated by mechan-

ical shear forces at a rate proportional to (30/32)%. The
Richardson number is the ratio of these two processes.

Ri — S _9 (00/02)
©(80/082)2 T (80/02)2

™)

The Richardson number is a turbulence indicator and
also an index of stability. Meteorologists classify atmo-
spheric stability in the surface layer as unstable, neutral,
and stable. Strongly negative Richardson numbers indi-
cate that convection predominates, winds are weak, and
thereisastrong vertical motion characteristic of an unsta-
ble atmosphere. Smoke leaving a source spreads rapidly
vertically and horizontally. As mechanical turbulence in-
creases, the Richardson number approaches zero, and the
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TABLE | Richardson Number and Stability

Richardson

Classification number Comment

Stable Ri > 0.25 No vertical mixing, winds weak,
strong inversion, mechanical
turbulence dampened, negligible
spreading of smoke plume

Mechanical turbulence weakened

by stable stratification
Mechanical turbulence only

Stable 0<Ri <025

Neutral Ri=0

Unstable —0.03 < Ri <0 Mechanical turbulence and
convection
Unstable Ri < —-0.04 Convection predominant, winds

weak, strong vertical motion,
smoke rapidly spreading
vertically and horizontally

dispersion of asmoke plume decreases, approaching neu-
tral stability where (06/9z) = 0. Finally, as the Richard-
son number becomes positive, vertical mixing ceases,
and mechanical turbulence is dampened. The atmosphere
becomes stably stratified, and very little vertical disper-
sion of a smoke plume occurs. Table | summarizes these
conditions.

C. Stability Classification Schemes
1. Pasquill-Gifford Stability Classification

As a simplified measure of stability, Gifford modified a
system of stability classification based upon suggestions
by Pasquill at the British Meteorological Office. In this
classification it is assumed that stability in the layers near
the ground is dependent on net radiation as an indication
of convective eddies and on wind speed as an indication of
mechanical eddies. Insolation (incoming radiation) with-
out clouds during the day is dependent on solar altitude,
which isafunction of time of day and year. When clouds
are present, the extent of their coverage and thickness de-
creases theincoming and outgoing radiation. Daytimein-
solation must be modified according to the existing cloud
cover and ceiling height. At night, the radiation condition
is judged solely on cloud cover. Six stability categories
aredefined in Table 1.

2. Turner’s Stability Classification

Turner has taken the Pasquill-Gifford work and produced
a stability classification that is based on hourly meteoro-
|ogical observationstaken at weather bureau stations. This
stability classification hasbeen made completely objective
so that an el ectronic computer can be used to compute sta-
bility. There are seven stability classes:
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TABLE Il Pasquill-Gifford Stability Categories
Night
Surfacewind
(measured at 10 m) Day Thinly overcast
insolation or >4/8 <3/8
(m/sec) (mph) Strong moder ate Slight cloudiness? cloudiness?
<2 45 A A-B B — —
2-3 45-6.7 A-B B C E —
3-5 6.7-11.2 B B-C C D E
5-6 11.2-134 C Cc-D D D D
6 134 C D D D D
@ The degree of cloudinessis defined as that fraction of sky above the local apparent horizon that is covered
by clouds.
NOTES:

1. Insolation is the rate of radiation from the sun received per unit of earth’s surface.
2. Strong insolation corresponds to sunny mid-day in summer. Slight insolation corresponds to similar conditions
in mid-winter.
3. For A-B, B-C, and so forth, values take the average of A and B values.
4. Night refers to the period from one hour before sunset to one hour after dawn.
5. Regardless of wind speed, the neutral category D should be assumed for overcast conditions during day or night
and for any sky conditions during the hour preceding or following night.
1 mph = 0.4470 m/sec
1 m/sec = 2.237 mph

A—extremely unstable
B—moderately unstable
C—dlightly unstable

Extremely unstable
Unstable

. Slightly unstable
Neutra

. Slightly stable
Stable

. Extremely stable

Nog,s~wdE

Stability class is determined as a function of wind speed
and the net radiation index and is listed in Table I11. The
net radiation index ranges from 4 to —2. Anindex of 4is
given to the highest positive net radiation, which isradia-

TABLE Ill Stability Class As a Function of Net Radiation
and Wind Speed

Wind
speed
(knots)

Net radiation index

N
w

2 1 0

|
=

|
N

0,1
2,3
4,5
6

7
8,9
10
11
>12

W WWNNNR R R
AW WWNNNNER
AR D WWWWNN
A DM DM DDDDNW®
F O N N N O O N N
A MDD DNOO OO
AD OO O O NN

D—neutral
E—dlightly stable
F—moderately stable

tion directed toward the ground; an index of —2 is given
to the highest net negative radiation, which is radiation
directed away from the ground. An unstable condition oc-
curs with high positive net radiation and low wind speed;
neutral condition with cloudy skies or high wind speeds;
stable conditionswith high negative net radiation and light
winds. The net radiation index is determined in reference
to Table IV and the following procedure.

1. If thetotal cloud coveris10/10andtheceilingisless
than 7000 ft, use net radiation index equal to O
(whether day or night).

2. For nighttime (between sunset and sunrise):

a. If total cloud cover <4/10, use net radiation index

equal to —2.
b. If total cloud cover >4/10, use net radiation index
equal to —1.
TABLE IV Insolation As a Function of Solar
Altitude
Insolation

Solar altitude(a)  Insolation class number

60° < a Strong 4

35° < a < 60° Moderate 3

15° <a < 35° Slight 2

a <15 Weak 1
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3. For daytime:

a. Determine the insolation class number as a func-
tion of solar atitude from Table IV.

b. If total cloud cover <5/10, use the net radiation
index in Table Il corresponding to the insolation
class number.

c. If cloud cover >5/10, modify the insolation class
number by following these six steps.

(1) Ceiling <7000 ft, subtract 2.

(2) Ceiling <7000 ft but <16,000 ft, subtract 1.

(3) If total cloud cover equals 10/10, subtract 1.
(This applies only to ceilings >7000 ft since cases with
10/10 coverage below 7000 ft are considered in item 1
above.)

(4) If insolation class number has not been modi-
fied by steps(1), (2), or (3), assume modified class number
equal to insolation class number.

(5) If modifiedinsolation classnumber islessthan
1, letit equd 1.

(6) Usethe net radiation index in Table 111 corre-
sponding to the modified insolation class number.

In urban areas a large amount of heat is retained in
the buildings and pavement after the sun goes down. This
heat is reradiated at night. During the day the surfaces of
an urban area are more reflective and become hotter, thus
producing more convective eddies. For thesereasons, con-
vective turbulence in an urban areais not as insignificant
as it isin the rural areas, and urban areas are rarely as
stable. Thus, it is possible to combine stability categories
(6) and (7)—or (5), (6), and (7)—into one category when
using Turner’s classification for urban modeling.

D. The Planetary Boundary Layer
and Its Thickness

The earth’s surface exerts a drag on the atmosphere that
resultsin an airflow that is similar to that around a sphere
in awind tunnel. Thisdrag influences wind speed and the
mixing of atmospheric-borne substances up to a height of
as much as 2 km. In the daytime this region is typically
turbulent. At night, with weak winds, the thickness of the
turbulent layer can be as low as a few tens of meters.
Theregion is called the planetary boundary layer and isa
regioninwhichtheatmosphereexperiencessurfaceeffects
through vertical exchange of momentum, heat, and mass
in the form of moisture.

The thickness of the planetary boundary layer is char-
acterized by the thickness of the turbulent region next to
the ground. Since atmospheric properties are well mixed
by the turbulence within the layer, the layer is sometimes
called the mixing depth.
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The height of the lowest inversion can also be used
to describe the thickness of the planetary boundary
layer. In the daytime, temperature typically decreases
with height within the planetary boundary layer and
increases with height above it. Any region in which the
temperature increases with height is called an inversion.
In an inversion, turbulence is suppressed. Thus in the
daytime the mixed layer can be approximated by the
height of the lowest inversion.

On clear nights with weak winds, infrared radiation es-
tablishesaground-based inversion. Only the bottom of the
boundary layer becomes turbulent under these conditions.
Thus the heights of the inversion and the mixed layer are
considerably different.

1. Neutral Conditions

Within the mixed layer, the Earth’s rotation influences the
vertical wind shear and therefore the intensity of turbu-
lence. Thus, under neutral conditions, the depth of the
mixed layer should be proportional to the surface friction
velocity u, and the Coriolis parameter f,

U, = T/IO (8)
f =2Qsing 9
where T is surface stress, p air density, ¢ latitude, and
Q=7.29 x 107° sec!, the rate of the earth’s rotation.
The thickness can then be estimated as
h~ o.z“_f* (10)
Sinceu,, increaseswith wind speed and surface roughness,
h increases with these two parameters as well.

2. Unstable Conditions

During the day the depth of the mixed layer grows as a
function of the surface heat flux H. If the initial daytime
surfacetemperatureis Tp and thetemperatureat timet is T
after an adiabati c temperature profil e has been established,
then conservation of heat energy requires:

t _
/ Hdt — e — To) (11)
to 2

where C,, is the specific heat of air.

From this we can calculate the depth of the mixed
layer noting that the ratio (T — Tg)/h is equivalent to
A—dT/dz

) 2fiHdt 7
= | Cop(r — dT/d2) (12)

Equation (12) is a simplified expression which can
be affected by atmospheric phenomena that cause the
inversion layer to change.
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3. Stable Conditions

The thickness of the lowest continuously mixed turbulent
layer can be estimated from

h~04 /%L (13)

where L isthe Monin-Obukhov length to be defined inthe
next section. Thisequation hashad relatively little success
in correlating measured values.

4. Holzworth’s Method

Mixing depth has been determined by Holzworth of the
U.S. Environmental Protection Agency in referenceto the
morning and afternoon. Themorning mixing heightiscal-
culated as the height above ground at which the dry adia-
batic extension of the morning minimum surface temper-
ature plus 5°C intersects the vertical temperature profile
observed at 12:00 Greenwich Mean Time. The afternoon
mixing height iscalculated in the sameway except that the
maximum surface temperature observed between 12:00
and 16:00 local standard time is substituted for the mini-
mum temperature plus 5°C. A compilation of the mixing
depth data has been prepared by the U.S. Environmental
Protection Agency.

E. Surface Layer Wind Structure

There is no precise definition of surface layer. Typicaly
the vertical fluxes of momentum, heat, and moisture are
large at the surface and decrease to zero at the top of
the planetary boundary layer. 1t would be well to make
a definition of surface layer such that the fluxes remain
constant. However, a change of 10% in flux is tolerable.
Assuming that decrease in flux is linear with height, a
feasible definition of surface layer istherefore 10% of the
mixing depth.

Thenear constancy of fluxesinthe surfacelayer implies
that wind direction does not change with height. Thus the
mean wind can be described by 0 only, the mean wind
speed. Mean variables in the surface layer are also func-
tions only of height, and the variation with height is con-
trolled by the surface stress, the vertical heat flux at the
surface, and the terrain roughness.

Because both mechanical and convective forces deter-
mine turbulence, Monin and Obukhov proposed a simi-
larity theory that introduced two scaling parameters, the
friction velocity u, and the length L, where

3
L= _PCeTu, (14)
kgH
with upward heat flux H taken as positive. Notethat L is
computed from measurements as close to the surface as
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possibleand taken asindependent of height. Thevalueof L
dependsonly onu, and H andisabout —10 m on strongly
convective days, —100 m on windy days with some so-
lar heating, and approaches infinity in purely mechanical
turbulence. Since heat flux H is downwind at night, L is
positive and small in light-wind, stable conditions.

According to the Monin-Obukhov hypothesis, various
statistics of atmospheric parameters, when normalized by
proper powersof u, and L, areuniversal functionsof z/L.
They define a nondimensional wind shear S, which isa
function of z/L,

5= ka0 _ %(E) (15)

u, 0z

1. Neutral Air

For neutral air, that is, in the case of purely mechanical
turbulence, S=1.0 and

0= u—k:In(%) zZ> 2 (16)

the classical logarithmic wind profile. Here kj is the von
Karman constant. The value of this constant varies from
0.35-0.43; usually avalue of 0.40 is used for the case in
which measurements have not been made.

The term z; is the value of z at which 0 vanishes. It
represents turbulent eddy size at the surface and isamea-
sure of roughness. Thus z, istermed the roughnesslength.
Table V liststypical values of zy and u.,.

2. Unstable and Stable Air

The relations below have been established for unstable
and stable air:

TABLE V Values of z and u, for Use in Vertical
Wind Speed Profiles

Type of surface Zpincm U, in m/sec?
Smooth mud flats, ice 0.001 0.16
Smooth snow 0.005 0.19
Smooth sea 0.02 0.22
Level desert 0.03 0.23
Snow surface, lawn grass 0.1 0.26

to 1.0 cm high
Lawn, grassto 5 cm 1-2 0.38-0.43
Lawn, grass to 60 cm 49 0.51-0.65
Fully grown root crops 14 0.75
Pasture land 20 0.87
Suburban housing 60 1.66
Forests, cities 100 2.89

aForoat2.0m = 5.0 m/sec, ky = 0.40.
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1/4
m(%) - (1_ 15%) (unstable)  (17)

SEREES

Equation (15) can then be integrated to give
u, z z
0=—|In[—) - — 19
@) (D)) e

z B z/L B d_{'
wn(()=[ -y @

Applying Egs. (17) and (18) to thisintegral resultsin the
following equations for the velocity distribution in unsta-
ble and stable flow:

o= 2[o(3) i)
i3]

+2tanl(i—5>} (unstable)  (21)

_ U VA 4
”:k_a['”<£> 5(E>} (stable)  (22)

It should benoted that for neutral conditions, theintegral of
Eqg. (20) iszero, and EqQ. (19) reducesto Eq. (16). Further-
more, Eg. (19) can be solved for the friction velocity u.,,

_ k0

~ In(z/20) — ym(z/L)
Thus Eq. (23), with appropriate measurements, can be
used to determine u,. Equation (23) shows that u,

increases with wind speed 0 and roughness z; at a given
height z.

(stable) (18)

where

(23

Uy

3. The Power Law for the Wind Profile

It is common engineering practice to describe the wind
profile with a power law

where 0 isthe average wind speed at height z, 0, average
wind speed measured at height z;,,, and p power whose
value is dependent upon stability conditions and surface
roughness. It can be shown that

_ #m(z/L)
In(z/20) — Ym(z/L)

p (25)
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TABLE VI Estimates of Power pin Velocity Profile
Equation

Stability class

A B C D E F

Urban 015 015 020 025 030 0.30
Rural 007 007 010 015 035 055

where z should be interpreted as the average height of
the layer involved. For the case of neutral conditionswith
strong winds this equation reduces to

p=1/In(z/z0) (26)

The geometric mean value of z over the layer to be dealt
with is then more appropriate. For a windy day with
some sunshine L =—100 m, with z;=20 cm, a value
appropriate for grasslands with some trees, z=100 m and
Zymn=10m, and p = 0.20 with mechanical turbulence and
0.145 when convection is added. It is apparent that con-
vection can have a significant effect on the value of p.

Valuesof p have been found that range from 0.02-0.87.
Table VI listsvalues of p that can be used successfully up
toaheight of 200 m. Thistablereflectstheeffect of surface
conditions by presenting values of p for urban and rural
areas. Stability effectsare given according to the Pasquill-
Gifford classes.

Ill. GAUSSIAN PLUME MODEL FOR
CONTINUOUS SOURCES

The physical picture of a smoke plume can be devel oped
by considering first a puff of smoke emitted as a point
source. The puff is made up of a gas or small particles
which follow the direction of the wind with the speed of
thewind. Small eddies causedilution and expansion of the
puff about the centerline of its path by pumping fresh air
into the puff. Large eddies buffet the puff about and trans-
port it downwind. Linking together an infinity of puffs
results-intheformation of continuousreleasefromapoint.

An instantaneous photograph of a continuous plume
would show violent fluctuations and a meandering flow.
Figure 1 shows an instantaneous plume compared with
time-averaged plumes. The 10-min average shows a
smoothed concentration profile; the 2-hr average is the
same but has areduced maximum and is more spread out.
The easiest to describe mathematically is the time-
averaged case, which appears as a Gaussian curve.

The Gaussian plume model for atmospheric diffusion
has emerged as the most commonly used mathemati-
cal technique for dispersion calculations from continuous
sources. There are a number of factorsin its favor.



688

ERAGE PLUME

4= INSTANTANEOUS PLUME
EAN WIND DIRECTION:

Atmospheric Diffusion Modeling

SCALE h|—00—.‘

meters

TIME MEAN AXIS OF PLUME ™

1 1 1 1 1 1 1 1 1 y—

RELATIVE CONCENTRATION

FIGURE 1 Comparison of an instantaneous plume with a time-averaged plume.

1. It produces results that agree with experimental data
aswell as any model.

2. It can be obtained as an analytical solution to the
deterministic model for constant wind speed and
diffusion coefficient.

3. Since the turbulent motion of the atmosphereis
essentially arandom process, a Gaussian format is
suggested to describe the nature of the resultant action
of the atmosphere.

4. Other concentration distributions would fit the data
equally well, but the Gaussian is not mathematically
complex, and it is conceptually satisfying.

There are aso a number of limitations that reduce the
effectiveness of the Gaussian model for general use. Wind
shear isnot considered. All meteorological factors are as-
sumed to remain constant over space and over the aver-
aging time used for the calculation. Cam winds are ex-
cluded, and bulk transport of the pollutant along the mean
wind direction is assumed to be much greater than dif-
fusion in the mean wind direction. No transient-response
case can be handled by the Gaussian plume model, and
chemical and physical transformations of the plume can
behandled only in avery simplemanner. It isassumed that
the plume travels on flat terrain, or at best, several simple
terrain corrections are made, and the plumeisreflected off
the ground and any diffusion ceiling imposed, such as an
inversion.

Some of these limitations can be overcome by the use
of other model types. For example, predictions of down-
wind concentrations from instantaneous releases or puff
diffusion can be treated by reference to similarity theory.
Shear fields can be introduced in the numerical solution
of the deterministic model, and the statistical theory can
assist in developing the Gaussian model itself.

A. The Statistical Approach to the Turbulent
Diffusion Process

The dispersion of an ensemble of small particlesor cluster
of moleculesin space must take place through the random
motions of the ensemble. In thisrandom or stochastic pro-
cess, the variables are usualy functions of time, and the
value of the variables can be specified only in terms of a
probability distribution.

There are two ways to look at a cloud of diffusing
mol ecules: the Eulerian viewpoint or the Lagrangian view-
point. In the Eulerian viewpoint, the diffusion equations
would be derived from a consideration of concentrations
and flux at afixed point in space. Such quantitiesareeasily
observable. Itispossibleto arrive at the same resultsfrom
the Lagrangian viewpoint, which focuses on the history of
the random movements of the diffusing material. Statis-
tical properties of the random motions would have to be
mathematically described to produce useful results.

The Eulerian approach to diffusion can be regarded as
relating to the ensemble average concentration field of
the diffusing molecules. In turbulent diffusion, one must
distinguish between the ensemble average concentration
field and aninstantaneously observable one. The kinemat-
ics of diffusing particle movements leads to elucidation
of certain properties of the turbulent diffusion process.
These considerations are of prime importance in arriving
at a satisfactory understanding of the complex turbulent
phenomenon. The results of the Lagrangian treatment of
the random motion complements the information derived
from the Eulerian treatment.

1. Taylor's Theorem

To relate the ensemble average field to the kinematics of
the diffusing particle movements, we turn to probabilistic
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considerations of dispersion through random movements.
When the probability distribution isnot afunction of time,
in a random or stochastic process, the process is said to
be stationary. Other stochastic processes are known as
evolutionary. In turbulent diffusion, when the turbulent
field is homogeneous in temperature, mean velocity, and
turbulent intensity, the velocity of a diffusing particle be-
comes a stationary process. In a stationary process many
properties become independent of time, for example:

Ensemble mean value
Square of the mean value
Any chosen product of the mean value

We may then choose the y-component of the velocity vec-
tor to be zero by measuring velocities relative to a frame
of reference moving with the mean value of the ensemble.
Thus, v(t) = 0 and v? is a constant independent of time.

A stationary stochastic process can be characterized by
the autocorrelation function of velocity R(z), where t is
atime delay. The autocorrelation function measures the
persistence of a given value of the random variable con-
cerned. For particle diffusing velocities, when the particle
possesses a given y-directed velocity component u(t), a
shorttimelateritislikely to haveavelocity of similar mag-
nitude and sign, v(t 4 t). The velocity covariance can be
formed for the particle as the mean of the product of the
two velocities.

covariance = v(t) - v(t 4 1) 27)

where

lim v - vt +7) = v()? (28)

If there are no organized flow structures such as stand-
ing waves present, after a long time the two velocities
become independent of each other, and essentially any
resemblance to the original velocity v(t) is a pure coin-
cidence. Under these conditions the covariance becomes
the product of the mean of the two velocities.

IiLr?)v(t) St 4+ 1) =) v+ 1) (29

where v(t) =0 and v(t + t) = 0 by definition. Note also,
since the process is stationary, the covariance is indepen-
dent of whatever timet is chosen for the basis of calcu-
lations, which implies that the velocity covariance is an
even function.

The autocorrelation function is chosen to be a nondi-
mensional function of the covariance. Thus,

v(t) - vt + 1)

R(7) = — = (30)
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Note that lim,_.x R(r) = 0.0 and for all =
-10=<R(r) <10 (3D

It has become customary to identify (y2)*/2 with oy, the
width of aplume at afixed value of downwind distance x.
Since y2 refersto particles diffusing after afixed diffusion
time, thisisonly an approximation. However, itisauseful
approximation, and we can write

doye  dy? dy

and then
doye vt
_2 / SOv 1) dit (33)
dt 0

Replacing v2 with o2, Eq. (30) can be substituted into
Eg. (33), producing Taylor’s equation:

t t
02 = 207 R(t') dt’ dt (34)
y ! 0 JO

2. Some Approximations

For small diffusiontimesatt — 0, R(t) — 1.0and Eq. (34)
becomes

af ~ ot? (35)
or
oy 1

For large diffusion timest — oo, and

t
/ Rt)dt' — T
0
where T isaconstant known as the time scale.
oF ~ 202Tt (36)
or
oy X t1/2

If we now assumethat R(t) can take a simple exponen-
tial form

t
R(t) = —= 7
=eo(-1) @
then from Eq. (34),
t t
ol(t) = 203T2[? -1+ exp(—?>] (39)
Now define afunction of (t/T) such that

t o T[t t\ 42
fu[ =)= 2L =2"2—| - -1 —
y(T) ot f| T TR T

(39)
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FIGURE 2 Earth-boundary problem.

B. Gaussian Diffusion
Formula—Continuous Release

1. Surface Releases

The spatia distribution of concentration is expressible in
terms of the shape of the crosswind and vertical concen-
tration profiles. These profiles are expressed in terms of
their dimension oy, defined in the last section, and o,
which can be similarly defined. The parameters oy and o,
in this case are standard deviations of the concentration
distribution.

The continuity eguation can then be written as a
function of wind speed u(z) and the source strength or
emission rate Q.

+x et
Q =/0 /_O( u(c(x, y, z)dydz (40)

where c¢(X, Y, z) is the concentration distribution. For a
ground level release, where the variation of wind speed
with height is neglected, the Gaussian formulation that
follows satisfies Eq. (40).

2 2
{if55)]

2. Elevated Releases

Clx.y.2) = mwloyo;
yOz

M ost continuous sourcesthat we deal with arelocated near
the earth’s surface. Thus eventually the plume will inter-
sect the earth, and we are then forced to account for this
physical barrier to the flux. The problem has usually been
handled by borrowing the virtual image source technique
from heat conduction studies. It is assumed that an iden-

tical virtual sourceis located symmetrically to the actual
source with respect to the ground, as shown in Fig 2. The
resultant equation is

Q 1y
2m Ooyo, eXp|:_2(ay> :|

Clx.y.2)=

n exp[—%(ziz'4 )2]} @)

In this formula, H represents the height of the source
above the surface. The formula predicts that the concen-
tration is zero at the source and remains effectively zero
for some distance from the source. It then rises rapidly to
amaximum and thereafter falls off to approach the curve
for surface release asymptotically.

If the wind speed 0 should go to zero, the concentra-
tion predicted by formula (42) would approach infinity. In
practice, calculationsarelimited in calm winds conditions
to 0= 0.5 m/sec.

C. The Accuracy of the Gaussian Plume Model

The accuracy of the Gaussian diffusion model hasbeenre-

viewedinanote prepared by the American Meteorol ogical
Society 1977 Committee on Atmospheric Turbulence and
Diffusion. The Committee estimates can be summarized
asfollows:

1. For models discussed above, employing sigma values,
estimating concentrationsin ideal circumstances
where there is uniform terrain, steady meteorology,
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with source and ambient parameters measured by
research-grade instruments, the observed maximum
downwind ground-level concentration value should be
within 10-20% of that calculated for a ground level
source and within 20-40% for an elevated source.

2. In most real-world applications for which the
controlling meteorological parameters are measured
from atower, conditions are reasonably steady and
horizontally homogeneous (less than ~50%) variation
from the spatial and temporal average during the
experiment) and no exceptional circumstances exist
that could affect the atmospheric dispersive capacity
in ways not accounted for by the model, accuracy
within afactor of 2 can be expected.

Some important meteorological circumstancesthat can
be classified exceptional are as follows:

1. Aerodynamic wake flows of all kinds, including
stack downwash, building wakes, highway vehicle wakes,
and wakes generated by terrain obstacles

2. Buoyant fluid flows, including power plant stack
plumes and accidental releases of heavy, toxic gases

3. Flows over surfaces markedly different from those
represented in the basi ¢ experiments, including dispersion
over forests, cities, water and rough terrain

4. Dispersion in extremely stable and unstable condi-
tions

5. Dispersion at great downwind distances (greater than
10-20 km)

In addition, any physical or chemical process, such as
chemical reaction, dry deposition, resuspension, or pre-
cipitation scavenging, produces additional uncertainties
in model predictions.

D. Summary of the Method of Application
of the Equations

1. Determine stability conditions from Pasquill-
Gifford table or by Turner’s method.

2. Estimate values of o, and o, as afunction of down-
wind distance and stability classfor stated averaging time.
(A set of measured values must be available. See the next
section.)

3. For short stacks and for ground level sources, mea
sure O at an elevation of 10 m. This 0 may be used for
downwind dispersion distances up to 1.0 km.

For tall stacks or for downwind dispersion distances
greater than 1.0 km, 0 should be determined at the mean
height of the plume or averaged through the vertical extent
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of the plume. Equation (24) could be used to calculate the
effect of atitude on wind speed.
It has become the practice to set 0 to the value it would
have at stack height, using Eq. (24) to adjust the wind
speed from the measured height.

Set 0 =0.5 m/sec for calm winds.

4. Determine source strength Q and effective stack
height H.

5. Calculate time-averaged concentration. The averag-
ing time is the same used to determine the o values.

IV. DIFFUSION COEFFICIENTS

Diffusion coefficients or sigmavalues must be determined
by measurement. Several significant studieshavebeen car-
ried outinwhich valuesarereportedintheliterature. Time
permitting, it is reasonable and most accurate to measure,
at the site of interest, the meteorological parameters re-
quired to determine the sigma values. Research-grade in-
strumentation is required, but it is not complex for level
terrain with grass or agricultural ground cover and very
few obstacles in the path of the diffusing materials. The
more complex the surrounding terrain and buildings be-
come, the more complex the instrumentation must be to
carry out the necessary measurements.

To make an estimate of oy, or o, the stability class
must first be determined. The two typing techniques of
Pasquill-Gifford and Turner discussed previously can be
used. Then a series of curves or formulas are referenced
to find valuesfor oy, and o, asafunction of stability class,
downwind distance, and averaging time. For the values of
Ty and T, that follow, averaging time should be considered
tobel hr.

Figure 3 presents a series of curves adapted by Gifford
from areport of an experimental program to determine oy,
and o,. Work was not carried out beyond about 1.0 km,
and the curves are very tentative beyond that distance.

Because calculators and computers are in widespread
use, an analytical formulais possible and most desirable.
Briggs hasmade use of several setsof experimental curves
and theoretical concepts regarding asymptotic limits to
produce the formulasin Table V1.

Previoudly, Eqg. (39), atheoretical formulafor oy, was
developed from astatistical model. Taylor’swork suggests
that formulas for oy and o, similar to Eq. (39) can be
written as follows:

X
o =O’9Xf <_—) (43)
Y \aTy
X
(72 - Uexfz<u__|_z> (44)

where
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FIGURE 3 (a) Horizontal dispersion coefficient as a function of downwind distance. (b) Vertical dispersion coefficient

as a function of downwind distance.

(45)

(46)

O =

ol@ =2

and the diffusiontimet = x/Q.

Then oy, and o, are completely determined by observa-
tions of oy and o, the standard deviations of the wind
direction fluctuations in the horizontal and vertica di-
rections, respectively. These quantities can be determined
from wind bivane measuring instruments, which respond
to both vertical and horizontal fluctuations.

An empirical relationship for f, has been developed.

fy = (1+0.031x%%)"1 for x <10*m (47)

fy = 33x /2 for x>10m  (49)

A universal function for f, is difficult to determine
since few data are available on vertical concentration
distribution.

V. PLUME RISE

A. The Effects of Density Differences
on Atmospheric Diffusion

Up to this point we have been dealing with diffusion as
if the plume did not exhibit a density different from that
of the surrounding air. Most chimney plumes, especially
thoseresulting from combustion processes, are made up of
gaseswhose compositionisvery similar to air. Thedensity
difference comes about due to the higher than ambient
temperature in the plume. This higher temperature causes
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FIGURE 3 (Continued)

the plumes to be buoyant and induces the phenomenon
called plumerise.

Some plumes are emitted at about ambient temperature
but are made up of gases whose composition and density
are much different from the surrounding air. These gases
possess apositive buoyancy if they arelighter than air and
a negative buoyancy if they are heavier than air. In either
case, the plume has a momentum due to the velocity of
emission aswell asbuoyancy. The momentum contributes
to plumerisein theinitial stages close to the chimney.

Theeffect of buoyant or negatively buoyant plumegases
ondiffusionisto

1. Introduce a systematic vertical motion that affectsthe
randomness of the turbulence,

2. Influence the energy chain of the turbulent motions,
and

3. Influence the bodily mation of the whole plume, thus
altering the effective emission height to be used in the
diffusion models.

Itisusual to write the effective emission height asthe sum
of the actual height of the chimney hg and the plumerise
Ahas

H =hs+ Ah (48)

It is assumed that the plume is emitted with a velocity
sufficient to escape the downwash effects of the wake be-
hind the chimney. It is also assumed that the chimney is
of sufficient height, and the terrain is sufficiently level, so
that the effects of buildings and terrain can be neglected.
Upon leaving the chimney, the plume usually encounters
a crosswind which causes the plume to bend. The effect
on the plume can be described in the following stages:
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TABLE VIl Formulas Recommended by Briggs (102<x
<10* m)

Pasquill
type ay,m oz,m
Open-country conditions
A 0.22x (1 4 0.0001x) /2 0.20x
B 0.16x (1 4 0.0001x) /2 0.12x
c 0.11x (1 4 0.0001x) /2 0.08x (1 4 0.0002x)~1/2
D 0.08x (1 + 0.0001x) /2 0.06x (1 + 0.00015x) /2
E 0.06x (1 + 0.0001x) /2 0.03x (14 0.0003x)~*
F 0.04x (1 4 0.0001x) /2 0.016x (1 + 0.0003x)~*
Urban conditions
A-B 0.32x (1 4 0.0004x)~1/2 0.24x (1 + 0.001x)~%/2
C 0.22x (1 + 0.0004x)~1/2 0.20x
D 0.16x (1 4 0.0004x)~1/2 0.14x (1 4 0.0003x)~1/2
E-F 0.11x (1 4 0.0004x)~1/2 0.08x (1 4 0.00015x)~%/2

Initial or Jet Phase. Asthe plume beginsto bend inthe
crosswind, the vertical momentum is nearly all converted
to horizontal momentum. This action takes place within
a distance of about three to five stack diameters above
the stack. During the process the mass increases about 30
times due to the vigorous mixing. The upward vel ocity of
the plume persists due to buoyancy.

Thermal Phase. In the thermal phase, mixing is due
to self-generated turbulence. The plume retains a smooth
shape and continues to show a moderate rise. The most
dominant effect determining the path of the plume center-
lineisthetotal excess heat of the plume.

Breakup Phase. It has been observed that plume rise
continues after the thermal phase, progressing to a situa-
tion in which atmospheric turbulence begins to dominate
the mixing. At this point there is a breakup of the plume
into distinct parcels, with a nearly stepwise increase in
plume diameter. The effect is more pronounced in strong
turbulence.

Diffuse Phase. Finally, far enough downwind, the
plume appears again to attain some cohesiveness, though
it is now large and more diffuse. Atmospheric turbu-
lence continues to dominate, but growth of the plumeis
slow.

Thecontinuing rise of apositively buoyant plume effec-
tively increases emission height and reduces subsequent
ground level concentrations. Ground level concentrationis
roughly proportional to the inverse square of the effective
emission height. Thus aplume rise that doubles the effec-
tive emission height reduces ground level concentration
by about a factor of four. It is apparent that the accurate
prediction of plume riseis most desirable.

Atmospheric Diffusion Modeling

B. Plume Rise Formulas

There have been many plume rise observations, with the
purpose of devel oping a correlation between chimney and
meteorological variables. At best, observation of plume
riseisdifficult dueto turbulencein the atmosphere, which
causes unpredictable fluctuations of the plume. Therefore,
much of the data are erratic, and most of the empirical
relations are valid only for the particular chimneys for
which they were devel oped.

It is generally agreed that the equations prepared by
Briggs are most representative of the greatest number of
situations. Briggs was careful to study each set of data
and to employ the widest possible conditions in devel op-
ing his correlations. These equations form the basis of all
of the U.S. Environmental Protection Agency computer
algorithms. It is also assumed that the plumes are unaf-
fected by building wakes or stack-tip downwash.

The equations under subsections 1 and 2 following are
recommended for plumes dominated by buoyancy. The
buoyancy flux parameter is defined as

d2 Ta

F =gV 2 (1 Ts) (49)
where g is the acceleration due to gravity, 9.8 m/sec?, Vs
efflux velocity of the plume from the top of the stack in
m/sec, ds inside diameter of stack at the point of plume
efflux in meters, T absolute temperature of stack gasesas
emitted in K, and T, absolute ambient air temperature in
K. It is assumed that the plume rises through the thermal
phase and then ceasesto rise. The final plumerise and the
distanceto the final plumerisein metersare calculated as
follows:

1. For buoyancy dominated plumes, unstable or neutral
conditions A, B, C, and D,
X* = 34F%°
x* = 14F%/8

for F > 55 m*/sec® (50)
for F < 55 m*/sec® (51)

Distancetothefina rise=3.5x* inmeters. Thefinal plume
riseis

1.6FY/3(3.5x*)%/3
Ah = LOFTESX)T (52)
a
For distances less then 3.5x*m,
LBFY/3(x)?/3
Ah = % (53)

2. For buoyancy dominated plumes, stable conditions
E and F, the stability parameter is used.
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If (A6/AZ) isnot given, use

0.02 K/m for E stability
0.035 K/m for F stahility

The plumeriseis given by,

Ah = 2.6(F/as)Y/3 (55)
and the distance to find riseis:
a
X =207 (56)

When the stack gas temperature is greater than the am-
bient air temperature, it must be determined whether the
plume rise is buoyancy dominated or momentum domi-
nated. For this purpose a crossover temperature (AT). is
calculated.

3. For momentum dominated plumes, unstable or neu-
tral conditions A, B, C, and D, the form of the equation
for (AT). isdetermined by the value of the buoyancy flux
parameter F, Eq. (49).

For F lessthen 55,

(AT) = 0.0297TsVs"* /dZ° (57)
For F equal to or greater than 55,
(AT)e = 0.00575TsVE" /dg° (58)

When AT = Ts— Ty islessthan (AT)c, theassumption
is made that plume rise is dominated by momentum. For
plumes dominated by momentum in unstable and neutral
conditions, the plumeriseis calculated from,

Ah = 3dsVs/0 (59)

4. For momentum dominated plumes, stable conditions
E and F, the stability parameter s, Eq. (54) is used.

For the case where the atmosphere is stable, the
crossover temperature is calculated from:

(AT)e = 0.01958T,Vss/? (60)

Once again if AT islessthan AT, the plumeriseis as-
sumed to be momentum dominated. In this case of astable
atmosphere, the plume riseis calculated from:

Ah = 15[V2d2T,/(4Ts0)]" sV (61)

Equation (59), for unstable-neutral momentum riseisalso
evaluated. The lower result of these two equationsis used
as the resulting plume rise. Since momentum rise occurs
quite closeto the point of release, the distanceto final rise
is set equal to zero.

VI. ACCIDENTAL RELEASES OF MATERIAL
TO THE ATMOSPHERE

A class of problems that has drawn recent interest deals
with accidental releases of material to the atmosphere.
Twotypesof accidental rel easesare of primary concern. A
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catastrophic ruptureof apipelineor avessel, or aspill from
avessdl, canproducearel easethat lastsfrom afew seconds
to afew minutes. This results in a burst of materia or a
puff-type release. Gases or liquids may leak from around
seals, pipe joints, and valves or from cracks or holes in
vessels. This type release may start Slowly and increase
in size. High pressure releases of both gasses and liquids
from pressurerelief valves or pressure seal ruptures could
occur. These high pressure releases may be accompanied
by flashing of the fluid to a vapor-liquid mixture. If this
kind of areleaselastsfrom 10 min to half an hour or more,
it could be described as a small continuous release.

To model accidental releases of the kind described
above requires both a source emission model and atrans-
port and dispersion model. When an accidental source
emission occurs, the initial emission and acceleration
phase gives way to aregime in which the internal buoy-
ancy of the puff or plume dominates the dispersion. This
regimeis followed by transition to aregime in which the
internal turbulence dominatesthedispersion. Thereisthen
atransition from dominance of internal buoyancy to dom-
inance of ambient turbulence. Models describing source
emissions are beyond the scope of this article. This arti-
clewill describe only the transport and dispersion models
where ambient turbulence dominates.

Two types of dispersion models are used to describe
these releases when the puff or plumes are neutrally or
positively buoyant. When thereisan instantaneousrel ease
or aburst of material, we make use of apuff model. Inthis
model the puff dispersesin the downwind, crosswind, and
vertical directions simultaneously. Computer codes writ-
ten for puff models usually have the capability of tracking
multiple puff releases over a period of time. When the
release rate is constant with time, the puff model can be
mathematically integrated into acontinuousmodel. Inthis
case, dispersion takes placein the cross wind and vertical
directions only. The mathematical expressions are those
discussed in Section 111. The dispersion coefficients used,
however, may differ from those described in Section IV.
Plume rise equations from Section V for positively buoy-
ant plumes may be used in conjunction with these dis-
persion models. The equations of current modelsindicate
that they are well formulated, but the application of the
models suffers from poor meteorol ogical information and
from poorly defined source conditions that accompany
accidental releases. Thus, performance of these models
is not adequate to justify their use as the sole basis for
emergency response planning, for example.

A. Instantaneous Puff or Dispersion Model

To determine concentrations at any position downwind of
aninstantaneous source, thetimeinterval of travel after the
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time of release and the diffusion in the downwind, lateral,
and vertical directions must be considered. A suggested
equation to estimate downwind puff concentration from
an elevated release at height H is:

_2Qr 1/x—at)’
€= (27)%20y0y0, eXp|:_2( oy > :|

2 2
X exp[—}<l) } exp[—}(ﬂ> } (62)
2\ oy 2\ oy
Here Qt represents the total mass of the release, the o’s
refer to dispersion coefficientsfollowing the motion of the
expanding puff, and the 2 in the numerator accounts for
assumed ground reflection, which is consistent with the
continuous plume models. Notethat thereisno dilutionin
the downwind direction by the wind. The wind serves to
move the centerline of the puff in the downwind direction.
This motion is accounted for by the product 0 - t term in
the exponentia involving oy. In the term G - t, t is the
time after release and 0 is the average wind speed in the
x direction. Thus, 0 - t isthe distance down wind the puff
has traveled after release.
The total exposure that would be experienced bv a
ground level receptor at a point (X, y, 0) is given by

Cror = / C(X —at, vy, 0) dt (63)
X/0
Assuming that the puff passes rapidly overhead, oy and
oz Will be constant during the integration. Furthermore,
diffusion along the x-axisisneglected by comparison with
the mean wind resulting in

_ Qr 1(y? 7
Cror = . exp|: 2(02 T3 (64)

Thisequation hasthe ssmeform asEq. (41). However, the
o ’snow should beval uesrepresentative of puff dispersion.

B. Dispersion Parameters for Puff Models

The Pasquill-Gifford dispersion parameters as repre-
sented by Fig. 3 have been used in some agorithms to
represent puff dispersion coefficients. There is a set of
coefficients due to Slade which result in significantly re-
duced spread of the plume and cal culated centerline con-
centrations which are greater than those found from the
Pasquill-Gifford parameters of Fig. 3. The Slade coeffi-
cients are presented in Table VIII. Much less is known
about diffusion in the downwind direction than in the lat-
eral and vertical directions. Thus, thereisno good estimate
of ox, and it is customary to assume that it is equal to oy.

Atmospheric Diffusion Modeling

TABLE VIII Estimation of Dispersion Parameters

Approximate

Downwind distance !
—  power function

Parameter  Condition 100 m 4000 m (X in meters)
oyinm Unstable 10.0 300.0 0.14(x)%-92
Neutral 4.0 120.0 0.06(x)0-92
Stable 13 35.0 0.02(x)%89
ozinm Unstable 15.0 220.0 0.53(x)%73
Neutral 38 50.0 0.15(x)%-70
Stable 0.75 7.0 0.05(x)%-61

C. Momentum Dominated Jets

A model has been developed for momentum dominated
releases. Hereit isassumed that thereleaseisajet pointed
either upward or downward. Thejet must be perpendicular
to the wind flow and there must be no obstructions to the
wind flow. It is assumed that choked flow exists and that
therel ease reaches sonic flow at the point of emission. The
rise of the jet can then be calculated from the following
equation.

Ah = 2.4(Vsds/0) (65)

It was found that the jet will expand at such arate that its
radius equals about 0.4 times its distance from its source.
Therefore, a horizontal jet inhibited by the ground would
not be well represented by this model. Also, this equation
cannot beusedif thejet directly impingesupontheground.

D. Elevated Dense Gas Releases

Afteritsinitial rise dueto momentum, adense gas puff or
plume will begin to sink. Eventually the plume centerline
strikes the ground surface.

The available models for dense gas rel ease trgjectories
are much more complex than the models previously dis-
cussed in thisarticle. Thefollowing model may be applied
to dense gas releases for downwind distances of no more
than a few hundred meters. In this region, internal turbu-
lence will dominate over ambient turbulence.

First calculate the initial jet Richardson humber Ri,
from the following equation to determine if the gas is
dense enough to have a significant effect on the plume
trajectory.

Rio = gVsds((ps — pa)/pa) /U3 (66)

Inthisequation, u, istheambient friction vel ocity roughly
equivalentto 0/15 for wind measured at 10 m and arough-
ness factor of 1.0 cm, pgistheinitial density of the gases
released, p, isthedensity of theambient airanddsandV g
are theinitia release diameter and velocity. If Ry > 1.0,
the density effects will be important.
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Themodel predictsthefollowing maximum initial rise:
Ah/ds = 1.32(Vs/0)"*(ps/ pa)?

x (v3ps/(dsg(ps — pa))°  (67)

The downwind distance xg4 to touchdown is given by the
relation:

Xg/ds = (VsOps/(dsQ(ps — pa))) + A (68)
where

A = 0.56((Ah/ds)®((2 + hs/Ah))* — 1.0)

_ 2
x (@ps/(dsgVs(ps — pa)))” (69)
and hs/Ah istheratio of stack height to maximum rise.
The ratio of maximum concentration Cpa @ a given
downward position to the initial concentration C, at the
point of maximum riseis given by:
Crax/Co = 1.688(Vs/0)(Ah/ds) % (70)
The same ratio at the point xg is given by:

Cmax/ Co = 9.434(Vs/0)((hs + Ah)/ds)™*%  (71)

1/2

E. Dense Gas Releases at Ground Level

Perhaps the magjority of accidental releases are at ground
level or near to the ground surface. Inthis case, the models
reviewed previously are not applicable, and a new set of
model sinvolving densegasslumping arebeing devel oped.
The tendency of a dense gas to slump when spilled on a
ground surface is similar to the spread of thick molasses
on atable top. It should be noted that gases like ammonia
with molecular weights near that of air and which are thus
usually considered buoyant, will slumpif emitted asacold
cloud. The mgjor factor hereis density and not molecular
weight.

Slumping is not the only problem that must be consid-
ered when dealing with surface spills. Most dense clouds
contain aerosols which require the following phenomena
to be model ed:

 Evaporation and condensation of liquid dropsin the
cloud.

» Heat and mass transfer with the underlying surface.

 Radiation flux divergence.

e Chemical reactions.

Furthermore, materials with lower volatility may diffuse
or seep into the soil before evaporating.

There are model s avail able to account for these effects.
However, at this writing they are not sufficiently devel-
oped towarrant inclusionin thisdiscussion. Someof these
available models are extremely complex, requiring large
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computer codes and involving long run times. Discussion
of these modelsis beyond the scope of this article.

VII. CALCULATED CONCENTRATION
AND AVERAGING TIME

For the purposes of calculation, averaging timeisusually
divided into two major periods, a short term of one day
or less and long time periods of one month or more. The
most common short-term averaging periodsused are 24 hr,
8 hr, 3 hr, and 1 hr. For long-term averaging, aperiod of a
month, a season (3 months), or ayear is most frequently
employed.

A. Short-Term Averaging Time Corrections

The Gaussian estimation formulas suggested for deter-
mining concentration are time-averaging equations. The
concentration calculated depends upon the sampling or
averaging time associated with the values of the disper-
sion coefficients used. Freguently it is desired to estimate
concentrations for other sampling times. A power law is
suggested as a possible conversion law for usewith single
sources and averaging times of 24 hr or less. Thus,

- A P

Cs=Ck| — (72)
ts

where C; isthe concentration for timets, Cy, concentration

for time t, ts longer averaging time, tx shorter averaging

time, and P power. Vaues of P have ranged from 0.17-
0.75. The suggested value is 0.17.

B. Long Time Period Averaged Concentration

The time-averaged ground level concentration, as given
by Eqg. (42), isintegrated in the crosswind.

_ [e'9) 1 2 H 2
o[ e (2 ()
o TOyoZl 2(\o; 0z

(73)

. 212Q 1/H\?

Copy = — = i 74
N 72650 exp[ 2<<fz> (")
To determine the concentration due to a wind blow-

ing from a particular sector over a long period of time,

Eq. (74) is divided by the width of the sector at the dis-

tance x. Within a sector it is assumed that the wind direc-

tions are distributed randomly over the averaging period
and that the effluent is distributed uniformly in the hori-
zontal plane. For a 16-point wind rose, the sector angle

is360/16 = 22.5°, and the sector width isthus (277 /16)x.
Thus the long-term average in any sector becomes
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- 2\ Q 1/H\?
Cu®)= (E) 0,0(27x/16) exp|:—§<0—z> }
(75)

For sourcesthat emit continuously over along period of
time—monthly, seasonal, or annual—average concentra-
tion isopleths can be calculated. In addition to dispersion
coefficient data, stability frequency of occurrence infor-
mationisrequired. For agivenstability class S, wind speed
class u, and sector 8, multiply Ccw by the frequency f,,
the fraction of time that the wind blows toward the sector,
thus,

_
0,0(27%/16)

X exp[—%(%)z} (76)

The net average concentration is then obtained by sum-
ming the long-term averages for each sector from each
stability class and wind speed.

Cner = Z Z ZCLT(Qa u,S) (77)
TS

Thismodel can beemployed for single or multiple sources
or for large-area sources.

2\ 1/2
CLT(Q, u, S) = fn(Q, u, S)(—)
T

VIIl. ATMOSPHERIC CONCENTRATIONS
WITH DIFFUSION CEILINGS

A. Diffusion Ceilings Defined

When a stable layer of air exists near the surface of the
earth, the effect is to produce a diffusion lid and thus to
restrict the vertical speed of pollutants. A well-known ex-
ample of the phenomenon is the morning haze layer over
cities. This haze layer consists of particulate and gaseous
emissions that react to form small particulates. On win-
ter mornings, the haze layer is particularly noticesble due
to the strong radiation inversion and to the emission into
the inversion layer of products of combustion from space
heating. In the early morning just at dawn, the layer of
smoke can be noticed around rooftops, close to the alti-
tudewhereit wasfirst emitted. Thisisdueto the very poor
vertical mixing in the stable air of theinversion. the top of
the haze layer may even be below the altitude of the top
of theinversion layer. Asthe sun comes up, mixing of the
smoke layer near the ground is noticed because the inver-
sion layer breaks up beginning near the surface. Later the
vertical mixing of the pollutant diminishes the haze layer,
and it may vanish.

Many timesdiffusion lidsresult from astablelayer al oft
which effectively traps plumes below in a relatively un-
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stable region of air near the surface of the earth. Mixing
by diffusion proceeds in this unstable air. However, the
stable layer aoft limits the diffusion upward much as the
ground limits the diffusion downward.

The model developed to account for the mixing under
either type of stablelayer employstheideaof completere-
flection from the diffusion lid, asin the case for the plume
contacting the ground. Now that the plume is trapped be-
tween lid and bottom, multiple reflections are allowed for
in the model. Thus the continuous point source model
becomes

o~ 20 2
+ exp{_%(Z;H )2] + ET} (79)

Bl =[]

1<2+H—2nL>2_
+expl —z| ——mm—
2 oy
[ 1(Z—H+2nL>2_
+expl —z| ——m—
2 o5
[ 1/z4+H+2nL\?]
+ exp ——(7> } (79)
2 oy

and L is the height of the stable layer. The number of
reflections is given by n, where n=4 is sufficient to in-
clude all theimportant contributions. Lacking ameasured
value of L, the mixing depth previously defined isagood
value to employ in the equations. It should be noted that
in the limit as n becomes infinitely large, Et can be re-
placed by an integral from n =0 to n = oco. The result of
the integration is such that at ground level

. Q 1(y)°
r!Lng<C ~ (27)Y20yL0 eXp|:_§<rr_y> :| (80)

B. Plume Trapping

In the case of plume trapping by a very deep inversion
or by an upper air subsidence inversion when L is very
large, it has been assumed that the number of reflections
isreduced to one. Thus, at ground level on the centerline,
the equation describing plume trapping would be
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C. Fumigation

N

=

Fumigation describes the rapid downward mixing to the
ground of material aloft that has accumulated during a
period of strong atmospheric stability. Under a strong in-
version the plume was described as fanning. Thus fumi-
gation usually describes the condition that results during
the breakup of a fanning plume formed during a noctur-
na inversion. A model for ground level concentrations
can be determined by integrating the equation for aver-
age concentrations including the ground reflection term
from z=0 to z= o0 and then considering the material
in the cloud to be distributed uniformly through a layer
of height L. The equation is thus the same as devel oped
previously for the diffusion ceiling problem:

. Q 1/y\°
Cr= (27)"20, L0 ex'o[_ §<a_y> } (82)

D. Possible Algorithms

Faced with the necessity of computing ground level con-
centrations when a diffusion lid exists, there are several
possible algorithms. One of the earliest algorithms em-
ployed was based on the assumption that a plume edge
could be defined. The usual assumption is that the plume
extends vertically to the point at which the concentration
is 1/10 that found at the maximum on the plume center-
line. At this point, the plume has a halfwidth of 2.150,.
The distance to this point defined as x, occurs when

H + 2150, = L (83)
or
o, = 0.47(L — H) (84)

Uptothe point x._, Eq. (42) isused to calcul ate concentra-
tions. After adistance equal to 2x, , it is assumed that the
plumeis completely mixed inthe vertical, and Eq. (82) is
used. Between x, and 2x, , and arithmetic mean of thetwo
equations proportional to the fraction of the distance be-
tween 2%, and X, is used; or on a concentration distance
plot, the two end points are simply joined by a smooth
curve.
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Another similar algorithm has been proposed with Eq.
(42) being used in stable conditions or for unstable condi-
tions with unlimited mixing. When mixing is limited by
alayer L unitsin depthwith o, > 1.6L, Eq. (78) is used,
and for o, < 1.6L Eq. (82) isused, Incase H and Z are
both greater than L, then C =0.

IX. MULTIPLE SOURCES AND
RECEPTORS

A. Multiple Stacks in Line

When N equivalent stacks are located close to each other,
for instance, in line, it has been found that the concentra-
tion effect of themultiple stacksislessthan that of thesum
of theindividual stacks; that is, the resultant concentration
islessthan N times that of a single stack concentration.
The centerline concentration calculated on the basis of a
single stack is multiplied by the factor N#/°,

B. Multiple Sources and Receptors

The effect at a single receptor from multiple sources is
accounted for by adding up the concentrations as calcu-
lated for each individua source. Thus it is assumed that
the superposition principle applies. When there are also
multiple receptors, the effect of multiple sources is ac-
counted for similarly at each receptor. While there are
more than two ro three sources and two or three receptors,
the use of adigital computer to carry out the calculation
is recommended.

C. Concentration Isopleths

To calculate concentration isopleths, it is recommended
that a coordinate grid be laid out to cover all sources and
receptors. The origin of the grid should be taken as the
southwestern most source or receptor. Sinceadigital com-
puter program is virtually required for such a calculation
if more than one sourceis present, the grid spacing can be
relatively small. One hundred grid points would probably
be a maximum. Calculation of the concentration at each
grid point is carried out, and the effects of each source are
added at each grid point. With the concentration known at
each grid point, theisopleths can be drawn in by eye or by
agraphic plotter. The results are particularly useful when
siting ambient monitoring instruments.

X. DESIGNING A CHIMNEY TO LIMIT
GROUND-LEVEL CONCENTRATIONS

The models discussed up to this section are an idea-
ized picture where the wind-speed profile is uniform, the
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temperature gradient is constant, and, thus, turbulence
is constant over the whole of the plume. Application is
to relatively flat or gently sloping terrain with no ob-
structions and in which aerodynamic wakes are not in-
fluential. The stability imposed remains constant in both
the vertical and horizontal directions. Moreover, other
than the earth-boundary problem, no effects of chimney
downwash, building, or terrain have been discussed. Real
plumes encounter varying layers of stability, downwash
behind the chimney, and effects of buildings and terrain.
However, many applications require treatment of situa-
tionswhere effective emission heightsare low enough that
the plumes may be influenced by aerodynamic effects of
building and terrain located very closeto the source. Also,
the wind passing over a chimney will cause wake effects
behind the chimney that may result in lowering the effec-
tive height of the emission.

The problems mentioned above are due to the separa-
tion of flow around a building or behind a chimney. In
the flow of fluids past objects and through orifices or sim-
ilar restrictions as between buildings, fluid vortices are
shed periodically downstream from the object. Objects
subject to this separation phenomena include chimneys,
tall columnsin chemical processing plants, pipe galleries
suspended above ground, electrical transmissions lines,
etc. These vortices could cause vibrations in the struc-
tures if the frequencies are near the natural frequency of
the structure. The vibrations could result in sound waves
being generated or, in the worst case, damage to the struc-
ture. Atmospheric dispersion effects can result in the cav-
ities that form behind buildings and hills. In this section
wewill discussthese effectswith an eye toward designing
an actual chimney.

Chimney design is set through the Good Engineering
Practice (GEP) requirements of EPA. The document enti-
tled “Guidance for the Determination of Good Engineer-
ing Practice Stack Height (Technical Support Document
for the Stack Height Regulation),” June 1985, EPA, Of-
fice of Air Quality Planning and Standards, EPA-450/4-
80-023R, Research Triangle Park, North Carolina, pro-
vides the technical background for the specification of a
chimney. Of course, the higher the chimney, the lower the
downwind ground-level concentration will be. Therefore,
a maximum height to be used in dispersion calculations
from chimneys has been set. This height is 65 m mea-
sured from the ground-level elevation from the base of the
stack. Thisheight isthen modified according to the height
of nearby structures and significant terrain features. The
GEP rules do not limit the height to which a stack may
actually be constructed. Since chimneys do not require
Federal Aviation Administration lighting or marking be-
low 200 ft (61 m), modeling should first be done at a
maximum height of 200 ft to determine if ground-level
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concentrations permitted will be satisfactory. At thispoint,
even if the required modeling for a permit is satisfied, an
additional look at the chimney is required to determine if
all possible meteorological, building, and terrain effects
have been examined. These effects, which are usually not
required to be examined could result in serious air quality
standard violations even though the original chimney de-
sign met the required GEP and produced acceptable dis-
persion modeling results.

A. Principal Plume Models

Meteorologists have identified four principal models of
plumes. These plumes are designated as follows:

1. Unstable—Looping Plume

Unstable conditions are associated with highly convective
conditions and a high degree of turbulence. These plumes
tend to produce plumes which loop up and down very
vigorously. The plumes may touch the ground at irregular
intervals causing high ground-level concentrations at the
point of touchdown. However, these high concentrations
will be of short duration. The Gaussian Model, Eq. (42),
isapplied in thiscondition, but it is not as successful asin
the following neutral coning condition.

2. Neutral—Coning Plume

This plume occurs for neutral or nearly neutral atmo-
spheres. The cone point is at the top of the chimney, and
the plumethen spreads out moving downwind with afairly
regular shape. Equation (42), the Gaussian Model, with
the Briggs’ Plume Rise Model is best described by this
plume dispersing under neutral D conditions. However, in
addition to neutral category D, Pasquill-Gifford stability
categories B, C, E, and F aso produce plumes which are
approximately coning and can be described by Eq. (42).

Coning plumes which are buoyancy dominated in light
winds develop a relatively high plume rise. This results
in low ground-level concentrations. High winds cause
a greater spread of these plumes with greater dilution
and lower ground-level concentrations. Somewherein be-
tween a critical wind speed should exist which produces
the highest ground-level concentration.

3. Stable—Fanning Plume

Under stable conditions which occur most likely in the
early morning the plume is transported downwind as a
flat ribbon with some horizontal dispersion that gives the
plumes a fanning look. Vertical diffusion is so slow that
theground-level concentrationisnegligible. Theinversion
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will begin to break up as the morning progresses. Finally
the plumewill bewell mixed to the ground in high concen-
trationsasdescribed by Egs. (78), (79), (81), and (82). This
condition could produce some high ground-level concen-
trations within a narrow band width. These fumigations
do not persist more than 30-45 min, and thus this condi-
tion may not produce the most critical ground-level con-
ditions. In the case of high-level inversions the plume can
be trapped for a significant part of the day. High concen-
trations on the ground could result in this case, and from
tall chimneys trapping may result in the critical design
conditions. Eg. (81) appliesin this case.

4. Lofting

In the case when an inversion is established from the
ground up asin the late afternoon, the plume may be able
to penetrate theinversion. The plume can now diffuse up-
ward, but it is prevented from diffusing into the stable air
below. Thiscould be afavorable condition sincethe plume
wouldtend to diffuse away abovethe stablelayer resulting
in zero ground-level concentration. However, eventualy
the material in the plume above theinversion comesto the
ground and could cause a problem further downwind.

B. Locating the Maximum Concentration

As suggested in the case of coning above, there is a criti-
cal wind speed where the maximum concentration can be
found. For both looping and coning plumeswhere Eq. (42)
can be used to describe the plumes, a maximum concen-
tration can be found for each stability category by differ-
entiating the equation and setting the resultant derivative
equal to zero. The approximation formulasfound for max-
imum concentration and its location are useful in guiding
a more accurate determination by a point-by-point or a
grid search.

The maximum concentration must occur on the center-
line, and the ground-level concentration isdesired. There-
fore, both y and z are set equal to zero in Eq. (42) before
differentiation.

Because the maximization takes place in the downwind
direction x, exponential equations as a function of x, the
downwind distance, are used to represent oy, and o, re-
spectively.

oy = axP (85)
o7 = bx4 (86)
The effective emission height is aso a function of x
through its relation to plume rise Ah. The plume rise
Ah oc x?2 until the final plume rise is reached. Thus

in maximizing Eq. (42), it isassumed that the final plume
rise has been reached.
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Equations (85) and (86) are substituted into Eq. (42),
then EqQ. (42) is differentiated with respect to x and set
equal to zero. Theresult of this operation is to determine
the location of the maximum as

L N 87
X = [b\/(p+q)/q} &

The maximum concentration is then given by

o/ m)“’*‘“‘”ap _(P+a
[Cmaxu} _ q 2q

Q aH (p+a/20)

(89)

The right-hand sides of Egs. (87) and (88) are functions
only of the effective emission height H and stability that
determinesa, b, p, and g.

The simplest assumption about oy and o is that the
ratio oy /o, is a constant independent of x. This leads to
the more familiar equations for maximum concentration
and distance to that maximum

H
Xmax = X Where o, = ﬁ (89)
Chax 2 o5
= L= 90
Q erH? oy (%0

C. Chimney, Building, and Terrain Effects

Before much research had been done, simple rules of
thumb were used to avoid the problems of stack and build-
ing downwash. These models are reviewed here.

1. To Prevent Stack Downwash

Asthewind encounters any bluff object, awakewill form
on the lee side of the abject. Due to the boundary layer
effectsand theincreaseinlocal velocity around the object,
the pressurein thewake of the object must belessthan that
in the surrounding outer atmosphere. If the momentum of
an emitted smoke plume is not large, the low pressure
area can cause the plume to be sucked down behind the
stack in the aerodynamic downwash. Up to onethird of the
stack height may be lost in this manner. To be assured that
thesetroubles are avoided, the velocity of emission, V, of
the plume should be greater than 1.5 times the maximum
expected wind speed.

Vs> 1.50

2. To Prevent Building Downwash

The effect that aerodynamic downwash can have on a
building is to induce reverse flow that is shown by the
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velocity profile on the lee side of the building. Improp-
erly located stacks which are too short may provide an
effluent that will actually be sucked back into the build-
ings. To prevent such building downwash make all stacks
2.5 times the building height h, Material emitted at this
height is gjected into more or less unperturbed flow. As
a result significant dilution can occur before the plume
reachesthe ground so that ground level concentrationsare
reasonable.

hs > 25 hb

3. Flow Patterns Near Buildings

The separation of flowsin boundary layers along exposed
surfaces of bluff objectsiswell known in the study of fluid
mechanics. The separation is controlled either by geome-
try or by aerodynamic effects. If the separation lines are
not controlled by geometry, their locations tend to fluctu-
ate with variationsin the overall flow pattern.

Beforethe 1970sthe accepted conceptual model of flow
patterns near buildings was relatively simple. Recently
these models have become more complicated and accu-
rate. They show that the flow patternisastrong function of
obstacle geometry. The flow characteristicsinclude adis-
placement zonewhich exists upwind of the obstaclewhere
theincident fluid first becomes affected by the presence of
the obstacle. Within this zone the fluid attempts to travel
over and around obstacles, producing changes in wind
speed and wind direction. A pressure higher than ambient
will be measured at the front surface of theinterfering ob-
ject as the approaching wind decelerates. Since the wind
speed isalso afunction of vertical distance above ground
level, adownward directed pressuregradient will be estab-
lished near the upwind face to the obstacle. This pressure
gradient is responsible for the downward directed veloc-
ity that occurs near the front of the obstacle. At ground
level this downward flow must move out from the build-
ing causing the approach flow to separate from the ground
upwind of the building. This results in an eddy in front
of the lower portion of the windward side of the obstacle.
Above this windward eddy, the incident flow of the fluid
strikes the windward face of the obstacle. The fluid then
moves upward and/or to the obstacle’s side depending on
the proximity of the roof or the obstacle’s side edges. The
resulting viscosity-induced boundary layer separatesfrom
the exposed surface at sharp edges of the sides and roof
where the flow cannot follow the abrupt change in direc-
tion of the obstacle’s construction. The separated bound-
ary layers move out into the surrounding fluid as shear
layers. If the obstacle is sufficiently long, reattachment of
the flow to the obstacle’s outer surfaceswill occur at some
location downstream, and separation will eventualy oc-

Atmospheric Diffusion Modeling

cur again at the termination of the obstacle. If the obstacle
is not sufficiently long, reattachment does not occur, but
the separated layers curve inward toward the obstacle’s
surface feeding into a zone of recirculation that existsim-
mediately downwind of the body.

4. Dispersion Over Complex Terrain

Models for the assessment of environmental impacts of
air pollutants released in the vicinity of hills or moun-
tains differ somewhat from the normal bi-Gaussian plume
formula. Furthermore, there are two specific concerns as-
sociated with the release and transport of atmospheric pol-
lutantsin an areawith complex terrain. First, theimpinge-
ment of plumes on elevated terrain surfaces may result
in dangerously high ground-level concentrations. Second,
there is the possibility of unusualy long periods of stag-
nation within the atmospheric boundary layer in lower,
valley-likeregions. Several disastrousincidentsof thisna-
ture have occurred in the past.

The flow patterns and velocity distribution around ele-
vated complex terrain (hills, mountains, or ridges) need to
be understood before quantitative predictions of pollutant
dispersion can be made. The broad aspects of the structure
of these stratified flows include:

1. determining if the streamlines from upwind impinge
on the hill, go around the hill, or go over the summit
of the hill,

2. describing the region of the separated or recirculating
flow in the lee of the hill,

3. finding the effects of heating and cooling of the
surface.

Observations and model experimentation indicate that the
air flow over elevated terrain occursin approximately hori-
zontal planes around the topography. This observation has
been used to estimate the surface concentrations caused
by upwind sources of pollution. However, there has been
little experimental work or atmospheric data describing
how strong the stratification strength is required for any
given streamline starting below the top of the hill to be
deflected around, instead of over, the hill.

Xl. THE NEW MODELS

The models presented have their greatest use in regula
tory applications. These models do not require on-site
monitoring instrumentation. Rather, the meteorological
measurements used in the U.S. arethe routinely collected
data from the Weather Bureau Stations of the National
Oceanic and Atmospheric Administration frequently
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located at the major airports in the various states. The
United States Environmental Protection Agency (USEPA)
and environmental agencies charged with regulation of
air pollution in Western Europe have prepared a series
of computer algorithms based on these Gaussian Models.
The computer programs resulting from these algorithms
rely on classifying the stability of the atmosphere, usu-
ally with the Pasquill-Gifford method or amethod similar
to it. Then, depending upon whether the situation to be
examined is arura or urban setting, dispersion parame-
ters are selected which are functions only of the stabil-
ity and downwind distance. The processis simple, easily
applied, and the resultant concentration calcul ated is usu-
aly a reasonable estimate for most regulatory purposes.
Furthermore, since all emission sources controlled by the
USEPA or other governmental agencies use the same pro-
grams applied in the same way, everyone arrives at the
same answers. Also, avoiding the use of on-site instru-
mentation reduces the problems that would arise due to
the representativeness of the data and the maintenance,
sensitivity, and accuracy of the instrumentation.

A. Using Turbulent Statistics

These procedures for estimating dispersion have had a
long and useful life. It now appears that in the future
the use of improved procedures for making estimates of
dispersion from measured turbulent statistics will be em-
ployed. Crosswind dispersion for atime period t can be
estimated by averaging the wind direction 6 over moving
time-intervals of duration x/08 and using the following
relation:
Oy

; = [Uo]r,x/uﬁ (91)
where oy is in radians. From a limited number of field
measurements 8 has been estimated to be about 4.0. Mak-
ing these calculations will, of course, be dependent upon
making accurate measurements of the wind fluctuations.

Vertica dispersion from an elevated release can be es-
timated from the elevation angle ¢ of the wind using
% = [o4]e.x/08 (92)
Valuesof thevertical dispersion over thetimeperiod r can
beestimated by averaging valuesof ¢ inradiansover mov-
ing timeintervalsof duration x,/08 prior to the calculation
of Op-

B. Boundary Layer Characterization

Theinitial step taken by modelersinthe U.S. and Western
Europein moving away from the Gaussian Modeling pro-
cedure mentioned above has come in the attempt to more
precisaly define the planetary boundary layer. Then, the
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necessary values for the determination of the dispersion
parameters come from the characterization of the bound-
ary layer.

The atmospheric boundary layer has been visualized to
consist of threemajor divisions: theforced convection part
of the surface layer; then above this layer, the local free
convection part of the surface layer; and finally at the top,
the mixed layer. (See Section I, D and E.)

A dimensional analysis predicts that the flow proper-
tiesare functions of z/L, where z is the height above the
surface, and L is Monin-Obukhov length, L [Eg. (14)].
Field data support this theory. The mechanical production
of turbulent energy comes from the shearing action of the
mean flow, whereas the heating of the atmosphere adja-
cent to the ground produces the buoyant turbulent energy.
Therefore, the ratio z/L is a measure of the relative im-
portance of buoyancy versus shear effects. The stability
of the atmosphere can be judged from the ratio of z/L as
follows:

if z/L > 0 the atmosphereis stable,
if z/L =0 the atmosphereis neutral, and
if z/L < 0 the atmosphere is unstable.

When z/L < —1, buoyant production of turbulence is
greater than mechanical production of turbulence; when
z/L > —1 mechanica production of turbulence exceeds
buoyant production of turbulence; and when buoy-
ant production is negligible, and all the turbulence
is created by wind sheer, i.e,, mechanical turbulence;
—0.1<z/L <0.1

Furthermore, the quantities in the Monin-Obukhov
length scale are approximately constant throughout the
surface layer. Thislength scaleisthe dominant parameter
governing diffusion and the flux-gradient relationshipsin
the surface layer.

1. Forced Convection Part of the Surface Layer

In the forced convection layer, wind shear plays a dom-
inant role, and the Monin-Obukhov similarity hypothe-
sis applies. To develop their similarity theory Monin and
Obukhov idealized the field of motion that is frequently
used in the atmosphere near the ground. It was assumed
that all statistical properties of the temperature and veloc-
ity fields are homogenous and do not vary with time. The
steady mean motion was considered to be unidirectional
at all heightsin the x-direction. Second-order termsin the
equations of the field were considered to be negligible.
The scale of motion was considered to be small enough
to omit the Coriolis Force, and the radiative heat inflow
was neglected. In the surface layer the turbulent fluxes are
approximately constant at their surface values.
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2. Local Free Convection Part of the Surface Layer

If the Monin-Obukhov length, L, has a small negative
value owing to the increase of surface heat flux, or to a
decrease of u,, the friction velocity, or if z increases with
L remaining nearly constant, z/L can become quite large
negatively. Then, afree-convection-type layer exists. The
condition is termed local free convection where a wind-
less conditionisindicated in which al turbulent motionis
buoyant and created by strong surface heating.

With zgrowinglargewhile L remainsconstant indicates
that local free convection is attained by going far enough
abovethe surface but remaining in the atmospheric bound-
ary layer. Consequently in the local free convection layer,
Z continues to be a significant scaling parameter.

3. Top or Mixed Layer—Convective Velocity Scale

In this mixed layer the boundary layer height z; is the
controlling parameter. At night the air near the ground is
usually stably stratified with little or no turbulence above
the mechanically produced layer. This mixed layer isusu-
aly 10-100 m deep. On cloudy, windy nightsthelayer can
be deeper. During the daytime the air is normally strati-
fied above the convective boundary layer, which is 500~
2000 m deep in the afternoon. Above the mixed layer the
air is free from friction effects, and other surface effects
arenegligible. The geostrophic approximation can then be
used.

C. The New Models

The new models are written to accept wind, turbulence,
and temperature profiles from detailed on-site observa-
tions, if available. The profiles depend on the surface
heat and momentum fluxes and the mixing depth which
can be measured. If only a minimum of information is
available from routine observations of wind speed near
the surface, insolation, cloudiness, and temperature, then
these vertical profiles are generated through surface and
mixed layer scaling models. The meteorological variables
that affect the plume dispersion are generated as aver-
ages over the appropriate depth of the boundary layer.
Mixed layer heights are calculated from boundary layer
models that use available observations and a surface en-
ergy balance. The newer plume rise formulations have
explicit treatments of the effects of convective turbu-
lence and partial plume penetration. Terrain effects are
treated by dividing the streamline height to result in a
consistent treatment of receptors above and below stack
height.

Two other significant effects are accounted for in the
new models. Surface releases and convective effects both

Atmospheric Diffusion Modeling

causethevertical distribution to deform fromthe Gaussian
shape. Inthe case of surfacereleases, therapidly changing
wind-speed profile causes a changing of the turbulence
eddy structure to include larger eddies near the surface
which affects the vertical concentration distribution. A
separate treatment of this phenomenon in the model is
then required. Under extreme convective conditions, up
to two thirds of the air may be descending. Thisresultsin
a skewed distribution of vertical velocities. A probability
density function differingfromthe Gaussianisconstructed
to account for the difference.

SEE ALSO THE FOLLOWING ARTICLES

AEROSOLS e ATMOSPHERIC TURBULENCE e CLIMA-
TOLOGY e METEOROLOGY, DYNAMIC e POLLUTION, AIR
e POLLUTION CONTROL
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GLOSSARY

Atmospheric boundary layer (ABL) Lower part of the
atmosphere that is directly influenced by the pres-
ence of the Earth’s surface and its typical character-
istics.

Convection Fluid flow driven by vertical temperature
differences.

Dispersion Spreading of a gas or particles through the
air.

Flux (or more precisely flux density) Transport of a
quantity per unit area in unit time.

Mechanical turbulence Turbulence driven by (vertical)
wind shear.

Spectrum Distribution of (co-)variance over frequencies
or wave numbers.

Surface layer Approximately the lowest 10% of the at-
mospheric boundary layer.

Wind shear Rate of change of wind component with (ver-
tical) distance.

TURBULENCE is chaotic fluid flow characterized by the
appearance of three-dimensional, irregular swirls. These
swirls are called eddies, and usually turbulence consists
of many different sizes of eddies superimposed on each
other. In the presence of turbulence, fluid masses with
different properties are mixed rapidly. Atmospheric tur-
bulence usually refers to the small-scale chaotic flow of
air in the Earth’s atmosphere. This type of turbulence re-
sults from vertical wind shear and convection and usually
occurs in the atmospheric boundary layer and in clouds.
On a horizontal scale of order 1000 km, the disturbances
by synoptic weather systems are sometimes referred to
as two-dimensional turbulence. Deterministic description
of turbulence is difficult because of the chaotic charac-
ter of turbulence and the large range of scales involved.
Consequently, turbulence is treated in terms of statistical
quantities. Insight in the physics of atmospheric turbu-
lence is important, for instance, for the construction of
buildings and structures, the mixing of air properties, and
the dispersion of air pollution. Turbulence also plays an
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important role in weather forecasting and climate mod-
eling. Here, we review the basic characteristics of atmo-
spheric turbulence with an emphasis on turbulence in the
clear atmospheric boundary layer.

I. INTRODUCTION

Atmospheric turbulence owesitsimportance in meteorol-
ogy and air quality to its characteristic of mixing air with
different propertiesefficiently. In practice, turbulence may
cause engineering problems, because it shakes structures
such as bridges, towers, and airplanes, causing failure of
such systems in extreme cases. In the case of airplanes,
most interest is in relatively small-scale vertical motion
that produces discomfort and occasionally severe damage
and injuries. Information on both the intensity and the
scale of the turbulence is needed to estimate the conse-
guences of such turbulence. Similarly, turbulent fluctua-
tionsinthe horizontal motionsduring severe stormscan be
fatal to tall buildings or bridges, particularly if resonance
(e.g., forcing of asystem at its natural frequency) occurs.

Where does turbulence occur and how does it relate
to the scale of other processes in the atmosphere and
climate system? Figure 1 gives an overview of impor-
tant atmospheric and climate processes as a function of
horizontal scale (extent) and time scale (duration). At
the lower left side, the figure starts with a length scale
of 100 m and increases up to the circumference of the
Earth. The corresponding time scales vary between sec-
onds and centuries. From small to large scales, we note
the typical sizes and energy ranges of atmospheric phe-
nomena as (mechanical) turbulence, convection, a cumu-
lus (fair weather) cloud, a thunderstorm, the sea breeze,
and synoptic weather systems which appear as low- or
high-pressure systems on weather maps. Figure 1 aso
shows some of therelevant processesin the climate system
which affect the atmosphere on larger temporal and spatial
scales, such asatmosphere-landinteractionsand the ocean
circulation.

Atmospheric turbulence usually refers to the three-
dimensional, chaotic flow of air in the Earth’s atmosphere
with atimescaleof lessthan 1 sectotypically 1 h. Thecor-
responding length scales are from 1 mm (thus, five orders
of magnitude smaller thantheaxisinFig. 1indicates) upto
theorder of 1 km. Thistype of turbulenceincludesthe me-
chanical turbulence by vertical wind shear and turbulence
by convection in the lower part of the troposphere, known
as the atmospheric boundary layer (ABL). The depth of
the ABL can vary over land between tens of meters dur-
ing night up to kilometers during daytime. Over sea, the
depth is typically a few hundred meters and rather con-
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stant on the time scale of a day. Turbulence in the ABL
transfers momentum, heat, moisture, carbon dioxide, and
other trace constituents between the Earth’s surface and
the atmosphere. It also impacts on air pollution and the
erosion of soil.

Most of the atmosphere abovethe ABL isnot turbulent,
athough turbulence can occur throughout the atmosphere.
For instance, cumulus-type clouds, which may grow into
thunderstorms, are always turbulent through convection
produced due to the heat released by the condensation of
water vapor. Turbulence can also occur in clear air above
the ABL; most of thisis produced in layers of strong ver-
tical wind shear at the boundary between air masses. Such
layerstend to slant with slopes of order 1-100; their verti-
cal extentistypically several hundred metersto afew kilo-
meters. This so-called “Clear-Air-Turbulence” has sur-
prised many airplane passengers. On the larger horizontal
scales, the disturbances by synoptic weather systems are
sometimes referred to as two-dimensional turbulence on
top of alarge-scale mean flow.

Its capability to mix air with different properties effi-
ciently introduces atmospheric turbulence into different
types of application. For instance, the correct formulation
of atmospheric turbulence and the transfer of quantities
between the Earth’s surface and the atmosphere are es-
sential parts of atmospheric modelsfor the prediction and
research of weather, climate, and air quality. Because of
the mixing capacity of turbulence, chimney plumes are
diluted and spread over larger volumes than they would
be without turbulence. Strong local peaks of pollution are
prevented, and otherwise clean air is polluted. Thus, the
air pollution meteorol ogist must distinguish between con-
ditions of strong and weak turbulent mixing.

Turbulence also sets up irregular blobs of tempera-
ture and moisture in the atmosphere. Refractive indices
for sound waves and electromagnetic waves depend pri-
marily on temperature and moisture. Therefore, there are
irregular volumes of low and high refractive index that
act as imperfect diffraction gratings and partialy reflect
these types of waves. There are two types of applica
tions of this phenomenon. In the first application, pulsed
waves can be emitted, typically from the ground (radar,
sodar, lidar), and their reflections can be recorded at the
ground. The characteristics of the reflected waves provide
information about the turbulence and sometimesthe mean
motion at the point of reflection (by measuring Doppler
shifts). The second application involves the interference
of turbulence with waves. In these cases the waves them-
selves are used for other purposes such as communica-
tion. The properties of turbulence must be known to esti-
mate the distortion of the waves or the reduction of their
energy.
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FIGURE 1 Characteristic spatial and temporal scales for atmospheric processes related to weather and climate.

IIl. ATMOSPHERIC TURBULENCE
AND MEAN MOTIONS

Thereis an enormous range of scalesin atmospheric mo-
tion, asindicated in Fig. 1. For many subjectsthe detailed
description of the small-scale turbulent motionsis not re-
quired. In addition, the randomness of atmaospheric turbu-
lence makes adeterministic description difficult. As such,
thereisaneed to separate the small scales of atmospheric
turbulence from “mean” motions on the larger scales. Let
C denote an atmospheric variable, such as specific humid-
ity. Then C represents a mean or “smoothed” value of C,
typically taken on a horizontal scale of order 10 km or a
time scalein the order of 30 minto 1 h. A local or instan-
taneous value of C would differ from C. Thus, we have

C=C+uc, €))

where ¢ represents the smaller scale fluctuations. Note
that we use lower casefor thelatter (often primesare used
as well to indicate fluctuations). In principle, the fluctu-
ations around the mean motion may reflect gravity waves
aswell asturbulence. When convection is present, gravity
wavestypically do not exist. In other cases, gravity waves
may coexist with turbulence, and if the wind at the same
time is weak, there may be no turbulence. If turbulence
exists, it is usually more important for most atmospheric
applications because it mixes more efficiently than gravity
waves.

In order to make the mathematical handling of c
tractable, it must satisfy the so-called Reynolds postul ates.
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These require, for example, that ©=0. After a quantity
has been averaged to create alarge-scale quantity, further
averaging should produce no further changes. The mean
of the summation of two variables A and C should pro-
duce A+ C = A+ C. A further condition is that a mean
variable C must be differentiable, since terms like dC /dt
occur in the atmospheric egquations. In practice, not al
these conditions are rigorously satisfied.

If the Reynolds postulates are fulfilled, then the aver-
aging for the product of two variables provides

AC = AC +ac. @)

The second term at the right-hand side of Eq. (2) isknown
astheturbulent covariance. Similarly, the turbulence vari-
anceof aquantity isgivenby C2 — c’ (whichisthesquare
of the standard deviation). If in Eq. (2) A represents one
of the velocity components, then AC isthetotal flux of C,
and the second term at the right-hand side of Eq. (2) rep-
resents a turbulent flux of C. For instance, uc and wc are
the horizontal and vertical turbulent fluxes of the variable
C, respectively. Here, u and w are the turbulent fluctu-
ations of the horizontal and vertical velocities. Near the
surface, the mean vertical wind W is usually small, and,
thus, the total vertical fluxes are normally dominated by
the turbulent contributions.

Turbulent fluctuations, variances, and fluxes of vari-
ables are normally influenced by the vertical variation of
temperature in the atmospheric layer of interest. Since
pressure decreases with altitude, air parcels, which are
forced to rise (sink), do expand (compress). According to
the first law of thermodynamics, arising (sinking) parcel
will cool (warm) if there is no additional energy source
such as condensation of water vapor. Thisis called adry
adiabatic process. It can be shown that in the ABL, the
temperature variation with height for adry adiabatic pro-
cessisdT/dz=—g/C, (here g is gravity constant and
C, is specific heat at constant pressure). The value for
g/Cp is approximately 1 K per 100 m. An atmospheric
layer which has such atemperature variation with height is
called neutral (at least when thereisno convection arising
from other levels). Inthat case, ® =T +(g/Cp) ziscon-
stant, where ® is called the potential temperature. (Note
that the previous definition for potential temperatureisnot
accurate above the boundary layer.)

In a neutral layer, vertical fluctuations in atmospheric
flow can maintain themselves. If the potential tempera-
ture of the atmospheric layer increases with height, verti-
cal displacements are suppressed. Thisis called a stable
condition. On the other hand, when the potential temper-
ature decreases with height, vertical fluctuations may be
accelerated. Consequently, thisiscalled an unstable condi-
tion. Thus, in considerationswith vertical fluctuationsand
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atmospheric stability, we have to deal with potential tem-
perature and not with the actual temperature. Similarly,
the vertical flux of sensible heat is connected to turbulent
fluctuations of potential temperature; e.g., it reads as w6
(inmK/s). Thelatter relatesdirectly to the energy per time
and unit area H by H = pCpwé (in W/m?), where p is
density of the air (in kg/m?3).

IIl. TURBULENT KINETIC ENERGY

Thekinetic energy of atmospheric motion per unit of mass
E is given by half of the sum of the velocities squared
in the three directions (as in classic mechanics), eg.,
E=(U?4+V24+W?)/2. Similar to Eq. (2), we can sepa-
rate between the Mean Kinetic Energy E of the mean
atmospheric motions and the Turbulent Kinetic Energy
(TKE or e) of the smaller scale fluctuating motions by
turbulence. Thus, e is given by e= (U2 + v2 4+ w?)/2. It
is possible to derive a budget equation for e, which in its
basic form reads as:

de/dt =S+ B+D —¢ 3)

Here, de/dt isthe total variation of e with time (the sum
of local variations and those transported with the mean
air motion). The other terms represent shear production
of turbulence S, buoyancy production or destruction ef-
fects B, transport and pressure redistribution effects D,
and finally the dissipation term «.

Let us consider the physics behind the terms in (3)
briefly. The quantity S in (3) measures the rate of pro-
duction of mechanical turbulence, which arises when the
fluid is stirred. For example, in the horizontal x-direction
the term is given by —tw dU /dz. It depends primarily
on vertical variations of wind or, hear the ground, on wind
speed and surface roughness. It isamost always positive.
The quantity B isthe rate of production or breakdown of
turbulence by buoyancy effects (such as heat convection).
Itisgiven by gw6,/©,, where the subscript “v” indicates
a virtual temperature. The virtual temperature accounts
for the influence of water vapor in the air on the buoy-
ancy, because moist air is lighter than dry air. Thus, we
note that B depends on the vertical variation of virtua
potential temperature and its flux. Theterm D in Eq. (3)
represents divergence and pressure redistribution terms.
These have atendency to cancel near the surface. Finally,
the term ¢ reflects the molecular dissipation of turbulence
into heat, and this term is always positive. In fact, ¢ is
typically proportiona to e/t, where t isthe characteristic
time scale for the turbulent mixing process.

In daytime conditions over land, the buoyancy term
B is typicaly positive and creates turbulence. This is
the case because the atmosphere is almost transparent to
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visible light on clear days. Even on cloudy days, signifi-
cant amounts of solar radiation can reach the surface. As
aresult, solar radiation warms the land surface, creating
moderate to strong temperature gradi ents near the surface.
This produces convection throughout the ABL, and the
whole ABL isheated by this convection. Thus, the largest
turbulent eddies may have the size of the thickness of the
ABL dueto convection. When thereiswind, theterm Sis
al so positive and mechanical turbulence coexistswith heat
convection. The thickness of the daytime ABL over land
istypically of order of 1 km, but it may be three times as
large with strong heating. It increasesrapidly in the morn-
ing and very slowly after the time of maximum heating.

The buoyancy term B is usually negative over land at
night and therefore destroysturbulencein such cases. This
is due to the cooling of the surface by the loss of infrared
energy, which is strongest in clear nights. If thereis some
wind, mechanical turbulence occurs; Sis positive and B
is negative. But the ratio of —B/ S increases upward and
becomes nearly critical at a height of typically 100 m.
Above thislevel, turbulence is weak and intermittent, but
till is able to extend the cooling to several hundred me-
ters. Farther up, cooling proceeds by infrared radiation
only, and the flow is not turbulent. As a result, we must
distinguish between the depth of the turbulent layer h and
the depth in which nighttime cooling isfelt. For problems
of pollution prediction, h is more important. If nighttime
ABL moves over a city, heat convection is enhanced by
the warm city surface, and a thicker and more turbulent
mixed layer develops. In this case, h is usually between
100 and 300 m.

Theratio —B/Sis known as the flux Richardson num-
ber Ri ;. It tendsto be positive on clear nights, negative on
clear days (with slow or moderate winds), and near zero
on cloudy, windy daysor nights. Qualitatively, it describes
therelativeimportance of heat convection and mechanical
turbulence. It is used in modeling atmosphere motions, in
describing the character of turbulent dispersion of air pol-
lutants, and in atmospheric stability problems. When the
va ue of the flux Richardson number exceeds 0.25, B and
¢ oppose S sufficiently to destroy mechanical turbulence.
The value of 0.25, which separates turbulence from no
such turbulence, is called the “critical” Richardson num-
ber. Actualy, theflux Richardson number isoften replaced
by the so-called gradient Richardson number Rig, which
isusually of the same order of magnitude but is measured
more essily.

The discussion so far has concentrated mostly on tur-
bulence over land, where its characteristics may change
radically from night to day (depending on the heating and
cooling of the surface). Over water, this diurnal variation
isnot very strong. In any case, on windy days mechanical
turbulencenormally dominatesthe ABL (S> B). Thenthe
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thicknessof the ABL ismostly proportional towind speed,
but it a so depends on surface roughness and other factors.

IV. TURBULENCE IN THE ATMOSPHERIC
SURFACE LAYER

The lowest 10% of the ABL is called the atmospheric
surface layer. In this layer, the behavior and the charac-
teristics of al variables are relatively smple. Itisalso an
important layer because most human activity takes place
in the surface layer. In the surface layer, changes of mean
wind direction with height are small and usually negligi-
ble; also, vertical fluxes of momentum, heat, and moisture
vary littlerelativetotheir surfaceval ues, sothat thevertical
variation can usually be neglected. These simplifications
are normally valid over homogeneous terrain. Regions of
hilly terrain or rapidly changing ground cover or topogra-
phy do present special problems.

Let us consider a neutral surface layer in stationary
and horizontal homogeneous conditions. In that case,
de/dt =0, B=0 (because of the adiabatic temperature
profile and a zero heat flux at the surface), and usualy
aso D=0. Then, Eqg. (3) provides a balance between
shear production S and dissipation of kinetic energy «.
In the neutral surface layer with mean wind speed U in
the x-direction, we have S= —tiwg dU /dz, where uwg
represents the vertical flux of horizontal momentum near
the surface. This momentum flux is directly related to a
friction force on the atmospheric motion by the drag of
the surface. Since the momentum flux plays a dominant
role in the surface-layer turbulence, it is used to define a
characteristic turbulent velocity scale u,g by

W2, = —uws. (4)

Here, u,o is known as the (surface) friction velocity. It
is known from observations that in the neutral surface
layer the standard deviation of the velocity components
areall proportional to u..o, and, therefore, eis proportional
with uZ,. Asan example, the standard deviation of vertical
velocity fluctuationsis given by o, = 1.3U,0.

In the neutral surface layer the relevant length scale
of the turbulence is given by the height z above the sur-
face, since this height directly impacts on the size of the
turbulent eddies transporting momentum and scalars near
the surface. Thus, the time scale of turbulence t oc z/u,.
Then with e ocu?, /7, we have e oc u3,/z. Equating shear
production and dissipation providesfor neutral conditions:

du U0

dz = «z’ ©
where k is a constant that absorbs al proportionality
factors. This constant is known as the “Von Karman”
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constant. The value for the latter is usualy taken as 0.4,
athough its exact value is controversial. The observed
variationisabout 10% around 0.4, and there have been ex-
perimentsindicating that « may vary with flow parameters.

Accordingto Eq. (5), thevertical gradient of meanwind
speed (known aswind shear) isdirectly related to friction
velocity and the actua height above the surface. In fact,
thelatter two quantities could also have been used a priori
to estimate the wind shear in the surface layer by noting
their physical dimensions. In the surface layer, the actual
wind shear arises due to the presence of the surface. At
the surface the mean wind speed should be zero. Conse-
quently, integration of (5) provides

U, = % In(%). ©6)

Here, U, is the mean wind speed at height z, and zo en-
ters as an integration parameter for the surface such that
U =0. The parameter z, is known as the surface rough-
nesslength, sinceit reflects the aerodynamic roughness of
the surface. Its value varies from (much) less than 1 mm
over smooth ice and water up to several meters over cities
or forests. It may change with height and wind direction,
because turbulence near the surfaceis sensitive only to the
roughness of the ground cover; higher up, the turbulence
sensesthelarger scal e topography and upwind roughness.

In principle, Eq. (6) isvalid for the height range zy «
z< h in neutral conditions. Indeed, it has been shown
that Eq. (6) isin good agreement with observationsin the
lower atmosphere up to 100 m or higher in windy condi-
tions. Thisistypically the case when over flat terrain the
wind speed at a height of 10 m U0 > 6 m/sor so. There-
fore, the neutral wind profile can be used to estimate u,, in
such conditions, when observations of wind speed at one
level are available and if proper estimates for the rough-
ness length can be made. Consequently, also the standard
deviations of wind speed fluctuationsand turbulent kinetic
energy can be estimated from single wind speed in such
conditions. Notethat over water surfaces, the standard de-
viations of wind speed and turbulent kinetic energy are
lessfor the same wind speed because of the lower surface
roughness.

So far, we have considered neutral conditionsin the sur-
face layer. In cases with light to moderate wind speeds,
the effects of surface heating and cooling also becomerel-
evant. Consequently, the virtual sensible heat flux wé, at
the surface needs to be considered as an important vari-
able as well [because it impacts on the buoyancy term in
Eqg. (3)]. The combination of surface heat flux with friction
velocity defines a characteristic length scale L, given by

3
U*O

L =
ngev0/®u

()
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Thislength scaleis known as the M onin-Obukhov length.
It is defined to have the opposite signs as B in Eq. (3).
It appears that the ratio —z/L or behaves as a Richardson
number from large negative values in strong convection
through near zero in pure mechanical turbulence and to
positive values in stable air (e.g., a night over land).
Unlike the Richardson numbers, however, there is no
critical valuefor z/L.

Inthe surfacelayer over homogeneousterrain, so-called
surface-layer (or Monin-Obukhov) similarity theory can
be used to study the combined effects of convective and
mechanical turbulence on the profiles and distributions of
mean and turbulence characteristics. For instance, if any
variable with the dimensions of velocity is normalized
by the friction velocity u,o, the resultant dimensionless
guantity then only depends on z/L. As an example of the
application of thistype of similarity or “scaling,” consider
the standard deviation of vertical velocity o,,. Surface-
layer similarity theory requires

ow/Ux0 = f(z/L), ®

where f (z/L) should be a“universal” function. Thelatter
can beinferred from measurements or sometimes deduced
from more sophisticated theories. The same type of pro-
cedure applies to other variables, such as moisture and
potential temperature. For these variables, their surface
fluxes are needed as well to define characteristic scal-
ing quantities. Surface-layer similarity is confirmed by
many observations over different types of surfaces. Over
the ocean too, surface-layer scaling gives good resultsin
the lowest 10% of the ABL. However, the horizontal ve-
locity scalesdo follow another type of scaling asdiscussed
in Section V.

Finaly, applying surface-layer similarity, the wind
speed gradient of (5) can be generalized into

xkz dU

In= 1o gy = 9L, ©

where g(z/L) is another function. The latter can also be
integrated to obtain a more general wind profile than (6)
indicates. Equation (9) applieswell for alargerangeof sta-
bility conditions over generally homogeneous terrain up
to 100 m or so, aslong as proper estimates for the Monin-
Obukhov length are utilized. Procedures are available in
theliterature to estimate the M onin-Obukhov length from
routinely available observations.

V. TURBULENCE IN THE ATMOSPHERIC
BOUNDARY LAYER

Asmentioned above, in the surface layer the vertical vari-
ation of the turbulent fluxes can be neglected. Asaresult,



Atmospheric Turbulence

the scaling parametersare usefully defined intermsof sur-
face fluxes. Above the surface layer, the influence of the
turbulent boundary layer depth (denoted by h) becomes
relevant. Conseguently, dimensionlessgroupsof variables
will typically depend on z, h, and L. From these length
scales we can form three dimensionless groups, namely,
relative height z/ h, the surface-layer stability ratio z/L
(as above), and the stability parameter h/L. The latter in-
dicates the (in)stability of the whole ABL.

In Fig. 2, we used the relative height z/ h vs the over-
all stability h/L for unstable casesin the ABL. Note that
logarithmic scales are used for the axis to stress the im-
portance of the surface layer in these cases. The diagram
appliesfor horizontally homogeneousand stationary cases
without clouds in the ABL. Severa regions are indicated
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with their characteristic scaling variables (as explained
shortly). For z/h < 0.1, we note the surface layer as dis-
cussed above. It appearsthat for —z/L > 0.5 (dashed line)
to 1 (solid line), the convection is so strong that the in-
fluence of mechanical turbulence can be neglected. In
that case, friction velocity drops from the list of rele-
vant variables, and the turbulent condition is solely de-
termined by the surface virtual heat flux and the height
Z. These variables define a characteristic velocity scale
wf by

g
w? @—U wByo Z. (20
Consequently, during free convection in the surface layer
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FIGURE 2 A diagram indicating the various similarity regions in the unstable atmospheric boundary layer. The
indicated scaling parameters are defined in the text. [After Fig. 1 in Holtslag, A. A. M., and Nieuwstadt, F. T. M. (1986).

Boundary-Layer Meteorol. 36, 201-209.]



714

Above the surface layer (z/h > 0.1), one can distin-
guish between unstable conditions and mixed-layer con-
ditions. This depends on the value of h/L. In fact, for
—h/L > 5(dashedline) to 10 (solidline), so-called mixed-
layer scaling applies. In such cases the buoyancy term B
of Eq. (3) dominates the budget for turbulent kinetic en-
ergy across the convective ABL. In the mixed layer, the
scaling length isthe boundary layer depth h itself because
the largest eddies are of the size of h and these are very
effective in mixing across the whole boundary layer. Con-
sequently, a scaling velocity w, isdefined by

3_ 9 —
w; = 5. wOyo h. (11)
Notethat by definitionwehave (w, /u.o)® = —h/(x L) and
also (wr /Uy0)® = —2z/(k L), meaning that the ratios of the
velocity scales are alternative measures for stability inthe
ABL and in the surface layer, respectively.

In convective conditions it appears that the standard
deviations of vertical and horizontal wind are all propor-
tiona to w,, and the variation with height is relatively
small. In fact, the precise value of —h/L is unimportant
above the surface layer once the ABL isin the convective
state. In unstable conditions with —h/L <5, it appears
that all scaling variables may influence turbulence. Thus,
in that case we expect

ow z h

where f(z/h, h/L) is another universal function. It is
noted that the shape of the latter function should allow
for the correct limits of o, when the surface layer is ap-
proached and also when the stability ratio —h/L is var-
ied. Note that horizontal wind fluctuations, in contrast to
vertical wind fluctuations, are not so strongly affected by
distancefrom theground in the surfacelayer; instead, hor-
izontal fluctuations depend mostly on the size of thelarge
eddies, which are limited only by the ABL depth h.

Standard deviations of turbulent fluctuations for po-
tential temperature, and passive scalars such as specific
humidity, also follow surface-layer and mixed-layer scal-
ing. For passive scalars (and similar for temperature), the
scaling quantities are ¢, = wcy/u, for the surface layer
and c,,. =wCy/w, in the mixed layer. Here, ¢, and c,,
are concentrations of the scalar per unit mass in the sur-
face and mixed layer, respectively; wcy is the surface
flux of the scalar. The scaling variables are aso use-
ful to describe profiles of mean quantities in the surface
layer, similar to (9) for wind speed. Above the surface
layer, the scaling of mean profiles becomes more com-
plicated, except on convective days when many variables
remain constant with height throughout the ABL or vary
slowly.

Atmospheric Turbulence

Let us now turn to stable conditions in the ABL. A
stable stratification typically leads to small turbulent ed-
dies because of the opposing buoyancy effects. In such
cases, B<0in Eq. (3), and together with the dissipa-
tion term ¢ it typically balances with the shear production
term S(the other terms are usually small in the stable case
for horizontally homogeneous and stationary conditions).
Consequently, the structure of the stable boundary layer
iscompletely different from that of the unstable boundary
layer. Nevertheless, in the stable surface layer, Monin-
Obukhov theory still applies for many quantities (as long
as the stratification is not too strong). Thus in principle,
turbulent quantities can be normalized by their surface
fluxes, u,o, L, and z. Abovethe surface layer (z/h > 0.1),
it follows from theory and observations that the turbulent
structure is determined by thelocal values of the momen-
tum and heat fluxes. Thisisthe basisof “local scaling.” In
that case, the relevant length scale becomes the so-called
local Obukhov length A, defined by

u3
A= ——Ft—. (13)
Kkgwd, /O,
Note that in the stable surfacelayer A= L.

With local scaling we have o, /u, = f(z/A). Assuch,
local scaling can be regarded as anatural extension of the
scaling of turbulence in the stable surface layer. For large
values of z/ A, we expect that the dependence on z must
disappear. Thisisthe case because for strong stability the
turbulent eddies will be so small that the presence of the
surface is not felt locally. Consequently, dimensionless
guantities approach a constant value. Thus, for instance,
oy, becomes proportional to the local friction velocity u,.
Thisisknown as z-less scaling. It appearsthat z-less scal-
ing applies for z/A > 1 in homogeneous and stationary
cases. In more complicated cases, it has been found that
scaling with o, sometimes provides more useful results
than scaling with u,.

Figure 3 shows a diagram with the scaling regions for
stationary and horizontally homogeneous turbulence in
stable conditions. Here, we used linear scales for the axis
to indicate that the surface layer is rather thin in stable
conditions. For example, often the depth of the turbulent
layer h is only 200 m or less. Consequently, the surface
layer extends to a height of only 20 m or less. We stress
that the diagram is based on simplifications and we refer
to the cited literature for more details. Nevertheless, the
scaling diagram of Fig. 3 indicatesthe relative size of the
different scaling regimes and their approximate separa-
tion. For h/L < 1, the normalized turbulent variables are
described with z/h and h/L. For h/L > 1, we encounter
the different scaling regimes with their scaling variables
as described above.
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So far, the discussion has been on turbulence, which
is able to maintain a sufficient level of kinetic energy
in the ABL. However, when stability (and consequently
the Richardson number and the ratio z/ A) increases, tur-
bulence may become very weak and isolated in patches.
Then turbulence is not continuously present anymore in
space and time. This is known as intermittent turbu-
lence, which is caused by the strong opposing effects
of buoyancy against the shear production. Often, the
standard deviations of wind increase in cases with in-
termittency, which is believed to be a result of gravity
waves rather than turbulence. As aresult, smoke plumes
meander horizontally but spread little in the vertical
direction.

Thediagram of Fig. 3indicatesthat beyondh/L ~ 5, an
“intermittency” region becomes relevant and that this re-
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gion increases strongly with stability. However, note that
the line between the z-less and intermittency regions is
rather tentative and only intended to provide arough indi-
cation. Nevertheless, for strong stability, intermittent tur-
bulence is even expected close to the surface. This makes
the similarity description of turbulence very difficult. For
these strong stability cases, the depth of the turbulent layer
histypically limited by h~ 10L. Thus, h may adopt very
small values (50 m or less) with decreasing L in very sta-
ble conditions. Such conditions appear typicaly for light
windsin clear nights over land.

In this section, we have limited ourselvesto the scaling
of turbulence in the clear boundary layer without con-
sidering the effects by fog or boundary layer clouds. In-
corporation of the latter will introduce additiona para-
meters.

1
(
! Intermittency
E \
h
o
>
©
-
o
o
=]
05=
©
far
>
Q
p
©
Q
p
Local
Scaling
wo, ,U. ,z
o= =-- - -
Surface Layer WO,g ,Usg 12 \
| |
0
1 5 h 10
L

FIGURE 3 A diagram indicating the various similarity regions in the stable atmospheric boundary layer. The indicated
scaling parameters are defined in the text. [After Fig. 2 in Holtslag, A. A. M., and Nieuwstadt, F. T. M. (1986). Boundary-
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VI. SPECTRUM OF ATMOSPHERIC
TURBULENCE

It is often not sufficient to characterize the magnitude of
small-scalefluctuations, but also to understand the “scale”
of the fluctuations or, more precisely, the distribution of
the energy of the fluctuations over different frequencies
or wave numbers. This is known as the spectrum of tur-
bulence. For example, in the case of “shaking” of towers
or bridges, only relatively high frequencies areimportant;
in contrast, high frequencies are relatively inefficient for
mixing air masses with different properties.

Threetypesof statisticsgiveinformation about thescale
characteristics of small-scale motion: correlation func-
tions, structure functions, and spectra. These three types
of statistics give the same type of information and can be
computed from each other. For example, spectra are co-
sinetransforms of correlation functions. We describe here
the properties of spectra only because they have several
advantages over the other two types of statistics. First,
spectral estimates at different frequencies or wave num-
bers are statistically independent. Second, the response of
structures to atmospheric forcing can be calculated sepa-
rately at different frequencies, given thetransfer functions
of the system. However, this scheme is limited to lin-
ear interactions between the atmospheric motions and the
systems.

Spectra describe the distribution of variances over dif-
ferent frequency (f) or wave numbers (k). Let Sc(k) be
the wave number spectrum such that

fw&&Nk=/mk&mnmn@Ea% (14)
0 0

Here, subscripts are often used to indicate the variables
to which the spectral densities and variables apply. Note
that when S(k) is plotted as function of the wave num-
ber k or kS(k) as function of In(k), the area between two
frequencies represents the contribution of this frequency
interval to the variance 2. The logarithmic scale of fre-
guency is most often used in atmospheric science. Note
that the combination kS(k) has the same dimensions as
02.
Thereisasignificant difference between spectra of the
horizontal and vertical velocity components. Because the
atmosphereisquasi-two-dimensional, very large “eddies’
arequasi-two-dimensional; that is, at |ow frequencies, hor-
izontal eddieshavemuch moreenergy thanvertical eddies.
In contrast, high-frequency turbulence has more nearly
equal energy for all components. This is why the vari-
ances of the horizontal components are generally much
larger than those of the vertical component.

Following Kolmogorov, we may divide spectra into
three regions. First, the portion of the spectrum where
most of the energy islocated and also where energy isin-
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troduced by wind shear or buoyancy, is called the energy-
containing region. Thispart of the spectrum occursat rela-
tively low wave numbers, and the related low frequencies
are typically of the order of cycles per minute. Second,
at very high wave numbers and high frequencies, the tur-
bulence is dissipated into heat. The frequencies involved
are of the order of hundreds of cycles per second. Thisre-
gioniscalled theviscous subrange. In betweenisthethird
region, in which energy is neither created nor destroyed.
This region just serves as a conduit for energy from the
energy-containing region to the viscous subrange. There-
fore, this region is called the inertial subrange. Both the
viscousand inertial rangesare nearly isotropic; thismeans
that the statistics of the flow are rather invariant with ro-
tation of the axes.

The theory of turbulence characteristics in the inertia
range is particularly simple. Kolmogorov suggested that
spectral density should depend only on turbulence dissi-
pation rate ¢ [see Eq. (3)] and wave number k. Hence, by
dimensional reasoning we have for the velocity compo-
nents

S(K) = ae?3k°3, (15)

Here, o represents the so-called Kolmogorov constant,
which isin the order of 1.6. Note that k at any height is
normally proportional to f/U, where f isfrequency and
U ismean horizontal wind at that height.

Equation (15) has several practical applications. For
example, structural engineers are interested in the spec-
tral density of the horizontal velocity components in the
frequency range 0.1-1 cycles per second (Hz), in which
many structures have free periods. In this range, Eq. (15)
applies. Thevalue of ¢ can be estimated by assuming equi-
librium between energy production and dissipation (for
strong winds), as discussed in the derivation of Eg. (5).
Subsequently, Eq. (15) then provides S(k). Conversely,
spectral densities S(k) can be measured on masts or from
aircraft yielding estimates of ¢. Then given ¢, stress can
be estimated from the turbulent kinetic energy budget.

The spectra of scalars also have the samethreeregions:
energy-containing, inertial, and dissipation ranges. The
energy-containing range of the spectra of the vertical ve-
locity follows surface-layer scaling, but the spectra of the
horizontal velocity components and of scalars are more
complex. Infact, most of the energy of thevertical velocity
spectranear the ground occurs at frequencies of the order
of 1 Hz. Eddieswith such high frequenciesare quite small
and adjust rapidly to changing terrain. Therefore, statistics
of it represent local terrain features. In contrast, horizon-
tal velocity components have much more low-frequency
energy, which changess owly astheair movesover chang-
ing terrain, therefore, they have greater memory. As a
result, variances of horizontal vel ocity components gener-
ally represent terrain up to hundreds of meters upstream.
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Just as the spectra describe the distribution of variance
over different frequencies or wave numbers, the cospectra
describe the distribution of covariances over different fre-
guencies or wave numbers. Vertical fluxes of momentum,
heat, moisture, and pollutants are proportional to the co-
variances and are important in atmospheric dynamics and
thermodynamics. They also have important applications
to agricultural problems and to oceanography. In order to
measure these quantities, instruments must be designed
with the proper frequency response to give correct esti-
mates. Area estimates of surface fluxes can be obtained
by using remote-sensing sensors in the atmospheric sur-
face layer on ascale of kilometers.

For some engineering applications, such as considera-
tion of the stability of bridges or towers, the relation be-
tween fluctuations at different points along the structure
is of interest. The two quantities usually needed are the
coherence between fluctuations at points separated by dis-
tance and the phase difference between the fluctuations at
such places. Coherence acts as the square of a correlation
coefficient but is a function of frequency, usually in the
sense that low-frequency fluctuations are more coherent
than high-frequency fluctuations. Generally, coherenceis
large in convective turbulence and in gravity waves and
becomes small close to the ground and in mechanical tur-
bulence. Furthermore, it is larger along the mean wind
direction than across the mean wind direction.

VIl. ATMOSPHERIC TURBULENCE
AND MODELING

Atmospheric models for research and forecasting of
weather, climate, and air quality areall based on numerical
integration of the basic equations governing atmospheric
behavior. These equations are the gas law, the equation of
continuity (mass), the first law of thermodynamics (heat),
the conservation equations for momentum (Navier-Stokes
equations), and usually equationsexpressing theconserva-
tion of moisture and air pollutants. At one extreme, atmo-
spheric models deal with the world’s climate and climate
change; at the other extreme, they may account for the be-
havior of local flows at coasts, in mountain-valley areas,
or even deal with individual clouds. This all depends on
the selected horizontal scale and the available computing
resources!

Figure 1 indicates the enormous range of temporal and
horizontal scales. In order to apply the governing equa-
tionsontheregional and global scale, thevariablesaresplit
into mean (larger scale) motions and small-scale fluctua-
tions (asin Section I1). Inserting this into the basic equa-
tions and averaging provides a set of equationsfor the be-
havior of the mean variables. Because the basis equations
are nonlinear, the mean equations contain termsinvolving
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small-scalemotions. These are of theform of adivergence
of fluxes produced by such motions. On the global scale,
the atmospheric model equations are usually applied to
fairly large air “boxes,” which are typically afew hundred
kilometerswideand afew hundred metersthick, but small-
scale motions interact with the air parcels in these large
boxesby their capacity to mix. For example, if ahot parcel
is located next to a cold parcel, turbulent motion at their
boundarieswill heat the cool and cool the hot parcel. Thus,
aclosureformulation isneeded to introduce mixing by the
small-scalemotioninto the equationsfor themean motion.

The most commonly used form of closure is known as
first-order closure, also called K-theory. For instance, in
thistheory it isassumed that the flux wc of aproperty C in
the z-direction isdown the gradient of mean concentration
of C per unit massin that direction. Thus,

aC
c=—K; 7" (16)
Here, K. isknown asthe “eddy diffusivity” or mixing co-
efficient for thevariable C. It can be different for different
variables and for different directions.

The dimension of the eddy diffusivity is alength scale
times a velocity scale. These are proportiona to prod-
ucts of eddy size and eddy velocity in the corresponding
directions, and they typical vary with height, wind speed,
stability, etc. Generally, the eddy diffusivities can be mod-
eled by using the kinetic energy equation of Eqg. (3) and
an appropriate choice for the length scale. As a simpli-
fication, it appears that the eddy diffusivity is often well
described by a profile function such as

2
KU,0Z Z
Ke = Gez/D) (l - ﬁ) ’ ()

where ¢c(z/L) is a stability function for the variable of
interest [such as ¢m(z/L) of Eg. (9) for momentum]. This
equation appears to be quite successful for the surface
layer and for the clear ABL.

In convective conditions, however, the flux is not pro-
portional tothelocal gradient alone. Infact, inalarge part
of the ABL the gradients are small in convective condi-
tions. Therefore, the fluxes depend mostly on the mixing
characteristics of the large eddies across the ABL. The-
ories are available which have generalized K-theory to
allow for thistype of situation, for example, by including
additional terms at the right-hand side of Eq. (16) repre-
senting the large-eddy mixing. In second-order closure,
new equations are developed for the fluxes and variances
themselves. Such eguations have a very similar structure
asEq. (3) for kinetic energy. These equations also contain
third-order terms, pressure terms, and molecular termson
theright-hand side, which are new unknowns. These must
berelated to the other variablesin the equation, awaysin-
volving assumptions. Second-order closureinvolvesmany
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morethantheoriginal equationsandisthereforemoretime
consuming and expensive than first-order closure.
Finally, the atmospheric model equations can also be
applied on the much smaller horizontal scale of the order
of 1to 10 km. In such cases, the horizontal resolution is
only 100 m or less, which means that most of the turbu-
lent fluctuations by convection are resolved by the model.
Thistype of modeling is nowadays known as “large-eddy
simulation (LES).” This has become a powerful and pop-
ular tool inthelast decadeto study turbulencein clear and
cloudy boundary layers under well-defined conditions.

VIIl. TURBULENT DISPERSION
OF AIR POLLUTANTS

Atmosphericturbulence playsanimportant roleinthe esti-
mation of concentrationsof air pollutants at | ocations near
the pollution source and on larger scales. This problem
can be broken down into four parts: estimation of plume
rise, transport, dispersion, and transformation. Plumerise
depends partly on meteorological variables such as wind
speed and stability, partly on exit speed and temperature
of the pollutants, and partly on the source diameter. Many
techniques exist for estimating plume rise, and turbulent
entrainment into the plumeis one factor that must be con-
sidered. However, in this case, the turbulence arises from
themotion of the plumeitself and isnot natural turbulence.
Natural turbulence may eventually play arole in mixing
the plume to cause it to level off.

Transport involves the mean wind speed and direction.
Dispersion is produced primarily by atmospheric turbu-
lence and is discussed in more detail below. Transforma-
tions of the pollutants are dueto chemical reactions, depo-
sition, and interactions with liquid water. These constitute
separate problems treated elsewhere. Most air pollution
arises from continuous emitting sources, such as stacks
or highways. They may be ground or elevated sources.
An important parameter in the determination of concen-
tration is the “effective source height,” which is the sum
of physical source height and plumerise.

To estimate turbulent dispersion and the connected con-
centrations of air pollutants, no completely satisfactory
techniques are available at present. For vertical mixing,
first-order closure [K -theory; see Eq. (16)] gives reason-
ably good resultsin the case of ground sources. The prob-
lem here is the proper description of the eddy diffusivity
K. If K isassumed to be independent of downward dis-
tance from the source x, the plume width varies as /X.
This differs from observed plume widths. The difficulty
isthat a constant K describes a situation in which all dif-
fusing “eddies” are small compared with the scale of the
plume. Thisistruefor molecular dispersion but not for tur-
bulent dispersion. If the eddy diffusivity K is allowed to

Atmospheric Turbulence

vary with height (in the same manner as K for heat trans-
port, for example), the effective K will grow with distance
from a ground source. The results are then quite realistic
for estimating vertical diffusion from acontinuousground
source, except in the case of strong convection. K -theory
is generally unsatisfactory for lateral dispersion.

The most popular method for determining both verti-
cal and lateral dispersion does not involve the solution
of any differential equation. Instead, the basic mathemat-
ical condition is one of continuity. For example, in the
case of a continuous point source, the emission rate Q
(in kg/s) must equal the integrals over the fluxes through
any plane at right angles to the mean wind. Assuming the
meanwind U at the (effective) stack height to bein the x-
direction, then the shape of the distributionsin the y- and
z-directions is needed. Close to the source, both vertical
and lateral distributions are often assumed to be Gaussian
with standard deviations oy, and o, (both in meters). Then
the mean maximum concentration C s (in kg/m®) of a
pollutant at plume height is given by

Q

b
Oy0;

Crax = & = (18)
where « is a constant.

The Gaussian assumption is well documented in the
case of lateral dispersion but not for vertical dispersion
and isparticularly unsatisfactory for ground sources. Nev-
ertheless, Gaussian methods, including reflection at the
ground, are commonly used in practice. Once Gaussian
forms are postulated, it remains to estimate the stan-
dard deviations. The standard deviations measure, approx-
imately, one-quarter of the width of the plumein the hori-
zontal and vertical, respectively. The deviationsgrow with
distance from the source and depend on meteorol ogical
parameters such asthe standard deviations of the horizon-
tal and vertical wind directions. Theories are available to
estimate these variables from routinely available obser-
vations. The fluctuations of horizontal and vertical wind
direction are especially sensitive to atmospheric stability.
Overall, mixing and dispersion are strongest in convective
turbulence.

Far from the source the vertical distribution istaken as
uniform because of the turbulent mixing in the ABL. As
aresult, the depth of the turbulent ABL (h) replaces o, in
Eq. (18) for concentration. Thus, in such cases, thesmaller
thewind speed and mixing depth, the larger isthe concen-
tration. The product of wind speed and mixing depth is
sometimes referred to as a ventilation factor. Maps of this
quantity have been constructed. The factor is especially
low in stagnant, high-pressure regions, leading to persis-
tent high concentrations of pollutantsin the ABL.

For air quality modeling, other techniques are al'so be-
ing tried, someinvolve Monte Carlo techniques and others
similarity methods with the scaling parameters of Figs. 2
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and 3. However, no consensus has emerged on the gen-
erally best techniques to estimate air pollution concentra-
tions, not even for single sources. There is also a need
for constructing and evaluating multiple-source models,
particularly for cities. Typically, these models consist of
superposition of single-source models with areas of fi-
nite size represented as single sources. Such models can
be very complex in cases with important chemical trans-
formations (e.g., photochemical smog). These complex
models are used for planning future growth and design-
ing strategiesfor rolling back undesirably high concentra-
tions. Special modelsarerequired for the estimation of air
pollution by long-range transport, for the understanding
of acid-rain patterns, and for other subjects dealing with
air quality on large atmospheric scales. In fact, such mod-
els are closely related to the atmospheric models for the
forecasting and research of weather and climate.
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GLOSSARY

Auroral electrojets Narrowly concentrated ionospheric
currents; one flows eastward along the evening part of
the auroral oval and the other flows westward in the
morning part.

Auroral kilometric radiations Intense kilometric radio
emissions emitted by auroral plasmas in the auroral
potential structure.

Auroral oval The annular-like belt around the geomag-
netic pole in which various auroral forms lie.

Auroral potential structure Electric structure formed
by interaction between field-aligned electric currents
and plasma at an altitude of about 10,000 km; acceler-
ates the current-carrying electrons that excite or ionize
upper atmospheric atoms and molecules. At the same
time, it accelerates upward positive ions, such as O,
from the ionosphere.

Auroral substorm Global auroral activity with a lifetime
of ~3 hr, consisting of three phases—growth, expan-
sion, and recovery. It is the only visible manifestation
of the magnetospheric substorm.

Aurora

Auroral zone Narrow belt around the geomagnetic pole
in which the seeing frequency (the number of nights
per year) is maximum. Unlike the auroral oval, it is not
the belt along which the aurora lies.

Coronal hole Relatively dark regions of the corona in
X-ray photographs. A high-speed solar wind flows out
from coronal holes. It tends to appear a few years after
the year of sunspot maximum. The aurora becomes
active when the Earth is.

Field-aligned currents Part of the auroral discharge
current that flows along the geomagnetic field
lines.

Geomagnetic pole Point where the axis of the Earth’s
dipole magnetic field reaches the Earth’s surface.

Green line The line emission of wavelength 5577 A (or
557.7 nm) emitted by oxygen atoms; this light has the
most commonly observed color of the aurora.

lonospheric current Part of the auroral discharge cur-
rent that flows in the ionosphere, consisting of two nar-
rowly concentrated currents—the eastward and west-
ward electrojets.

Isochasm The line of equal auroral visibility.
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Magnetosphere A come-like cavity carved in the solar
wind in which the Earth’s magnetic field is confined.

Magnetospheric substorm The most basic type of dis-
turbances of the magnetosphere, which manifests as
theauroral substorm and other polar upper-atmosphere
phenomena.

Plasma Fully or partialy ionized gas consisting of an
equal number of positive ions and electrons.

Polar magneticdisturbance (or substorm) Intensegeo-
magnetic disturbances associated with the auroral sub-
storm caused by the auroral discharge current.

Solar wind Solar particles consisting mainly of protons
and electrons that flow out from the sun with a su-
personic speed, reaching the outer fringe of the solar
system.

THE AURORA is the visible manifestation of a large-
scale electrical discharge process in the polar upper at-
mosphere and in space around the Earth. The dischargeis
powered by the generator process resulting from interac-
tion between the solar wind and the Earth’s magnetic field.
The power involved is ~108 MW (megawatts). The dis-
charge current-carrying electrons collide with atoms and
moleculesin the polar upper atmosphere, ionizing and/or
exciting them. These atoms and molecules emit the visi-
blelights, aswell as extreme ultraviolet (EUV), ultravio-
let (UV), and infrared (IR) emissions. The aurorais also
associated with very low frequency (VLF) and ultralow
frequency (ULF) radio emissions. Theauroraisavery dy-
namic phenomenon and exhibits systematic motions on a
global scale, particularly when solar wind is intense and
the resulting generator power is high (see section VI). A
typical auroral activity, called the auroral substorm, lasts
for ~3 hr and is accompanied by magnetic field distur-
bances produced by the discharge currentsthat flow along
the geomagnetic field lines and through the ionosphere.
Auroral activity is related to solar activity in very com-
plicated ways. Intense solar activities (solar flares, coro-
nal mass gjections) associated with alarge sunspot group
cause gusty winds, while spotless regions called “coronal
holes” tend to cause a wide, high-speed spectrum. Both
causeintenseauroral activities. Sincetheauroraisan elec-
trical discharge phenomenon, it can causeinterference on
radio communications, radar, power transmission lines,
oil and gas pipelines, and satellites.

. AURORAL DISTRIBUTION

A. Auroral Oval

When one looks down on the Earth from far above the
northern polar region, there is an annular belt of glow
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surrounding the geomagnetic pole. Thisbelt is called the
auroral oval and consists of curtain-like forms of lumi-
nosity in the poleward half of the oval and awide, diffuse
glow in the equatorward half. Figure 1 shows an auroral
image taken from the Dynamics Explorer A satellite at a
distance of about 20,000 km from abovethe northern polar
region. Thereisasimilar belt in the Southern Hemisphere.
Theaurorain the Northern and Southern Hemispheresare
called the aurora borealis and the aurora australis, re-
spectively. The aurora borealis is commonly called the
northern lights.

The size of the auroral oval changes considerably
on a continuous basis. For an average-sized oval, the
midday part is located at ~76° in geomagnetic latitude
and the midnight part is located at ~67° (the geomag-
netic | atitude-longitude system based on the geomagnetic
poles), with the average diameter being ~4000 km. At
times, theoval can contract poleward (themidday and mid-
night parts being located at ~82° and 72°, respectively)
or can expand considerably equatorward about 40 hr after
an intense solar activity (the midday and midnight parts
being located at ~70° or less and ~55°, respectively).

B. Auroral Zone

When the aurora is moderately active for several days,
the auroral oval is approximately fixed with respect to the
sun, and the Earth rotates under it once a day. The locus
of the midnight portion of such an oval on a geographic
map is called the auroral zone. This zone coincides with
the belt of the maximum frequency of auroral visihility,
and it passes over central Alaska, northern Canada, the
southern tips of Greenland and I celand, the northern tip of
the Scandinavian Peninsula, and the Arctic Ocean coast
in Siberia. The center line of thisbelt lies closeto the geo-
magnetic | atitude circle of 67°. The occurrence frequency
of the aurora decreases away from this belt toward both
higher and lower latitudes.

When maps of the auroral occurrence frequency were
first constructed by E. Loomis in 1860 and H. Fritz in
1873, the frequency was expressed in terms of the number
of nights of visible auroras per year. Thus, in their maps
severd lines of equal average annual frequency of auroral
visibility (the so-called isochasms) were indicated. Some
of the cities lying near the line of 10 nights per year are
New York City, Seattle, Leningrad, and London. Some of
thecitiesnear thelineof 1 night per year are San Francisco,
Moscow, and Vienna. The line of 0.1 night per year (i.e.,
once in 10 years) lies over Mexico, the northern tip of
Japan, southern Italy, southern Spain, and Cuba. Note
that such maps were constructed on the basis of several
hundred years of observations made from the subauroral
zone and from lower latitudes. The occurrence frequency
is generally higher during years of frequent sunspots.
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FIGURE 1 Image of the auroral oval taken from above the north pole by the Dynamics Explorer A satellite. (Courtesy

of L. Frank, University of lowa—Ames.)

Exceptionally high solar activity in the past caused the
aurora to appear in low latitudes. For example, auroras
were sighted in Honolulu on 1 September 1859, in Samoa
on 13 May 1921, and in Mexico on 12 and 23 September
and 11 February 1958.

Il. AURORAL FORMS

A. Discrete Form

Themost common auroral form hasadiscrete, curtain-like
shape. The altitude of its bottom edge is ~100-110 km,
and the dtitude of its upper edge can vary greatly, from
~400 to >1000 km. The auroral curtain develops folds
of various scales, from afew kilometersto afew hundred
kilometers. Figure 2 showsthe dtitude of the aurorain re-
|ationship to some other atmospheric phenomena. Active
auroras tend to have higher upper heights and larger scale
folds. When an auroral curtain developsthe smallest scale
folds on the order of afew kilometersin size, the curtain

appearsto have vertical striations called the ray structure.
In early literature, large-scale folds were called “horse-
shoe” or “drapery” forms. The curtain-like form is tradi-
tionally called the auroral arc. This is because when the
curtain-like form is located near the poleward horizon, it
lookslike an arc because of the perspectiveeffect (Fig. 3B)

If the auroraislocated too far away in the northern sky,
the bottom part of the auroral curtain cannot be observed
and only the upper part of it can be seen above the hori-
zon, giving the impression of dawn, as described in M. V.
Lomosov’spoem: “But, Where O NatureistheL aw?From
the Midnight Lands Comes Up the Dawn!”. The term au-
rora was adopted by P. Gassendi from Aurora—the rosy-
fingered goddess of the dawn in Roman mythology. When
an aurora curtain with theray structureislocated near the
zenith, the auroral rays appear to converge from a point,
and such aform is called the corona. This is because the
parallel rays of afew hundred kilometers length appear
to converge as aresult of the perspective effect (Fig. 3C).
Thus, the appearance of the coronaform simply indicates
that the curtain form is located near the zenith and is not
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FIGURE 2 Altitude of the aurora in the atmosphere.

a different type of aurora (as many popular books on the
aurora mistakenly describe it).

B. Diffuse Form

Theother form of theauroraisafaint, diffuse, Milky Way-
like glow that covers a part or all of the sky (as seen from
the ground); it is located equatorward of the curtain-like
auroras. Thisglow isfairly uniformin the evening sky, but
tendsto devel op delicate east-west structuresinthe morn-
ing sky. Often, the diffuse glow disintegrates into patchy
luminosity (looking like cumulous clouds) that drifts east-
ward with aspeed of about 300 m/sec and tendsto pulsate
with a period of 5-10 sec.

lll. AURORAL SPECTRA

The aurorais associated with electromagnetic waves over
awide frequency range, including X-rays, visible, EUV,
UV, and IR emissionsaswell asVLF and ULF radio emis-
sions. Thus, the visible emissions constitute only a small
part of the spectrum. In addition, the aurorais associated
with intense VLF radio waves that can be observed only
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from abovetheionosphere by satellitesand rockets. These
VLF emissions are called auroral kilometric radiations.

A. Visible, EUV, UV, and IR Emissions

Until about the middle of the 19th century, it was gener-
ally believed that auroral lights arose from the reflection
of sunlight by icecrystalsintheair. It was A. J. Angstrom
who showed that the auroral spectraconsist of many lines
and bandsinstead of only one continuous spectrum of sun-
light. Some of the most familiar visible emissions from
the aurora are caused by the discharge-current-carrying
electrons in the following manner. When the discharge-
current-carrying electrons (e*) descend through the au-
roral potential structure, they are accelerated, acquiring
energies of afew kiloelectron volts or greater. They col-
lidewith neutral atomsand moleculesduringtheir passage
through the upper atmosphere. There they collide with ni-
trogen molecules (N2) and ionize them:

N+ € — NJ +¢e +e

Theionized nitrogen molecules (N3 ) emit aseriesof band
emissions, called the first negative band, in the violet—
green color range. The energetic electrons (¢*) lose only a
very small fraction of their energy in each collision, thus
they can ionize hundreds of molecules and atoms along
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FIGURE 3 Different appearances of an auroral curtain depend-
ing on the relative location of an observer. (A) a distant (~300 km)
observer, (B) a medium-distance (~200 km) observer, and (C) an
observer directly under the aurora.



Aurora

their pass before they completely lose their energy. For
electrons having energies of afew kiloelectron volts, their
stopping height is about 100-110 km. This is why the
bottom of the auroral curtain is at this altitude.

Each collision producesasecondary electron (€), which
has sufficient energy to excite oxygen atoms. Some of
the excited oxygen atoms emit the most familiar light
of the aurora, the so-called green line; its wavelength is
5577 A (557.7 nm). The excitation potential of thisstateis
4 eV. There are a so, however, complicated chains of pho-
tochemical processes that produce excited oxygen atoms
as the energetic electrons produce a variety of ionsin the
polar upper atmosphere. Less energetic secondary elec-
trons can excite oxygen atoms to another state requiring
2 eV. Oxygen atomsthusexcited tend to emit the so-called
red line; its wavelength is 6300 A (630.0 nm). It takes
about 200 sec for them to emit thislight (actually adoubl et
line) after the excitation. If the excited atoms are collided
by other atoms or molecules before emission, they lose
the excitation energy; in such a situation they are said to
be quenched. For this reason, this emission tends to take
place at altitudes greater than 300 km, where the quench-
ing collision is not frequent. As described in Section VI,
the greatest auroral displaysin history were characterized
by agreat enhancement of thered line, particularly in the
middle latitudes. This enhancement is caused partly by
secondary electrons and partly by intense heating of the
upper atmosphere during major magnetic storms.

Excited oxygen atoms and nitrogen molecules are
known to emit intense EUV and IR emissions that can-
not be observed from the ground (because they are ab-
sorbed in the atmosphere). Detectors aboard both rockets
and satellites have been used extensively to study such
emissions.

B. X-Rays

As the penetrating energetic electrons are decelerated by
atoms and molecules, they emit Bremsstrahlung X-rays,
which can penetrate down to an atitude of ~30 km.
A balloon-borne X-ray detector is needed to observe it.
Satellite-borne X-ray detectors have recently succeeded
in obtaining global X-ray images of the aurorafrom above
the north polar region.

C. Radio Emissions

The aurora is accompanied by various VLF radio emis-
sions that cannot be observed by radio devices on the
ground. The discharge-current-carrying electrons are ac-
celerated in the auroral potential structure, which is lo-
cated at an atitude of ~10,000 km above the aurora
(see Section VI). This potential structure was discovered
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in 1977 and was found to be the source of very strong
radio emissions called the auroral kilometric radiations
(AKR). The reason for such alate discovery of the AKR
isthat such low-frequency electromagnetic waves are re-
flected by theionosphere and cannot penetrate downto the
ground. Thus, it wasasatellite-borneradio devicethat first
detected the waves. It is said that the AKR is so intense
that it would be detected by “visitors from outer space”
well before the Earth would become visible to them.

The aurorais also associated with various ULF waves
(or Alfven waves) having periodsof 1 secto 15min. These
waves are called geomagnetic micropul sations. When the
aurora becomes suddenly active, a particular type of mi-
cropulsation, Pi2, is observed not only in the auroral lati-
tude, but also in middle and low latitudes; it is atrain of
pulsations with decreasing amplitude.

IV. DYNAMICS OF THE AURORA
AND AURORAL SUBSTORMS

The aurora is a very dynamic phenomenon and exhibits
systematic motionson aglobal scale. Such auroral activity
can bedescribed interms of theauroral substorm, whichis
amanifestation of the magnetospheric substorm, electro-
magnetic disturbances around the Earth. The morphology
of auroral dynamics is described here. It should be noted
that auroral motions are caused by the shifting of impact
points of the discharge-current-carrying electrons, which
are caused by changes in the electromagnetic field in the
magnetosphere (not by motions of light-emitting atomsor
molecules). The principle involved is the same as that of
a cathode-ray tube.

The first sign of atypical auroral substorm isa sudden
brightening of the auroral curtain in the midnight sec-
tor. The brightening spreads rapidly westward (toward the
dusk sector) and eastward (toward the dawn sector); in
<10 min an auroral curtain in the entire dark hemisphere
brightens. This brightening is associated with a poleward
advance of the curtain in the midnight sector having a
speed of about afew hundred meters per second, forming
abright bulgeintheauroral oval. Figure4 showsschemati-
cally themain characteristics of auroral displays, aswould
be seen from above the north polar region.

The formation of the bulge is associated with a large-
scale wavy structure of the auroral curtain in the evening
sector. This structure, the westward traveling surge, prop-
agates westward with a speed of a few kilometers per
second. Inthissurge, theauroral curtain developsalarge-
scale fold, making it the most spectacular display that can
be observed from the ground. Some of the surges prop-
agate all the way to the midday sector. Figure 5 shows
an example of an auroral substorm observed from the
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FIGURE 4 Schematic illustration of auroral activity. Solid lines
indicate curtain-like discrete forms; shaded parts indicate the
diffuse aurora.

Dynamics Explorer A satellite in a series of images taken
12 min apart.

During an auroral substorm, the diffuse aurora aso
undergoes distinct changes. In general, its brightness is
considerably increased. In the evening sector, however, it

Aurora

tends to maintain its uniformity in brightness; it is only
during very intense substorms that it is disturbed. In the
midnight sector, the poleward boundary of the diffuse au-
rora develops large-scale wavy structures called torches
and omega (2) bands (see Fig. 4). The diffuse auroraa so
developsanumber of striated structuresin an east-west di-
rection. Near the equatorward boundary, thediffuseaurora
disintegrates into patchy (cumulus-cloud-like) structures
that extend well into the midday sector or even into the
early afternoon sector (see Fig. 4).

Eventually, the poleward advancing aurora reaches the
highest latitude. This is the maximum epoch of the au-
roral substorm. The period between the sudden brighten-
ing of the auroral curtain in the midnight sector and the
maximum epoch is called the expansive phase. A typical
duration of this phase is 30-60 min. As the auroral cur-
tain beginsto recede toward lower latitudes and the bulge
begins to contract, the recovery phase setsin. This phase
typicaly lastsfor about 2 hr; thus, atypical substorm lasts
for about 3 hr.

Auroral motionsare caused by the shift of impact points
of thedischarge-current-carrying electrons. In thisrespect,
the polar upper atmosphere is analogous to the screen of

FIGURE5 Successive images of the auroral oval (taken 12 min apart from the Dynamics Explorer A satellite) showing
the development of auroral progress. (Courtesy of J. Craven and L. Frank, University of lowa—Ames.)
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a cathode-ray tube. The aurora is thus analogous to an
image on the screen, which is produced by impact of the
electron beam shot from the cathode. Thus, a study of au-
roral dynamics can provide important information on the
locations where upward currents carried by downcoming
discharge-current-carrying electrons flow down to the po-
lar upper atmosphere (more specifically, the ionosphere)
and how such locations vary during the course of an auro-
ral substorm. That isto say, the shift of the electron beams
isanindicationthat electric and magnetic fieldsaround the
Earth are changing and thus causing electromagnetic dis-
turbances (magnetospheric substorms) around the Earth.
As described in Section V, aurora substorms occur when
the discharge power supply exceeds 10° MW. Therefore,
auroral activity isagood (in fact, the only visible) indica-
tor of the level of this power supply.

V. POWER SUPPLY OF THE AURORA

Oneof thecentral problemsinauroral physicsistoexplain
the processes that generate the auroral discharge currents,
feed the auroral electrojets in the ionosphere, and drive
the large-scale vortex motions of plasma in the magne-
tosphere. In other words, one must explain the generator
processes that supply the power for the auroral discharge.
It is not difficult to infer the total power required for the
discharge, since one can estimate the total-energy dissi-
pation rate in auroral processes. Thejoule heat lossin the
lower ionosphere alone requires about 10° MW. During
an intense auroral substorm, the total power required in
the polar ionosphere is about 106 MW.

A. Solar Wind—-Magnetosphere Generator

The sun continuously blows away its atmosphere with
a speed of a few hundred kilometers per second. This
gas flow, called the solar wind, consists mainly of pro-
tons and electrons. Deep-space observations have indi-
cated the presence of the solar wind at a distance of
about 30 astronomical units (AU), far beyond the distance
of Uranus and Neptune. The solar wind tends to blow
around strongly magnetized planets, such as Mercury,
Earth, Jupiter, Saturn, Uranus, and Neptune. This is be-
cause their magnetic fields act as barriers. As a result, a
“cavity” is formed around the magnetized planets. This
cavity isthe magnetosphere, and it has the shape of along
cylinder with a blunt nose pointed in the upstream direc-
tion of the solar wind (Fig. 6). In the case of the Earth’s
magnetosphere, the distance from the Earth’s center to the
nose is ~10 Earth radii. The diameter and length of the
cylinder are approximately 30-40 Earth radii and 500~
1000 Earth radii, respectively. The downstream portion of
the magnetosphere is called the magnetotail. The situa-
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FIGURE 6 Schematic illustration of the noon—midnight merid-
ian cross section of the magnetosphere. Solar wind particles flow
around the boundary of the magnetosphere and across the geo-
magnetic field lines that are connected to the solar wind magnetic
field lines. The small inset shows a part of the electric current cir-
cuit that is generated by the solar wind—magnetosphere dynamo.

tionis completely different for anonmagnetized celestial
body without an atmosphere (for example, the moon); in
this case, the solar wind particles directly hit the surface
of the body.

The solar wind is a magnetized plasma flow resulting
from the solar wind carrying away some of the magnetic
field of the sun. This magnetic field is of fundamental
importance in the solar wind-magnetosphere interaction
and in auroral physics, because some of the magnetic field
linesfromthepolar ionosphereare connected to solar wind
magnetic field lines across the boundary of the magneto-
sphere (Fig. 6).

The two basic elements of a generator are a magnetic
field and an electrical conductor that moves rapidly in it,
thus generating an electromotive force. The solar wind is
aconductor, sinceit consists of charged particles, mainly
protons and electrons. Asthe solar wind blows around the
boundary of the magnetosphere, it has to blow across the
connected magnetic field lines (Fig. 6), thus generating an
electromotive force as in a generator. Actually, the basic
mechanism involved in this process is the same as that of
amagnetohydrodynamic (MHD) generator.

Therefore, the entire boundary surface of the magneto-
sphere acts as the generator. As aresult, the dawn side of
the boundary in the equatorial plane becomesthe positive
“terminal” and the dusk side becomes the negative “ter-
minal.” The total voltage between the terminals is about
100 kV, and it is this potential drop that drives the two
vortex motions of plasmasin the magnetosphere andiono-
sphere.

As afirst approximation, the power P (in megawatts)
of the solar wind-magnetosphere generator is given by



800

p = 20VB?sin*(©/2),

where V (km/sec) isthe solar wind velocity, B (nT) isthe
solar wind magnetic field magnitude, and the angle © is
approximately the polar angle of the solar wind magnetic
field (® = 0° for a northward-directed field and 180° for
a southward-directed field).

Much of the current generated flows across the mag-
netotail along the midplane separating the northern and
southern halves of it. However, asmall portion of the cur-
rent (~2 x 10° A) is discharged through the ionosphere
(seethesmall inset in Fig. 6). Itisthis portion that is con-
nected to the inward field-aligned currentsin the morning
part of the oval and the outward field-aligned currentsin
the evening part of the oval.

The auroral phenomena are not unique to Earth. The
aurora is found on magnetized planets such as Jupiter,
Uranus, and Neptune. On the other hand, nonmagnetized
planets such as Venus and Mars have no aurora

B. Auroral Discharge Currents

Many popular books on the aurora explain that the aurora
is caused by a direct impact of solar wind particles on
the polar region that are deflected by the Earth’s magnetic
field. Although such adirect entry of solar wind particles
does occur in the magnetosphere, their “impact” regionis
limited to only a small portion of the midday part of the
auroral oval called the cusp. This mechanism does not,
however, explain why the auroraappearsaong an annular
belt around the pole in the form of the auroral oval. Fur-
thermore, the energy of solar wind protons and electrons
is not high enough to penetrate to the lower ionosphere
and produce the auroral luminosity.

As mentioned earlier in this section, some of the ge-
omagnetic field lines from the polar ionosphere are con-
nected to the solar wind magnetic field lines. These geo-
magnetic field lines are called open field lines; other field
lines cross the equatoria plane and reach the opposite
hemisphere (closed field lines). The open field lines orig-
inate from the area bounded by the auroral oval. Consider
the bundle of these open field linesand those which consti-
tute the surface of this bundle in the morning and evening
sectors. Themorning sector field linesare connected to the
positive terminal of the solar wind-magnetospheric gen-
erator and those evening sector field lines are connected
to the negative terminal (see theinset in Fig. 6). It isfor
these reasons that the primary discharge (field-aligned)
current flows from the morning side of the magnetotail to
the poleward boundary of the morning half of the oval.
A part of the current then flows across the polar cap and
finally flows back to the evening side of the magnetotail
from the poleward boundary of the evening half of the oval
(see Fig. 8). The actual discharge current circuit is much
more complicated, as discussed in Section V1.
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VI. AURORAL DISCHARGE
CURRENT SYSTEM

A. Auroral Discharge Circuit

The “anchoring points” of field lines which connect
the positive and negative terminals of the solar wind-
magnetosphere generator form an approximate circle in
thepolar region (seetheinsertin Fig. 6). Themorning half
of thecircleispositively charged, whilethe evening half is
negatively charged. The electric potential associated with
these charges is schematically shown in Fig. 7; the asso-
ciated electric field is perpendicular to the equipotential
lines. The potential differencebetweenthetwo half-circles
is about 100 kV, which is the generator’s voltage.

In atenuous plasma in the magnetosphere, where col-
lision among charged particles is rare, the charged parti-
clescan movein two ways, in addition to circular motions
around the magnetic field lines. Thefirstisamotion along
the magnetic field lines. Thus, the magnetic field lines
which are connected to the terminals act like “invisible
wire,” carrying the electric current generated by the gen-
erator from the positive terminal to the negative terminal
through the ionosphere, which is the resistor.

This primary circuit generates a complicated current
system (Fig. 8). The incoming (downward) primary cur-
rent from the positive terminal to the ionosphere is sep-
arated into two parts, one flowing across the polar cap
and the other flowing equatorward across the auroral oval
and upward at the equatorward boundary (the secondary
current). The outgoing (upward) primary current is the
combination of two parts, one coming from the polar cap
and the other coming from the equatorward boundary of
the oval (the secondary current). The secondary currents
are closed in the equatorial plane.

Theupward field-aligned portionsof thecurrent system,
both the primary incoming (downward) portion from the

FIGURE 7 Distribution of the electric potential in the polar
ionosphere in geomagnetic latitude and magnetic local time
coordinates.
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FIGURE 8 Connection of the ionospheric currents to the currents
that flow along the geomagnetic field lines (field-aligned currents).

positive terminal in the morning sector and the secondary
(downward) portion, also form a vacuum discharge tube

(Fig. 9).

B. Auroral Potential Structure

There is one more factor to consider in an explanation
of the generation of the aurora. To close the field-aligned
currents, the discharge-current-carrying el ectrons must be
able to reach the E region of the ionosphere where the
electric conductivity perpendicular to the magnetic field
is high. However, since the electrons lose energy during
each collision, they must have at least a few kiloelectron
voltsto be able to reach the lower ionosphere. Most solar
wind and magnetospheric el ectrons do not have such high
energies (only a few hundred electron volts). Although
it is not well understood, an interesting electric potential
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structure (with apotential drop of afew kilovolts) appears
to develop at an altitude of 10,000 to 20,000 km, where
the solar wind-magnetosphere generation power exceeds
10° MW, it is specul ated by some researchersthat this po-
tentia structureisasort of doublelayer. The electric field
associated with this potential structure is directed upward
aong the geomagnetic field lines, so that the discharge-
current-carrying electrons become accel erated downward
as they go through the structure, enabling them to reach
the lower ionosphere. They ionize and/or excite atoms
and molecules that emit visible light, thus creating the
aurora.

C. lonospheric Currents

As mentioned earlier, charged particles in a collisionless
environment are constrained to move along magnetic field
lines. However, when there is an electric field, both posi-
tiveions and electrons tend to move together in the direc-
tion perpendicular to both the electric field E and themag-
netic field B with the velocity V = E x B/B2. Since the
electric field E isperpendicular to the equipotential lines,
both ions and electrons drift along the equipotential lines.
However, such a condition is possible where both posi-
tive ions and electrons are collision free. This condition
holds down to the F region of the ionosphere (>200 km
in atitude). However, in the E region of the ionosphere,
electrons are collision free, but positive ions collide fre-
quently with neutral particles and thus cannot participate
in the E x B drift motion. Therefore, only electrons drift
with the velocity V = E x B/B? along the equipotential
contour lines, and thus, the current flows al ong the equipo-
tential contour lines (opposite to the direction the drift
motion of electrons and perpendicular to E). This com-
ponent of the current is called the Hall current. Actually,
the positive ions can move in the direction of E, and this
component is called the Pedersen current.

Asaresult of al these components, the currentsin the
ionosphere have a complicated distribution. The most in-
tensecurrent flowswestward in the night sector and causes
intense magnetic disturbances on the ground (Fig. 10).

VII. SOLAR ACTIVITIES AND THE AURORA

Itisgenerally known that auroral activity isclosely related
to solar activities; specifically, sunspots are believed to be
the basic cause of the aurora. However, we are far from a
good understanding of this “well-known” fact.

Auroral activity depends on the power of the solar
wind-magnetosphere generator, which in turn dependson
the solar wind velocity (V), the magnitude of the solar
wind magnetic field (B), and the polar angle (®) of the
solar wind magnetic field. Thus, an important problem is
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FIGURE 10 Distribution of electric currents in the ionosphere dur-
ing an auroral substorm in geomagnetic latitude and magnetic
local time (MLT) coordinates.

to explain how solar activities are related to these three
guantities. Using the solar wind velocity as an example,
we can seethat thereisnoincreasein V when the sunspot
number is high. In fact, sunspots tend to suppress a high-
speed flow of the solar wind, and some of the highest solar
wind actually blows out from spotless areas called coronal
holes. Sunspots are, however, closely related (at |east sta-
tistically) to auroral activity. Thisis partly because large
sunspot groups tend to produce expl osive phenomena, so-
lar flares, which produce a gutsy flow.

A. Solar Flares and Auroral Activity

Asagusty flow penetratesinto the slow solar wind, it gen-
eratesashock waveinwhich the solar wind magnetic field
iscompressed and B generally becomes larger. Figure 11
shows a hypothetical situation in which a large sunspot
group produced two flares that occurred 48 hr apart; for
two large-scale spiral structures, see Section VI1I.B. The
figure showsa*“‘snap shot” of the corresponding two shock
waves 5 days after the first flare. When the shock wave (in
which V and B tend to be large) collides with the solar
wind-magnetospheric generator, there is a high probabil-
ity that the power will increase (according to the formula
given in Section V.A). Some flares, however, produce a
large ® (~180°), while others produce a small ® (~0°).
When all three quantities V, B, and ® become large, the
generator power will increase considerably, by as much
as 100. Mgjor variations in these quantities last for about
6 hr; thus, if the peak timesof V, B, and © approximately
coincide, therewill beamajor auroral display. Theauroral
ova will then expand and descend to the U.S.—Canadian
border or even lower. The upper part of the aurora cur-
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tain will extend high up to >1000 km and will be rich
in the oxygen red line. The magnetic fields produced by
the discharge current will produce intense magnetic fields
and thus a major magnetic storm. This is the reason why
agreat auroral display is always accompanied by a great
magnetic storm and why both are sometimes associated
with an intense solar flare in alarge sunspot group.

Suchanoccurence, however, isactually rare. Very often,
thethree peaksdo not coincide. Furthermore, occasionally
when V and B increase, ® may become very small, so
that the resulting power islow. It isfor these reasons that
a great solar flare does not necessarily produce a great
auroral display and a great magnetic storm. The situation
isalso complicated by solar wind disturbances being most
intense a ong the line connecting the center of the sun and
the flare location. Thus, if a flare takes place near the
center of the solar disk, the Earth will be very close to
an extension of this line aong which the most intense
disturbance propagates. If aflare takes place near thelimb
of the solar disk, the most intense disturbance propagates
along the line 90° longitude away from it. The resulting
increase in the dynamo power is small.

The high correlation between the large number of
sunspots and great auroral displays (aswell as great mag-
netic storms) arises partly from the fact that great aurora
displaysin popul ated areas (the middlelatitude belt) occur
after intense solar flaresin unusually large sunspot groups.

B. Coronal Holes and Auroral Activity

Sunspots tend to suppress a high-speed solar wind, and
some of the highest speed winds flow out from the

5 AU

FIGURE 11 Schematic illustration of two interplanetary shock
waves that are propagating in interplanetary space.
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coronal holes. It is believed that the magnetic field lines
from coronal holes emanate into interplanetary space and
are carried away by the solar wind in a spiral form (Fig.
11). Inthevicinity of sunspots, magnetic field linestend to
loop back to the solar surface, suppressing the solar wind.
Furthermore, many corona holes are long lived, some
more than 1 year. Therefore, a high-speed stream from a
coronal hole can last more than 1 year. Because the sun
rotatesonceevery 27 days, the solar wind-magnetosphere
generator encountersthe high-speed stream every 27 days,
similar to a beacon. The stream is wide, and so it takes
about 1 week for the stream to go by at the distance of the
Earth. The variability of the angle ® is generaly highin
the stream. For this reason, high auroral activity tendsto
occur every 27 days.

The magnetic field magnitude in ahigh-speed streamiis
generally not very large, and the resulting power isusually
<105 MW. Thus, the resulting auroral activity isnot asin-
tense as some of the flare-induced ones and is confined
mostly to latitudes north of 65°. On the other hand, since
the width of the stream is wide, moderate auroral activity
can continue for about 1 week for each encounter. During
the declining epoch of the sunspot cycle, coronal holes
in both the northern and southern polar regions (the polar
corona holes) tend to extend to lower latitudes in lim-
ited longitude sectors (separately by ~180°). Thus, two
high-speed streams (one from the northern hole and the
other from the southern hol€) emanate from the sun for an
extended period. For these reasons, at |atitudes above 65°
the occurrence frequency of the aurora may peak during
the declining period of the sunspot cycle at ~2 to 3 years
after the maximum year. In auroral |atitudes, the sunspot
number isthus not the most reliableindicator in predicting
auroral activity.

VIIl. AURORAL EFFECTS

Ashuman activity advances northward, itssupporting sys-
tems, such as power transmission lines and oil and gas
pipelines, extend across the latitude of the auroral oval.
Auroral activity has significant effects on such manmade
systems. Since the aurora is an electrical discharge pro-
cess, it tends to induce a potential drop of about 1 V/km
on the ground under the auroral oval. If two points sep-
arated by 1000 km are connected by a conductor with a
total resistance of 10 €2, there will be an electric current
of ~100 A. This situation is closely approximated by the
trans-Alaskan oil pipeline. Power transmission lines are
affected in more complicated ways. Since they are set up
for aternative currents, any direct currents (or voltages)
cause transformers to generate higher harmonic compo-
nents (other than 60 Hz), which in turn generate heat in
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the core. There are elaborate relay systemsto avoid such
interference, but aresulting blackout would be very costly.

It haslong been known that auroral activity causes seri-
ousinterference to radio systems, such as high-frequency
(HF) communication systems and HF radars systems. De-
flection of a compass during auroral activity is, however,
often exaggerated in popular books on the aurora. It is
rare that a compass needle can be deflected more than
a few degrees by the aurora. However, there are a num-
ber of operational systems in arctic regions that require
accuracy of 1’ or less in determining the direction by a
compass, and such operations suffer from auroral activity.
Intense auroral activity is associated with heating of the
upper atmosphere, which causes an expansion of the at-
mosphere. The resulting increase in atmospheric density
has been a serious problem for satellites, sinceit increases
the drag, decelerating them and shortening their lives. In-
tense field-aligned currents are believed to be a cause of
some malfunctions (phantom commands) of satellites.

In this respect, accurate forecasting of aurora activity
is an important subject. Since auroral activity depends on
the solar wind-magnetosphere generator power, auroral
forecasting involves prediction of V, B, and ® or obser-
vation of these quantities at an upstream point. There has
been significant progress in this endeavor during the past
several years.

SEE ALSO THE FOLLOWING ARTICLES

GEOMAGNETISM o |ONOSPHERE e SOLAR PHYSICS o SO-
LAR SYSTEM, MAGNETIC AND ELECTRIC FIELDS
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V. The Geologic Carbon Cycle
VI. Unraveling the Contemporary Carbon Budget
VIl. Mechanisms for the Contemporary Carbon Sink
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IX. Climate Interactions
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GLOSSARY

CO; fertilization The stimulation of net primary produc-
tivity by increased ambient CO, concentration.

Lithosphere The outer layer of the solid earth, consisting
of the crust and upper mantle.

Net primary productivity The rate of total energy ac-
quisition by green plants during photosynthesis, minus
the rate of energy loss through plant respiration.

Revelle factor A dimensionless number that expresses
the relative sensitivity of the partial pressure of CO,
and total dissolved inorganic carbon in a solution to the
incremental additional or removal of CO,, bicarbonate
or carbonate ions.

Suess effect Decrease in the ratio of *C:'2C or 14C:!2C
in a sample of seawater or plant material as a result of
the addition of fossil fuel carbon to the atmosphere.

Total alkalinity The amount of acid required to neutralize

Carbon Cycle

all the weak bases in the solution (mainly bicarbonate
and carbonate ions).

Volume mixing ratio The dimensionless ratio of the
number of molecules of a specific gas to the total num-
ber of molecules of all gases in the volume.

CARBON CYCLE refers to the continual transforma-
tion of carbon from one form to another, and its ceaseless
transport from one place to another. Schematically, the
transformation can be represented as conversions between
inorganic and organic forms of carbon; and the transport
as redistribution within and exchanges among different
reservoirs: the atmosphere, vegetation and soils, oceans,
and the lithosphere. This is presented in Fig. 1. CO; is
chemically inert in the atmosphere, and so its abundance
is determined principally by its carbon exchanges with the
land, ocean and lithosphere.
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FIGURE 1 Schematic diagram of the global carbon cycle, showing carbon exchanges among the different

reservoirs.

. BACKGROUND

Tablel liststhesizesof the carbon reservoirsand the fluxes
among them. On Earth, there are over 75 million PgC
(1 PgC = 10'® g). Most of the carbon isin the lithosphere,

TABLE |

with the remainder distributed in approximate ratios of
1:3:50inthe atmosphere, vegetation and soils, and oceans.

Annually approximately 100 Pg of C (as CO,) is ab-
sorbed by vegetation as photosynthesis converts CO,
into organic carbon. About half the amount of carbon

Annual fluxes
into and out of
reservoir

Turnover time

Carbon reservoir Inventory (PgC) (PgClyear) (years)
Atmosphere 720
Land biosphere 2,000 +50 40
Live biomass 800 15
Dead biomass 1,200 25
Ocean 38,400 +90 700
Total inorganic C 37,400
Surface layer 670
Deep ocean 36,730
Total organic C 1,000
Aquatic Biosphere 1-2 +50 <0.04
Lithosphere >75,000,000 +0.1-0.2 >400 million
Sedimentary carbonates >60,000,000
Kerogens 15,000,000
Fossil fuels 4,130 —5-10
Coa 3,510
Oil 230
Gas 140
Peat 250
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is returned to the atmosphere immediately as CO, via
plant respiration, so that net primary primary productivity
(NPP) is about 50 PgClyear. Annually, an amount of car-
bon equal to the NPPisreturned to the atmosphere viami-
crobial respiration during decomposition of dead organic
matter. The atmosphere and surface oceans exchange ap-
proximately 90 PgClyear, with the exchange driven by the
differencein CO, partial pressure acrossthe air-seainter-
face. Themarine biological cycle startswith photosynthe-
sisin the surface ocean, whereinorganic carbon dissolved
in seawater is converted into organic matter and shells
of phytoplankton. The phytoplankton are consumed and
their carbon and nutrients recycled to support further pro-
duction. Thebiological detritussinksandisremineralized
and returned to dissolved inorganic forms which eventu-
aly are upwelled to the surface by the ocean circulation.

The long-term carbon cycle has two subcycles. The
first involves chemical weathering of calcium and sili-
cate rocks, and the eventual outgassing of CO; to the at-
mosphere in volcanic eruptions and hot springs. The sec-
ondinvolvesresidual undecomposed organic matter. Their
burial and transformation at high pressures and tempera-
ture ultimately forms coal, oil, natural gas, and dispersed
organic deposits known as kerogen.

A measure of the rate of cycling in the reservoirs is
the turnover time: the average time a carbon atom spends
in the reservoir before exiting. Mathematically, it is esti-
mated by dividing thereservoir size by thetotal exit fluxes.
Turnover time of carbon is ~15 years in vegetation and
~20yearsinsoils. Thereisat least afactor of ten variation
in these turnover times between the equator and pole, as
both photosynthetic and decomposition rates are climate
sensitive. Turnover time of carbon is ~1 year in the sur-
face oceans (because of the buffer factor, to be discussed
further below) and ~10° years for the global ocean. How-
ever, the turnover time of carbon in the marine biotais of
order daysonly. Turnover timeof carboninthelithosphere
is >400 million years, and hence the geologic reservoir is
referred to as the long-term reservoir.

Insight into the controls of atmospheric CO, levelsis
provided by the sizes and turnover times of the different
carbon reservoirs. Lithospheric processes control atmo-
spheric CO, variations on time scales of millions of years.
With its large carbon inventory and air-sea fluxes, the
oceanic processes dominate atmospheric CO, variations
on millennial time scales. On seasonal to interannual time
scales, theterrestrial biosphere must play the leading role.

Il. THE ATMOSPHERIC CARBON CYCLE

Chemical measurements of atmosphere CO, were made
in the nineteenth century at a few locations in Europe.
Modern high precision record of CO, in the atmosphere
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did not begin until 1958, the International Geophysical
Year (IGY), when C. D. Keeling of Scripps Institution of
Oceanography pioneered measurements of CO, using an
infrared gasanalyzer at Maunal oaObservatory in Hawaii
and at the South Pole. Since 1974, continuous measure-
ments of background atmospheric CO, have been made
by the Climate Monitoring and Diagnostics Laboratory
(CMDL) of the National Oceanic and Atmospheric Ad-
ministration (NOAA) of the U.S. Department of Com-
merce at four stations (Pt. Barrow, Alaska; Mauna Loa,
Hawaii; American Samoa; and the South Pole). Inaddition
to the continuous monitoring stations, NOAA/CMDL also
operatesacooperative sampling network. Flask samplesof
air are collected weekly or biweekly from these sites, and
are shipped to the CMDL facility in Boulder, Colorado,
for analysis. The sampling network began before 1970 at a
few initial sites, and by 2000 AD consists of over 70 sites
worldwide. Besides the U.S. program, surface measure-
ments of atmospheric CO, are made by many countriesin-
cluding Australia, Canada, France, Hungary, Italy, Japan,
New Zealand, Spain, Germany, and Switzerland.
Atmospheric concentration of CO, was 315 parts per
million by volume (ppmv) in 1958, and has increased to
368 ppmv in 1999. With atotal of 1.7 x 10%° moleculesin
the atmosphere, a CO, volume mixing ratio of 300 ppmv
trandatesto 5.2 x 10'® moleculesof CO, or 620 PgC. The
latitudinal and tempora variations in atmospheric CO,
for 1990-1999 are shown in Fig. 2. The CO, abundance
in the atmosphere increases steadily with an average of
0.5-1%/year. Also prominent in the measurements is a
repetitive seasona cycle in CO, in the northern hemi-
sphere, which peaks in May-June and reaches a mini-
mum in September—October. The peak-trough amplitude

Global Distribution of Atmospheric Carbon Dioxide
NOAA CMDL Carbon Cycle Greenhouse Gases

FIGURE 2 Latitudinal and temporal variations in atmospheric
CO5 from 1990 to 1999. The data are from the NOAA/CMDL coop-
erative air sampling network, consisting of stations in the remote
marine locations. (Data and figure were from http://www.cmdl.
noaa.gov).
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decreases from ~18 ppmv at Pt. Barrow, Alaska, to
~1 ppmv at the equator. The southern hemisphere CO,
seasonal cycle has a small amplitude and is six months
out of phase with that in the northern hemisphere. The an-
nually averaged concentrationsare higher, by 1-3ppmv in
the 1990s, in the northern than in the southern hemisphere.
The direct measurements document unambiguously the
ongoing rise of CO, in the atmosphere.

Air bubbles in glaciers contain samples of ancient air.
Analysis of gases occluded in air bubbles in polar ice
has provided a unique reconstruction of atmospheric CO,
history prior to the modern high-precision instrumental
record. The first long (160,000 years) history of atmo-
spheric CO, was obtained from the 2202-m deep ice core
drilled in 1984 at Vostok Station in East Antarctica by
Russia, France, and the U.S. (Barnolaet al., 1987). Since
then, icecoresof different lengthshave been obtained from
Greenland and other locations on Antarctica. The longest
(420,000 years) CO, record comes from the 3623-m ice
core at Vostok Station (Petit et al., 1999). Over the past
four 420,000 years, CO, varied between ~180 ppmv dur-
ing glacia periods to ~280 ppmv during interglacials
(Fig. 3), with the CO, rise more rapid during deglaciation
(100 ppmv in ~20,000 years) than the decrease during
glaciation (100 ppmv in ~80,000 years). The distinct nat-
ural cyclein atmospheric CO; islinked to natural climate
cycles: the climate-sensitive rates at which the oceans and
terrestrial biosphere absorb, release, and store carbon de-
termine the CO, variations in the atmosphere.

CO;, variations in the past 200 years are unique when
compared to variationsin the past 420,000 years. Contem-
porary CO, hasincreased at arate (90 ppmv in 200 years)
that isfaster than any timein the historical record, and has
reached a level that is higher than has been observed in
the last 420,000 years.

CO2 (ppmv)

Temperature Departure (Celsius)

0 100 200 300 400 500
Time (Thousand Years Before Present)

FIGURE 3 Variations of CO, and temperature anomalies in the
past 420,000 years, as determined by analysis of the Vostok ice
core. [Data are from Petit et al. (1999). Nature 399, 429-436].
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lll. THE TERRESTRIAL CARBON CYCLE

Atmospheric CO, diffusesthrough leaf stomataandisas-
similated, in the presence of sunlight, phosphate, nitrate,
and other nutrients, into organic compoundsviaphotosyn-
thesis. The photosynthetic reaction can be summarized as
follows:

6CO, + 6H,0 — CgH1206 + 60, D

where CgH1,04 is glucose, and is a shorthand representa-
tion of organic compounds. Thephotosynthateisall ocated
into leaves, roots, and woody parts of plants. In order to
maintain and synthesize their tissue, green plants respire,
i.e., break down and release the by-products of part of
the organic matter they create. NPP is the rate of produc-
tion of organic matter, after autotrophic respiration has
been accounted for. When plants die or when leaves are
shed, carbonistransferred to the dead organic carbon pool
where it is decomposed by microbes. CO; is released by
microbial respiration. The decomposition rate and hence
CO; flux to the atmosphere vary with the composition of
soil organic matter, and with temperature and moisture
and other conditions of the soil. At steady state over a
large area, the long-term averaged photosynthetic uptake
of CO, balancesthe autotrophic (plant) and heterotrophic
(microbial) respiratory release, with no net change in at-
mospheric CO, or biospheric carbon inventory.

Theinventory intheterrestrial biospherefor the present
day issummarizedin Table |1. Because of the heterogene-
ity of the landscape and the sparsity of measurements, the
values in Table Il are necessarily estimates. In general,
above-ground carbon density is greatest in tropical rain
forest where the temperature and abundant precipitation
favor NPP. By contrast, soil carbonishighest inthetundra
where decomposition rates are slow.

Theannual NPPsfor thedifferent vegetationtypesgiven
in Table Il are extrapolated from direct measurements.
Global observations of an index of terrestrial photosyn-
thesis have been made using spectral reflectances of the
land surface measured by space-borneinstruments. Green
leaves absorb solar irradiance in the visible wavelengths
and reflect that in the near infrared. An index of terres-
trial NPP that exploits this spectral signature is the Nor-
malized Difference Vegetation Index (NDVI), defined as
the difference divided by the sum of the reflectances in
these spectral regions. Since the early 1980s the NDVI
has been estimated from reflectances measured by the Ad-
vanced Very High Resolution Radiometer (AVHRR) on
board the NOAA series of polar-orbiting weather satel-
lites. The AVHRR NDVI time serieswill be merged with
NDV s derived from measurements by successive gener-
ations of satellite instruments, such as Sea-viewing Wide
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TABLE Il Typical Carbon Densities and Areal Extents for 14 Vegetation Types for the Present Day

Typical Soil Total NPP Turnover
Area Biomass carbon inventory (gCm—2 time
Vegetation type (102 m2) (kgC m~2) (kgC m~2) (PgC) year 1) (year)
Evergreen tropical forest 20 15 10 475 950 25
Drought—deciduous woodland 6 5 7 72 800 15
Savanna 5 3 6 45 490 20
Arid grassland and shrubland 30 1 6 210 150 50
Desert 14 9 3 168 30 400
Mesic grassland 2 3 11 28 330 40
Mediterranean forest and woodland 2 3 8 22 500 20
Temperate evergreen seasonal 2 8 8 32 650 25
broad leaved forest
Drought deciduous and drought 9 6 7 117 650 20
seasonal broadleaved forest
Cold-deciduous broad |eaved 12 10 10 240 550 40
forest and woodland
Cold-deciduous needle-leaved 16 9 14 368 350 70
forest and woodland
Evergreen needle-leaved forest 6 6 12 108 250 70
and woodland
Tundra 7 1 17 126 100 180
Polar desert and ice 3 0 0 0 0 0
Total 132 800 1200 2000 50 40
102 m? PgC PgC PgC PgClyear year

Field-of-view Sensor (SeaWiFS) and M oderate-resol ution
Imaging Spectroradiometer (MODIS). The geographic
and seasonal variations in NPP are evident in the satel-
lite observations (Fig. 4). There is a progressive “green
wave” advancing poleward in the spring—summer hemi-
sphere, and retreating equatorward in the autumn-winter
hemisphere. Thetropical biosphere remains photosynthet-
icaly active throughout the year, with modulations asso-
ciated with rainfall seasonality. The satellite observations,
with uniform global and repeated temporal coverage, thus
document the variability of terrestrial photosynthesis on
seasonal to interannual and interdecadal time scales.

At steady state, theannually averaged NPP of an ecosys-
tem equals the annually averaged litterfall and mortality,
and eguals the annually averaged decomposition. Within
the year, however, the timing of growth, death, and de-
cay are not synchronous, so that there is on average a net
flux of CO, from the atmosphere to the biosphere dur-
ing the growing season, and a compensating flux from the
biosphere the rest of the year. The asynchrony gives rise
to the very distinctive seasonal cycle in atmospheric CO,
(cf. Fig. 2): the seasonal cycleis greatest in the middle to
higher latitudes in the northern hemisphere where land—
sea contrast gives rise to a very strong summer—winter
contrast in climate and biospheric functioning.

Climate variations and changes in atmospheric compo-
sition itself alter the rates of photosynthesis and decom-
position, and may lead to net sequestration or release of
carbon in the land. During the Last Glacial Maximum,
~20,000 years ago, for example, vegetation shifts associ-
ated with the colder and drier climate resulted in ~25%
less carbon stored on land compared to the present day.
Other factors alter the balance between the uptake and re-
lease of CO,, the most important one being disturbance.
Fires cause an immediate release of terrestrial carbon to
the atmosphere. Regrowth of vegetation would transfer
carbon from the atmosphere to the land. Disturbance and
recovery, like growth and decay, are part of the natural
cycle. When integrated over very long periods and over
large areas, a steady state may obtain.

Humansmodify thelandscape, such asby deforestation,
forest management, reforestation, and agriculture. These
modifications alter the age class distribution of the veg-
etation, turnover times of carbon in vegetation and soils,
and in turn the net carbon balance. With deforestation,
the reduction in (or eimination of) photosynthesis, en-
hancement of decomposition due to the additional detri-
tus, and the accel erated oxidation of soil carbon all lead to
anet flux of carbon to the atmosphere. Subsequent agri-
culture and/or regrowth of vegetation may lead to a slow
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FIGURE 4 Seasonal variations in the terrestrial and marine biospheres as observed by SeaWiFS satellite for
(a) December 1997—February 1998, and (b) June 1998-August 1998. (Data are from http://seawifs.gsfc.nasa.gov/
SEAWIFS.)

accumulation of carbon on land. Thus, the net CO, flux
between the biosphere and the atmosphere change in both
magnitude and direction with time, and depends strongly
on the history of land cover modification and land use
practice.

Natural and human disturbances are either episodic in
time, or highly heterogeneousin space; direct estimates of
thefluxesand changesin carboninventoriesare highly un-

certain. Therewasanet loss of carbon from theland to the
atmosphere around the turn of the twentieth century, when
mechanization facilitated the expansion of agricultureand
the exploitation of new lands. By the end of the twenti-
eth century, some of these areas have shifted from being
a carbon source to a carbon sink due to the subsequent
abandonment of agriculture and regrowth of forests in
Europe and North America. Near the end of the twentieth
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century, deforestation has shifted from middle latitudesin
the northern hemisphere to the tropics, with a net loss of
1-2 PgClyear from the tropical biosphere.

IV. THE OCEANIC CARBON CYCLE

Carbon in the oceans exists as inorganic and organic
species, and in both particulate and dissolved forms. Dis-
solved inorganic carbon (DIC) comprises aqueous COg,
the bicarbonate (HCOj) and carbonate (CO3) ions. CO,
dissolvesin water to form aweak acid, which reacts with
carbonate ions to form bicarbonates:

CO, + H,O - H,CO3 - HCOg +HT, )]
HCOj; - CO3 + Ht. 3

The reactions are reversible and are governed by equi-
librium dissociation constants that are known functions
of temperature and salinity of the solution. At 18°, the
first and second apparent dissociation constants (K% =
[HT][HCOZ1/[CO;], and K% =[HT][CO3]/[HCO;]) are
9.079 x 10~7 and 6.168 x 10719, respectively. The re-
versible reactions conserve mass (DIC) and charge, rep-
resented by the total alkalinity TALK:

DIC = [CO;] + [HCO;] + [CO5], 4
TALK = [HCO; ] + 2[CO5]. (5)

The partia pressure of CO, in water, pCO,, is governed
by Henry’s Law:

[CO;] = KupCO,, (6)

where Ky is the solubility of CO,. At T=18° and P =
1 am, Ky=3.429x 10-2 mol kg~! atm~. On aver-
age, the relative proportions of [CO,]:[HCO;]:[COz] are
1:150: 15inthesurface ocean. At present oceanic val ues,
surface water pCO, changes by ~4.3 percent per degree
Celsius change in temperature. Thisis generally referred
to asthe “solubility pump.”

The reversible reactions Egs. (2) and (3) combine to
yield:

CO; + H,0 + COj - 2HCO;. @

Dissolved carbonateionspresent in seawater partially neu-
tralize the carbonic acid, and so the addition of carbonate
ion decreases the pCO, in the surface water. The carbon-
ate system thus buffers changesin pCO, of seawater, and
permits a greater uptake of atmospheric CO, than of an
inert gas. The sensitivity of pCO; to changes in DIC is
summarized by the buffer (or Revelle) factor, defined as

_ ApCO,/pCO,

ADIC/DIC ®
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The Revelle factor ranges from a value of ~14 at 0° to
~8at 30°, withaglobally averaged valueof 10in seawater.
The Revelle factor is the reason that the turnover time for
carbon in the upper 100 m of the ocean is 1 instead of
10 years.

Marine photosynthesis takes place where there is sun-
light and supply of macronutrient and micronutrients, i.e.,
in the surface ocean. Photosynthesis by phytoplankton
transforms dissolved inorganic carbon into organic car-
bon. Some phytoplankton, e.g., coccolithophores, also
precipitate solid cal cium carbonate plates as a by-product
of their metabolism. Grazing by zooplankton and other
consumers, and the formation of skeletal parts further
transform the dissolved and particulate carbon species.
Some of the biological detritus is decomposed in the sur-
face ocean and recycled to support further production. The
remainder of the detritus sinks and is remineralized (con-
verted back to dissolvedinorganic forms) at depth. Marine
biology thus reduces DIC near the surface and increases
DIC at depth. The DIC isredistributed by the ocean circu-
lation, with upwelling returning DIC and nutrients to the
surface, where the nutrients continue to fuel photosynthe-
sis. Marine photosynthesis averages ~50 PgClyear while
the biomass totals only 1-2 PgC; the turnover time of the
marine biological cycleishence on the of order days. The
strength of marine productivity and hencebiol ogical pump
isintimately tied to the ocean circulation, which varieson
time scales of hoursto millennia.

Marine productivity has a complicated effect on sur-
face pCO,; the effect is often referred to as the “biol ogi-
cal pump.” Primary production decreases DIC and hence
pCOs, in the surface ocean [cf. Eq. (8)]. At the sametime,
the formation of carbonate shells decreases both total al-
kalinity and DIC, resulting in a net increase in pCO,
[cf. Eq. (7)]. Furthermore, the upwelling that supplies nu-
trients for photosynthesis brings excess DIC as well as
cold waters to the surface, both tending to increase sur-
face pCO,. Indeed, analysis of the available pCO, time
series shows summer highs in subtropical ocean gyres
where temperature effects dominate, and winter highsin
upwelling or biologically productive regions. On the other
hand, during intense spring blooms, such as those occur-
ring off the coast of Iceland, pCO, of the surface waters
has been observed to decrease by >100 patm in a week
because of the intense biological uptake.

Air-sea exchange of CO, is driven by the gradient
in CO, partial pressures across a thin film at the ocean
surface. In the annual mean, approximately 90 PgC is
exchanged between the atmosphere and oceans. The ex-
change is not balanced locally. The pCO; in the surface
waters has arange ~150 patm between the equator and
high latitudes. In comparison, atmospheric CO;, is rela-
tively well-mixed, so that there is net outgassing of CO,
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fromtheequatorial waters, and acompensating invasion of
atmospheric CO, into the middle and high latitude oceans
(Takahashi et al., 1997).

The distribution of carbon in the ocean is thus a re-
sult of local biology, air-sea exchange, and transport by
the global scale ocean circulation. A global scale high-
precision measurement of the distribution of DIC in the
ocean interior was undertaken by over 20 countriesin the

tion Experiment (WOCE) and the Joint Global Flux Study
(JGOFS). The abservations (Fig. 5) show not only the
DIC increasing with depth, as would be expected by the
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biology, but also alower DIC in the interior Atlantic com-
paredtotheNorth Pacific. The DIC differenceisconsistent
with southward export of carbon out of the North Atlantic,
and northward transport into the North Pacific, following
the large-scale thermohaline circulation (the “Conveyor
Belt”).

V. THE GEOLOGIC CARBON CYCLE

Limestone rocks are mainly calcium carbonate (CaCOs),
and are the skeletal remains of marine organisms and
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FIGURE 5 Latitudinal-depth distribution of dissolved inorganic carbon in the (a) Atlantic and (b) Pacific oceans. The
Pacific data were obtained along 170°W between January and March 1996 along WOCE lines P15S. (Data are from
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chemical precipitates of CaCOjs. The principal agent of
chemical weathering is carbonic acid (H,CO3) in the soil
solution. Because plant roots and decomposing soil or-
ganic matter release CO, to the soil pore space, the con-
centration of H,COj3 in soil waters is generally greater
than that in equilibrium with atmospheric CO,. Weather-
ing and erosion of the earth’s surface leaches dissolved
calcium, carbon, and silica (SiO;) from rocks containing
calcium carbonate and calcium silicate (CaSiOs):

CaCO; + CO, + H,0 — Ca?* + 2HCO;, 9)
CaSiO3 + 2CO; + H,0 — Ca?* 4 2HCO; + SiO;.
(10)

The dissolved substances are transported to the oceans by
rivers to become part of the marine carbon cycle. A small
fraction of the dissolved Ca?+ and HCO; are precipitated
as CaCOg; in sediments [reverse of reaction in EQ. (9)].

Seafloor spreading as a result of plate tectonics carries
the sediments to subduction zones, where they are trans-
ported down into the mantle. At the high temperatures and
pressures of the subduction zone, theresidual cal cium car-
bonate and organic matter are transformed by volcanism,
metamorphosis, or deep diagenesis; the resultant CO, and
water vapor are eventually outgassed to the atmosphere
from volcanic eruptions and hot springs. At steady state,
the erosion processes consume on average ~0.1 PgClyear
from the atmosphere. This amount is approximately that
deposited in the ocean sediments and that outgassed to the
atmosphere.

VI. UNRAVELING THE CONTEMPORARY
CARBON BUDGET

In the past 200 years, the abundance of CO, in the atmo-
sphere has increased by over 30%, from a concentration
of 280 ppmv during the preindustrial era, to 368 ppmv
by 1999 AD. The annual increase in atmospheric CO,,
while large from the perspective of the atmospheric car-
bon inventory, is equivalent in magnitude to only <5%
of the gross fluxes. While it is not implausible that the
increase could have been caused by small transient im-
balances in the natural CO, cycle, there is unambiguous
evidence that the principal cause for the contemporary in-
crease atmospheric CO; is the combustion of fossil fuels,
with asmall contribution from cement manufacturing. The
relative abundance of both the stable and radioactive iso-
topes of carbon have been decreasing in the atmosphere
whilethetotal CO; isincreasing, thus reflecting the addi-
tion of ancient, *C-free, carbon of plant origin depleted
in 13C, i.e,, carbon in fossil fuels. Furthermore, a slow
steady decline (<0.002% per year) in atmospheric oxy-
gen has been revealed by high-precision measurements of
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TABLE Ill Carbon Balance for 1980-1989 and
for 1990-1997

Carbon sources/sinks
(PgClyear)

1980-1989  1990-1997

Fossil Fuel Combustion 55+0.3 6.3+0.4
Atmospheric accumulation  3.3+0.1 29+01
Net Sink 22+04 34405

theatmospheric O,/N; ratio. Themeasurementspioneered
by R. F. Keeling in 1988 (Keeling and Shertz, 1992) use
interferometry and those by M. Bender in 1993 (Bender
et al., 1995) use mass spectroscopy. The oxygen decrease
has occurred at a rate consistent with oxygen consump-
tion by the combustion of the fossil carbon and oxygen
release during net uptake of CO, by vegetation. Further-
more, the increasing hemispheric gradient in atmospheric
CO, concentration reflects the industrial source of thein-
crease: over 90% of the fossil fuel combustion is in the
industrialized countries in the northern hemisphere.

Comparison of the annual increase in atmospheric CO,
with the annual inputsfrom fossil fuel combustion reveals
that on average only 50-60% of the CO, from the fossil
fuel CO, has remained in the atmosphere, with residual
absorbed by the land and oceans (Table I11). Thisresidual
by definition includes other perturbations to the carbon
cycle, such as CO, release that due to land-use modifi-
cation, as well as transient imbal ances between the gross
land and ocean fluxesinto and out of the atmosphere. The
flux imbalances, or net fluxes, are referred as sources and
sinks, adopting the perspective of the atmosphere.

The location of the sink for anthropogenic carbon is
under intense study. The perturbation fluxes required to
bal ancethe carbon budget are smaller than the background
fluxes by a factor of 30-50; e.g., the net ocean uptake is
~2 PgClyear in the 1990s compared with gross fluxes
of 90 PgClyear. Their direct detection is hence difficult.
Also, because of the heterogeneity of the land surface,
year-to-year variations in climate and ocean circulation,
intense measurements at afew locations for short periods
may not be readily extrapolated to yield meaningful sums
on regional or global scales. Hence the identification of
the locations of the carbon sink was first inferred from
atmospheric measurements of CO, and other proxies.

Variationsin atmospheric oxygen have provided unique
insight into carbon sources and sinks. Between 1990 and
1997, the mixing ratio of atmospheric O, decreased by
25 ppmv, when that of atmospheric CO, increased by
9 ppmv. The decrease in O, is less than expected from
fossil fuel combustion, which has an 0O,:CO, ratio of
1.43+ 0.02. Asair-seaexchange of CO, haslittle impact
on atmospheric oxygen, and net land uptake hasa O,:CO,
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ratio of 1.1+ 0.05, the combined analyses of the O,:CO,
budgets demand a net land carbon sink (and O, source).
The land sink is thus estimated to be 1.0 4 0.6 PgClyear,
so that the remaining sink of 2.4 4+ 0.5 PgC/year hasto be
absorption by the oceans.

Information on the sources and sinks of CO, can be
obtained from variations of carbon isotopes. Carbon-13,
a stable isotope, comprises approximately 1% the total
inventory of carbon. Different carbon exchange processes
have different degrees of fractionation or discrimination
against the heavier isotope, so that the variations in the
ratio of 3C:*2C in the atmospheric terrestrial and oceanic
carbon reservoirsprovideadditional information about the
sources and sinks of atmospheric CO,.

Theratio of 3C:1?C is commonly expressed as

813C — {(13C/lZC)Sarane/(lSC/IZC)Standad _ 1}’

where 3 C/*?Cgyaqngarg = 0.0112372 isthe 3C/*?C ratio of
Pee-Dee Belemite, the reference material. High-precision
measurements of the 13C/12C ratio have permitted the po-
tential separation among the exchange processesthat con-
tribute to atmospheric CO, variations.

Terrestrial carbon has a §°C of —25 permil
(3C/*C ~ 1.096%), while DIC has an average §'3C of
+2 permil (33C/*2C ~ 1.126%). In the atmosphere, §3C
has decreased from —6.4 permil in the preindustrial era
to ~ —8 permil in 2000 AD, or the 3C/*2C ratio has
decreased from 1.117 to 1.115%. The atmospheric de-
crease reflects the changing balance between sources and
sinks in the contemporary carbon cycle. Fossil fuels are
derived from organic matter, whose relative 3C abun-
dance is lower than that in the atmosphere, as photosyn-
thesis preferentially discriminates against the heavier iso-
tope. Aswith O,/N,, the atmospheric decrease in §3C is
dower than would be expected from the addition of fossil
fuel CO, aone, thus reaffirming in the role of the ocean
and land carbon sinks in maintaining contemporary atmo-
spheric CO, growth rate. Also, like O,/N,, terrestrial up-
take has agreater atmospheric §13C signature than oceanic
uptake of the same strength. Hence the atmospheric §13C
decrease rate supports both a land and an ocean sink of
the anthropogenic carbon (Fig. 6).

The use of 8%°C to constrain the contemporary car-
bon budget is complicated, even though the fractiona-
tion coefficients associated with terrestrial and marine
photosynthesis and respiration, and with dissociation of
DIC in the ocean are relative well-known. The compli-
cation arises from the Suess effect, or the isotopic dise-
quilibria associated with CO, gross, or steady-state back-
ground, exchanges between the atmosphere and land and
between the atmosphere and oceans (Fung et al., 1997;
Sonnerup et al., 1999; Gruber and Keeling, 20001). On
average, these background exchanges cancel with no im-
pact on atmospheric CO,. However, as the §1°C in the
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FIGURE 6 Annual 13C budget (expressed in PgC—permil/year)
versus annual CO, budget (expressed in PgClyear). The slopes
represent the relatively well-known fractionation coefficients.

atmosphere decreases due to the addition of fossil fuel
carbon, the flux leaving the atmosphere is relatively de-
pleted in *3C compared with the flux entering the atmo-
sphere, with the difference given by the residence time of
carbon in the terrestrial and oceanic reservoirs. Determi-
nation of these ages or residence times is till rudimen-
tary, and has been based on models or on extrapolation
of very sparse data. The land-sea partitioning of the car-
bon sink obtained using *3C in addition *2C is not in-
consistent with that obtained from changes in the O,/N;
ratio.

Thegeographicvariationsin atmospheric CO, a so con-
tain information about carbon cycle. The atmospheric cir-
culation mixes, but not completely, CO, and other trace
substances exchanged at the surface. The smoothed but
detectable atmospheric CO, gradients thus reflect the lo-
cationsof the sourcesand sinks. Inthe 1990s, the countries
at mid latitudes of the northern hemisphere are responsi-
ble for over 90% of the fossil fuel combustion, so that
CO; is higher in the northern than in the southern hemi-
sphere. In the 1990s, the hemispheric CO, difference is
about 1% of the global mean value. This observed north—
south gradient issmaller than that would be expected if all
the fossil fuel CO, remained airborne. The atmospheric
hemispheric CO, gradient thus demands a combined land
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and ocean carbon sink that is greater in the northern than
in the southern hemisphere (Tans et al., 1990). The avail-
able surface ocean pCO, data suggests that the northern
hemisphere ocean sink islessthan that required, hencere-
quiring the land surface of the northern hemisphereto also
be acting as carbon sinks. The location and mechanism of
theland sink with the northern hemisphereremain elusive.
The atmosphere mixesfaster in the east-west direction (in
1-3 months) than in the north—south direction across the
equator (~1year). Asaresult, theeast-west gradient of at-
mospheric CO, issmall (<0.5 ppmv between the Atlantic
and Pacific in 2000 AD), and itsinterpretation in terms of
partitioning of the land sink between North America and
Eurasiaishighly uncertain (Rayner et al., 1999; Fanet al.,
1998, Bousquet et al., 2000).

VIl. MECHANISMS FOR THE
CONTEMPORARY CARBON SINK

A. Ocean Sink

Increasing partial pressure of CO, in the atmosphere in-
creases the partial pressure difference across the air-sea
interface and the invasion of CO, into the ocean. The
buffering effect of carbonate chemistry [cf. Eq. (6)] es-
sentially enables the storage of carbon in the ocean at a
level significantly greater than that possible if CO, were
an inert gas. The upper 100 m ocean is well-mixed and
exchanges directly with the atmosphere on time scales
of ayear. Hence, the effectiveness of the ocean as a car-
bon sink depends critically on the rate the anthropogenic
carbon is mixed into the ocean interior. The existence of
a thermaocline (region of steep temperature gradient) be-
tween 200-1000 m bespeaks a mixing barrier between
the turbulently mixed upper ocean and the stably strati-
fied ocean below. Observations of the slow penetration of
CFC and other pollutantsinto the ocean interior allow the
estimation of the exchange rate, and the estimation of the
transient uptake of anthropogenic carbon by the oceans.

Over the past 200 years, the cumulative ocean se-
questration of anthropogenic carbon is estimated to be
<100 PgC. Thissequestrationissmall (<0.5%) compared
to the total carbon inventory in the ocean. To the lowest
order, oceanic uptake of anthropogenic CO, is a small
physical-chemical perturbation and does not involve al-
teration of marinebiology, aslong asthe ocean circulation
remains the same.

B. Land Sink

Net carbon sequestration by the land necessarily implies
a net enhancement of photosynthesis compared to respi-
ration, i.e., an increase in photosynthesis that exceeds an
increase in decomposition, or aretardation of decomposi-
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tion compared to photosynthesis. Many mechanisms may
contribute to this net imbalance between the fluxes.

The rate of photosynthesis is governed by the rate of
CO; diffusion across the stomatal opening. It istherefore
expected that increasing CO, concentrations in the atmo-
sphere would enhance photosynthesis (CO, fertilization)
(Lloyd and Farquhar, 1996). Deliberate enhancement of
CO; in an open forest has demonstrated enhanced pho-
tosynthesis during a drought year, as water use efficiency
(molecules of carbon assimilated per molecule of water
lost) increases (Del ucia et al., 1999). Whether CO, fer-
tilization operates in nature depends on the availability of
other resources (nutrient, water and light) to support the
enhanced photosynthesis (Field et al., 1992). Other hy-
potheses for the terrestrial carbon sink include favorable
climate (Dai and Fung, 1993), enhanced productivity from
deposition of atmospheric nitrogen compounds (Holland
et al., 1997), and carbon buria in sediments (Stallard,
1998).

A likely strong candidatefor the contemporary land car-
bon sink, especially inthe middle latitudes of the northern
hemisphere, island use history (Kauppi etal., 1992). Inthe
industrialized countries, forests were converted for agri-
cultureinthe early twentieth century. With the subsequent
abandonment of agriculture, and regrowth and manage-
ment of forests, the carbon source at the beginning of the
century becomes a carbon sink at the end of the century.
Furthermore, the adoption of soil conservation measures
in recent years restores carbon lost in the intensive agri-
cultural period, further enhancing the carbon sink. The
relative contributions of these mechanismsto the contem-
porary land uptake are uncertain and difficult to quantify.
It is expected that they would vary from region to region.

VIII. INTERANNUAL VARIABILITY OF THE
CONTEMPORARY CARBON CYCLE

Both rates of carbon exchange between the atmosphere
and the biosphere and between the atmosphere and the
ocean are sensitiveto climate variations. It istherefore not
surprising that over the past 20 years, the growth rate of
atmospheric CO, has varied by afactor of 2 even though
fossil fuel source hasincreased steadily (Fig. 7).
Interannual variability of CO, sources and sinks have
been inferred from the variability in the atmospheric
abundance of CO,, §13C, and O,/N, (Francey et al., 1995;
Battle et al., 1999). These time series suggest that the
ocean carbon sink, when averaged over the globe, is less
variable than the terrestrial sink. For high latitude vegeta-
tion in the northern hemisphere, warmer temperatures en-
hance both photosynthesis and decomposition, so that the
net carbon balance may be anet sourcefor afew yearsand
shift to asink for afew years (Randerson et al., 1999). At
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FIGURE 7 Interannual variations in the fossil fuel emission and atmospheric increase in CO,. The difference between
the two is the carbon sink. The varying rate of CO, increase in the atmosphere reflects the response of the terrestrial
biosphere and ocean to interannual climate variations. After 1988, global sink strength increased, while the atmosphere

CO;, increase slowed down.

mid latitudes and the tropics, thereisalso great variability
in the net carbon exchange with the terrestrial biosphere
(Bousquet et al., 2000). However, with less seasonal over-
lap between the uptake and release of CO,, the separation
of the net flux into its componentsis not straight-forward.

Interannual variability in terrestrial photosynthesis is
clearly evident in the 20-year satellite NDVI time se-
ries. Much of the variability can be related to the El-
Nino/Southern Oscillation and other aspects of climate
variability. For example, thereisadramatic suppression of
photosynthesis following dramatic cooling after the erup-
tion of Mt. Pinatubo. At this writing, it appears that the
NDVI data also suggest an increasing trend in NPP at
middle to high latitudes (Myneni et al., 1999). Temporal
variations in decomposition rates cannot be observed di-
rectly on the global scale, and have been inferred from
variationsin temperature and precipitation.

Interannual variability of themarine carbon cycleisdif-
ficult to document by direct measurement, just because of
the nature of shipboard measurements. A unique view is
captured by two observational campaigns of the eastern
equatorial Pacific, one during an EI-Nino, and the other
duringa‘“normal” year (Chavez et al ., 1999). Inthesurface
waters, the pCO, reduction from reducing upwelling sup-
ply of DIC exceeded the pCO, enhancement from higher

sea surface temperatures, resulting in a net reduction of
outgassing of CO; to the atmosphere during the El-Nino
year. In the western equatorial Pecific, changesin surface
salinity associated with the shifts in the convective re-
gion resulted in pCO, changes opposite those in the east.
The near cancellation between the anomalous air-sea CO,
fluxes partialy explain the small oceanic contribution on
the interannual time scale inferred from the atmospheric
signal.

IX. CLIMATE INTERACTIONS

Theearth, with aglobally averaged surface temperature of
~288 K, emitsradiation in the infrared region of the elec-
tromagnetic spectrum. The energy at some of these wave-
lengths excites CO, and other trace species (water vapor,
methane, ozone) into higher energy states, resulting in ab-
sorption of theemitted radiation. The absorption leadsto a
retention of the energy that would otherwise havebeenlost
to space, and hence awarming of the atmosphere and sur-
face. Thisisoftenreferred to asthe “greenhouse effect.” In
the earth’s atmosphere, CO, isthe second-most important
greenhouse gas, after water vapor. Therole of atmospheric
CO; inregulating earth’stemperature wasrecognized over
100 years ago by Svante Arrhenius (1859-1927).



Carbon Cycle

The variations in CO, and temperature retrieved from
thedeepice coreat Vostok, Antarctica, illustrate theinter-
action between CO, and climate (Petit et al., 1999). Over
the past 420,000 years, CO, and temperature have covar-
ied, though not in lock-step fashion, over thefour glacial—
interglacial cycles. CO, concentrations were ~280 ppmv
during thewarm interglacial s and declined to ~180 ppmv
during the glacial periods.

Explanationsfor the variationsin the carbon cycle over
the past 420,000 years remain elusive. Anayses of the
pollen record from the Last Glacial Maximum suggest a
shift to vegetation with low biomassdensity, asisexpected
from acooler climate. Theinventory reduction in both the
atmosphere and terrestrial biosphere would demand anin-
creased storage of carbon in the oceans to maintain mass
balance. The mechanisms for such an oceanic increase
remain under debate. One hypothesis involves changing
ocean circulation and theredistribution of DICintheocean
interior. Another involves changes in the ocean carbon-
ate system. A third hypothesis involves changes in the
supply nutrient in the ocean, especially of micronutrients
suchasiron, whichisessential for primary production and
nitrogen fixation. Enhanced dust deposition during each
the four glacia periods has been found in the Vostok ice
core dataand has been hypothesized to fertilize the oceans
(Martin 1990; Broecker and Henderson, 1998). There is
as yet no adequate explanation for the apparent ceiling of
280 ppmv in atmospheric CO, inthe 400,000 yearsbefore
anthropogenic perturbations.

X. OUTLOOK

The carbon cycleisdynamic, and isfully interactive with
the climate. The earth’s climate changes as a result of
changes in the abundance of CO; in the atmosphere; cli-
mate change in turn changes the dynamics of carbon ex-
change among the reservoirs and causes shifts in the at-
mospheric CO, levels.

Humans have perturbed the carbon cycle in significant
ways. The demand for energy depletes, in two hundred
years, the reservoir of fossil fuel carbon formed over mil-
lions of years. Agriculture and land use alter the turnover
rates of carbon in the terrestrial biosphere. As the earth
evolvesinto aclimate and CO, space with no known eco-
logical analog, historical changes do not provide clues or
warning about how the terrestrial and marine biota may
respond. The outcome of the “great geophysical experi-
ment” remains an enigma.

SEE ALSO THE FOLLOWING ARTICLES

BIOENERGETICS o CHEMICAL COMPOSITION AND ELE-
MENT DISTRIBUTION IN THE EARTH’S CRUST e CLIMA-

429

TOLOGY e ENERGY RESOURCES AND RESERVES e EN-
VIRONMENTAL GEOCHEMISTRY e GEOCHEMISTRY, OR-
GANIC e GREENHOUSE EFFECT AND CLIMATE DATA o
NITROGEN CYCLE, ATMOSPHERIC e NITROGEN CYCLE,
BIOLOGICAL e OCEAN-ATMOSPHERIC EXCHANGE e RA-
DIATION, ATMOSPHERIC

BIBLIOGRAPHY

Barnola, J. M., Raynaud, D., Korotkevich, Y. S., and Lorius, C. (1987).
Nature 329, 408.

Battle, M., Bender, M. L., Tans, P. P, White, . W. C., Ellis, J. T., Conway,
T. J., and Francey, R. J. (2000). Science 287, 2467.

Bender, M. et al. (1995). Geochem. Cosmochim. Acta 58, 4751.

Bousquet, P, Peylin, P, Ciais, P, LeQuerre, C., Friedlingstein, P, and
Tans, P. (2000). Science 290, 1342.

Broecker, W. S., and Henderson, G. M. (1998). Paleoceanography 13,
352.

Caspersen, J. P, Pacala, S. W., Jenkins, J. C., Hurtt, G. C., Moorcroft,
P.R., and Birdsey, R. A. (2000). Science 290, 1148-1151.

Chavez, F. P, Strutton, P. G., Friederich, G. E., Feely, R. A., Feldman,
G. C, Foley, D., and McPhaden, M. J. (1999). Science 286,
2126.

Dai, A. G., and Fung, I. Y. (1993). Global Biogeochem. Cycles 7,
599.

Del ucia, E. H., Hamilton, J. G., Naidu, S. L., Thomas, R. B., Andrews,
J. A., Finzi, A., Lavine, M., Matamala, R., Mohan, J. E., Hendrey,
G. R., and Schlesinger, W. H. (1999). Science 284, 1177.

Fan, S. M., Gloor, M., Mahiman, J., Pacala, S., Sarmiento, J., Takahashi,
T., and Tans, P. (1998). Science 282, 442.

Field, C. B., Chapin, F. S., Matson, P. A., and Mooney, H. A. (1992).
Ann. Rev. Ecol. Systematics 23, 201.

Francey, R. et al. (1995). Nature 373, 326.

Fung, |., Field, C. B., Berry, J. A., Thompson, M. V., Randerson, J. T.,
Mamstrom, C. M., Vitousek, P. M., Collatz, G. J,, Sellers, P. J,,
Randall, D. A., Denning, A. S., Badeck, F., and John, J. (1997). Global
Biogeochem. Cycles 11, 507.

Gruber, N., and Keeling, C. D. (2001). Geophys. Res. Lett. 28, 555.

Holland, E. A., Braswell, B. H., Lamarque, J.-F., Townsend, A.,
Sulzman, J., Mduller, J-F., Dentener, F, Brasseur, G. H. L. II,
Penner, J. E., and Roelofs, G.-J. (1997). J. Geophy. Res. 106,
15,849.

Kauppi, P. E., Mielik:ainen, K., and Kuusela. K. (1992). Science 256,
70.

Keeling, R. F,, and Shertz, S. R. (1992). Nature 358, 723.

Lloyd, J., and Farquhar, G. D. (1996). Functional Ecol. 10, 4.

Martin, J. (1990). Paleoceanography 5, 1.

Myneni, R., Tucker, C. J., Asrar, G., and Keeling, C. D. (1998). J. Geo-
phys. Res. 103, 6145.

Petit, J. R., Jouzel, J., and Raynaud, D., et al. (1999). Nature 399, 429.

Prentice, |. C., and Webb, T. (1998). J. Biogeogr. 25, 997.

Randerson, J. T., Field, C. B., and Fung, I. Y., et al. (1999). Geophys.
Res. Lett. 26, 2765.

Rayner, P. J.,, and Law, R. M. (1999). Tellus 51B, 210.

Stallard, R. (1998). Global Biogeochem. Cycles 12, 231.

Sonnerup, R. E., Quay, P. D., and McNichol, A. P, et al. (1999). Global
Biogeochem. Cycles 13, 857.

Takahashi, T., Feely, R. A., and Weiss, R. F,, et al. (1997). Proc. Natl.
Acad. Sci. 94, 8292.

Tans, T. T., Fung, . Y., and Takahashi, T. (1990). Science 247, 1431.

Yu, G., Chen, X., and Ni, J,, et al. (2000). J. Biogeogr. 27, 635.



J. E. Oliver
G. D. Bierly

Indiana State University

Hans A. Panofsky
University of California, San Diego

I. Introduction
Il. Fundamentals of Climate Theory
lll. Regional Climatology
IV. Microclimatology
V. Climate and General-Circulation Models
VI. Past Climates
VII. Future Climates

GLOSSARY

Albedo Fraction of solar radiation reflected; earth—
atmosphere system albedo is approximately 30%.

Doldrums Calms of the intertropical convergence lo-
cated between the northeast and southeast trade winds.

Eccentricity Ratio of focus—center distance to semimajor
axis of ellipse.

Ecliptic Plane of the earth’s orbit about the sun.

El Nifio Almost periodic phenomenon involving warm-
ing of the equatorial Pacific.

Front Surface separating air masses of differing pro-
perties.

GCM Computer-derived general-circulation model of
the earth’s atmosphere.

Hadley cell Circulation cell with updrafts near the Equa-
tor and downdrafts near 30° latitude.

Climatology

Horse latitudes Regions of sinking air and light winds
located around 30° to 35° latitude, the subtropical high-
pressure belts.

Isopleth Lines joining equal values on a map or chart,
e.g, isotherm—equal temperatures; isobar—equal
pressures.

Jet stream Rapidly flowing, narrow airstream in the up-
per troposphere or lower stratosphere.

Latent heat Energy released or required by change of
phase (usually for water in the climate context).

Obliquity of theecliptic Angle between the earth’s orbit
and the Equator.

Precession Movement of the earth’s axis with a period of
26,000 years.

Solar constant Solar energy received at right angles to
solar beam at the earth’s mean distance from the sun.
Current value: 1370 W/m?.



2

Trades Tropical easterly winds, northeast inthe Northern
Hemisphere and southeast inthe Southern, between the
subtropical highs and the intertropical convergence.

Tropopause Top of the troposphere.

Troposphere Region of the atmosphere from the surface
to 9to 16 km, which is heated from below and isfairly
well mixed.

Westerlies Mid-latitude westerly winds which flow as a
train of waves perpendicular to the hemispheric pres-
sure gradient force in the upper atmosphere.

WE SHALL DEFINE CLIMATE as weather statistics
over periods of the order of 30 years as measured at par-
ticular pointson theglobe. Thus, climateincludesnot only
averages of weather elements, but also measures of their
variation. These might include variations throughout the
day, throughout the year, from year to year, and extremes
that may occur only once in severa years or decades.
Other definitionsof climateinvolvestatisticsover different
periods.

Temperatures and precipitation are the most common
elements used to define climate, but wind, amount of
snowfall, and other variables are aso included. Climate
information of al typesisavailablefrom the National Cli-
mate of the Nationa Oceanographic and Atmospheric Ad-
ministration in Asheville, North Carolina, and also from
the World Meteorol ogical Office in Geneva, Switzerland.

I. INTRODUCTION

Climate data are required for planning many types of hu-
man activity, such as agriculture, architecture, and trans-
portation. For example, in the construction of a housein-
formation is needed about the averages and extremes of
temperature, precipitation, wind, and snowfall. Also, ob-
vioudly, different types of agriculture are possible in dif-
ferent climates.

A. Brief History of Climate Study

An appreciation of climate existed long before any formal
history of the discipline wasinitiated. People have aways
been aware of their environment, and if a person resides
in aplace for adecade or more, an image of the climate of
that location is formed. Given the large seasonal changes
in many world areas and their significance to human sur-
vival, suchanimage must havebeenformedin early times.
However, it remained for the ancient Greeks to formalize
its study; in fact, the word climate is derived from the
Greek klima, meaning “sope.” In this context, the word
appliesto the slope or inclination of the earth’saxisand is

Climatology

applied to an earth region at a particular elevation on that
slope, that is, the location of that place in relation to the
parallels of latitude and the resulting angle of the sun in
the sky.

Apart from establishing the geometric relationships of
climatology, Greek scholars wrote treatises on climate.
The first climatography (descriptive study of climate) is
attributed to Hippocrates, who wrote “Airs, Waters, and
Places”’in400BC. In350 BC, Aristotlewrotethefirst me-
teorological treatise, “Meteorologica” The Greeks gave
names to winds, described marine climates, and exam-
ined the role of mountains in determining the climate of a
location.

With the decline of ancient Greece, it remained for Chi-
nese scholarsto make major effortsto understand their at-
mospheric environment. For example, they used seasona
rainfall to estimate harvests and tax revenues and noted
the relative severity of floods and cold winters. While the
Chinese continued their efforts, the Western world entered
a period in which scientific inquiry was not encouraged,
and climatic observations were not accorded importance.
It was not until the middle of the 15th century, the Age of
Discovery, that long-term observation of the atmosphere
was again of interest. With the extended sea voyages and
development of new trading routes, descriptive reports of
world climates became available, especialy those con-
cerning prevailing wind systems.

During the 17th century, scientific analysis of the atmo-
sphere got underway when instruments were devel oped.
This set the scene for the advent of the modern era. The
availability of instruments and the formulation of basic
laws of gases|ed to anew eraof climatic observation and
analysis. Table | shows a partia listing of some of the
significant events.

B. Subdisciplines of Climatology

Descriptive climatology describes the climates of the
world. It is subdivided into regional climatology, which
deals on a broad scale with the climates of large portions
of the world, and microclimatology, the modifications of
local climates by local factors, such as topography and
land-water contrasts. Physical climatology attemptsto ex-
plain the properties of climates by the earth-sun geome-
try, atmospheric composition, ground characteristics, and
the laws of physics. Synoptic climatology draws linkages
between physical and dynamic aspects of the large-scale
atmospheric circulation and surface weather tendencies
at regional and local scales. Historical climatology deals
with climate change and the many hypotheses suggested
to account for them. It also attempts to predict future
climate change, produced both naturally and by human
action.
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TABLE | Significant Events in the Development of Climatology

ca 400BC Influence of climate on health is discussed by Hippocratesin “Airs, Waters, and Places”

ca 350BC  Weather science is discussed in Aristotle’s “Meteorologica.”

ca. 300BC  “De Ventis” by Theophrastus describes winds and offers a critique of Aristotle’sideas.

ca. 1593 Thermoscope is described by Galileo; the first thermometer is attributed most likely to Santorre, 1612.

1622 Significant treatise on the wind is written by Francis Bacon.

1643 Barometer is invented by Torricelli.

1661 Boyle’s law on gases is propounded.

1664 Weather observations begin in Paris; although often described as the longest continuous sequence of weather data available,

the records are not homogeneous or complete.

1668 Edmund Halley constructs amap of the trade winds.

1714 Fahrenheit scale is introduced.

1735 George Hadley’s treatise on trade winds and effects of earth rotation is written.

1736 Centigrade scale isintroduced. (It was formally proposed by du Crest in 1641.)

1779 Weather observations begin at New Haven, CT; they represent the longest continuous sequence of records in the United States.

1783 Hair hygrometer isinvented.

1802 Lamark and Howard propose the first cloud classification system.

1817 Alexander von Humboldt constructs the first map showing mean annual temperature over the globe.

1825 Psychrometer is devised by August.

1827 The period begins during which H. W. Dove developed the laws of storms.

1831 William Redfield produces the first weather map of the United States.

1837 Pyrheliometer for measuring insolation is constructed.

1841 Movement and development of storms are described by Espy.

1844 Gaspard de Coriolis formulates the “Coriolis force.”

1845 First world map of precipitation is constructed by Berghaus.

1848 First of M. F. Maury’s publications on winds and currents at seais written.

1848 Dove publishes the first maps of mean monthly temperatures.

1862 First map (showing western Europe) of mean pressure is drafted by Renou.

1869 Supan publishes a map showing world temperature regions.

1892 Systematic use of balloons to monitor free air begins.

1900 Term classification of climate isfirst used by Koppen.

1902 Existence of the stratosphere is discovered.

1913 Ozone layer is discovered.

1918 V. Bjerknes begins to develop his polar front theory.

1925 Systematic data collection using aircraft begins.

1928 Radiosondes are first used.

1940 Nature of jet streamsis first investigated.

1956 First computer model explains general-circulation techniques.

1960 First meteorological satellite, Tiros I, islaunched by the United States.

1966 First geostationary meteorological satellite islaunched by the United States.

1968 Global atmospheric research program begins.

1978 National Climate Program is adopted by the U.S. government.

1974 Rowland and Molina formulate the theoretical linkage between CFCs and stratospheric ozone depl etion.

1985 British Antarctic Survey at Halley Bay discovers Southern Hemisphere ozone hole.

1987 Montreal Protocol established.

1992 Rio Framework Convention on Climatic Change.

1997 Kyoto Climate Conference.

Because of the profound effect of climate on many as- the impact of climate on architecture; and so on. Since
pects of human existence, there are myriad applications climatologists cannot foresee all the applications of their

of climatology: bioclimatology, the effects of climate on knowledge, applied climatology is best |eft to the users of
human, animal, and plant life; architectural climatology, climate information.



4

Il. FUNDAMENTALS OF
CLIMATE THEORY

A. Reasons for Climate Differences

Weather and climate are produced by solar heating. The
reasons for variations in climate around the earth are pri-
marily of four types:

1. Incoming solar radiation (insolation) varies with
latitude, being largest at the equator and smallest at
the poles; hence, climate varies with latitude.

2. Energy transformations at the ground are completely
different over water, ice, and land; hence, climates
depend critically on the proximity of such surfaces.

3. Hills and mountains modify atmospheric variables.

4. Differencesin land use and ground cover affect
climate.

B. Solar Source

The solar constant is defined as the radiation intensity re-
ceived at right angles to the sun’s radiation at the earth’s
mean distance, 1.49 x 10® km. This is the average be-
tween largest distance (aphelion), in July, and smallest
distance (perihelion), on January 4. Aphelion distance ex-
ceeds perihelion, at present, by ~3%. The solar constant
is ~1370 W/m?. It is a measure of the sun’s heat output
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and has been remarkably constant during the period of its
measurement, the 20th century. Only a decrease of 0.1%
from 1981 to 1986, observed by satellites, may be signif-
icant, and there is no reason why this small trend should
continue.

Given that the solar constant has not been noted to vary
much, some of the basic properties of climate can be in-
ferred from the simple geometric laws for insolation |
(radiation intensity on a horizontal surface) without an
atmosphere:

| = (S/r?)cosz (1)

Here, Sis the solar constant, r is the earth-sun distance
divided by the mean distance, and z is the zenith angle of
the sun—that is, the angle between the sun and the zenith.

According to a basic formula of practical astronomy,
cos z depends only on time of day, time of year, and lat-
itude. The zenith angle, and hence |, depends on time of
year (seasonal variation) because the angle between the
earth’s Equator and its orbit around the sun, the oblig-
uity of the ecliptic ¢, is not zero. Its present value is
23.5° (Fig. 1). The larger ¢ is, the larger are the seasonal
contrasts.

As mentioned earlier, the distance r currently varies
by only 3% throughout the year. This variation is not of
great importancein explaining the propertiesof thecurrent
climate.

The Astronomical Seasons

Winter Solstice
(22-23 Dec.)

North Pole 24 hours darkness < ot

Equator 12 hours darkness
0 hours darkness

South Pole

1462 million km

Vernal Equinox

(20-21 March) Equator
North Pole 12 hours darkness
Equator 12 hours darkness
South Pole 12 hours darkness

(91.4 million miles) é ——1510millionkm______
200

Autumnal Equinox
(22-23 Sept.)

North Pole 12 hours darkness
Equator Equator 12 hours darkness
South Pole 12 hours darkness

(94.4 million miles)

North Pole 0 hours darkness
Equator 12 hours darkness
South Pole 24 hours darkness

1 orbit = revolution = 365.25 days
1 rotation = 24 hours (solar time)

FIGURE 1 Earth’s orbit, showing positions of the earth at solstices and equinoxes.
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The presence of the atmosphere means that the actual
insolation is less than that given by Eq. (1), even without
clouds. The difference is largest at high latitudes, where
thelight path through theair islongest. Thedifferencealso
depends on the transparency of the atmosphere, which is
quite variable. Clouds are the most variable factors that
affect the transparency of the atmosphere, since they both
reflect and absorb sunlight. The net result of the presence
of theearth’satmosphereisthat theactual energy available
at the surface is only about half that indicated by Eqg. (1).

Even when we are given accurate radiation intensity
estimates everywhere, we still need to calculate the mete-
orological variables such as temperature, wind, and pre-
cipitation. This is done by climate models and general-
circulation models.

C. Energy Budget

Given the distribution of insolation at the surface, we shall
briefly follow the fate of the energy after it has been ab-
sorbed at the ground—Dbut averaged over the entire earth’s
surface. Energy received and released must almost bal-
anceon aglobally and yearly averaged basis, since climate
changes are slow and small in magnitude.

In this brief survey, we shall consider the average in-
solation at the atmosphere to be one-fourth of the solar
constant S; the reason isthat the earth intercepts = R?S of
solar radiation (R isthe earth’s radius), but the earth loses
radiation to space over its entire surface of area 4w R?.

5

For convenience, we shall consider S/4 to be 100%. As
mentioned before, about 50% is absorbed at the surface,
30%isreflected by theatmosphere (mostly by clouds), and
20% is absorbed. The ground loses energy through evap-
oration (~22%) and direct conduction to the atmosphere
(6%). The evaporated water vapor condensesin the lower
atmosphere and is an important heat source for it.

Inaddition, thegroundlosesmorethan 100%ininfrared
radiation. If thiswereemitted into space, theground would
lose more energy than it receives and would cool rapidly.
Actually, much of thisradiation is intercepted by clouds,
water vapor, and carbon dioxide in the atmosphere and
returned to the ground, leading to anear balance of energy
at theground. This“trapping” of infrared radiation isoften
called the “greenhouse effect” even though greenhouse
glass also inhibits convection, which the atmosphere does
not.

To complete the balance at the top of the atmosphere,
the atmosphere radiates ~50% to space, while ~20% is
emitted directly from the earth’s surface; 30% is reflected
solar radiation.

Energy is approximately balanced only for the globe
averaged for the year, not separately for each latitude.
Figure 2 shows the latitudinal distribution of incoming
and outgoing radiation at the top of the atmosphere. The
incoming radiation varies rapidly with latitude, being by
far the largest at the Equator. The outgoing radiation is
much more uniform. This is because part of this radia-
tion originates near the tropopause (~9 km height at the

25

2.0
Earth radiation —\

<

1.01

0.5

Radiation (105 cal/cm? yr)

Solar radiation x
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Heat transfer ~ c
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~ | o
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~ =
~ -
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~ >
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~ ]
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Northern Latitude

FIGURE 2 Latitudinal variation of incoming and outgoing radiations at the top of the atmosphere. Hatched area,

surplus; striped area, deficit.
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polesto (~16 km at the equator), which is actually cooler
near the Equator than either to the north or south. As a
result, low latitudes receive an excess of energy, and high
latitudes a deficit. These inequalities must be made up by
north—south heat exchange. This occursin three ways:

1. Heat transport in the atmosphere

2. Heat transport in the oceans

3. Latent heat transport (evaporation at one latitude and
condensation at another)

Accordingto current estimates, factors 1 and 2 areabout
equally important, both transporting heat poleward. L atent
heat is transported poleward and equatorward from lati-
tudes ~30% north and south, latitudes of littlerainfall and
large evaporation.

Thestrong latitudinal variation of insolationisresponsi-
blefor the “general circulation of the atmosphere,” which
in turn interacts with the temperature field. The atmo-
sphere can be viewed asagiant heat engine: Heat isadded
preferentially in the tropics and removed at high latitudes,
thereby driving thewinds (providing work). Climate mod-
els and general-circulation models treat these subjects
guantitatively. Since the models have become progres-
sively more complex and are the subject of a huge world-
wide research effort, they will be treated in a separate
section (see Section V).

D. Hydrological Cycle

World-average precipitation and evaporation must ap-
proximately balance on an annually averaged basis. Each
averages ~1 m, but whereas ~90% of the evaporation
takes place over the ocean, only ~67% of the precipita-
tion falls there. The difference is made up by river flow.

Evaporation and precipitation show large latitudinal,
seasonal, and diurnal variations, which are closely related
to the characteristics of the general circulation. Over the
oceans, air generally sinksnear | atitudes 30° and risesnear
the Equator and near latitudes 60° north and south. Hence,
most evaporation occursinto thedry air near latitudes 30°,
and most preci pitation, occure near the Equator and at high
latitudes. All those zones move northward and southward
with the sun throughout the year. Superimposed on these
latitudinal migrations, evaporation over the oceans aso
shows seasonal cycles, with strongest evaporation in the
winter, particularly in the western oceans.

Over continents, the general circulation shows strong
seasonal reversals. Thisleadsto strong seasonal variations
incontinental interiors, with maximum precipitationinthe
summer. Coastal areas are dominated by winter storms,
except in regions of strong hurricane activity, which are
basically late-summer phenomena.

Climatology

Ill. REGIONAL CLIMATOLOGY

Mean fields of atmospheric variables are usually repre-
sented by isopleths, that is, lines aong which a given
variable is constant. For example, Figs. 3 and 4 show
global isotherms, lines of constant temperaturein July and
January, respectively. The lines run basically east-west,
showing the prime importance of latitude. The region of
warmest air has a tendency to move north of the Equa-
tor in the northern summer. Otherwise, seasonal contrasts
are small over water and very large over land. Also, sea
sonal contrasts over land grow from the Equator toward
the poles. Owing to the prevalence of water in the South-
ern Hemisphere, seasonal differences are smaller in this
hemisphere.

Over the oceans, in middle |atitudes, theisothermstend
to bend poleward on the western side of the oceans and
equatorward on the eastern side. These bends are caused
by ocean currents, which are warm in the west and cold
in the east of the ocean basins.

Variability of temperature from time to time cannot be
shown in any generality. Of course, as we have seen, sea-
sonal variation is indicated by maps drawn for different
months or seasons. The largest diurnal variations in tem-
perature are found at low latitudes in midcontinental and
desert areas.

Year-to-year changesin ocean climate have been of spe-
cial interest since the 1970s. One aspect of these changes
in the climate system is that large portions of the oceans
may develop temperature anomalies in the order of 1° to
2° (sometimes more), which are quite persistent and as-
sociated with anomalous circulation patterns. A specia
case of thisis the El Nifio—southern oscillation (ENSO)
phenomenon, which occurs irregularly, roughly every 3
to 7 years. It was especialy strong in the period 1997-
1998 when the event received widespread coverage in the
media. All ENSO events result from a weakening of the
easterly tradewindsin the equatorial Pacific Ocean. When
theseweaken, thereisabuild up of warm surfacewater and
asinking of the thermocline in the eastern Pacific. Modi-
fied circulation patternsresult in drought in Indonesiaand
Australia and storms and floods in Peru, Columbia, and
Bolivia. Worldwide repercussions also occur. For exam-
ple, inthe 1997-1998 event, the United States experienced
stormy weather on the west coast and drier weather in the
east; over most areas, warmer than normal temperatures
occurred, with resulting diminished snowfall totals.

Pressure patterns are related to patterns of wind and
precipitation, but the latter is more affected by loca to-
pography and other local pecularities. Thus, pressure maps
are often shown to describe the circulation. Wind is nearly
parallel to the isobars (lines of constant pressure) in mid-
latitudes, but blows across the isobars near the Equator
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20°

20°

60°

150°

FIGURE 3 Distribution of average July temperature over the world. [From Oliver, J. E., and Hidore, J. J. (1983).
“Climatology: An Introduction,” by permission of Merrill, Columbus, OH.]

toward low pressure. In the Northern Hemisphere, if one Winds tend to converge into low-pressure centers
putsone’sback to thewind, low pressureistotheleft. The (lows). Therefore, the air rises there, yielding precipita-
reverseistruein the Southern Hemisphere. Close spacing tion. High-pressure ridges indicate sinking air and gen-
of isobars indicates strong winds and vice versa. eraly little precipitation. over the oceans, the sea level

FIGURE 4 Distribution of average January temperature over the world. [From Oliver, J. E., and Hidore, J. J. (1983).
“Climatology: An Introduction,” by permission of Merrill, Columbus, OH.]
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pressure pattern changes little between seasons, except
for a northward movement in summer.

North and south of the Equator, thewinds are generally
from the east and are caled the trades. In the Northern
Hemisphere, the trades blow from the northeast; to the
south, from the southeast. Thus, a convergence zone is
formed near the Equator, the Intertropical Convergence
Zone (ITCZ). Here air tends to rise, and precipitation is
plentiful. It isaregion of tropical rain forests and is also
called the doldrums. Near latitude 30°, there are strong
pressure ridges over the oceans with little wind and negli-
gible precipitation. Thisis the belt of the horse latitudes,
where most of the world’s deserts are found. Between lat-
itudes 30° north and south and 60° north and south lies
theregion of prevailing westerlies. Here, windshave more
often westerly then easterly directions, and pressure sys-
tems generally move from west to east. Thisis a region
of active weather, where cold air masses from polar re-
gions meet warm air masses from the tropics at fronts.
New low-pressure centers are formed at fronts, and thus
precipitation is quite plentiful in thisregion. Near latitude
60° isthelocation of permanent, intenselow-pressure sys-
tems with especialy stormy and wet weather.

The permanent pressure and wind systems are most
clearly visible over the ocean. Over the continents, there
isseasonal reversal of pressure patterns. Inthewinter, with
cold, heavy air masses over the continents, high pressure
predominates in these areas,with diverging winds (clock-
wise in the Northern Hemisphere, counterclockwise in
the Southern Hemisphere). Winter precipitation is light.
In summer, pressure over the continentsis low, with pre-
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cipitation in midcontinent at a maximum. However, pre-
cipitation then is more spotty, in the form of showers and
thunderstorms. L ocal topography affects some of the pre-
cipitation.

At the edges of the continents, then, there often is a
reversal of windsfrom summer to winter; for example, in
East China, winds are from the northwest in winter and
southeast in summer. Such areversa is called amonsoon
and is often associated with an equally dramatic changein
precipitation patterns. For example, the summer monsoon
in Indiadrives hot, moist air against the Himalayas, caus-
ing heavy precipitation. In contrast, the offshore, cold and
dry winds of winter lead to little precipitation.

Although pressure patterns give an indication of gen-
era precipitation patterns, precipitation regions are often
indicated separately, since not only pressure distribution,
but also topography and ground characteristics contribute
to the variability of precipitation. Figure 5 gives a more
detailed picture of global precipitation climatology.

Sometimes, climatologists are interested in combina-
tions of variables—for example, the simultaneous occur-
rences of certain temperature and precipitation ranges,
which make certain types of life possible. This leads to
thedefinitions of climate classes, the distribution of which
around the globeisthen shown. The most famous of these
is the Koppen classification system, the details of which
are given in many climatology texts.

Although regiona climatology has traditionally con-
centrated on conditions close to the ground, upper-air
climatology has increased in importance in the sec-
ond haf of the 20th century. There are severa reasons
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FIGURE 5 Generalized map showing seasonal distribution of precipitation.
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for this: increased availability of observations; the im-
portance of upper-air flow for steering surface storms
and for weather forecasting generally; and increased air
traffic.

Pressure falls more rapidly with height in cold than in
warm air. Hence, up to ~20 km height, pressure tends to
be lower at the poles than at the Equator. The pressure
differences are largest at about tropopause height and de-
crease above. This is due to the fact that the horizontal
temperature differences reverse near the tropopause.

In the upper air, friction is unimportant. Newton’s sec-
ond law shows that, in unaccelerated air, the wind is par-
alel to the isobars, with low pressure to its left in the
Northern Hemisphere and to its right in the Southern
Hemisphere.

Figure 6 shows the equivalent of a mean January pres-
sure map at an average of 5500 m height. Actualy, itisa
map for conditions at 500 mbar; about half the atmosphere
is above that surface and half isbelow. This surfaceis not
horizontal. Here, the lines are “contour lines,” of equal
geopotential height, which, for practical purposes, equals
ordinary geometric height. Heights are given in tens of
meters. It turns out that these contour lines have the same
relation to the direction of frictionless, unaccel erated flow
as isobars on horizontal charts. Also, the closer the con-
tours, the stronger the wind. Hence, Fig. 6 shows that the
flow is generally from west to east, except near the Equa-
tor and the poles. This is why airplanes generally travel
faster eastward than westward.

The contours are not exactly east-west, and thus aver-
age winds are not everywhere exactly from the west but
have small componentsfrom the north or south. Such devi-
ationsfrom astrict westerly flow are associated with east—
west variations of temperature in the lower atmosphere.
Above 3 km, isotherms are generally approximately par-
allel to the contours.

Summer circulations tend to be weaker than winter cir-
culations, since north-south temperature variations are
weaker in summer. Hence, surface pressure systems move
eastward more slowly in summer than in winter, and so do
aircraft. Otherwise, wind patterns aoft are similar in win-
ter and summer, except that the westerlies do not extend
quite so far to the south.

Asweget to thetop of thetroposphere (thetropopause),
winds get stronger, without change of pattern. Of course,
this description covers average flow only, but even winds
on individual days show the same dominant west—east
flow; however, the strongest winds may occur at differ-
ent latitudes and may be strongly concentrated, especially
above surface fronts (jet streams). Wavelike perturbations
may have much larger amplitudes, with occasional closed
circulation patterns even in middle latitudes.

IV. MICROCLIMATOLOGY

Regional climatology can delineate only the average cli-
mate over large areas, while local climates can be ex-
tremely varied due to local topography, local water-land
and ice-snow distribution, or land use. The area of mi-
croclimatology islarge, and huge books, most notably the
classical work by Geiger, have been written about the sub-
ject. We shall give only afew examples here.

Even small hillsinfluence the temperature patterns dra-
matically, particularly on nightswithlight winds. Thetem-
peratures over the slopes of shallow valleys may be 10°C
or more lower than at the same heights over the center of
valleys, sothat cold air drainsintothevalley. Thus, evenon
calm nightsthere is downslope flow and general drainage
aong thevalleys. In general, winds are channeled by val-
leys, so that winds in valleys often deviate from winds on
nearby plateaus.

Even small water bodies moderatetemperatures, partic-
ularly onlight-wind winter nights. Beforethewater bodies
freeze, the temperatures at their shores remain near freez-
ing even though temperatures only afew kilometers away
may be 10°C, even 20°C colder.

Of special interest in the 1970s was the impact of cities
inloca climate. First, there isthe heat-island effect. Sur-
face temperaturesin cities are always higher than thosein
the surrounding countryside. The difference is largest in
big cities, depending approximately on the fourth root of
the population; it is largest at night, in winter, and with
light wind speeds, depending inversely on the square root
of wind speed. Citiesproduceawarm plumeof air, slightly
elevated, downstream. Thisisresponsiblefor alocal max-
imum of showers and thunderstorms on the lee side of
cities.

Also, as part of microclimatology, we should mention
the extremely rapid vertical variation of most meteoro-
logical variables close to the ground (except for pres-
sure). The greatest variation is in the lowest meter, and
then the variables always change more slowly. The rea
son is that the air very close to the surface is poorly
mixed because the turbulent “eddies” there are small.
In fact, in the lowest millimeter or so, eddies have no
room, and vertical exchange isthrough molecules, which
produce little transport because of their small mean free
paths. Only in the area of vertical transport of momen-
tum (wind) over rough terrain is turbulent transfer pos-
sible right into the ground. As an example of extreme
vertical variation, it is possible for the surface temper-
ature of a black asphalt road to be 80°C, whereas it
is only 45°C above the surface. Similarly, cold layers
can form on the ground on cold, light-wind nights. The
wind speed is zero just at the surface, but it may rise to
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> JANUARY
500mb

FIGURE 6 Distribution of mean January geopotential height (almost the same as geometric height) above sea level
at 500 mbar. Contours labeled in tens of meters. [Based on Palmen, E., and Newton, C. W. (1969). “Atmospheric

Circulation Systems,” copyright Academic Press, New York.]

many meters per second in the first meter and then vary
gradualy.

V. CLIMATE AND GENERAL-CIRCULATION
MODELS

The basic purpose of climate models originally was to
explain features of current climate and general circulation

in terms of the geometry of the earth-sun systems and
basic physical principles. Once this was accomplished,
it was possible to experiment with climate models by
changing various input parameters to account for the
features of past climates and to speculate about future
climates.

Relatively simple “climate models” are concerned en-
tirely with explaining the temperature distribution; the
effect of circulation, if included at al, is prescribed
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in terms of the temperature distribution. Such climate
models range from simple zero dimensional (averaged
over the whole atmosphere) to models allowing for ver-
tical and horizontal variations of input parameters. The
models differ in the way boundary conditions and phys-
ical processes are handled. Sometimes clouds are pre-
scribed, or they may be generated by the models. Ocean
temperatures may be given, or the atmospheric model
may be combined with an oceanic model. One of the im-
portant effects in many climate models is the ice-albedo
feedback: If the model predicts a cooling, the ice sheets
expand, causing increased albedo and more cooling—
a “positive” feedback. In early models, this feedback
was so severe that only a small cooling led to an ice-
covered earth. In spite of such excesses, climate models
have explained most features of the vertical temperature
distributions and effects of land-water differences and
topography.

General-circulation models (GCMs) attempt to dupli-
cate the distribution of wind aswell as of temperature and
moisture. They are usually three dimensional; however,
the earliest models had little resolution in the vertical;
for example, the pioneering model by Norman Phillips
in 1956 consisted of only two layers. In the meantime,
much more complete models have been devel oped, many
requiring the fastest computers available.

In the models, generally seven basic equations are
solved for the seven basic variables of meteorology: pres-
sure, density, temperature, moisture, and three velocity
components. The seven equations are the gas law, the first
law of thermodynamics, equationsof continuity for air and
water substance, and three components of Newton’s sec-
ond law. If the stratosphere is modeled explicitly, ozone
concentration must be added as avariable and at least one
equation must be included to describe the ozone budget.
Sincethe ozone budget dependson concentrationsof many
other trace gases, many more variables and equations are
sometimes added.

Typicaly, the initia state of the atmosphere is simple,
withnomotion. Thenradiationisintroduced, and the mod-
els are integrated numerically for several model years.
Eventually, the models acquire many of the properties of
the actual atmosphere.

In the United States alone, there are at least five cen-
ters studying the properties of GCMs. The models differ
in horizontal and vertical resolution, in vertical extent, in
whether clouds are assumed or generated by the model,
and in the characteristics of the lower boundary. Some of
the atmospheric models are coupled with GCMs of the
ocean. Such coupled models produce problems because
of the differences in time and space scales of important
atmospheric and oceanic circul ation characteristics. Other
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differences involve the prescription (parameterization) of
motion on scales too small to be resolved but that nev-
ertheless affect the resolved motions by their capacity to
mix air with different properties.

The first real GCM in 1956 proved successful in ex-
plaining some of the basic features of the general circula-
tion and of climate: the basic three-cell structureincluding
the strong Hadley cell with itsrising motion at the ITCZ,
the sinking near latitudes of 30°, and the equatorial flow at
the surfacein between. In addition, themodel duplicated a
persistent characteristic of atmospheric flow: the nonuni-
form temperature gradients, with relatively homogeneous
air masses separated by sharp fronts and, associated with
the fronts, narrow strems of strong west winds aloft, the
jet streams.

SincePhillips’soriginal model, morerecent GCMshave
become more realistic in many details: Vertical and hori-
zontal resolution hasincreased; oceanic modelshave been
combined with the GCMs; redlistic hydrological cycles
have been added, as haverealistic prescriptionsfor chang-
ing clouds and snow cover; and the models have been ex-
tended to include the stratosphere with its relatively high
0zone concentration.

Although the GCMs do not represent climate perfectly,
they aresufficiently realisticto make experimentationwith
past and future climates very promising indeed.

VI. PAST CLIMATES

Climate has varied in the past on many time scales. There
have been long periods (~50 million years) of relatively
undisturbed climates, generally warmer than the current
climate, interrupted by shorter periods (a few million
years) of quite variable climates. For about the past 2 mil-
lion years, we have been in such a disturbed period, with
ice ages aternating with somewhat milder interglacials.
The last ice age ended ~10,000 years ago; since then
there have been minor climate fluctuations—for exam-
ple, a warm period ~1000 AD and a “little ice age” in
the second half of the 17th century. In the 20th century,
the atmosphere warmed ~0.5°C from 1880 to 1940 and
cooled from 1940 to at least 1970.

Many reasons for historical climate changes have been
suggested: changes in the earth’s crust (e.g., migration
of the continents, mountain buildings, and volcanic erup-
tions); changes in atmospheric composition, particularly
the amount of carbon dioxide; changes in earth-sun ge-
ometry; and changesin solar heat output.

Of course, it isquite possible that some of these factors
worked together, but most important climatic variationson
different time scales do not have the same causes. At | east,
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past climates have not been affected by human activity;
the same cannot be said about future climates.

Climate changes on the longest time scales considered
here (50 million years) aimost certainly were affected by
changes in the earth’s crust; for example, it is possible
that the active periods coincided with periods of mountain
building; and perhaps, ice ages occurred when there were
landmasses near the poles.

The cause of climate changes within the disturbed pe-
riods, which have time scales of 10,000 to 100,000 years,
isnow fairly well understood. We have good records from
undersea and underice cores, and we have a good quan-
titative theory that agrees with these records. This theory
was proposed in 1926 by Milankovich but has been taken
seriously only since about 1970. It is known from quan-
titative celestial mechanics (and from observations) that
several characteristics of the earth—sun geometry are vari-
able. For example, the earth’s axis does not point in the
same direction in space at all times, but precesses with a
period of 26,000 years. At the same time, the major axis
of the earth’s orbit spins in the opposite direction. The
net result is that, about every 20,000 years, the sun and
earth are closest in northern winter (as they are now). So
right now, northern winters are relatively mild and south-
ern winters are relatively cold. Ten thousand years from
now, this situation will be reversed. A second factor isthe
eccentricity of the earth’s orbit. Right now, the difference
between aphelion and perihelion distance is ~3%, but the
distance difference has been as large as 10% and at other
times the orbit has been circular. The period of this vari-
ation is ~100,000 years. Finaly, the angle between the
earth’s Equator and the earth’s orbit has varied from about
22° to 24.5°, with a period of ~40,000 years. When this
angleislargest, seasonal contrasts are largest.

None of these factors affect significantly the total ra-
diation received by the earth, but they all affect seasonal
contrast. Milankovich suggested that ice ages result when
there are cool summers and mild winters, for snowfall can
be heavy in mild winters, and less snow melts in cool
summers.

The chronology of observed ice agesin the past million
yearsagreeswell with predictions of the Milankovich the-
ory; inparticular, thevarious periodicitieshave been found
in the geological records. Climate models have some dif-
ficulties with the phases of the largest cycles, but there
are satisfactory theories to explain these difficulties. As
aresult, the basic theory is generally accepted as the ex-
planation for climate changes on the scale of 10,000 to
severa hundred thousand years.

There is no generally accepted hypothesis to explain
more recent climate changes. Solar activity has periods
of 11, 21, and 80 years, but statistical analyses of rela-
tionships between solar activity and atmospheric varia-
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tions have not been convincing, even though a period of
low sunspot activity coincided with the little ice age, and
U.S. western droughts are correlated somewhat with the
sunspot cycle. However, there are no known mechanisms
connecting solar activity with changes of climate.

There is some indication of cooling at the surface fol-
lowing major volcanic eruptions, but the effects are not
large and it is not clear whether volcanoes produce long-
lasting changes. In short, thereisno agreement concerning
the causes of recent climate changes.

VII. FUTURE CLIMATES

Since the reliability of the Milankovich theory has been
established from past records, it should a so provide some
indication of futureclimate change, in the absence of com-
plications produced by human activity. According to this
theory, a cooling trend has already set in, will intensify
severa thousand years from now, and will produce peak
glaciation in ~20,000 years.

Superimposed on this scenario are natural short-period
fluctuations, which we cannot predict because we do not
understand their causes, and man-made changes. Themost
important of these are produced by increased CO, in the
atmosphere, which is due to burning of fossil fuels and
clearing of forests. Increases in atmospheric CO, have
been measured and amount to about half of the CO, known
to be emitted into the atmosphere; the rest is presumably
absorbed by the ocean. Sometime after the year 2050, the
amount of CO, inthe atmosphereisexpected to be double
that before the onset of the industrial age.

Increasing atmospheric CO, concentration enhances
the natural “greenhouse effect,” thus causing surface
warming. As soon as warming begins, increasing evap-
oration increases the amount of water vapor in the at-
mosphere, producing even more warming. Many climate
model s have been run with increased CO, concentrations,
typically double the normal. A consensus is starting to
emerge among modelersthat doubling CO, concentration
resultsin aglobal average warming of 2° to 3°C and polar
warming of more than twice that amount. Warming due
to increased CO; is not yet large enough to be observed
in view of irregular temperature variations. It is expected
that CO, warming will be detected in the future, if the
models are correct.

However, most of the models accounting for increased
CO;, are unredlistic in the specification of clouds and pos-
sibly in the lower boundary conditions. For example, itis
not known whether warming will increase cloudiness or
change the physical characteristics of clouds. In particu-
lar, clouds may thicken and reflect more sunlight, limiting
the warming effect.
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Other long-term atmospheric impacts resulting from
human activity are also being monitored. Of note is the
role of chlorofluorocarbons (CFCs), multiuse chemicals
best known asrefrigerants. Chemical breakdown of CFCs
inthe ozone layer of the stratosphere resultsin achemical
reaction leading to the diminution of ozone. The decrease
modifies the role of ozone in screening solar radiation,
resulting in an increase in shortwave ultraviolet radiation
reaching the earth’s surface.

Few environmental problems have received the media
attention of the problem of global warming. The continued
rise of atmospheric CO, content, together with thewarmth
of the 1980s and particularly the 1990s, which had the
three warmest years on record (1998, 1997, 1995), caused
some climatologists to suggest that the global warming
suggested by computer modelsisalready underway. Fore-
casts of increasing warmth, melting ice caps, rising sea
levels, and modified environments have been widely re-
ported. Given such forecasts, attempts have been made to
introduce legislature to limit the burning of fossils fuels
and, hence, CO, production. Notably, the Earth Summit
in Rio de Janerio, Brazil, marked an important global mo-
ment of recognition of the significance of potential hu-
man impacts on climate. Further, the Climate Conference
in Kyoto, Japan, in 1998 provided a substantive basis for
the reduction of greenhouse emissions and a procedure
for monitoring the success of mitigation efforts. The lat-
ter document liststhe Intergovernmental Panel on Climate
Change (IPCC) astheauthority for al scientific decisions.
No definitive action has yet been taken.

The relative lack of palitical action, particularly by the
developed nations, reflects the economic costs involved
and the varying interpretations of the global warming sig-
nal. Models do not provide auniform interpretation of the
future. While most climatol ogists agree that the earth will
experienceawarming trend, thereisdisagreement on how
much the temperature will rise and when the impacts will
be felt by the human population. While most models pre-
dict modest warming, an alternative scenario suggest that
highlatitudewarming couldinitiateacooling episode. The
mechanism for this scenario is fairly complex, involving
adjustmentsin the North Atlantic Deep Water oceanic cir-
culation, and overall implications are unclear. As global
models become more refined, the answers to the problem
will become clearer.
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In contrast to the paucity of action concerning the CO,
problem, appreciable headway has been made in combat-
ting the ozone depletion problem. Most industrial nations
that produce CFCs have agreed to curb production and
examine substitute chemicals. Such action will take time,
however, and the depletion of ozone continues to be of
concern. Atmospheric scientists researching the problem
are now examining the dynamics that cause “holes” that
periodically occur in the polar ozone layers.

Giventhecurrent interpretation of climate, speculations
concerning future climates are possible. If the GCMs are
correct and no preventative measuresaretaken, substantial
global warming will take place over the next few hundred
years. Eventually, perhaps after 1000 years, most fossil
fuelswill have been used and excess CO, will betaken up
by the oceans. The Milankovitch mechanisms will then
take over to lead, potentially, to aglobal cooling. Climatic
changehasoccurredinthe past and will occur inthefuture.
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GLOSSARY

Adiabatic process Thermodynamic change of state of a
system in which there is no transfer of heat or mass
across the boundaries of the system.

Cirriform cloud Cloud with a relatively transparent and
white or silky appearance that forms at high alti-
tudes and is composed of small particles, typically ice
crystals.

Cloud condensation nucleus (CCN) Small, solid parti-
cle, typically containing a salt, on which condensation
of water vapor begins in the atmosphere.

*The National Center for Atmospheric Research is supported by the
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Cloud droplet Particle of liquid water from a few mi-
crometers to ~200 pm in diameter.

Cloud seeding Any technique carried out with the intent
of adding to a cloud certain particles that will alter the
natural development of the cloud.

Cumuliform cloud Cloud whose principal characteristic
is vertical development in the form of rising mounds,
domes, or towers.

Graupel Spherical or conical ice particle about 2-5 mm
in diameter, consisting of a white or opaque snowlike
structure, formed by the collection of cloud droplets.

Hailstone Spherical, conical, or irregularly shaped ice
particle, from ~5 mm to more than 5 cm in diam-
eter, formed by the collection of cloud droplets and
drops.
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Icecrystal Any one of a number of macroscopic crystal
formsin which ice appears in the atmosphere.

Ice nucleus Any particle that serves as a nucleus for the
formation of ice crystalsin the atmosphere.

Stratiform cloud Cloud of extensive horizonta devel op-
ment.

Supercooled cloud Cloud composed of liquid water
droplets at temperatures below 0°C.

Supersaturation Condition existing in agiven portion of
the atmosphere when the relative humidity is greater
than 100%.

CLOUD PHYSICS is a discipline within meteorology
concerned with the properties of atmospheric clouds and
the processes that operate within them, the diversity of
phenomena intrinsic to natural clouds, the interactions
of clouds with the atmosphere, and the effects of clouds
on climate. The discipline covers the range from single
clouds to large-scale weather systems and even weather
on aglobal scale.

Cloud physicists draw on the well-developed sciences
of chemistry, physics, and fluid dynamics to study these
phenomena. Such topics as the thermodynamics of moist
air, the physics of the growth of water droplets and ice
particles, radiation, effects of clouds on climate, el ectrifi-
cation, and chemical conversion processes are all part of
thisdiscipline. Major research tool sinclude computersfor
numerical simulation and aircraft and radars for observa-
tion, along with wind tunnelsand cold roomsfor the study
of the properties of cloud and precipitation particles.

. CLOUD FORMATION MECHANISMS
AND CLOUD CLASSIFICATION

A complete description of the many genera, species, and
varieties of clouds is given in the “International Cloud
Atlas” (1956) of the World Meteorological Organization.
This international classification evolved from the expe-
rience of ground observers over many years, depending
primarily on appearance. From a physical point of view,
the distinctions among types of clouds arise from the ver-
tical motion characteristics that produce them and from
their microphysical properties—the presence or absence
of ice particles and the sizes and concentrations of each
type of cloud particle.

There are three fundamental classes of clouds: cirrus,
cumulus, and stratus. Cirrus are high clouds with asilken
appearance, because they are composed of ice crystals.
Cumulus are detached, dense clouds that rise in mounds
or towers from alevel base. Stratus is the name given to
an extensive layer or flat patches of low clouds showing
hardly any well-defined detail. These names are some-
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times used in conjunction. For example, when cirrusisin
layered form, it is termed cirrostratus; a low-level layer
cloud that is broken up into awavy patternis called stra-
tocumulus; and soon. Similar cloudsat intermediatelevels
arecalled altocumulus, and athick-layer cloud at theselev-
elsis caled an atostratus. A class of lesser fundamental
importance comprises the lenticular cloud, having a lens
or aimond shape.

Most types of clouds are formed as a result of vertical
motions produced in the following ways:

1. Widespread gradual lifting. Upglide motion of air at
afrontal surface occursin the cyclones of temperate lati-
tudes and givesrise to expansive layers of deep and often
layered altostratus and nimbostratus clouds. The vertical
component of air velocity is of the order of afew to afew
tens of centimeters per second, and the lifting results in
steady precipitation of long duration.

2. Widespread irregular stirring. When air is cooled at
the ground, fogs may form. Over land at night, the cooling
may be due to the radiation of heat from the ground, but
fogs also occur over land and sea when air flows slowly
into regions of lower surface temperature.

3. Convection. Heating at the ground either by sunshine
or when cool air undercuts warmer air can cause masses
of air from the surface layers to ascend through a rela-
tively undisturbed environment, often producing clouds
of cumuliform type. Above thelevel of the cloud base the
liberation of latent heat due to the conversion of water
vapor to droplets usually increases the buoyancy and ver-
tical velocity of therising masses. In settled weather, “fair
weather” cumulus clouds are well scattered and small,
with horizontal and vertical dimensionsof only 1 or 2 km
and vertical motions from about 1-5 m sec™2. In disturbed
weather, cumulus congestus and cumul onimbus (thunder-
head) clouds form. The tops of the latter can reach up to
20 km above the ground, spreading out into a flat-topped,
anvil shape. Thunderclouds can have updraftsof morethan
40 m sec™! in the most extreme cases and can produce
heavy rain, hail, and tornadoes.

4. Orographic lifting. When an air mass moves against
amountain barrier, some of the air is forced to rise. This
can result in an extensive sheet of deep stratiform and
cumuliform clouds. Lenticular clouds can also form high
above mountains and in their lee (downwind locations)
within mountain-generated waves.

IIl. COOLING OF MOIST AIR

A. Water Vapor in the Atmosphere

The amount of water vapor present in the atmosphere is
dependent in acomplex way on (1) the amount that enters
the atmosphere by evaporation and sublimation, (2) its
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transport by air motionsthroughout thetroposphere (lower
portion of the atmosphere) and lower stratosphere, and
(3) the amount precipitated in the form of rain, snow, and
hail.

Two factors account for the observed decrease in the
concentration of water vapor (termed the water vapor
mixing ratio, grams of water vapor per gram of air) with
height. First, the earth’s surface is the primary source of
water vapor. Second, the air temperature decreases with
height in the troposphere. Since the maximum possible
mixing ratio, termed saturation, decreases with decreas-
ing temperature, water is squeezed out as parcels ascend
in the atmosphere.

B. Cooling of Air in the Absence of Water
Vapor Condensation

When a parcel of air is lifted in the atmosphere, it ex-
pands and cools. Heat may be added to the parcel through
such effects as radiation and friction, but, in most cases,
the resulting changes in the temperature of the parcel are
secondary to the expansion process. It isareasonable and
useful idealization to assume, then, that the expansion is
adiabatic, that is, that thereis no transfer of heat or mass
into or out of the parcel, anditisareversible process. Fur-
thermore, in the absence of water vapor condensation, ho
heat is added within arising parcel. From the first law of
thermodynamics for an ideal gas, the decrease in temper-
ature with height in the absence of condensation, termed
thedry adiabatic lapse rate, worksout to be ~10°C km=1,
or about a cooling of ~1°C for every 100 m of lift. The
cooling rate in arising parcel cannot be higher than dry
adiabatic.

C. Cooling of Air with Water Vapor
Condensation

If aparcel of air being lifted dry adiabatically achieves a
relative humidity of 100% (i.e., becomes saturated), water
vapor condenses to form a cloud, and latent heat of con-
densation is released. (This discussion does not consider
the latent heat that can be released when ice is present.)
Thus, the parcel now cools at a rate less than dry adi-
abatic, the rate depending on whether al or part of the
condensate stays within the parcel. If al of it remains,
the first law of thermodynamics can again be used to de-
rive the moist adiabatic lapse rate. The resulting lapse
rate is not constant as is the dry adiabatic lapse rate, but
is dependent on pressure and temperature. For 1000 kPa
and 20°C, this lapse rate is ~4°C km™%, while at the
same pressure and a temperature of 0°C, it increases to
~6°C km~1. At temperatures below about —30°C, the
moist adiabatic |apse rate approximates the dry adiabatic
rate.
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D. Cooling with Entrainment

Numerous in-cloud measurements, along with theoretical
and laboratory studies, have indicated that entrainment
takes place; that is, air in the environment surrounding a
parcel of air is mixed into the parcel and becomes part of
therising current. A rising parcel of cloudy air into which
dry air is entrained cools at a faster rate than moist adia-
batic, because heat is required (1) to evaporate sufficient
condensate, increasing themixingratio of theair to satura-
tion, and (2) to warm the air from its original temperature
to the parcel temperature. The lapse rate in an entrained
parcel of air falls somewhere between the moist and dry
adiabatic rates.

The adiabatic model of cooling in arising parcel has
been modified by several cloud physicists to take en-
trainment into account. These researchers have proposed
that entrained air originates primarily either from the
sides of clouds (lateral entrainment) or from their tops
(cloud-top entrainment). Thelatter model isgaining fairly
widespread acceptance.

E. Summary of Cooling Processes During
Cumulus Cloud Formation and Resulting
Thermal Instability

Thevertical temperature distribution in arising column of
air associated with a cumulus cloud is given by the solid
linein Fig. 1. The segment AB represents dry adiabatic
ascent, and the in-cloud segment BD represents moist as-
cent with entrainment. In the absence of entrainment, tem-
peratures would be moist adiabatic, given by dotted line
BC. The environmental temperature distribution is given
by the dashed line. Along segment AB, vertical velocities
may be of the order of a few meters per second. Along
segment BD, the parcel becomesincreasingly warmer rel-
ative to the environment and thus more buoyant, possibly
increasing the vertical velocity more than 10 m sec™.
Beyond point D, the parcel is negatively buoyant, and
the velocities decrease to 0 m sec™1, producing the cloud
top.

[ll. FORMATION OF CLOUD DROPLETS

As a parcel of air is cooled toward saturation, the rela
tive humidity approaches 100%, and water vapor begins
to condense, or nucleate, on small particles of airborne
dust, or cloud condensation nuclei (CCNSs). These small
particles usually contain a soluble component, often asalt
such as sodium chloride or ammonium sulfate. CCNs of
different sizes and compositions are present at each posi-
tion in the atmosphere. Some of the nuclei become wet at
relative humidities below 100% and form haze, while the
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FIGURE 1 Temperature vs height distributions. Solid line, in a ris-
ing parcel of air: AB, below cloud base, dry adiabatic; BD, cloud
base to cloud top, entrained ascent. Dotted line: BC, moist adia-
batic. Dashed line: environmental temperatures.

relatively large CCNsarethe most likely onesto grow and
become cloud droplets.

Thisinitial stage of droplet formation deserves a care-
ful explanation. Over a flat, pure water surface at 100%
relative humidity (saturation with respect to water), wa-
ter vapor isin equilibrium, which means that the number
of water molecules leaving the water surface is balanced
by the number arriving at the surface. Molecules at water
surfaces are subjected to intermolecular attractive forces
exerted by the nearby molecules below. If the water sur-
faceareaisincreased by adding curvature, moleculesmust
be moved from the interior to the surface layer, in which
case energy is required to oppose the cohesive forces of
the liquid. As a consequence, for a pure water droplet to
be at equilibrium, the relative humidity has to exceed the
relative humidity at equilibrium over aflat, purewater sur-
face, or be supersaturated. The flux of molecules to and
from asurface produces what isknown asvapor pressure.
The equilibrium vapor pressureisless over asalt solution
than it is over pure water at the same temperature. This
effect balancesto some extent the increasein equilibrium
vapor pressure caused by the surface curvature of small
droplets. Droplets with high concentrations of solute can
then be at equilibrium at subsaturation.

It follows from the surface energetics of apure or solu-
tiondroplet that onceit achievesacertain “critical” radius,
at atime at which the supersaturation in its environment
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achieves a certain “critical” value, the droplet will grow
spontaneously and rapidly.

Equations have been developed to express the equilib-
rium supersaturation of adroplet of agivenradiusinterms
of the composition and size of the CCNs. A family of
curves showing the fractional equilibrium relative humid-
ity (relative humidity/100%) of water droplets containing
differing masses of sodium chloridesaltisshowninFig. 2.
A curve for pure water droplets is also shown. Asterisks
at the peak of each curve show the critical radius and su-
persaturation of the droplets and indicate that the higher
the mass of the salt, the lower the critical supersaturation.
A family of curves can also be generated for other salts
found in the atmosphere, such as ammonium sulfate.

Figure 2 can be used to understand the initial forma-
tion of droplets. One can see that a spectrum of droplet
sizes will be produced in a rising parcel of air because
of the diversity of sizes and composition of CCNs. When
the supersaturation in the parcel has increased to such
an extent that the droplets that have achieved their criti-
cal supersaturation are consuming more of the vapor than
is being produced by cooling of the air, the supersatura-
tion begins to decrease, and below a certain point no ad-
ditional droplets are produced. In marine environments,
where abundant sodium chloride nuclei of relatively large
masses (about 10-1°-10~%* g) are produced through sea
spray, the condensed water deposits on the nuclei with
large masses and the peak saturation ratio achieved in a
parcel is comparatively low. In continental areas, where
relatively few large sodium chloride nuclei are present,
the condensed water deposits on nuclei with small masses
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(about 10-1°-10-16 g) and higher supersaturation occurs.
Given the same condensed liquid water content, maritime
areas will have fewer and larger droplets than continental
areas.

IV. PHYSICS OF THE GROWTH
OF CLOUD DROPLETS

A. Diffusional Growth

After a solution droplet has been nucleated, it enters a
stage of growth by diffusion of vapor toit. This growth is
maintained as long as the saturation ratio, or supersatura-
tion for it to be at equilibrium, is exceeded (see Fig. 2).

Consider a solution droplet of radius r in a supersat-
urated environment in which the concentration of vapor
molecules at distance R from the droplet center is de-
noted by n(R). Thisvapor diffuses toward the droplet and
condenses on it. At any point in the vapor field the con-
centration of vapor molecules must satisfy the equation
representing diffusion, assuming certain approximations
that are not discussed here:

V?n(R) =0 €))

When R = oo, n must have the value ng, the concentra-
tion of vapor at a great distance from the droplet. At the
droplet’s surface n must equal 7., the equilibrium vapor
concentration over thedropl et surface. The solution to this
equation is

n(R) = no + (n, —no)r/R 2

The flux of molecules, each of mass m, on the surface of
the droplet is equal to D(dn/dR), where D is the diffu-
sion coefficient. With thevapor density in the environment
being oy, given by mng, and at the droplet’s surface py,,
given by mn,, the rate of massincrease of the droplet is

dm/dt = 4mr D(py — pur) ©)

and since the droplet is spherical, with a radius r and a
density p. (1 gcm~3), thetimerate of radiusincrease is

dr/dt = D(py — pv)/pLT 4)

Equations (3) and (4) can be expressed in terms of the
supersaturation since the term p,,- can be found from the
CCN composition and mass.

Thegrowth histories of individual dropletsat aconstant
supersaturation of 1% and an air temperature of 20°C have
been calculated in Fig. 3 according to the principles used
in deriving Eq. (4). Of considerableimportanceisthat the
drops with smaller initial radii catch up to the size of the
drops with larger initial radii.
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FIGURE 3 Diffusional growth rate of individual solution drops
containing indicated salt mass as a function of time at 1%
supersaturation and 20°C. (1) Sodium chloride, m =1012 g;
(2) ammonium sulfate, m=10"12 g; (3) sodium chloride,
m =101 g; (4) sodium chloride, m = 1010 g; (5) sodium chlo-
ride, m =102 g. [From Pruppacher, H. R., and Klett, J. D. (1978).
“Microphysics of Clouds and Precipitation,” courtesy of D. Reidel
Publishing Co. and the lead author.]

B. Growth through Droplet Collisions

Most of the earth’s precipitation reaches the ground as
“drops” of radius 100 um or larger, many of which form
in clouds whose tops do not extend to a level where ice
particlesare produced. Figure 3 suggeststhat drops cannot
be produced solely through diffusion in any type of cloud.
Growth through diffusion becomesvery slow after aradius
of ~10 um isreached, and the mechanism that then takes
over consists of collisions and merging (coalescence) of
cloud droplets.

A spectrum of droplet sizesisformed at each position
in a cloud for reasons discussed previously, among oth-
ers. Callisions between droplets, and between drops and
droplets, can occur because droplets and drops of differ-
ent sizes have differing fal velocities; large droplets or
dropsfall faster than smaller ones, overtaking and collect-
ing some fraction of those lying in their paths. Electrical
fields may promote additional collections.

As adrop falls, it collides with only a fraction of the
droplets in its path because some are swept aside in the
airstream moving around the drop. Also, some droplets
that collide rebound and do not merge. The ratio of the
actual number of collisions to the number for geometric
sweep-outiscalledthecollision efficiency, E, and depends
primarily onthesizeof thecollectingdrop, R, andthesizes
of the collected droplets, . Collisionsfirst occur for drops
with radii assmall as 10 m, though with small efficiency.
Collision efficiency E isgenerally an increasing function
of R and r and has values greater than 0.5 when R is
greater than 100 pm for most cloud situations.
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FIGURE 4 Size variation of a drop growing by collision and coa-
lescence in a maritime- and a continental-type cloud. LWC, liquid
water content. [From Braham, R. R. (1968). Bull. Amer. Meteo-
rol. Soc. 49, 343-353. Courtesy of the American Meteorological
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It follows from the nature of the geometric sweep-
out process that the change in drop radius with time is
approximately equal to

dr/dt = E x LWC x V/(4pLr), (5)

where E is the effective average value of collection effi-
ciency for the droplet population, LWC istheliquid water
content, and V7 is the fall velocity of the collecting par-
ticle. Figure 4 shows the calculated size variations of a
drop growing by collision and coalescenceinacloudin a
maritime environment (containing relatively few droplets,
each of fairly large size) and in a continental environment
(containing arelatively large number of droplets, each of
relatively small size). Note that this growth by collection
is much more rapid than diffusional growth (Fig. 3).
Even if a cloud is spatialy homogeneous or “well
mixed” with the same average droplet concentration
throughout, there will be local variations in droplet con-
centrations. These follow the Poisson probability law.
Equation (5) does not take into account the possibility
of statistical fluctuations in the droplet spectrum but ap-
plies only to average droplet growth. Some “fortunate”
drops fall through regions of locally high droplet con-
centrations, encountering more than the average number
of droplets early in their growth and subsequently can
grow more rapidly. Equations have been devel oped to take
into account the statistical, or stochastic, nature of the
droplet and drop growth process, and it is now recognized
as crucia in the early stages of coaescence. It explains
why some drops form relatively rapidly and why a distri-
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bution of drop sizes is produced in a relatively uniform
cloud.

Two major processeslimit the growth of dropsin other-
wisefavorableconditions. First, dropslarger than ~0.1cm
that collidewith drops greater than 300 nm often break up
and produce a multitude of smaller drops. Second, rain-
drops are limited to sizes of less than ~0.5 cm because
at larger sizes they spontaneously break up from aerody-
namic forces acting on their surface.

V. OBSERVATIONS OF CLOUD
DROPLETS AND DROPS

A. In-Cloud Measurement Devices

Currently, atotal of approximately 25aircraftinthe United
States, Canada, and Europe are equipped to collect cloud
physics data. Three primary instruments on these aircraft
acquire data on the concentrations of cloud droplets as
a function of droplet diameter (the cloud droplet size
spectrum) and the cloud liquid water content. The size
spectrum is obtained primarily from an electrooptical de-
vice known as the forward-scattering spectrometer probe
(FSSP), which sizes droplets over the diameter range
1.5-46.5 um in 3 um increments, although other sizing
bounds can be used. The size spectrum is also obtained
using another electrooptical device, which produces two-
dimensional images of particles; this optical array probe
isdescribed in moredetail in Section I X. Theliquid water
content can be obtained indirectly, from the size spec-
trum data, by integration of the measured droplet spec-
trum. The liquid water content can be measured directly
using “hot-wire” devices. Dropletsimpinge on ahot wire,
and because they evaporate, they cool the wire. The tem-
perature of the wire or the current required to maintain it
at aconstant temperatureis used to derive the liquid water
content.

B. Observations of Droplets

Most drop-size distributions, even though measured in
many different types of clouds formed under differing
meteorological conditions, exhibit a characteristic shape.
The concentrations generally increase with size abruptly
from alow value to a maximum somewhere between 10
and 20 um, and then decrease gradually toward larger
sizes, causing the distribution to be skewed with a long
tail toward the larger sizes. A log normal or y distribution
function is used to approximate this characteristic shape.
When coal escence growth isinvolved, the spectra contain
a characteristic secondary peak in concentration at diam-
eters usually between 20 and 40 m.

Significant differences are found between spectra
formed in maritime air and those formed in continental
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FIGURE 5 Cloud droplet spectra for maritime- and continental-
type cumulus clouds. These curves are used for the drop growth
rate computations in Fig. 4. [From Braham, R. R. (1968). Bull.
Amer. Meteorol. Soc. 49, 343-353. Courtesy of the American
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air masses because of the previously discussed nature of
the CCNs. Figure 5 illustrates these differences between
typical spectrain a maritime and a continental cumulus
cloud. Typical concentrations and mean diametersin mar-
itime convective clouds are 50-100 cm~2 and 15-20 pm,
respectively, while in continental convective clouds they
are 500-1000 cm~2 and 10-15 zm, respectively.

Liquid water contents are dependent on the cloud type,
cloud base temperature, and height above cloud base.
In stratiform clouds, the values are comparatively low,
usually ~0.1 g m=3. In cumulus clouds, typical peak val-
uesare ~0.5gm~3, which increase with increasing cloud
intensity to more than 3 g m~2 for severe thunderstorms.
(As the cloud base temperature increases, a cloud of a
given type tends to have a higher liquid water content,
increasing with height from cloud base to near cloud top
and then falling abruptly to zero at cloud top.)

C. Drop-Size Spectrain Rain

A multitude of measurements of drop-size spectrainrain
have been made at the ground. These measurements indi-
cate that drop-size distributions are of an approximately
negative exponential form, especially inrain that isfairly
steady. The so-called Marshall-Pamer distribution ap-
pearsto describetherain spectrumin most meteorological
situations. This spectrum has the form
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N(D) = Noe 2P, (6)

where the product N(D) dD is the number of drops per
unit volume with diameters between D and D +dD. The
slope factor A of the spectrum is given by

A =41R702 (7)

where R isthe rainfall rate (in millimeters per hour), and
No, the intercept of the spectrum, is given by

No = 0.08 cm™ (8)

VI. ICE FORMATION MECHANISMS

Ice crystals form in the atmosphere in three ways: (1) on
solid particles, often airborne soil particles, referred to as
ice nuclei; (2) by secondary processes that multiply pri-
mary ice crystals formed by (1); and (3) by homogeneous
nucleation, that is, pure water droplets freezing sponta-
neously when a temperature of —40°C is reached, proba-
bly typical of cirrus clouds.

A. Ice Nuclei and Primary Ice Crystals

It was realized many years ago that clouds of liquid water
droplets can persist at temperatures below 0°C (super-
cooled) unless suitable ice nuclei are present to help ice
crystalsform. Ice nuclei provide a surface having a struc-
ture geometrically similar to that of ice, thereby increas-
ing the probability of formation of the ice structure re-
quired for stability and thus causing microscopic droplets
to freeze relatively rapidly at temperatures higher than
—40°C.

Currently, there is much uncertainty about the mecha-
nismsof ice nucleation in the atmosphere, but it isthought
that ice nuclel operate by three basic modes. In one mode,
water is absorbed from the vapor phase onto the surface
of the ice nucleus, and at sufficiently low temperatures,
the adsorbed vapor is converted to ice. In another mode,
the ice nucleus, which is inside a supercooled droplet
either by collection or as a result of its participation in
the condensation process, initiates the ice phase from in-
sidethedroplet. Inthethird mode, theice nucleusinitiates
theice phase at the moment of contact with a supercooled
droplet (such nuclel are known as contact nuclei). The
relative importance of these different modes of operation
is not known with certainty, but the latter two modes are
thought to be much more common than the first.

Much effort has been made to measure the concentra-
tions of ice nuclei in the air and the variation with tem-
perature. While considerable variability in concentration
is found with time and location, a fairly representative
worldwide concentration is ~1 per liter active at —20°C,
changing with temperature in the way shown in Fig. 6.
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FIGURE 6 Worldwide “average” of measured ice nucleus con-
centrations versus temperature (the Fletcher curve).

(Thisisthe so-called Fletcher worldwide average ice nu-
cleus curve. It must be emphasized, however, that there
is a great dea of scatter of the data about the Fletcher
curve, and it may not provide a useful representation of
the concentrations in the atmosphere.)

When the temperatures in-cloud are near or below
—40°C and theambient relative humidity is close to 100%
with respect to water saturation—conducive to cirrus
cloud formation—homogeneousicenucleationislikely to
be animportant mechanism for ice production. Thetheory
of homogeneous nucleation of ice has shown that when
molecules of liquid water comprising apure droplet afew
microns in diameter bind to form a stable ice structure at
an observable rate only when temperatures near —40°Cis
reached. Thistheory has been confirmed in thelaboratory.
What has been confirmed in studies in orographic wave
clouds, and in cirrus cloud as well, is that when water
condenses on a cloud condensation nucleus at tempera-
tures near and below —40°C and grow to asizesof 1 um,
the droplets freeze homogeneoudly. This mechanism is
thought to be important in the formation of cirrus clouds.

B. Secondary Ice Crystals

Discrepancies between concentrations of ice crystals and
ice nuclei have been clearly demonstrated in clouds con-
taining air of maritime origin. These clouds, often with
tops no colder than —10°C, contain concentrations of ice
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crystalsthat can exceed that of ice nuclei by afactor of 10*
and typically contain droplets larger than 25 um. What-
ever process is operating seems to be most effective at a
temperature of —6°C.

Various mechanisms have been proposed to explainthis
important ice nucleation process. In one, dropsthat arein
the process of freezing build up high internal pressures,
shatter, and produce secondary ice particles. Laboratory
studies indicate that this mechanism applies to droplets
with diameters greater than 400 wm; it is not likely to
be important in most clouds, however. In another, sec-
ondary ice particles are thought to be g ected when super-
cooled drops freeze onto an ice particle at temperatures
between —3° and —8°C. Experiments have demonstrated
that thismechanismisoperativein thelaboratory when the
particle collecting the droplets is falling at a velocity of
1-3 m sec™*, when some of the droplets being collected
are larger than 25 um in diameter and when some are
about half this diameter. The nature of this process has
been inferred from laboratory experiments, and it appears
likely to explain the initiation of many of the secondary
crystals observed in the atmosphere. Collections of ice
particles at ground level and in clouds often contain frag-
ments of crystals, which indicates that a third mechanism
of producing secondary ice particles is the fracturing of
ice particleson collisionswith other ice particles. Icemul-
tiplication by this process (mechanical fracture) isstill not
very well understood, nor has its importance been docu-
mented. A fourth mechanism involves the aerodynamic
breakup of particles in subsaturated layer, where compo-
nents of crystals can break off from the parent particles.

VII. OBSERVATIONS OF THE GROWTH
MECHANISMS OF ICE PARTICLES

Observations of ice particle shapes and sizes from their
origin in clouds through their fallout at the ground indi-
cate that growth proceeds by the chain of processesillus-
trated in Fig. 7. Following nucleation, crystals grow first
through vapor diffusion. Observations indicate that they
must achieve adiameter of ~200 m beforethey beginto
collect, or accrete, water droplets. Water dropsthat freeze
in the air at a diameter of 200 xwm or larger collect wa-
ter drops immediately. In the absence of liquid water, ice
crystals grow into snow crystals and often clump together
to form snowflakes. Rimed crystals or rimed snowflakes
that continue to rime can grow into spherical or conical
low-density ice particles (graupel) and in some instances
continueto grow to diameterslarger than 0.5 cm (hail) and
are then nearly solid ice. Frozen drops grow immediately
into graupel and can also grow into hail. Ice particlesthen
reach the ground in theform of snow, rain, hail, or graupel.
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FIGURE 7 Flow chart showing processes of ice particle growth. [Adapted from Braham, R. R., and Squires, P. (1974).
Bull. Amer. Meteorol. Soc. 55, 543-556. Courtesy of the American Meteorological Society and the authors.]

Observations also show that ice and snow crystalsgrow
in alarge variety of shapes, or habits. The major habits
illustrated in Fig. 8 are plates, dendrites, columns, nee-
dles, bullets, and combinations of bullets. Laboratory and
theoretical studiesreveal that snow crystals have one com-
mon basic shape, that of asixfold, symmetric (hexagonal)
prism composed of two basal planes (e.g., the faces of the
crystals; see crystalsin Figs. 8a-8c) and six prism planes
(the crystal edges, see crystals in Figs. 8d-8f). Labora-
tory experimentsreveal that the rate of propagation of the
basal faces (growth along the c axis) relative to that of the
prism faces (a axis) varies with temperature and supersat-
uration in a characteristic manner. The results of experi-
mental studies of crystal habits are shown as a function
of temperature and relative degree of water vapor supply
in Fig. 9. A dashed, horizontal line in the figure shows
water saturation conditions (100% relative humidity). A
solid, horizontal line at the bottom of the figure showsice
saturation conditions. (In terms of relative humidity with
respect to water, ice saturation equal s 100% at 0°C and de-
creases nearly linearly with temperature, equaling ~60%
at —40°C.) The important points to note from this figure

are twofold. There are changes in habit from columns to
plates to columns that occur at precise temperatures, and
at a particular temperature, the relative humidity controls
some important features of snow crystal growth.

Measurements have illustrated that ice crystal growth
rates depend strongly on temperature. Figure 10 shows
theresults of laboratory measurements of the growth rates
aong the a and ¢ axes, designated in the figure as da/dt
and dc/dt. These data represent averages over a ~3-min
period, which started with crystals ~20 um in diameter.
This figure illustrates that there is a marked maximum in
the growth rate along the a axis maximum at —15°C and
that asecondary broader maximum occursaongthec axis
a —6°C.

VIIl. PHYSICS OF THE GROWTH
OF ICE PARTICLES

Theicecrysta growth processes presented in the previous
section (Fig. 7) arediscussed from aphysical point of view
in this section.
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FIGURE 8 Major shapes of snow crystals: (a) simple plate, (b)
dendrite, (c) crystal with broad branches, (d) solid column, (e)
hollow column, (f) sheath, (g) bullet, and (h) combination of bullets.
[From Pruppacher, H. R., and Klett, J. D. (1978). “Microphysics of
Clouds,” who used photographs from Nakaya, U. (1954). “Snow
Crystals,” Courtesy of D. Reidel Publishing Co., H. R. Pruppacher,
and Harvard University Press, copyright 1954 by the President and
Fellows of Harvard College.]

A. Growth of Ice Crystals by Diffusion

On formation of ice embryos, whether by sublimation di-
rectly from the vapor, by freezing of supercooled droplets,
or by a secondary production mechanism, diffusional
growth commences because the embryo isin an environ-
ment that is probably at or close to water saturation. The
growth rate equations can be derived using theory analo-
gous to that presented in Section IV, but sinceice crystals
aregenerally not spherical, somealterationsmust bemade.

The approach that has been used to calculate ice crys-
tal growth starts with an analogy between the governing
equations and the boundary conditions for electrostatic
and diffusion problems. Poisson’s equation in el ectrostat-
icsand Green’stheorem lead to the following equation for
theice crystal diffusional mass growth rate,

dmg/dt = 47 CD(py — piRr) ©

where pir isthevapor density at theice particlesurface, C
isthe “capacitance” of theice crystal, and the other terms
have been previoudly defined. In order to apply Eq. (9) to
aparticular crystal form, C isspecified asafunction of the
crystal geometry. |nthe simplest case of aspherical crystal
of radius R, C = R, and Eq. (9) then hasaform similar to
the mass growth rate of drops [EQ. (3)]. A dightly more
complex case is a simple thin hexagonal plate, for which
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C =2R/m. Laboratory experiments of the capacitances
of brass models of snowflakes have confirmed the valid-
ity of this approach for calculating the ice crystal growth
rate.

The linear rate of growth of a crystal can be derived
from Eg. (9), given knowledge of the crystal geometry,
thickness-to-diameter ratio (axial ratio, AR), and bulk
density p;. For example, a hexagonal plate crystal has a
mass given by m=5.2R® x AR x p;, and so its growth
rate along its major axisis

dR _ 051D(p, — pie)
dt AR xpR

For columnar and needlecrystals, growth along thecrystal
length L isgiven by

d _ 322D(py x pir)
dt ~  InAR)pL

It isimportant to point out here that as crystals becomein-
creasingly large, their linear growth rate becomesincreas-
ingly small: From Eq. (10), dR/dt isproportional to 1/ R,
and from Eq. (11), dL /dt isproportional to 1/L. Dataon
the crystal axial ratios and bulk density are necessary to
solve Egs. (10) and (11). The datagivenin Fig. 10 can be
used to compute the axia ratio: AR = (da/dt)/(dc/dt).
Additional axia ratio information is available from field
data. Laboratory and field dataindicate that bulk densities
have typical values of between 0.5 and 0.8 g cm~3.
Solving for R and L as afunction of timein Egs. (10)
and (11) also requires values for D, p,, and pir. Mete-
orological tables or equations can be used to derive the
value of D and py if the temperature, pressure, and rela
tive humidity of the growth environment are known. Now
consider the vapor density at the crystal surface, pir. As
theicecrystal grows, itssurfaceisheated by thelatent heat
of vaporization, and because of thiswarming, the value of
oir is effectively raised above the value that would apply
without heating. Under stationary growth conditions, the
value of pjr is determined from the rate of latent heating
and the rate of heat transfer away from the surface. If the
crystal has grown to a size of more than a few hundred
micrometers, at which time it has an appreciable fall ve-
locity, it is necessary to take into account the effect of
“ventilation” on the diffusion of water vapor and heat.
Fairly simple expressions have been derived to solve for
pir IN EQs. (9) to (11). Valuesfor theterm D(py — pir) 8
afunction of temperature are shown in Fig. 11 for water
saturation, for 100-um crystals, and for pressures of 1000
(sealevel) and 400 mbar (~6 km). Theimportant pointsto
notefromthisfigurearethat (1) thistermisat amaximum
at atemperature of about —15°C, suggesting that particles
can potentially grow most rapidly at thistemperature, and
(2) thetermis higher at 400 than at 1000 mbar, indicating

(10)

x AR? (12)
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that the growth rate increases with altitude, given a con-
stant temperature.

It till remains to be shown that the growth rate equa-
tions provide a reasonable representation of the exper-
imentally measured growth rates in Fig. 10. To simulate
thelaboratory conditions, growth hasbeen cal cul ated over
a~3-min period beginning with crystals~20 umindiam-
eter. The average values of da/dt and dc/dt are shown
in Fig. 12. The growth equations appear to emulate the
salient features of the observed growth in Fig. 10, at least
during these early stages of crystal growth. Data at later
stages are not available for comparison.
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FIGURE 10 Variation of measured crystal axial growth rates with
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Ice crystals are often carried or descend into regions
where the relative humidity is below saturation with re-
spect to ice and begin to evaporate; common ice subsat-
urated regions are near the bases of thunderstorm anvils
and at the base of cirrus clouds. The growth rate equations
given by Egs. (9) to (11) can be used to compute the rate
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FIGURE 11 Variation of aterminthe ice crystal growth rate equa-
tion with temperature at two atmospheric pressures.
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at which crystal mass and linear dimensions decrease in
these regions.

B. Growth through Collisions between
Ice Particles

Snowflakes rather than individual ice crystals account for
most of the precipitation reaching the ground as snow. As
crystalsbecomeincreasingly large, they aremorelikely to
bump into one another, and some stick together or clump
to form an aggregate. The physics of aggregation is sum-
marized below.

Theoretical approaches to snowflake growth compute
the number of collisions that can occur between the crys-
talsin agiven volume of air. Consider particles of radius
R; and terminal velocity V; in concentration N; in close
proximity to those of radius Ry, velocity V,, and con-
centration N». The number of the faster falling particles
R, that collide with R, in time dt is given by the prod-
uct of the following three terms: (1) the volume that they
collectively sweep out, 77 (Ry + R2)?Vi N1 N, dt; (2) their
relative terminal velocity, Vi — V,; and (3) the efficiency
at which they collide, E. The evolution of the size spec-
trum of crystals and aggregates is obtained by calculat-
ing the collisions that could occur between al sizes of
crystals, aggregates and crystals, and aggregates and ag-
gregates that are present in a given volume of air, tak-
ing into account their respective collection efficiencies
E.

The theoretical studies have demonstrated that aggre-
gates can grow at arate of up to 10 um sec™?, in contrast
tosingleice crystals of the same size, which grow at arate
of 1-10% of thisvalue. Small variationsin the vel ocity of
particles of the same size can lead to an even more rapid
growth rate, and aggregation |leads to the devel opment of
a size distribution in which the concentration decreases
exponentialy with increasing size, all in agreement with
observations.
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C. Growth by Droplet Collection (Accretion)

An ice crystal in a cloud of supercooled water droplets
grows by accretion into a rimed crystal, a graupel par-
ticle, or a hailstone. Water drops can grow by an anal-
ogous process of drop-droplet collection, as previously
discussed (Section IV.B). Theoretica treatments of the
accretion process are much more complex than those for
drops, because they must consider a variety of complex
shapes (e.g., Fig. 8) changing with time during the accre-
tion process, therelease of latent heat at the crystal surface
by droplet freezing, and the density of droplets accreted
on the surface of theice particle since the density depends
on the characteristics of the ice particle (these densities
vary from 0.1-0.91 g cm~3).

Thebasic equation for the particle massgrowth ratedur-
ing accretion can be written as the sum through diffusion
and accretion,

dm/dt = (dmg/dt) + Ax E x LWC x V¢, (12)

wheredmyg /dt isthediffusional growth rateterm, Aisthe
cross-sectional area of the particle normal to the airflow,
and the other terms are as previously defined. The diffu-
sional growth rate term must be calculated by considering
the effects of latent heating due to sublimation and dropl et
freezing versus conduction of heat away from the parti-
cle. During the early stages of riming, when a crystal is
beginning to grow into graupel, the growth rate dmg/dt
is positive, while in later periods, for example, graupel
and hail growth stages, dmgy/dt is negative. The particle
termina velocity V¢ and cross-sectional area A are the
two factors that control the number of droplets a parti-
cle sweeps out per unit time, and the terminal velocity is
highly dependent on the particle shape (e.g., whether crys-
tal or graupel), thediameter, and the bulk density (Fig. 13).
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maximum crystal dimension, calculated for particles of different
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perature is —15°C.

The collection efficiency is highly dependent on particle

terminal velocity and cross-sectional areaaswell.
Assuming spherical particle growth, the linear accre-

tional growth rate can be written analogously to Eq. (5),

dR/dt = E x LWC x Vr/(4paR) (13)

such that pa isthe accretional density. Calculations of the
growth of a spherical (graupel) ice particle from 1 mm
to 1 cm in diameter (hail size) at —15°C and liquid wa
ter contents commonly observed in clouds (0.5, 1.0, and
2.0gm~3) aregiven asafunction of timein Fig. 14. Note
that hail can grow from very small particlesin aperiod as
short as20 min. Theliquid water contentsand temperature
in Fig. 14 were chosen so that al accreted liquid water
was frozen (dry growth). When growth temperatures or
liquid water contents are higher, the surface temperature
of the particlemay riseto 0°C, and not all accreted water is
frozen (wet growth). Wet growth can be very important for
hail stones growing at temperatures above about —10°C.

IX. IN-CLOUD OBSERVATIONS
OF ICE PARTICLES

A. Measurement Devices

Electrooptical devicesare currently the primary toolsused
onaircraft to probeice particlesin clouds. The two probes
used most frequently are one-dimensiona (1-D) and two-
dimensiona (2-D) optical array probes, both operating
on essentially the same principle. These probes project a
laser beam through ~10 cm of a cloud onto a linear ar-
ray of photodiode elements. When a particle intervenes
near the object (in-focus) plane of the beam, its imaged
shadow momentarily occults a number of optical array
elements. For the 1-D probe, the particle size is the mea-
sured shadow size divided by the optical magnification.
Such probesarewidely used in the size ranges 20-300 and
300-4500 1« m, obtai ning information on concentrationsin
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15 equally spaced size intervals, which is then recorded
on magnetic tape. The 2-D probe uses a photodiode ar-
ray and electronics similar to the 1-D probe. However, the
2-D probe contains el ectronics to record many pieces of
shadow information for an individual particle asit passes
across the photodiode array. Asthe particle’stransit shad-
owsthearray, image slices are obtained across the shadow
to develop a 2-D image. The 2-D probes are used to size
particlesin the sameranges asthe 1-D probes, but the 2-D
probes have twice the size resolution.

Several new probes on aircraft and balloons are revo-
lutionizing the way that cloud physicists observe ice par-
ticles. The cloud particle imager (CPl) makes digital im-
ages with 2.3 um size resolution. It uses a high-power
laser pulsed at ahigh frequency to freeze images of parti-
cleon aCCD camera(Fig. 15). The high-volume particle
sampler is a version of a 2-D probe with a very large
sampling volume to provide better sampling statistics for
precipitation-size particles. The cloudscope is essentially
an airborne microscope that obtains images of particles
as they impact a window exposed to the airstream. A
balloon-borne ice crystal replicator and the hydrometeor-
video-sonde (HY VIS) are instruments which capture and
either preserve or obtain video images of particles as the
balloon ascends through a cloud. The counterflow virtual
impactor is an instrument which obtains the water content
of the condensate above a size of about 10 pm.

B. Summary of In-Cloud Measurements

A fairly large number of measurements made in clouds
with all droplets smaller than 25 «m show that ice crystal
concentrations are scattered on either side of the Fletcher
ice nucleus curve (Fig. 6), but thereisagreat deal of vari-
ability. Conversely, in clouds where droplets are greater
than 25 pm (usually in maritime areas), measured concen-
trationsare often 10* xm times higher than those expected
from ice nucleus measurements. A secondary ice crystal
production mechanism that operates at about —6°C ap-
pears to account for these enhancements (see discussion
in Section VI1.B).

Measured ice particle size spectra typically exhibit a
gammaform, where concentrationsfirst increasewith size
up to tens to 100 pum, then decrease exponentially with
size thereafter. In fairly quiescent clouds such as cirrus,
ice particles at a given location span a size range from
1-1000 «m, whilein vigorous clouds such as cumul onim-
bus, sizes can span a range from 1 um to as much as
10° um (10 cm) when large hail is present. The obser-
vations of an exponential “tail” to the size distribution
is not surprising, since ice particles found at a particular
location could have originated from vastly different lo-
cations wherein they experienced different temperatures
and humidities during their growth. Processes such as
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FIGURE 15 Images of ice particles and water droplets from the SPEC, Inc. cloud particle images. Scale is shown in

the lower right-hand corner. (Courtesy of R. Paul Jawson.)

aggregation contribute further to the development of ex-
ponential spectra.

Ice crystal shapes observed in clouds vary with tem-
perature in a way consistent with the findings from the
laboratory experiments (Fig. 9). Exceptions occur when,
for example, columnar ice particlesfall into a planar crys-
tal growth regime; in such a case, columnar crystals with
end plates (capped columns) are observed. There is till
a great deal to learn about the dependence of ice crys-
tal shapes on ambient temperature and relative humidity
below —25°C. While the probability of ice particle ag-
gregation is a maximum near 0°C, recent observations
indicate that it can occur at any temperature, leading to
the development of the exponential tail of the size distri-
bution. Rimed ice crystals and graupel formin cloudsthat

contain both ice crystals and supercooled drops. In such
clouds, icecrystals, aggregates, and frozen dropscan serve
as graupel and hail embryos. In-cloud and ground-based
studies indicate that both columnar ice crystals and ice
crystal plates have to grow by diffusion to a certain size
beforethey can grow by riming. It turnsout that the colum-
nar crystal’s minor dimension (width) hasto exceed about
50 um by diffusion first, while that of plates must exceed
~300 pm.

X. EFFECTS OF CLOUDS ON CLIMATE

Over the past decade, cloud physics research has been
driven by uncertainties related to the role of clouds on
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climate. Cloud absorb the outgoing long-wave radiation
emitted by thesurface and thetroposphere, andre-emit this
energy to spaceat the much colder cloud-top temperatures.
Clouds also tend to cool the surface by reflecting solar
radiation back to space. The sum of these two effects|ead
tothenet effect of cloudson climate, but sincethereissuch
awiderange of cloud sizes, microphysical properties, and
height in the atmosphere, it is very difficult to assess the
role of clouds on climate.

Uncertainties about the effects of clouds on climate has
provided the impetus to conduct focused field campaigns
aimed at understanding the effects of cirrus and stratocu-
mulus clouds on incoming short-wave radiation and out-
going long-wave radiation. These experimentsinvolveair-
craft in situ measurements, ground-based measurements
using radar and laser radar (lidar), and overflying aircraft
and satellites to provide information on cloud radiative
properties. Focused experiments have been conducted in
North America, Europe, Japan, Brazil, and in the cen-
tral and western Pacific. Long-term monitoring stations
equipped with awide range of remote sensing equipment
have been placed in Oklahoma, Alaska, and the west-
ern Pacific to examine cloud properties over periods of
decades.

Two cloud types, stratocumulus and cirrus, cover the
greatest portion of the earth’s surface and are therefore
the most important cloud types from the standpoint of the
effect of clouds on climate. The focused observations re-
ved that stratocumulus have a net cooling effect on the
planet. However, the net effect of cirrus on climateis till
unclear. The details of the cirrus cloud microphysics, in-
cluding the mean, maximum, and effective (radiatively
important) particle size, crystal shape, temperature, and
height in the atmosphere, affect their radiative properties.
Thisisan active area of research.

Satellite observations are now beginning to play a piv-
otal role in measuring not only the size and spatial dis-
tribution and extent of clouds, but their microphysical
properties as well. The International Satellite Cloud Cli-
matology Project (ISCCP) has been analyzing combined
geostationary and sun-synchronousor polar orbiting satel-
lite datasets since 1983. These datasets have been used
to develop a near-global survey of the effective particle
size in liquid water clouds and also ice clouds. Satel-
lites are also being used to characterize the size of ice
crystals in cirrus clouds and to map out the spatial dis-
tributions of aircraft-produced condensation trails (con-
trails). The Tropical Rainfall MeasuringMission (TRMM)
isan important cloud physics platform that carries aradar
for measuring precipitation rates and amounts over land
and ocean areas in the tropics. The Moderate Resolution
I maging Spectroradiometer ontherecently launched Terra
spacecraft will enhance the capability for monitoring cir-
rus cloud microphysical properties. Several satellites to
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be launched over the next five years will further improve
our ability to measure cloud microphysical propertiesover
global scales.

The modeling of cloud physics processes in climate
model s has progressed significantly in recent years. Cloud
physics processes are now represented in the more ad-
vanced climate models, although still rather simplistically.
Processes such as rain formation, ice crystal nucleation,
growth, advection, and fallout are now being included. A
major process has been linking the microphysics to the
radiative properties in climate models, athough the pa-
rameterizations are till rather simplistic.

Over the past five years, there have been a number of
studies which have sought to examine the effect of man’s
activities on clouds and climate. Modification of the mi-
crophysical structure of clouds as a result of biomass
burning and the potential impact of the affected clouds
on rainfall has been a topic of major interest. Field pro-
grams in the tropics have shown that biomass burning
modifiesthe cloud condesation nuclei, and thereforethere
will beachangeinthe microphysical properties of clouds
in the area. Increasesin the CCN concentration resultsin
more cloud droplets produced, with associated increases
in cloud reflectivity. Assessing the impact of man’s ac-
tivities on cloud properties and reflectivity is an area of
intense activity.

A. Aircraft-Induced Condensation
Trails (Contrails)

Contrails form when saturation with respect to water is
temporarily reached in the plume behind an aircraft, and
they persist in ice supersaturated air masses. The ambient
temperature necessary for contrail formation can be pre-
dicted accurately. Contrail particles consist of ice crys
tals. Young persistent contrails are composed of more,
but smaller, ice crystalsthan typical cirrus clouds. Persis-
tents contrails develop towards cirrus clouds in the course
of time. The average contrail coverage exhibits a value
around 0.5% over Europe. The mean global contrail cover
is estimated to be of order of 0.1%. The net radiation ef-
fect of contrails is believed to enhance warming of the
troposphere on average.

XI. CLOUD SEEDING

The main purposes of cloud seeding are (1) to increase
precipitation, (2) to dissipate cloud or fog, and (3) to sup-
press hail. These purposes and their scientific basis are
discussed in order below.

1. Experiments that attempt to increase precipitation
are based on three main assumptions. (&) The presence of
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icecrystalsisnecessary to produce preci pitationin asuper-
cooled cloud, or the presence of fairly largewater dropsis
required to initiate coalescence growth. In earlier sections
it was shown that these particles are necessary for produc-
ing precipitation. (b) Some clouds precipitateinefficiently
or not at all, becausethe particleslisted in (a) are naturally
deficient. The Fletcher curve (Fig. 6) showsthat ice nuclei
are active in concentrations of less than 1 liter—* down to
atemperature of ~20°C. For most clouds, a concentration
of about 1 liter—! is considered to be necessary to convert
water vapor and cloud droplets efficiently to precipitation.
Therefore, in clouds whose temperatures at cloud top do
not fall below about —20°C, seeding can potentially in-
crease precipitation. Cloudsthat would obviously not ben-
efit from seeding are those of the maritime type in which
large droplets (>25 um) are present and high concentra-
tions of secondary ice crystals are naturally produced. In
clouds that contain small droplets, mechanisms are often
not present to initiate coalescence growth. In such cases,
addition of salt particles can lead to broader cloud droplet
size distributions and initiate precipitation by coalescene
growth. (c) Seeding the clouds artificially to produce ice
crystals or water drops can alleviate the deficiency of pre-
cipitation embryos. Laboratory experiments have shown
that two materials are highly effective in producing abun-
danticecrystalsin supercooled clouds: dry ice, intheform
of pelletsthat nucleate alarge number of dropletsin their
path homogeneously and rapidly freeze them, and silver
iodide, in the form of small (submicrometer-size) parti-
cles, which have a lattice structure very similar to that of
ice and are effective ice nuclei. Coalescence growth can
be initiated by introducing water drops into clouds or by
seeding summertime convective clouds below cloud base
with pyrotechnic flares that produce small salt particles
in an attempt to broaden the cloud droplet spectrum and
accelerate the coal escence process (see Section 111). Dry
ice is dispersed in clouds by aircraft, while silver iodide
is dispersed either by aircraft or by ground-based aerosol
generation units.

To produce the desired results, a cloud obviously must
be seeded so asto produce an optimal concentration of ice
crystals or water dropsfor the particular cloud conditions.
For example, introducing too many particleswill result in
“overseeding,” which will cause small, nonprecipitating
particles to develop. Similarly, introducing too few parti-
cleswill “underseed” the cloud and will result in too few
precipitation particles.

Many problems have been encountered in the
precipitation-enhancement seeding experiments con-
ducted to date. In particular, it hasbeen extremely difficult
to deliver the optimal amount of seeding material at the
correct time and place in acloud.
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2. Fogs and low clouds often pose hazards around air-
ports. The concept for seeding these cloudsisto introduce
large salt particles or ice nuclei to sweep out the cloud
droplets, thus clearing an area temporarily. Some suc-
cesshashbeen achieved, particularly in supercooled clouds.
However, the clearing is often of short duration, and op-
erations can be fairly expensive.

3. Two main concepts are employed in the design of
hail suppression experiments. In the first, it is argued that
by adding a large amount of seeding material to a thun-
derstorm so as to freeze most of the cloud liquid water
at temperatures below about —15°C, accretional growth
will be effectively eliminated, and large hail will not grow.
The second approach is to produce artificially many em-
bryos within the regions of a storm where hail growth is
occurring, and through competition among particles for
the available water, it will be unlikely that any hailstone
will grow to alarge size.

Many hail suppression experimentsarebeing conducted
throughout the world, notably in Russia. Some positive
responses have been claimed in hail suppression exper-
iments, but the extent of the result has been difficult to
document.

Xll. CONCLUDING REMARKS

Technol ogical advancesarecontributingto rapidincreases
in the understanding of the key physical processes op-
erative in clouds. For example, sophisticated measure-
ments now obtained by aircraft and radar in clouds are
being used in concert to increase the understanding of
the symbiotic relationship between cloud dynamics and
cloud microphysics. Detailed computer models that ac-
count for the dynamics, thermodynamics, and micro-
physics of clouds are being used to simulate the complex
processes that occur in clouds from initia cloud forma-
tion through collapse. L aboratory experimentsin the care-
fully controlled environments of wind tunnels and cold
rooms are now performed to investigate key hydrometeor
growth processes. Therole of cloudsin the earth’s energy
balance and in climate change is the focus of intensive
research.

This article has not addressed several subjects in the
field of cloud physics. For cloud chemistry and cloud elec-
trification, see Atmospheric Chemistry and Atmospheric
Electricity. The topic of cloud radiation and optics is al-
most as broad as that of cloud physics itself. The reader
is referred to the Bibliography for information on this
topic.
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|. Coastal Weather Phenomena
Il. Local Winds
[ll. Boundary-Layer Phenomena
IV. Air—Sea Interaction

V. Hurricanes

GLOSSARY

Aerodynamic roughness length Measure of the rough-
ness of a surface over which wind is blowing.

Ageostrophic wind Vector difference between measured
wind and assumed geostrophic wind.

Antitriptic wind Wind in which the pressure gradient
force exactly balances the viscous force.

Baroclinic State of atmosphere in which surfaces of con-
stant pressure intersect surfaces of constant density or
temperature.

Brunt-Viisila frequency Frequency of vertical oscilla-
tion of an air parcel released after displacement from
its equilibrium position.

Coriolis force Apparent force on moving particles caused
by the Earth’s rotation.

Density current Intrusion of colder air beneath warmer
air caused mainly by hydrostatic forces arising from
gravity and density or temperature differences.

Frontogenesis Initial formation of a front as a result of
an increase in the horizontal gradient of the air mass
property.

Geostrophic wind Horizontal wind in which the Coriolis
and pressure-gradient forces are balanced.

Gradient wind Horizontal wind in which the Coriolis
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acceleration and the centripetal acceleration together
exactly balance the pressure-gradient force.

Inversion Increase in temperature with height as opposed
to the normal condition, when temperature decreases
with height.

Mesoscale Scale in which atmospheric motions occur
within 2000 km of horizontal length and 24 hr of time.

Millibar (mb) Meteorological unit of pressure that
equals 100 N m~2.

Potential temperature Temperature a parcel of dry air
would have if it were brought adiabatically (at approx-
imately 1°C per 100 m) from its initial state to 1000 mb.

Rossby radius of deformation Length scale that is equal
to ¢/| f|, where c is the wave speed in the absence of
rotation effects and f is the Coriolis parameter caused
by Earth’s rotation.

Significant wave height Average of the highest one-third
waves on the sea surface.

Stability parameters Dimensionless ratio of height, Z,
and the Monin—Obukhov stability length, L, which re-
lates to the wind shear and temperature (buoyancy) ef-
fect. Thus, the term Z /L represents the relative impor-
tance of heat convection and mechanical turbulence.
The Richardson number is also a dimensionless ratio
of wind shear and buoyancy force.
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Super geostrophic wind Type of wind with speed in ex-
cess of the local geostrophic value.

Synoptic scale Scale of atmospheric motion with hori-
zontal length scale greater than 2000 km and time scale
longer than 24 hr.

Thermal wind Vertical shear of geostrophic wind di-
rected along theisothermswith cold air totheleftinthe
Northern Hemisphere and to the right in the Southern
Hemisphere.

Upwelling Slow, upward motion of deeper water.

Vorticity Vector measure of fluid rotation.

Wet-bulb potential temperature Wet-bulb temperature
after an air parcd is cooled from itsinitial state adia-
batically and then brought to 1000 mb.

COASTAL METEOROLOGY is an integral part of the
total-system approach to understanding coastal environ-
ments. Since meteorology is the study dealing with the
phenomenon of the atmosphere, coastal meteorology may
be defined as that part of meteorology that deals mainly
with the study of atmospheric phenomena occurring in
the coastal zone. This description includes the influence
of atmosphere on coastal waters and the influence of the
sea surface on atmospheric phenomena, that is, the air-sea
interaction.

Thebehavior of theatmosphere can be analyzed and un-
derstood in terms of basic laws and concepts of physics.
The three fields of physics that are most applicable to the
atmosphere are radiation, thermodynamics, and hydrody-
namics. Owingto limitationsof space, only afew topicsin
coastal meteorology are covered here. More information
is available through the bibliography.

. COASTAL WEATHER PHENOMENA

A. Coastal Fronts
1. Synoptic Scale Phenomena

The coastal front marks the boundary between cold conti-
nental air and warm oceanic air. A thermally direct frontal
circulation exists, resulting in local enhancement of pre-
cipitation on the cold side of the frontal boundary. The
coastal front is aso alow-level baroclinic zone in which
upward vertical motion and temperature advection in a
narrow area along the coast exist. Along the U.S. Atlantic
coast, both geostrophic and observed wind deformation
play arole in coastal frontogenesis. The frontogenetical
process involves a weak cyclone, which strengthens the
preexisting temperature gradient as it moves northward.
A moist baroclinic zone remains in place along the coast
in the absence of strong cold advection in the wake of the
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weak cyclone. The residua moisture-enhanced baroclin-
icity and surface vorticity are important factors contribut-
ing to a second disturbance, which intensifies asit moves
northeastward parallel to the coast a ong the frontal zone.

2. Mesoscale Phenomena

Frictional convergence at coastlines. The coast-
line generally represents a marked discontinuity in sur-
face roughness. The resulting mechanical forcing leadsto
asecondary circulation in the boundary layer and, conse-
guently, toavertical motion field that may haveastrongin-
fluence ontheweather in the coastal zone. In oneexample,
heavy shower activity along the Belgium and Netherlands
coastswas caused by frictional uplifting and frontogenesis
occurring when amaritime polar air mass hit the coastline
at acritical angle. By utilizing numerical models, scientists
from the Netherlands recently found that upward motion
is most pronounced when the geostrophic wind makes a
small (about 20°) angle with the coastline (in a clockwise
direction) and not when the geostrophic wind is perpen-
dicular to the coastline, as is sometimes mentioned. The
asymmetry relative to normal to the coastlineis caused by
Coriolis acceleration and not by a nonlinear effect.

Boundary-layer fronts at sea. These fronts or con-
vergence lines develop in the cold air at sea when there
arelarge bends or kinksin the shape of the upstream land
or ice boundary from which the cold air is flowing. The
air on one side of the convergence line has had a differ-
ent over-water trgjectory than that on the other side. The
existence of such convergence in the cold air may, under
the right conditions, very well be a factor in the genesis
of polar vortices, which may later beintensified into polar
(arctic) lows.

Orographically forced cold fronts. A coastal moun-
tain range, for example, in southeastern Australia, can
sometimes block shallow cold fronts with a north-
west/southeast orientation. The violent behavior of some
cold-front passages, or southerly busters, is found by
Australian scientists to be at least orographically initi-
ated. The head of thefront hasthe character of an evolving
density current, and its propagation is well predicted by
density current theory over more than half of its lifetime.
The horizontal roll vortex just behind the front isfound to
be accelerating relative to the rate of advection of cold air
behind the front. This evolution is governed by warm-air
entrainment.

Sea-breeze front. A sea-breeze front has the prop-
erties of the head of a gravity current. The front head has
the shape of alobe at its nose and a cleft behind the nose
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above the denser air from the sea. The cleft can engulf
overriding lighter air from the land. The circulation at the
head may form a cutoff vortex.

Island-induced cloud bands. The development of
cloud bands induced by an island is a complex interac-
tion between the airflow and the geometry of the island.
First, the upwind surface flow formsaseparation linewith
an associated stagnation point. Then, alow-level conver-
gence zone develops along this line, resulting in an up-
draft line. If the updrafts are strong enough, a band cloud
forms. To characterize such a flow, the Froude number,
Fr, is often employed (Fr=U/NH, where U is the up-
stream windspeed, N isthe Brunt-V aisaafrequency, and
H isthe characteristic height of the isand mountain). As
an example, Fr~ 0.2 for the island of Hawaii, where a
well-defined band cloud was observed offshore of Hilo.
A higher Fr tends to induce a stronger band that forms
closer to shore. When Fr ~ 1, orographic cloudsmay form.
On the other hand, when Fr~ 0.1, the convergence zone
moves offshore and the cloud band may be weak or may
even disappear.

Cold-air damming. Cold-air damming exists when
the cold air over land becomes entrenched along moun-
tain slopes that face a warmer ocean. For example, along
the eastern slopes of the Appalachians, the temperature
difference can exceed 20°C between the damming region
and the coast, a distance of approximately 150 km. This
Appalachian cold-air damming was investigated in detail
most recently by G. D. Bell and L. F. Bosart, who reveal
that damming events occur throughout theyear but peak in
thewinter season, particul arly December and March, when
threeto five events per month might be expected. Cold-air
damming isfavored in late autumn and early winter when
the land is coldest relative to the ocean. The event is crit-
ically dependent upon the configuration of the synoptic-
scale flow. The presence of a cold domeisindicated by a
U-shaped ridge in the sea-level isobar pattern, as well as
in the 930-mb (about 700-800 m) height field, which is
near the top of the cold dome. The potential temperature
contours are al so pronouncedly U shaped in the damming
region, indicating relatively uniform cold air in the dome
bounded by a strong baroclinic zone just to the east.

At the onset of the cold dome, warm air advection was
observed over the surface-based layer of cold air advec-
tion. This differential vertical thermal advection pattern
aided in generating and rapidly strengthening an inver-
sion at the top of the cold dome, resulting in decoupling
of the northeasterly flow in the cold dome from the south-
easterly flow just above it. Force balance computation in-
dicated that the acceleration of the flow to the speed of
the low-level wind maximum at 930 mb was governed by
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the mountain-parallel component of thelarge-scale height
(or pressure) gradient force. After the formation of the
cold dome, the force balance on the accelerated flow was
geostrophic in the cross-mountain direction and antitrip-
tic in the along-mountain direction. Cold dome drainage
occurs with the advection of the cold air toward the coast
in response to synoptic-scale pressurefalls accompanying
coastal cyclogenesis.

Cyclogenesis. Cyclogenesisisdefined asany devel-
opment or strengthening of cyclonic circulation in the
atmosphere. In certain coastal regions, cyclogenesisis a
very important phenomenon, for example, along the mid-
Atlantic coast of the United States and in the northwestern
Gulf of Mexico. Thecyclonesthat devel op over the Yellow
Sea and East China Sea often cause strong gales, and the
cold air west of the cyclones spreads southward as an
outbreak of the winter monsoon. Main features and pro-
cesses contributing to coastal cyclogenesisalong the U.S.
East Coast are significant sensible heat transport over the
ocean and latent heat release along the East Coast, coastal
frontogenesis, and apolar jet streak propagating eastward.
In acase of East Asian coastal cyclogenesis, a numerical
experiment that included all physical processes simulated
the development of a cyclone that developed rapidly in a
way similar to that observed. In an experiment without la-
tent heat feedback, only a shallow low appeared when the
upper short-wave trough approached the inverted surface
trough situated on the coast, but no further development
took place. This suggests that the baroclinic forcing was
enhanced by the feedback of physical processes. The la
tent heating had a profound impact on the amplifying jet
streak circulation and the vertical coupling within the sys-
tem, which appeared to primetherapid cyclogenesisalong
the coast. Sensible heating contributed nearly 18% to the
surface devel opment. It helped to build apotential temper-
ature contrast along the coast below 900 mb. Without sen-
sible heating, the model-latent heat release was reduced.
Thus, the impact of sensible heating was partly through
the moist processes rather than direct heating.

Cyclogenesis in the western Gulf of Mexico is con-
tributed in most cases by a mountain-induced standing
wave developed on a climatological surface baroclinic
zone over the Gulf. The effect of surface-layer baroclinic-
ity on cyclogenesisisshowninFig. 1. A closerelationship
is found between the frequency of occurrence of frontal
overrunning over New Orleans, LA, and the air temper-
ature difference between the shelf (shallow) water and
deeper (warm) ocean water. Because the surface-based
vorticity is directly and linearly proportional to the tem-
perature difference acrossthe cold shelf water and warmer
Gulf water, Fig. 1 indicates that there is definitely a cor-
relation between the surface-based, vorticity-rich air and
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FIGURE 1 Correlation between the frequency of frontal overrunning over New Orleans, LA, and the difference in air
temperature over warmer Gulf of Mexico and colder shelf waters.

the temperature difference or baroclinic zone occurring
between the colder land/shelf water and the warmer deep-
ocean water. A larger scale baroclinic or solenoidal field
from Key West, FL, to Dél Rio, TX, viaVictoria, TX, and
the Gulf of Mexico is shown in Fig. 2. The cold pool or
cold-air damming, as discussed previously, over the cold
shelf water off the coast of southern Texasand the Victoria
region is clearly delineated. On the other hand, a warmer
region over the Loop Current west of Key West is also
illustrated.

An example of the cyclogenesis over the Western Gulf
of Mexico including its effect and classification is pro-
vided in Figs. 3-6.

B. Fog and Stratiform Clouds

Fog and stratus are clouds, but the base of fog rests on
the Earth’s surface and stratus clouds are above the sur-
face. Although the substance of fog and cloud isthe same,
their processes of formation are different. Clouds form
mainly because air rises, expands, and cools. Fog results
from the cooling of air that remains at the Earth’s surface.
Scientists at the University of Nevada recently revealed
the following characteristics for convection over oceans:
when warm air flows over cooler water, the air layer over
the sea will usually convect even when the water surface

is 10° or more colder than the initial air temperature. An
inversion at stratus cloud tops can be created by the stra-
tus. Such inversions persist after subsidence evaporates
the cloud. Radiation heat exchange does not play an es-
sentia role in stratus formation or maintenance and can
either heat or cool the cloud. Dry air convection does not
erode inversions at the top of the convective layer. Fogs
are most likely to form at sea, where the water is cold-
est and needs no radiation effects to initiate cooling, or a
boost from patches of warmer water, to begin convection.
Both stratus cloud growth and the evaporation of clouds
by cloud-top entrainment readjust the vertical structure of
the air to leave a constant wet-bulb potential temperature
with height.

The stratocumulus cloud deck over the east Pacific
has large cloud variability, on 1-5 km scales. The cloud
deck dopes upward from 700 to 1000 m in a northeast—
southwest direction over a distance of 120 km. In the ex-
amples studied, vertical cloud top distributions were neg-
atively skewed, indicating flat-topped clouds. The domi-
nant spectral peak of the cloud-top variationswasfound at
4.5km, whichis5-7 timesthe depth of thelocal boundary
layer. The cloud layer was stable with respect to cloud-top
entrainment instability. Structural properties of stratocu-
mulus clouds observed off the coast of southern Califor-
nia, near San Francisco, and in the Gulf of Mexico are
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FIGURE 2 An example of a baroclinic (or solenoidal) field from Key West, FL, to Del Rio, TX, via the Gulf of Mexico
and Victoria, TX, on February 22, 1986, during a special experiment. Based on radiosonde ascents from weather

stations and radiosonde drops from airplanes.

similar. Marine stratocumulus cloud fields composed pri-
marily of small cellshavevery steep slopesand reach their
asymptotic valuesat short distancesfromtheorigin. Asthe
cells composing the cloud field grow larger, the slope be-
comesmoregradual and the asymptotic distanceincreases
accordingly.

Il. LOCAL WINDS

A. Land and Sea Breezes

The best example of local winds in the coastal zone is
perhaps the land-sea breeze system. This coastal air-
circulation system brings fresh air from the sea in the
afternoon to cool coastal residents, whereasfarther inland
hot and still air isthe general rule. On coasts and shores of
relatively large lakes, because of the large diurnal temper-
aturevariationsover land ascompared to that over water, a
diurnal reversal of onshore (seabreeze) and offshore (land
breeze) wind occurs.

A seabreeze devel opsafew hours after sunrise, contin-
ues during the daylight hours, and dies down after sunset.
L ater, aseaward-blowing land breeze appears and contin-

ues until after sunrise. The sea breeze may extend up to
50 or 100 km inland, but the seaward range of the land
breeze is much smaller. In the vertical, the sea breeze
reachesaltitudes of 1300-1400 mintropical coastal areas,
with amaximum speed at afew hundred meters above the
ground. In contrast, the nocturnal land breeze is usually
rather shallow, being only afew hundred metersdeep. Typ-
ical horizontal speeds of the seabreeze are of the order of
meters per second, whilethe vertical componentsare only
afew centimeters per second. At specific locations, large
and abrupt temperature and relative humidity changes can
occur with the passage of the sea-breeze front. An exam-
ple of the land- and sea-breeze system isshownin Fig. 7.
The onshore and offshore wind components are shown
at 3-hr time intervals during the day. The lower portion
of the onshore flow is the sea breeze and that of the off-
shore flow is the land breeze. The maximum wind speed
and its approximate height in each current are depicted
by arrows. The elliptical shapesinthe figureillustrate the
horizontal and vertical extent of theland-seabreezecircu-
lation. The dashed horizontal line represents the 900-mb
pressure surface (approximately the convective conden-
sation level). At 0900 LST (local standard time), the air
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FIGURE 3 An example of cyclogenesis which took place over the Gulf of Mexico on February 16, 1983. This shot
was taken from the GOES satellite. Notice the comma-shaped whirlpool cloud pattern and also the fact that this
system was not linked to other larger scale systems. This was one of the top five cyclones generated over the Gulf
of Mexico during the 1982-1983 EI Nino period. Not only do surface conditions, such as sea surface temperatures,
play an important part in the development and intensification of these storms, but the upper atmospheric conditions
are critical as well.

FIGURE 4 An enlargement of Fig. 3 over the western Gulf of Mexico.
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FIGURE 5 The time series analysis for this storm (Fig. 4) was
made from a data buoy for atmospheric pressure, wind speed, and
significant wave height during the period of cyclogenesis. Note
the relationship between pressure and winds. The maximum wind
speed does not usually occur at the time of the lowest pressure,
but in general the lower the pressure the stronger the wind will be.
This particular time series very much resembles a typical tropical
cyclone plot as the wind speed would be expected to drop off
dramatically in the eye or center of lowest pressure.

temperature over land is still cooler than over the seaand
theland breezeisstill blowing. By 1200 L ST, the land has
become warmer than the water, and the circulation has
reversed. At thistime, aline of small cumulus may mark
the sea-breeze front. At 1500 L ST, the sea breezeis fully
developed, and rain showers may be observed at the con-
vergence zone, 30to 40 kminland. Because of alow-level
velocity divergence, thereisapronounced subsidence and
thus a clear sky near the coastal area at thistime. At 1800
and 2100 L ST, the sea breeze is still clearly present but
is gradually weakening in intensity. By midnight or 0000
L ST, the sea breeze is barely evident aloft, and the sur-
face wind is nearly calm over land. At this time, a tem-
perature inversion and occasionally fog appear over land.
After land again becomes cooler than the water, a land
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breeze becomeswell developed by 0300 L ST and reaches
itsmaximumintensity near 0600 L ST. A weak land-breeze
convergence line and associated line of cumulus clouds
develop offshore near sunrise. The land breeze continues
until midmorning, when the sea-breeze cycle starts over
again. It isinteresting to note that in this model the maxi-
mum strength of theland breezeinthenear-surfacelayeris
comparabletothat of the seabreeze. Because of day—night
differencesin stability and frictiona effects, however, the
observed strength of the daytime sea breeze at the surface
is considerably greater than the nighttime land breeze.

The importance of the effect of latitude on the sea
breeze circulation has been investigated numerically by
scientistsat the U.S. National Center for Atmospheric Re-
search. They show that at the equator the absence of the
Corialis force results in a sea breeze at all times. At the
other latitudes, the Coriolis force is responsible for pro-
ducing the large-scale land breeze. At 20°N, the slower
rotation of the horizontal wind after sunset produces a
large-scale land breeze that persists until several hours
after sunrise. At 30°N, theinertial effects produce a max-
imum land breeze at about sunrise, and the land breeze
is strongest at this latitude. At 45°, the rotational rate of
the horizontal wind after sunset is faster, so that the max-
imum land breeze occurs several hours before sunrise.
These resultsindicate that the Coriolis force may be more
important than the reversal of the horizontal temperature
gradient from day to night in producing large-scale land
breezes away from the equator.

Onshore penetration of the sea breeze varies with lati-
tude also. In midlatitude regions (generally above 40°N),
even under favorable synoptic conditions, the sea breeze
may extend to 100 km. At latitudes equatorward of about
35°, much greater penetrations have been reported, for
example, 250 km inland of the Pakistan coastline. In trop-
ical regions of Australia, the sea breeze can penetrate to
500 km. In such cases, the sea breeze travel ed throughout
the night before dissipation occurred shortly after sunrise
on the second day.

The effect of the seabreeze on the long-range transport
of air pollutants to cause inland nighttime high oxidants
has recently been investigated by Japanese scientists. On
clear nights with weak gradient winds, a surface-based
inversion layer often forms between sunset and sunrise.
A strong inversion forms mainly in basin bottoms in the
inland mountainous region between Tokyo on the Pacific
Ocean and Suzaka near the Japan Sea. An air mass that
passes over the large emission sources along the coastline
can be transported inland by the sea breeze in the form of
agravity current. In the case studied, ahigh-concentration
layer of oxidantswas created in the upper part of the grav-
ity current. It descended at the rear edge of a gravity-
current head because of theinternal circulation within the
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head, thus yielding the highest concentration of oxidants
near the ground.

An example of the sea-breeze system along the coasts
of Texasand Louisianais presented in Figs. 8 and 9.

B. Low-Level Jets

Low-level jets have long been known to meteorologists.
There are many manifestations of low-level jets around
the world and many mechanisms for their formation. For
instance, in the Northern Territory of Australiathe mech-
anism for ajet would seem to be an inertial oscillation set
up when the turbulent shearing stress falls dramatically
with the formation of the nocturnal inversion. Observa-
tionsfrom that region indicated that for geostrophic winds
intherange of 10-20 m/sec ageostrophic wind magnitudes
of 5-10 m/sec were common above the surface layer near
sunset, with cross-isobar flow angles of above 40°. Thejet
that then developed by midnight was probably the result
of these large ageostrophic winds, strong surface cooling,
and favorable baroclinicity and sloping terrain.

Low-level jets usually have a well-marked super-
geostrophic maximum in the boundary-layer wind speed

profile within a few hundred meters above the ground.
They are modified by thermal stratifications, baroclinic-
ity of the lower atmosphere, advective accelerations, and
nonstationarity of the boundary layer. Somelow-level jets
have a diurnal life cycle with pronounced maxima dur-
ing the night. An improved numerical model developed
recently by German scientistsis able to simulate the low-
level jet. The improvements stem from the incorporation
of adiurnally varying drag coefficient rather than a con-
stant value for the entire 24 hr.

In certain regions, heavy rainfall isclosely related to the
low-level jet. For example, during the early summer rainy
season in subtropical China and Japan, extremely heavy
rainfall (at least 100 mm/day) isone of the most disastrous
weather phenomena. As in other parts of East Asia, ex-
tremely heavy rainfall is also found by meteorologistsin
Taiwan to be closely associated with alow-level jet. For
example, there was an 84% likelihood that alow-level jet
of at least 12.5 m/sec would be present at 700 mb (about
3 km) 12 hr before the start of the rainfall event. They
concluded that the low-level jet may form to the south of
heavy rainfall as part of the secondary circulation driven
by convective latent heating.
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FIGURE 7 A simplified synthesized observed life cycle of the land—sea breeze system along the Texas Gulf Coast.
Arrow lengths are proportional to wind speed. See text for explanation.

Along the coast of Californiaduring north-westerly up-
welling favorable winds, the marine atmospheric bound-
ary layer is characterized by a low-level jet, with peak
wind speeds of as much as 30 m/sec at elevations of a
few hundred meters. The vertical structure is marked by
an inversion, usualy at or near the elevation of the wind
speed maximum. Above the inversion, the stratification is
stable, and the wind shear is caused primarily by baro-
clinicity (thermal wind) generated by the horizontal tem-
perature gradient between the ocean and land. Below the
inversion, the flow is turbulent.

C. Other Coastal Winds

1. Wind Reversals along the California Coast

Northwindsalongthenorthern Californiacoast in summer
may be interrupted by southerly winds. At the start of the
particular event studied, the marine layer thickened in the

southern California bight. A couple of days later the ma-
rine layer thickened from Point Conception to Monterey.
Then, the marine layer thickness increase surged to the
north along the coast to Point Arena, where progression
stopped and an eddy formed. In this surging stage, winds
switched to southerlies as the leading edge of the event
passed. A day later, the leading edge surged farther to the
north. Inshore winds were southerly, and the lifted marine
layer extended to Cape Blanco in Oregon. This event is
interpreted by C. Dorman as a gravity current surging up
the coast.

2. Offshore-Directed Winds over
the Gulf of Alaska

The strong thermal contrast between relatively warm off-
shore waters and frigid air over the interior plateau of
Alaska creates a region of hydrostatic pressure contrast
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FIGURE 8 The sea-breeze system along the Gulf coast of Mexico, Texas, and Louisiana. This visible imagery from
the GOES satellite shows the sinking air (or subsiding and thus clearing) on both sides of the shoreline. Notice the
existence of the sea-breeze front or the convergence line displaced inland from the shore.

along the southern gulf coast of Alaska during the cold tory found that coastal mountains around Prince William

season. As a result, there is frequent regional offshore Sound contribute to offshore winds in three ways: (1)
flow and nearly continuous drainage flow through moun- by forming a physical barrier to low-level coastal mix-
tain gaps in this region during the winter months. Scien- ing of cold continental and warm marine air, (2) by pro-

tistsfrom the U.S. Pacific Marine Environmental Labora- viding gaps through which dense continental air may be
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FIGURE 9 Infrared imagery from the GOES satellite for Fig. 8. Two lines across the sea-breeze front are delineated,
one in south Texas and the other in west Louisiana. They provide the horizontal temperature distribution of the cloud
top at B (south Texas) and F (west Louisiana), sea surface (at D and H), and ground (at A, C, E, and G). Note that
both B and F are located on the sea-breeze front. Also, there is 4°C difference between A and C as well as between
E and G, indicating the advancing of cooler air onshore associated with the sea-breeze system.
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FIGURE 10 Schematics of the development of internal boundary layers across a shoreline.

channeled, and (3) by exciting mountain-lee waves.
Nearshorewinds are perturbed and highly localized. Cold
drainage winds are eroded by heat and momentum trans-
fer within a few tens of kilometers of the coast. Geotrip-
tic adjustment of the regional surface-wind field is nearly
achieved within adistance from the barrier corresponding
tothe Rossby radiusof deformation. Notethat in ageotrip-
tic flow theaccel erationtermin the horizontal equationsof
motionisbalanced by the pressure gradient force, Coriolis
force, and frictional force.

lll. BOUNDARY-LAYER PHENOMENA

A. Internal Boundary Layer

When air flows across a shoreline, its boundary layer un-
dergoes significant modification in aerodynamic rough-

ness, potential temperature, mixing ratio, and aerosol con-
centration. Because these changesin atmospheric layering
occur within the planetary or atmospheric boundary layer,
the modified layer is dubbed the internal boundary layer
(IBL). There are two major IBLS, one thermal and the
other mechanical. The thermal IBL can be further clas-
sified as convective or stable, depending upon the wind
direction with respect to the temperature contrast between
the land and sea. Figure 10 shows these IBLs. A review
of theIBL isgiven in Garratt (1990).

B. Mechanical Internal Boundary Layer

The mechanical IBL develops across the shoreline be-
cause of roughness changes. Mechanical turbulence over-
powers thermal contrast to make the stability parameter,
Z /L, close to zero, or neutral. As shown in Fig. 10a, the
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height of the mechanical IBL, &1, is given by the genera
form

hyi=a x Zo x (x/Ze)" 1)
Experimental results have shown that
a=075+ 0.03|n(Zo]_/Zog),

where Zy; and Zg, arethe aerodynamic roughness|engths
over the water (upwind) and land (downwind), respec-
tively; X isthe fetch downwind from the shoreline; and
the power, b, is equal to approximately 0.8. Typical val-
ues of roughness length are about 0.01 cm for the water
surface and about 10 cm for arelatively flat coast.

C. Convective Internal Boundary Layer

A convective IBL develops when cooler air flows from
the seato warmer land. It is modified by the temperature
contrast, asshowninFig. 10b. Theheight of theconvective
IBL, hy, asderived by A. Venkatram, is

_ [2Ca(Orand — Osea) X 172
= @

where C, isthedrag coefficient insidethe convective IBL ;
y isthelapserate abovethe boundary layer or upwind con-
ditions; F isan entrainment coefficient, which rangesfrom
0t0 0.22; 0jang and O are the potential air temperatures
over land and water, respectively; and X isthe distance or
fetch downwind from the shoreline. The dependency of 4
on X2 has been predicted by dimensional analysis and
by the modynamic approaches.
Equation (2) can be rewritten as

ho = AXY2. ©))

In flat coastal regions, A ~ 60 if h, isin metersand X is
in kilometers.

Over urban areas in the coastal zone, however, the fol-
lowing formulas for the height of a daytime convective
IBL have been recommended by S. R. Hanna for opera-
tional application:

hy = 0.1X for X <200m (49)
hy = 200 m + 0.03(X — 2000 m) for X > 2000 m,
(4b)

where X isthe distance from the shoreline.

Under convective IBL conditions, the phenomenon of
fumigation near the shoreline is a common occurrence.
Recent studieshave shown that for maximum ground-level
concentrations

Xmax =~ 0.30/(uh?)
which occur at a downwind distance of

Xmax == 10(u/W,)h,
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where W, isthe convective velocity scale,
W, = (gHh/C,pT)"?,

where H isthe sensible heat flux, T isthe air temperature
near the surface, u isthe wind speed, i isthe IBL height,
and C,, isthe specific heat at constant pressure, &l inside
the convective IBL.

A similar phenomenon exists when cooler air flows
from a colder sea toward an oceanic warm front. For ex-
ample, over the Gulf Stream when the wind direction is
approximately perpendicular to the edge of the stream,
a convective IBL may develop. At approximately 70 km
downwind from the edge of the Gulf Stream, the height of
the convective IBL, &, was observed at 300 m. This says
that over the Gulf Stream when conditions are right

hy ~ 36XY2. (5)

Comparison of Egs. (3) and (5) indicatesthat the height
of the convective IBL over acoast is higher than that over
an ocean for agiven fetch and temperaturedifference. This
ismainly due to the higher drag coefficient (=10 x 10~%)
acrosstheshorelineonlandthanthat (1.5 x 10~3) across
an oceanic front at sea.

D. Stable Internal Boundary Layer

Contrary to the convective internal boundary layer, a sta-
ble IBL develops when warmer air is advected from an
upstream warmer land (or sea) surface to a cooler sea
downstream. Thissituationisshownin Fig. 10c. Themain
difference between convective and stable IBLs is that the
heat flux isdirected upward (from awarm seato cooler air)
for a convective IBL and downward (from warm air to a
cooler sea) for astableIBL. A two-dimensional numerical
mesoscale model was used by J. R. Garratt to investigate
theinternal structure and growth of a stably stratified IBL
beneath warm continental air flowing over a cooler sea.
An analytical model was also used by Garratt to study a
stable IBL, and excellent agreement with the numerical
results was found. This analytical model states that

hz = BXY2U(gA0/6)7Y2, (6)

where h3 is the depth of the stable IBL, which relates to
X, the distance from the coast; U, the large-scale wind
(both normal to the coastline); g A6/6, inwhich A9 isthe
temperature difference between continental mixed-layer
air and sea surface; the mean potential temperature, 6; the
acceleration caused by gravity, g; and other parameters
combined as B.

From numerical results, Garratt suggests that B is a
constant with a value of 0.014. Actualy, B relates sev-
eral other parameters, such as the flux Richardson num-
ber, the geostrophic drag coefficient, and the angle of the
geostrophic wind measured counterclockwise from the
positive X direction.
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Comparing Egs. (2) and (6) indicatesthat, for aconvec-
tivelBL, 1 o |A8|Y2 and, for astableIBL, & « |A8|~ 2.
Thisdifferenceisimportant, since both equationsare con-
sistent with energetic considerations.

For operational purposes, Eqg. (6) may be simplified.
Appropriate experiments in a flat coastal zone show that
(see Fig. 10c)

h3 ~ 16X%2, @)

where hz isin meters and X isin kilometers.
IV. AIR-SEA INTERACTION

A. Meteorological Fluxes

Meteorological transport processes in coastal marine en-
vironments are important from several points of view. For
example, the wind stress or momentum flux is one of the
most essential driving forces in water circulation. Heat
and convection are the origin of some localized coastal
weather systems. Sensible heat and water vapor fluxesare
necessary elementsin radiation and heat budget consider-
ations, including computation of evaporation and salt flux
for a given estuarine system.

In the atmospheric surface boundary layer, the vertical
turbulent transports are customarily defined as, for prac-
tical applications,

Momentum flux = pu? = pCqaU% = ©
Sensible heat flux = pC,Cr(Tsa — Tair)Uro = Hj
Latent heat flux = L7 pCg(gsea — q&ir)U10 = H;
Moisture flux = pCg(gsea — qair)U0 = E

0.07
Buoyancy flux = CrU10(Tsea — Tir) (1 + T)

. H
Bowen ratio = B = —
H,

where

p = air density
u, = friction velocity
C, = the drag coefficient
Uyo = wind speed at 10 m above the sea surface
C, = the specific heat capacity at constant air
pressure
Cr = the sensible heat coefficient
Tsn = the “bucket” seawater temperature in the
wave-mixed layer (in °C)
T, = the mean air temperature at the 10 m reference
height (in °C)
Ly = thelatent heat of vaporization
Cg = thelatent heat flux coefficient
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gsea = the specific humidity for the sea
q&ir = the specific humidity for the air
E = evaporation

Operationally, according to the WAMDI Group (1988),
uy, = Uip/Cy, Where
_ [1.2875x 1073, Uy < 7.5msec?!
47 1(0.8+ 0.065U10) x 1073, U > 7.5 msec?

According to Garratt (1992), Cr=Cp~1.1%10"3
(£15%); and according to Hsu (1999),

B = 0.146(Tsea — Tuir)>*°,
The atmospheric stability parameter, Z/L, at height Z
over the sea surface is defined as
Z  kgZCr(Tsa— Tar)(1+ 2X)

L (Tar + 273 U2CY

Tsea > Tair.

where L = Monin-Obukhov stability length
x = Von Karman constant = 0.4
g = gravitational acceleration = 9.8 m sec™2
Uz = wind speed at height Z, normally set to
10m

Thus, Z/L represents the relative importance between
(or simply the ratio of) the buoyancy effect (or thermal
turbulence) and the wind-shear or mechanical turbulence.
Notethat if Tses > Tuir, Z/L iSnegative, thisstandsfor an
unstable condition. On the other hand, if Ty > T, Z/L
is positive, the stability is said to be stable. When
Tuir >~ Teea, Z /L >~ 0, the stabiility is near neutral.

B. Wind-Wave Interaction

Ocean surface waves are primarily generated by the wind.
Because the water surface is composed randomly of var-
ious kinds of waves with different amplitude, frequency,
and direction of propagation, their participation is usu-
aly decomposed into many different harmonic compo-
nents by Fourier analysis so that the wave spectrum can
be obtained from a wave record. Various statistical wave
parameters can then be calculated. The most widely used
parameter isthe so-called “significant wave height,” Hy3,
which is defined as the average height of the highest one-
third of the waves observed at a specific point. Significant
wave height is a particularly useful parameter because it
is approximately equal to the wave height that a trained
observer would visually estimate for a given sea state.

In the fetch-limited case (i.e., when winds have blown
constantly long enough for wave heights at the end of
the fetch to reach equilibrium), the parameters required
for wave estimates are the fetch F and Uig. The inter-
action among wind, wave, and fetch are formulated for
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operational use as simplified from the U.S. Army Corp of
Engineers (1984):

172
gH1/3 —16x 10—3(8_':)

2 2
10 10

1/3
9T _ 5857410 (%) .
UlO 10

Thepreceding equationsarevalid up tothefully devel oped

wave conditions given by

H
U5 _ 24334107
10
;
9% _g13s,
U1

where g isthe gravitational acceleration, Hy 3 isthe spec-
trally based significant wave height, T, isthe period of the
peak of the wave spectrum, F isthe fetch, and Ug isthe
adjusted wind speed.

In order to estimate hurricane-generated waves and
storm surge, the following formulas are useful opera-
tionaly, provided the hurricane’s minimum (or central)
pressure near the surface, Py, in millibars is known (see
Hsu, 1988, 1991, and 1994).
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Hmex = 0.20(1013 — Pp)
H,

Himax

AS = 0.069(1013 — Pp) = 0.35Hmax,

—1-01—
R

where Hpmax (in meters) is the maximum significant wave
height at the radius of maximum wind, R (in kilometers);
H: (in meters) is the significant wave height at the dis-
tancer away from R; and A S (in meters) isthe maximum
open-coast storm surge (i.e., above the astronomical tide)
before shoaling. The mean R value for hurricanes is ap-
proximately 50 km.

V. HURRICANES

Hurricanes are tropical cyclones that attain and exceed
awind speed of 74 mph (64 knots or 33 m sec™!). A
hurricane is one of the most intense and feared storms
in the world; winds exceeding 90 m sec™! (175 knots or
200 mph) have been measured, and rains are torrential.
The Saffir-Simpson damage-potential scaleisused by the
U.S. National Wesather Service to give public safety offi-
cialsacontinuing assessment of the potential for wind and
storm-surge damage from a hurricane in progress. Scale

FIGURE 11 Hurricane Florence over the north-central Gulf of Mexico at 9:05 AM (CDT) on September 9, 1988.
(Courtesy of Oscar Huh and David Wilensky, Louisiana State University.)
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FIGURE 12 This pre-Florence photo was taken on July 16, 1988, along the north-central section of Curlew Island,
which is an undeveloped barrier island in St. Bernard Parish, LA. The photo shows a partially vegetated barrier island
with a large area of washover flat deposit to the right. However, no major washover channels exist at this time period.
(Courtesy of Louisiana Geological Survey, Coastal Geology Section.)

FIGURE 13 Significant hurricane impact features associated with Hurricane Florence can be seen in this photo,
which was taken on October 13, 1988, at the same locality. Waves in combination with the hurricane storm surge cut
several large washover channels across Curlew Island, depositing washover fans into the Chandeleur Sound. These
washover channels break the barrier into smaller pieces and limit the ability of the barrier island to act as a buffer
against subsequent hurricane impacts. (Courtesy of Louisiana Geological Survey, Coastal Geology Section.)
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fHurricane "Gilbert"
23-13,88 4:17PM(CDT)
¥ LSU-Geosciences NOAR Satellite Earth Station

Lat. 19 30@°N, Long. 83 1S"W.
Eye 23km wide ch.4 temp. 21C.

FIGURE 14 Hurricane Gilbert near Yucatan, Mexico at 4:17 PM (CDT) on September 13, 1988. (Courtesy of Oscar
Huh and David Wilensky, Louisiana State University.)

FIGURE 15 This pre-Gilbert photo was taken on July 15, 1988, along the central part of Grand Isle, which is the
only commercially developed barrier island in Louisiana. In 1984, the U.S. Army Corps of Engineers constructed an
11-ft-high artificial dune along the entire length of Grand Isle with wooden beach-access structures placed over the
dune at regular intervals. The artificial dune provides protection against hurricane storm surge and flooding. Note the
position of the shoreline in relation to the wooden beach-access structure. (Courtesy of Louisiana Geological Survey,

Coastal Geology Section.)
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FIGURE 16 Although Hurricane Gilbert made landfall over 400 miles away at the Mexico—Texas border. Grand Isle
still experienced significant coastal erosion. This post-Gilbert photo was taken on October 12, 1988. The atrtificial
dune was totally eroded away, and the shoreline migrated approximately 10-20 m to the landward side of the wooden
beach-access structure. (Courtesy of Louisiana Geological Survey, Coastal Geology Section.)

numbers are made avail abl e to public safety officialswhen
ahurricane iswithin 72 hr of landfall.

In September 1988, two hurricanes affected the coastal
regions of the Gulf of Mexico. One was Florence, amin-
imal hurricane (scale 1), and the other was Gilbert, a
catastrophic storm (scale 5). The effect of these two hur-
ricanes on the barrier islands of Louisiana is shown in
Figs. 11-16. Figure 11 is an NOAA-10 satellite image
made at 9:05 AM (CDT) on September 9, 1988, as re-
ceived at Louisiana State University, Baton Rouge. Wind

UR! ANE FLOYD (VISIBLE IMA
g8.99257.2115 GVAR CH. 1

H
SEPTEMBER 14, 1999 4:15 P.M. CDT
EARTH SCAN LAB, LSU

ANALYZED BY: MELVIN F. MARTIN JR.

speeds at the eye of Florence, about 30 miles wide, were
80 mph. The eye passed 30 miles east of New Orleans
around 3 AM then headed across Lake Pontchartrain,
dlightly west of the predicted path, over the city of Slidell,
LA. The effect of Florence on a barrier island is shown
in Figs. 12 (prestorm) and 13 (poststorm). Waves and
surges produced by Florence physically cut several large
washover channels, which broke the barrier island into
smaller pieces and limited its ability to act as a buffer
against subsequent hurricane impacts.

FIGURE 17 Visible imagery from the GOES satellite while Hurricane Floyd was still over the Bahama region.
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HURRICANE,
BLOYD))

FIGURE 18 Water vapor imagery at the same time as the visible shown in Fig. 17. Note that the tongue of moisture
(or the water vapor plume) extended northeastward over North Carolina. The hurricane track appears to follow this
vapor plume. Note also that the vapor front which was located west of the vapor plume acts as a blocker to prohibit
possible landfall of Floyd over Florida, Georgia, and South Carolina.

Hurricane Gilbert (Fig. 14), one of the most power-
ful (category 5) storms on record, devastated the Yucatan
Peninsula, Mexico, on September 14, 1988. Two days ear-
lier, it had destroyed an estimated 100,000 of Jamaica’s
500,000 houses. Two days later, it again made landfall,
striking northeastern Mexico and causing more than 200
people to perish.

The damage-potential scale categories of the Saffir—
Simpson scale of hurricanes range from category 1, a
minimal-size hurricane with central pressure equal to or
greater than 980 mbar, up to category 5, a catastrophic
strom with central pressure lower than 920 mbar. Two
other category 5 hurricanes have affected the Gulf of
Mexico region in this century: one in September 1935,
which devastated Key West, FL, and Hurricane Camille
in August 1969, which caused extensive damage along the
Mississippi and Louisiana coasts.

The NOAA satellite advanced very high resolution ra-
diometer imagery of Hurricane Gilbert was acquired with
al.2-m programtrack antennaof the SeaSpace Co., Teras-
can System, NOAA satellite Earth station, established in
the summer of 1988 at L ouisiana State University, Baton
Rouge. The hurricane photographs are of the 1.1-km reso-
[ution channel 2 (3.55-3.93 um NIR) imagery. At thetime
of this NOAA-9 overpass, on September 13 at 4:17 PM
(CDT), Gilbert was a category 5 hurricane nearly the size
of the Gulf of Mexico, with the eye located at latitude
19°25.51'N, longitude 83°15.96'W. The eye, as measured
with the channel 4 data, was 21 km in diameter. Channel
4 radiation temperatures ranged from 23.5°C in the center
of the eyeto below —83°C on the surrounding cloud tops.

Photographs taken before (Fig. 15) and after (Fig. 16)
Gilbert at Grand Isle, LA, show that, even though Gilbert
made landfall over 400 miles away, at the Mexico-Texas
border, Grand | sle experienced significant coastal erosion.

Hurricane Floyd (Figs. 17 and 18) in 1999 caused ex-
tensive damage in North Carolina. Because its track was
along the southeast coast of the United State, the exact
landfall position was a challenge to forecast. With the aid
of hourly water vapor imagery from the GOES satellite,
improvements in earlier warnings can be made.

SEE ALSO THE FOLLOWING ARTICLES

ATMOSPHERIC TURBULENCE e CLOUD PHYSICS ¢ COAS-
TAL GEOLOGY e METEOROLOGY, DYNAMIC e OCEAN-
ATMOSPHERIC EXCHANGE
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I. Greenhouse Effect and Climate Change
Il. Surface Temperature Data
[ll. Precipitation Records
IV. Climate Change Detection and Attribution

GLOSSARY

Attribution of climate change Relating the climate
change to known forcing factors (including the effects
of human influences).

Detection of climate change The detection of a change
in climate (either in the mean or variability) between
one period and another.

Forcing factors Influences that force the climate system,
such as natural (solar output changes and volcanic erup-
tions) and human factors (greenhouse gases, land-use
changes).

Global climate models Computer models (general circu-
lation models) which simulate past, present, and future
climates from changes in greenhouse gas concentra-
tions and natural forcing factors.

Greenhouse effect The change in surface temperature
caused by the radiative properties of some atmospheric
constituents (water vapor and greenhouse gases). The
natural greenhouse effect is being enhanced by in-
creases in the major greenhouse gases.

Homogeneous Property of a climate series whereby all

Climate Data

variations of the series are caused solely by the vagaries
of weather and climate.

Major greenhouse gases Radiatively active gases in the
atmosphere such as carbon dioxide, methane, nitrous
oxide, and chlorofluorocarbons. They are increasing as
a result of fossil fuel burning, land-use change, and
some agricultural activities.

Proxy (paleo) climatic variables Noninstrumental indi-
cators of climate variations (e.g., historical documents,
tree growth, ice cores, corals, lake and marine varves),
used as proxy climate evidence for preinstrumental
periods.

Sulfate aerosols Small particles in the atmosphere, due
to fossil fuel burning, which reflect incoming radiation
and offset the effects of greenhouse gases.

INCREASES IN THE ATMOSPHERIC COMPOSI-
TION of natural and man-made greenhouse gases are ex-
pected, from both theoretical and modeling studies, to
raise surface temperatures. This article considers how well
we measure surface temperature and precipitation and
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what has happened over the past 150 years, the period of
instrumental records. Over this time, the average global
temperature has risen by 0.6°C to levels that are unprece-
dented, based on proxy climatic information, for at least
athousand years. The final section considers the climate
change detection and attribution issues: greenhouse gas
concentrations have risen, temperatures are higher now
than for a millennium, but are the two related? Evidence
from many studies during the 1990s indicates that the ob-
served patterns of temperature change show strong simi-
larities to patterns generated by global climate models.

. GREENHOUSE EFFECT
AND CLIMATE CHANGE

Climateiscontrolled by thelong-term balance betweenin-
coming radiation from the sun, which is absorbed by the
earth’s surface and the atmosphere above, and energy re-
turned to space in the form of infrared radiation. Changes
in climate over thelast 1000 yearsthat have occurred have
been due to modifications of this energy balance caused
by natural factors, external to the climate system. More
recently, anthropogenic (human) activities (affecting the
composition of the atmosphere) have begun to be impor-
tant. Over the last 10,000 years (the period termed the
Holocene), solar output received at the surface has also
varied due to differences in the position of the earth’s
orbit relative to the sun. This has caused dlight varia-
tionsin summer insol ation between different latitudes (the
Milankovitch effect).

Natural external influences take two forms: changesin
solar output on decade-to-century and longer time scales
and reductionsin incoming radiation caused by explosive
volcanic eruptions. The latter put significant amounts of
dust and aerosols into the stratosphere, where it might re-
side for up to ayear or two, lowering radiation receipts at
the surface. A useful proxy for solar output is the number
of sunspots, lower numbers reducing radiation received at
the surface by afew tenths of 1%. Impacts on the 11-year
time scale are negligible, asthe atmosphere/ocean system
has little time to respond to the slight changes. Gradual
impacts, occurring on near-century time scales, are more
likely, but effectsare very difficult to detect. Stratospheric
dust veils impact radiation balances much more quickly
and reduce surface receipts by up to 1%, but only for a
year or two, while the dust/aerosols slowly settle back
to earth. The effects on surface temperature will tend to
be rapid, leading to cooling, particularly over Northern
Hemisphere land areas during the summer season, when
there are greater amounts of radiation to perturb. Effects
are less noticeable in the Southern Hemisphere because
of the greater area of ocean which moderates influences.

Greenhouse Effect and Climate Data

Unless explosive eruptions occur closely together in time,
the effects of one eruption will have dissipated by the
time the next occurs. Volcanic effects therefore occur on
high-frequency (interannual) time scales, while solar out-
put changes occur on decade-to-century time scales. Cli-
mate is also influenced internally by changes within the
ocean (strengths and directions of currents, rates of up-
welling, and deepwater formation).

The earth’s atmosphere contains relatively small quan-
tities of greenhouse gases (principally water vapor, carbon
dioxide, and methane), which trap some of theinfrared ra-
diation, causing average surface temperatures to be much
warmer (34°C) than if the content was just nitrogen and
oxygen. CO,, CHy, and N,O levelsare, however, increas-
ing as aresult of industrial (fossil fuel burning) and agri-
cultural activities, and deforestation, causing the natural
greenhouseeffect to beenhanced. If current trendsinemis-
sions continue, the amount of CO, in the atmosphere will
double during the twenty-first century. The amounts of
severa other human-made greenhouse gases (e.g., CFCs)
are also increasing substantially as well.

This enhancement of greenhouse gases in the atmo-
sphere, due amost entirely to human activities, will
change the climate, leading to an increase in the aver-
age surface temperature of the earth. In some regions the
enhancement is being countered by related air pollution
through emissions of sulfate aerosols and soot (also from
fossil fuel burning), but cleaner energy systems (princi-
paly in North America and Europe) are reducing thisin-
fluence. Current best estimates from climate models are
that, relative to 1990, surface temperatures will rise by
1-3.5°C by 2100. Because some greenhouse gases have
long lifetimes (~100 years) in the atmosphere, even if
emissions were to cease immediately, the effects of past
emissions would continue for centuries.

This article considers principally the past surface cli-
mate record, showing why we are confident that surface
temperatures are rising. A shorter section considers pre-
cipitation changes, as these are generally more important
for many factors of human life. Changes in global cli-
mate, though, are nearly always considered in terms of
temperature. Relating the observed rises in temperature
to the greenhouse gas increases is more than one of sim-
ple cause and effect, however, as changes in temperature
have occurred in the past. The rise in surface tempera-
ture and the increases in greenhouse gas concentrations
may be unrelated. Although thisisunlikely, given present
knowledge and advances in climate modeling, it is vital
to relate the two if nations are to be persuaded to change
their energy policies. The linking of cause and effect is
the climate change detection issue: is the rise in temper-
ature unequivocally due to the greenhouse gas changes?
Related to this, modeling is used to estimate future rates
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of temperature increase, enabling either adaptation mea-
sures to be taken or to determine the levels of mitigation
that will be required to minimise rapid rates of changein
the near future. After considering the evidence for change
over thetwentieth century, attemptsto explain the changes
in temperature are discussed in the detection context.

II. SURFACE TEMPERATURE DATA

A. Quality of Temperature Data

Any assessment of trends or changes in temperature re-
quires that all the observations have been taken in a con-
sistent manner. Climatol ogistsrefer to this property as ho-
mogeneity. Time series of temperature are homogeneous
if the variations exhibited are due solely to the vagaries
of the weather and climate. Numerous nonclimatic factors
influence the basic data, causing erroneous conclusionsto
bedrawn regarding the course of temperature change. The
factors vary depending on the data source and are briefly
considered in the next two subsections for the terrestrial
and marine components of the earth’s surface.

1. Land

Itisextremely rarefor observational protocols and the en-
vironment around the observing location to haveremained
exactly the same during the stations’s history. Changes
arelikely to have occurred with the instruments, their ex-
posure and measurement techniques, in the location of
station and the height of the instruments, in the times of
observations per day, and the methods used to calculate
daily and monthly averages.

The commonly used louvered screen developed by
Stevenson in the 18605/1870s is how the standard around
the world, although different countries use variants of a
similar design. Prior to this, most thermometers were po-
sitioned on poleward-facing walls (i.e., out of direct sun-
light), but this poses problems in high-latitude regions
in the summer. Most stations have been moved at least
once during their lifetime. Also of importance isthetime
when observations are made each day. Even today thereis
no accepted standard, countries being allowed to choose
whatever timessuit them. English-speaking countrieshave
tended to use the average of the daily maximum and min-
imum readings each day to measure daily and monthly
averages. Some countries have switched to this method,
mainly because of its ease, while others retain their na-
tional standards (averages of measurements made at fixed
hours, between 3 and 24 times per day).

All these problems influence series, often in an abrupt
manner (temperatures jumping to a new level by up to
2°C in extreme cases). Ideally, when new sites or ob-
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servation protocols are adopted, parallel measurements
are recommended, enabling corrections to be calculated.
Sadly, athough clearly recognized as being necessary,
few countries carry out sufficient overlapping measure-
ments. The most common problems relate to location
moves, particularly to airports in the 1940s and 1950s.
Recently, many countries have switched from mercury-
in-glass thermometersto electrical resistance thermisters,
to reduce manpower, automating measurements. The sum
total of all these problems can be disentangled if adequate
station history information is available, but it is a gener-
aly atedious processto locate all the necessary informa-
tion. In some countries, it isjust not available in sufficient
detail.

Potentially the most important factor with respect to
homogeneity is changes in the environment around the
station. The location may have been a small town in the
nineteenth century, but now it could be a city of several
million. Development around the site (urbanization) leads
to relative warming of city sites compared to, still rural,
neighbors. On certain days, particularly calm sunny days,
cities can be warmer than rural surroundings by up to
10°C. For monthly averages this reduces to up to 2°C,
larger for inland continental, compared to coastal, loca-
tions. Citieswhich have grown rapidly over the twentieth
century tend to be more affected, compared particularly
to European |locations where devel opment has taken place
over many centuries.

The sum total of these problems can lead to grad-
ua warming due to environmental changes and abrupt
changes (both to warmer or colder absol ute temperatures)
for al other problems. Several groupsin the United King-
dom and the United States have extensively analyzed the
basic surface temperature data (between one and 7000
stations), adjusting the datafor the abrupt changes and re-
moving urban-affected stations, and have reached similar
conclusions about the course of temperature change over
the instrumental period since 1850 (Sections 11.C and D).
Itishighly unlikely that every problem has been corrected
for, but the different techniques used give confidence that
large-scale changes over the last 150 years are both real
and well documented.

2. Marine

Terrestrial parts of the world constitute only 30% of the
earth’s surface, so it is vital that we also monitor the
oceans if we are to gain more of a global picture. His-
torical temperature data over marine regions are derived
largely from in situ measurements of sea surface temper-
ature (SST) and marine air temperature (MAT) taken by
ships and buoys. To be of use, each measurement must
be associated with alocation. Up to 15% of marine data



90

is thought to be mislocated (ships located on the land!),
and these values must be discarded. It is obviously harder
to rgject data still located over the ocean, but all analyses
of the raw data also attempt to remove or correct these
problems.

Marine data are al so beset with homogeneity problems,
but they are distinctly different from the terrestrial realm.
For MAT data the average height of ship’s decks above
the ocean has increased during the twentieth century, but
moreimportant, daytime measurements are influenced by
the solar heating of the ship, rendering only the nighttime
MAT (NMAT) dataof any value. For SST data, thechanges
insampling method fromuninsulated canvasbuckets (gen-
eraly prior to the early 1940s) to engine intake measure-
ments (early 1940s onwards) causes an artificial rise in
SST values of 0.3-0.7°C.

In combining marine datawith land-based surface tem-
peratures, SST data is preferred to NMAT, because they
aregenerally morereliable, principally asthereare at least
twice as many observations, daytime MAT values having
been contaminated by the ships’ infrastructure. Absolute
valuesof SST andland air temperaturesmay differ by upto
10°C near some coastlines, so we cannot combine the two
directly. Instead, we use anomalies (departures or differ-
ences from average), assuming that anomalies of SST and
MAT agree on climatological (monthly and greater) time
scales. Correction of the SST datafor thechangefrom can-
vas buckets is achieved using a physical-empirical model
to estimate the degree of sea-water cooling that occursin
buckets of varying design. The cooling depends on the
ambient weather conditions, but this can be approximated
by climatological averages. Correctionsare greatest in re-
gionswith thelargest air-seatemperature differences(i.e,
winters compared to summers), and the technique mini-
mizes residual seasonal cycles in pre-World War I SST
values compared to post-1945 values.

Since the marine and land components are indepen-
dent, the two records can be used to assess each other
after they have been separately corrected. The compo-
nents have been shown to agree by several groups on both
hemispheric scales, but also using island and coastal data.

B. Aggregation of the Basic Data

Both theland and marine data areirregularly located over
the earth’ssurface. To overcomethegreater density of data
on land, it is necessary to interpolate the data, generally
to some form of regular latitude/longitude grid.

1. Land

Differing station elevations and national practices with
regard to the calculation of monthly mean temperatures
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meansthat interpolationtoaregular gridismuch moreeas-
ily achieved by converting all the monthly datato anoma-
lies from a common reference period. The period with
best available datais 1961-1990. The simplest interpola-
tion scheme is the average of al stations that are located
within each 5° x 5° grid box. More complex interpolation
methods yield essentially the same results on all spatial
scales. A potential drawback of gridding schemes is that
the variance of grid-box time seriesis affected by chang-
ing numbersof stationswithin each grid box through time,
although it is possible to correct for this.

2. Marine

For SST the aggregation is approached in a somewhat
different manner. Therandom location of each observation
means that it is necessary, by interpolation, to derive a
climatology for each 1° x 1° square of the world’s oceans
for each 5-day period (pentad). SST anomaly values with
respect to this climatology are then averaged together for
each month for each 5° x 5° grid box, the same as used
for the land component.

3. Combination into One Dataset

Combination of thetwo componentsoccursinthesimplest
manner. Anomaly values are taken from each component.
When both are available the two are weighted by the frac-
tion of land/ocean within each grid box. Because island
and coastal datain someregions are likely to be consider-
ably more reliable than afew SST observations, no land
or marine component can be less than 25%.

C. Hemispheric and Global Time Series

Withthebasicdatanow in 5° latitude/l ongitude grid boxes,
calculation of large-scale averagesisrelatively simple but
must take into account the different size of grid boxes
in tropical, compared to polar, latitudes. This is simply
achieved by weighting each grid box by the cosine of its
central latitude value.

Figure 1 shows annual hemispheric and global time
series for the 1861-1999 period. Table | gives monthly
linear trend values, estimated by least squares, for the
three domains calculated over the 139-year period and
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