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Preface

The technological progress, with its tremendous economic impact, of electronic
systems stands out among other industrial products of modern times and has pro-
duced various innovations over the last 50 years or so. It has had two major
enablers, computer programs and the very-large-scale integration (VLSI) of semi-
conductor circuits. The concept of programed computing first materialized in
computers that crunched alphanumeric data. The computer program has gone
through a remarkable transformation since the introduction of high-level pro-
graming languages, close in form to human languages, describing how information
is to be processed in the system; translating the program into machine-executable
codes became a part of the job of computers. Electronic systems hardware has
likewise shown progress in performance at an unprecedented pace starting out from
the vacuum tube to the transistor to VLSI. High-performance computers, consisting
of thousands of VLSI processors, each one containing billions of transistors, are
being used for scientific calculations and big-data analysis. More remarkably, VLSI
is used today in a far greater variety of electronic systems. Public infrastructures,
such as transportation, utilities, public safety, and telecommunications, are
large-scale electronic systems. Consumer items such as cell phones and automo-
biles are other examples of advanced electronic systems. All these electronic sys-
tems, in contrast to computers used for general computing, are customarily called
computer-embedded systems. Progress in the development of these systems has
been driven by the evolution of computer software (programing) and electronic
hardware (VLSI among others), considered as twin engines working in harmony.

The three most important value metrics of an electronic system are performance,
cost (price), and dependability. All three are carefully considered when a user is
about to buy a system, or a manufacturer contemplates developing a system for sale.
What is meant by performance and cost (price) is obvious and is talked about in
terms of straightforward quantitative metrics. The concept of dependability, a term
that has evolved from reliability, has expanded its attributes to range from a rela-
tively simple quantity, such as mean time to failure (MTTF), a good statistical index
of the availability of systems, to far harder to quantify metrics such as safety and
tamper resistance. The bearings of dependability have become much more
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important as humans increasingly rely on the convenience and benefit of electronic
systems while the scale and severity of the detrimental effects of potential failures in
such systems have become more devastating. The purpose of this book is to discuss
how design and testing can help mitigate threats to the dependability of VLSI
systems. Here the term VLSI system is meant to cover not only VLSI per se but also
electronic systems that use VLSI (of semiconductor circuits) as a key component.

This book consists of three parts. Part I is a general introduction to the book and
is made up of two chapters. It starts by describing in Chap. 1 the background and
motivation that led to the undertaking of a government-funded research program
entitled, “Fundamental technologies for dependable VLSI systems (called DVLSI
hereafter),” funded by the Japan Science and Technology Agency (JST) under the
Core Research of Evolutional Science and Technology (CREST) initiative. The
program was started in April 2007 and lasted for about 8 years until March 2015,
with 11 teams of researchers participating from universities, government labora-
tories, and industrial corporations. The rest of Chap. 1 describes the scope, activ-
ities, and management of the program. Detailed accounts are given as to how
overarching issues of dependability were covered, how efforts were made to push
expected deliverables toward applications, how exciting industry—academia col-
laborations were promoted during the term, and the final outcomes of the program.
Chapter 2 begins with a quick overview of the principles and disciplines of design
and verification/testing of electronic systems. Then, using this as a background, the
implications of new technologies developed in the DVLSI program are discussed in
light of other emerging trends in technology and the markets.

Part II of this book is entitled, “VLSI Issues in Systems Dependability.”
Chapters 3 through 12 discuss various threats to the dependability of VLSIs: ion-
izing radiation, electromagnetic interference, time-dependent degradation, varia-
tions in device characteristics, design errors, malicious tampering, etc., and what
design and testing can do to manage these threats. Part III, which is entitled,
“Design and Test of VLSI for Systems Dependability,” consists of Chaps. 13
through 29, which describe technologies developed in the program as possible
solutions for dependability in the design and testing of realistic systems such as
robots and vehicles, data processing and storage in the cloud environment, wireless
public telecommunications with improved connectivity, advanced -electronic
packaging with wireless interconnect, and so forth. Most chapters and sections of
Part IT and Part III are authored by the members of research teams in the DVLSI
program, but some are contributed by “invited” authors, who, having participated in
the various events of the program in one way or other, kindly agreed to express their
thoughts in this book.

This book is intended to be a reference for engineers who work on the design
and testing of electronic systems with particular attention on dependability. It can
be used as an auxiliary textbook in undergraduate and graduate courses as well. It is
also hoped that readers of this book with non-engineering backgrounds, such as
mathematics and social economists, will gain insight into the problems of systems
dependability, and may consider taking them on as innovative challenges.



Preface vii

It was a real pleasure to be able to work with the members of the DVLSI
program, and to witness industry—university collaborations from inception to frui-
tion. I am thankful to numerous speakers from outside the program who gave
stimulating talks and shared thoughts and discussions at program conferences. It
was good to have been able to interact and exchange ideas with scholars and
engineers from various parts of the world (the United States, China, Taiwan, India,
and Germany) including active members of the United States program,
“Failure-Resistant Systems (FRS)” sponsored by the National Science Foundation
(NSF) and the Semiconductor Research Corporation (SRC), and the German pro-
gram, “SPP1500 Dependable Embedded Systems,” sponsored by the Deutsche
Forschungsgemeinschaft (DFG). I only wish we had closer interactions between
these programs—FRS (2013—present), SPP1500 (2012-2016), and DVLSI (2007—
2015)—with more overlapping elements.

My heartfelt thanks go to the following gentlemen: Tohru Kikuno, Atsushi
Hasegawa, Masatoshi Ishikawa, Yoshio Masubuchi, Naoki Nishi, Koki Noguchi,
Tadayuki Takahashi, Koichiro Takayama, and Kazuo Yano, all of whom are
advisory members of the DVLSI program. I would like to thank JST and all its
management and staff members for their encouraging and patient support for this
program: Kazunori Tsujimoto, Shinobu Masubuchi, Daichi Terashita, Toshiaki
Ikoma, Michiharu Nakamura, and the late Koichi Kitazawa, to name but a few.

I would like to thank Toyota Motors Corporation for kindly providing a chart
describing the power train of a hybrid vehicle to be used in this book as an
illustration, and the Xilinx Company for kindly agreeing that the use of a chart
showing an FPGA (Field Programmable Gate Array) coupled with an ARM (ARM
is a company that provides an embedded processor architecture) processor, could be
included in this book.

I am also thankful to Hikaru Shimura of the Rigaku Corporation who generously
allowed me to spend some of my time on the job overseeing this program, and to
his technical staff members, of which Kenji Wakasaya was one, who kindly shared
their experience in systems design. I am thankful to Binu Thomas of Quest Global,
a partner of Rigaku’s in software development, for sharing his thoughts about
verification and testing. I cannot thank my colleagues enough at Hitachi Ltd. for
stimulating and helping me form ideas about what systems design is. Just to single
out a person from the many I worked with, Masayoshih Tsutsumi was an engineer—
philosopher who shared his great insight into how to guide thoughts in designing a
product, which I have tried to reproduce, only to a very limited extent, in Chap. 2.
My last thanks go to Shigeru Oho and Koki Noguchi for thoroughly reviewing the
first two chapters and suggesting many important and necessary corrections.

Tokyo, Japan Shojiro Asai
March 2017
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Chapter 1 )
Challenges and Opportunities in VLSI e
for Systems Dependability

Shojiro Asai

Abstract This chapter describes the scope, activities, and results of a research
program entitled, ‘“Fundamental Technologies for Dependable VLSI Systems
(DVLSI for short henceforth)” which began in 2007 and ended in 2015. The
program, funded by JST (Japan Science and Technology Agency) under the
CREST (Core Research of Evolutional Science and Technology) initiative, con-
sisted of 11 projects and addressed problems in dependability of electronic systems
from various different angles. VLSI is a complex system in its own right and
involves a number of potential hazards that arise internally from aging in elements
or those that can be caused by external disturbances such as ionizing radiations.
Coping with these phenomena has always been a challenge in semiconductor
engineering and this program as well. Fabrics (physical structures) robust against
threats, bit-error correction methods, and logic-level redundancies have been
extensively studied. To go further, challenges of 3-D integration, chip-area (on-chip
and across-chip) network, and wireless packaging have been taken on. Exploiting
the potential of VLSI in solving problems in systems that call for hard real-time
response and/or synchronicity as in robotics and wireless telecommunications has
been addressed as new great opportunities for VLSIs. Advanced ways of verifi-
cation and test for VLSIs have also been dealt with. We will begin this chapter by
going over the background of VLSIs for electronic systems and reviewing the
necessity of dependability. We will then describe how this multi-project program of
CREST DVLSI was formed and conducted. The university-industry collaboration
in goal-oriented management efforts is highlighted as essential. A summary of
results obtained follows.

Keywords Dependable system « VLSI . CREST - University-industry
collaboration + Goal-oriented management

S. Asai (=)
Rigaku Corporation, Tokyo, Japan
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4 S. Asai
1.1 VLSI in Electronic Systems and Their Dependability

1.1.1 Pervasiveness of VLSI

The VLSI (Very Large Scale Integration of semiconductor circuits) and software
(computer program) are two great enablers of electronic systems, a synonym to
modern-day convenience. Personal computers and cell phones, almost indispens-
able personal items these days, are good examples. Figure 1.1 shows a simplified
block diagram of a personal computer. It is seen that VLSI chips such as a
microprocessor [1-3], and semiconductor memories [4], e.g., RAM (Random
Access Memory) and NVM (Nonvolatile Memory), are the most important parts
among others. Important peripheral devices such as HDD (Hard Disk Drive),
communications control, and monitoring display have built-in processors as well.
The PC (Personal Computer) is a typical general-purpose computer where users run
various different application programs. High-performance (Super-) computers are at
the highest end of general-purpose computers.

Figure 1.2 depicts the power train (power generation and transmission) in a
hybrid electric-gasoline-engine vehicle which uses a number of ECUs (electronic
control units). Each ECU has at least one microprocessor “embedded” and is thus
an electronic system in its own right. The automobile these days is a typical
embodiment of embedded computing [5]. A high-end car these days uses as many
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Fig. 1.1 A simplified block diagram of a PC (Personal Computer) to illustrate the use of VLSIs as
key components
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Fig. 1.2 Electronic control units in the power train of a hybrid electric and gasoline-engine
vehicle to illustrate use of VLSI-powered ECUs (Electronic Control Units). Courtesy, Toyota
Motor Corporation
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as 80 microprocessors for various subsystem and module-level control [6]. Actually,
the VLSI has provided the biggest momentum to improve the quality and reduce the
cost of products or services of electronic systems. This is true with most of complex
systems products, which may be mechanical (stationary or mobile), aerodynamic,
electrical, electromechanical, electromagnetic, optical, electro-optical, or chemical.
Because these systems generally need control for precision and throughput, which is
hard to achieve were it not for the VLSI and program control. Automobiles, aircrafts,
rockets, robots, chemical plants, utilities, medical devices, ATMs (Automatic Teller
Machines), data storages, and agricultural plants of today are good examples of
computer-embedded systems. They would not have existed without the VLSI as their
key components for smart control. It is almost funny that we are accustomed to call
these computer-embedded electronic systems ‘“dedicated systems.” Although the
purpose of the system is certainly “dedicated”, for example, to automotive control,
computers (microprocessors) have actually found far more general and voluminous
applications in embedded control than in “general-purpose” computing by PCs and
HPCs (High-Performance Computers).

The more the benefits are drawn out of these systems and the more extensive
their uses become over the population, the more heavily the human life depends on
them. It is necessary therefore to see to it that these systems are available whenever
they are needed. Because the VLSI is at the core of these systems as the workhorse,
it is necessary to understand what the VLSI does in electronic systems, what would
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happen if it fails to function as expected, what could be done to prevent serious
failures from happening, and what we can innovate further in realizing more
dependable systems technologies. Actually, these are the subjects discussed in this
book. (Let us call the systems that use VLSIs as key components “electronic
systems” hereafter. The term VLSI systems may be used interchangeably.)

1.1.2  Necessity of Dependability

Dependability is never a single quality merit of a system. Central to the merit is
rather the “performance” or “performance/cost,” in other words, “better fulfillment
of the primary purpose” it is intended for. Table 1.1 shows the factors that would
affect the decision a user would make in the procurement of a product or service
offered in the marketplace. During early stages of market introduction, cost and or
performance may be the most influential factors, but as a product category and its
market mature, increased attention is paid to dependability for increased social and
economic implications, and this is true now with all kinds of electronic systems.
These days, dependability of an electronic system is an interest shared among all
those concerned: producers, users, and service providers alike.

The requirements for dependability have been discussed in and among various
government regulatory agencies, global/regional/national standards bodies,
mission-oriented agencies, industrial associations, and academic societies. Figure 1.3
shows such organizations along with the documents they have published. It will be

Table 1.1 Factors affecting the decision-making for procurement of a product or service

decision-affecting factors index
cost of acquisition initial price (plus NRE when applies)
cost of consumables
cost (total operational cost cost of power, water, etc.
cost of maintenance/senvice cost
ownership)

disposal of consumables

cost of diposal
cost of retirement

speed (throughput) product units/hour, GBPS, MIPS, etc.

accuracy/resolution (in units of time, length, etc.),
measurement repeatability, etc.

ease of use unquantifiable

MTTF, MTBF, regular maintenance/senice time, network

connentivity, etc.
maintainability MTTR
dependability [ maintenance support unquantifiable (availability of senice, parts, help desk, etc.)

performance | accuracy, resolution

availability

unquantifiable (functional safety, tamper resistance, availability

safety and security of encryption, etc.)

integrity unquantifiable (tamper resistance, accountability, etc.)
NRE: non-recurrent engineering, MIPS: Million Instructions Per Second, GBPS: Giga Bits Per Second,

MTTF*: Mean Time To Failure, MTBF*: Mean Time Between Failures, MTTR*: Mean Time To Repair
*: Statistical quantities available only after operation for a certain length of time
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Fig. 1.3 Organizations engaged in regulations, standards, and guidelines for dependability as part
of product quality

relevant to refer in particular to IEC 60300 [7] for dependability management, IEC
61508 [8] for functional safety in industrial process measurement, control and
automation, and ISO 26262 [9] for the functional safety for road vehicles, since these
will be frequently cited throughout this book.

1.2 Background and Motivation for the Program

1.2.1 What VLSI Has Brought About—A Historical
Perspective

The VLSI has contributed to the progress in electronic systems in so many ways,
which may be summarized as follows.

#1 Great number of devices integrated on a chip

As first observed by Gordon Moore and later named as Moore’s Law that has held
up until very recently, the number of transistors integrated on a chip of VLSI silicon
has doubled every 18 months [10]. It is interesting to review the progress that the
VLSI made following what Gordon Moore predicted [11]. I will not go into that
here, however, since there already are abundant references available for this history
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[12]. It is worthwhile to note here, however, that there is a very solid theoretical
background to the scaling down the sizes (other physical parameters and operating
voltages as well) of the transistor, the most basic element of VLSI that has underlain
its progress [13]. The number of transistors in a microprocessor has actually
increased from the mere 2300 of Intel 4004 in 1971 to the billions today [14]. The
same is true with memory chips. In no other technologies has it ever been possible
to integrate uniformly performing, reliable components the way VLSI has enabled,
which has provided the most powerful driving force for the complex electronic
systems [15].

#2 Variety of circuit functions realized on silicon

The VLSI rapidly evolved from the early days of chips with a few logic gates into a
variety of circuit functions covering arithmetic, logic, memory, analog, and more.
Memories include SRAM (Static Random Access Memory), DRAM (Dynamic
Random Access Memory), ROM (Read-Only Memory), EPROM (Electrically
Programmable ROM), EEPROM (Electrically Erasable and Programmable ROM),
and Flash Memory [4]. The analog and analog—digital tier of the silicon circuitry is
capable of small-signal and high-power amplification, and analog-to-digital and
digital-to-analog conversion [16]. A very important type of products of VLSI called
FPGA (Field Programmable Gate Array) emerged during the course of the devel-
opment [17, 18]. Image sensors with billions of pixels have been used in cameras
[19]. Micro-Electro-Mechanical (MEMS) is another direction the VLSI has taken to
develop [20].

#3 Single-chip implementation of multiple circuit functions

Almost all the circuit functions described in #2 have actually been integrated in
chips by now in the form of microprocessors used for personal computers, mobile
communication devices, and computer-embedded electric, electronic, and
software-controlled systems. The CMOS (Complementary Metal-Oxide Semicon-
ductor), which emerged originally as low-power but low-speed integrated circuit
technology, has since been exploited fully to realize all of the logic, memory, and
coupled analog—digital functions, taking over the roles played by ECL, TTL and
NMOS, and Bi-CMOS (hybrid bipolar and CMOS), realizing the highest density of
integration by virtue of low power (virtually no power consumption when idle)
inherent in that technology. This history is very well captured in Table 1.2 com-
piled by Makimoto et al. [21].

#4 Application functions and accelerated processing

During the course of evolution in VLSI, what is now called the ASIC
(Application-Specific Integrated Circuit) [22] has evolved. The ASIC contrasts to
general-purpose integrated circuits such as standard memories and microprocessors.
ASICs with specific system- or subsystem-level functions have often been devel-
oped in-house at a systems house, or at a semiconductor house to the order of a
systems house, for signal processing in telecom, image-processing applications (rou-
ters and switches, data compression, data correction, display control), for example.



1 Challenges and Opportunities in VLSI for Systems Dependability 9

Table 1.2 Evolution of CMOS to encompass broader applications over time. CMOS has
gradually outperformed other circuit technologies and enabled the integration of various different
circuit functions on a single chip of VLSI [21]

circuit function 1960s 1970s 1980s 1990s 2000s 2010s
watch chip CMOS CMOS CMOS CMOS CMOS
calculator chip PMOS [PMOS/CMOS| CMOS CMOS CMOS CMOS
SRAM NMOS CMOS CMOS CMOS CMOS
microprocessor NMOS/CMOS| CMOS CMOS CMOS CMOS
DRAM PMOS NMOS CMOS CMOS CMOS CMOS
server/mainframe | Bipolar Bipolar CMOS [BoCMOS/CMOS CMOS CMOS
RF Bipolar BiCMOS BiCMOS/CMOS| CMOS

Some of these application functions that were originally developed for ASICS such
as efficient display control, encryption, and decryption for secure data transmission
have been integrated in a general-purpose microprocessor. There are other types of
VLSIs that evolved into high-performance, dedicated computation to complement
microprocessors. In this category are DSP (Digital Signal Processor) [23] and GPU
(Graphic Processing Unit) [24].

#5 Abundance of on-chip resource

The availability of an abundance of circuit resource has been exploited to introduce
fault tolerance to the VLSI. The use of redundant bits for error correction was first
used in DRAMs and SRAMs, easily accommodating a few defective bits to the
effect of salvaging partially defective chips and thus drastically lowering the
average memory prices. The introduction of error correction dramatically improved
the tolerance of semiconductor memories against radiation-induced soft errors.
(Please refer to paragraphs below). The fault-tolerant technology is used in flash
memories in a more sophisticated fashion to optimize the memory retention and
write—erase endurance. Error-correcting codes and encoding techniques are used to
avoid physical interference of charges in the neighboring cells [25, 26]. Recent
multiple-processor chips as well as FPGAs are capable of performing redundant
concurrent calculation and then having a vote for the correct result to be robust
against faults in a part of the chip. Two of most advanced VLSI architectures are
shown in Figs. 1.4 and 1.5 for illustrative purposes. Figure 1.4 shows a powerful
integration of a multi-core processor and an FPGA which includes security features
such as AES (Advanced Encryption Standard), SHA (Secure Hash Algorithm), and
RSA (Rivest—Shamir—Aldeman encryption) [27]. Figure 1.5 is a microprocessor for
automotive applications. Security features to support ISO 26262 have been inte-
grated [28].
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Fig. 1.4 A functional block diagram of an integration of a multi-core processor and an FPGA.
Courtesy, Xilinx Corporation

#6 Stable manufacturing and sourcing

The remarkable progress in the precision manufacturing technology for semicon-
ductors and its rapid proliferation amongst players throughout the world in a
competing as well as collaborating business environment has brought about high
quality and stability in the sourcing of the VLSI, contributing tremendously to the
build, maintenance, and maintenance support of the electric and electronic systems
in terms of cost and availability. This has allowed systems houses to use multiple
sources to secure procurement of key components.
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Fig. 1.5 A functional block diagram of a multiple-core microprocessor for automotive
applications. Various safety and security features such as redundancy and access guard are
integrated to support ISO 26262 for road vehicles. Courtesy, Renesas Electronics

#7 Distribution of reusable IPs

It has been made possible by the development of commercial practice in the
semiconductor industry to distribute the rights to use the whole or parts of the
design of an existing VLSI. Commerce of rights to use a semiconductor design
(IP, Intellectual Property as it is called) that has proven to work has enabled reuse
and helped realize more complicated chips in shorter time and with less cost of
development. The last two items (#6 and #7) are a socioeconomic rather than
technical phenomenon, which is worth noticing here discussing the impact of
VLSI. Figure 1.5 in which a microprocessor IP and an FPGA IP are integrated is a
good example.

The progress in VLSI technologies described above has been the contributors to
progress in electronic systems, providing ever higher performance at ever lower
prices, as well as dependability in compact, integral packages.



12 S. Asai

1.3 Threats and Opportunities for the VLSI Systems

Great many ingenuities and tremendous efforts in engineering and associated sci-
ences have been put in to accomplish the colossal tower of VLSI technology as it
stands, which has impacted electronic systems with so much socioeconomic
momentum.

1.3.1 Threats Arising from Miniaturization

Suppose the precision printing and other manufacturing technologies continue to
progress making the transistor and other device features even smaller, the VLSI
engineering will be left with a pile of problems as follows to solve. Engineering has
negotiated these problems of generic nature so far, but they will be much tougher to
cope with in the future.

#1 Ionizing radiations and electromagnetic interference

There are the issues of various radiations in the environment that causes errors in
the VLSI circuits. If a neutron from the outer space hits a VLSI chip, the electronic
charges resulting from ionization in the semiconductor could cause errors in the
VLSI circuits that could give rise to a system-level failure. This problem will be
dealt with in Chap. 3 of this book. Electromagnetic interference is another persistent
radiation issue. The voltage change induced by the alternating electromagnetic field
generated off-chip (e.g., by an automotive engine igniter) or fed through the power
line are a hazard that needs continued attention in the design of the VLSI. This
problem will be handled in Chap. 4.

#2 Variations and degradation in device characteristics

The variation in sizes and other parameters of the transistor, which become more
pronounced as it is scaled down, leads to variation in transistor characteristics,
which in turn could cause deviation in delay times in the circuits. The latter could
result in a system failure. This problem is addressed in Chap. 5. There are also
multiple, persistent mechanisms that cause degradation in the characteristics of
transistors and other components in VLSI over time and/or under the stress of
operating voltage/current, temperature, etc. The time-dependent degradation
mechanisms are the topic of Chap. 6.

1.3.2 Threats Arising from Scale and Complexity

Another aspect of problems in VLSI design for dependability is
complexity-increasing scale and integration of different functions. A system
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consists of subsystems and modules with various different characteristics: proces-
sor, SRAM, flash memory, analog—digital components in hardware; and commands
and sequences in software; some being offered as existing, already-proven parts,
and some being newly developed and left to be proven. The complexity arises from
the interactions of various objects such as these, consuming the time and human
resource to make sure that they work in coordination in practical use cases.

#1 Connectivity

Interconnects and communications between subsystems are sources of system
problems. Users of wireless telecommunications often experience loss of connec-
tion. Importance of securing minimal connectivity even under disaster conditions
has been pointed out. It will be a challenge to mitigate or perhaps eliminate this
problem in a wireless system with VLSIs with new functionalities. This is the topic
of Chap. 7. Chapter 8 addresses connectivity in electronic systems and handles the
challenges of wireless signal interconnects and wireless power supply for VLSI or
system-level packaging.

#2 Responsiveness

A response within a certain specified length of time is often required in real-time
systems. A soft real-time control is such that a late response is permissible to a
certain extent as in the case of ATM as the user can wait for a second or two. A hard
real-time control is such that this requirement is critical as in the case of robotics or
automatic drive assistance. Meeting with the hard real-time response requirements
in robotic applications and assuring synchronicity over the system-to-system han-
dover in wireless applications are examples. This issue is dealt with in Chap. 9.

#3 Malicious attacks

Electronic systems are often the target of malicious attack of hackers who attempt to
steal information, disrupt operation, etc., which poses a threat to systems security
and reliability. Consideration for security and safety is adding more tasks for the
VLSI systems design recently. This issue, which is becoming one of the greatest
social concerns, is handled in Chap. 10.

#4 Design errors and test coverage

Complexity has to be dealt with in designing a VLSI system, but it tasks the process
of verification, test, and validation of the systems as well. The mere number such as
billions of transistors and ten million lines of source codes (operating systems
alone) creates complexity, because experience tells that humans make an error in
every 100 line of codes. Making certain that the design of an electronic system
reflects the requirements specification has increasingly become a challenging task
as complexity increases. Test coverage is therefore another important topic, which
is undertaken in Chap. 11.
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#5 Unknown threats and provisions

No design is perfect, particularly in light of changing threats, changing uses and
changing use environments. Requirements specification, even though it will be
prepared with utmost care may not be perfect. Unknown threats and provisions are
discussed in Chap. 12.

1.3.3 Opportunities: Changing Markets and Increased
Demands for Systems Dependability

Changes in the market environment that happened during the past 10 years are
opening up new opportunities for VLSIs. First of all, certain types of electronic
system products are receiving increasing requirements in privacy. Personal infor-
mation stored in PCs, cell phones, or credit cards are prone to criminal plots and
malicious attacks. Safety is an utmost requirement in robots in assistance of the
handicapped or for hazardous mission in hostile environment. The same is true with
automatic driving or drive assistance in road vehicles. Conformity to new safety
standards such as described in Sect. 1.1.2 is now a must for the electronic systems
design. These changes in markets and growing demands for safety and security
pose great opportunities for VLSIs.

1.3.4 A Summary of Objectives

The threats and opportunities described in this section are mapped out in Fig. 1.6,
which shows origins of threats to the dependability of electronic systems in terms of
generation of faults and their escalation. Origins of faults are manifold. For
example, noise charges generated in the semiconductor (bottom left) by a neutron of
cosmic origin may lead to flipping in a logic or memory state, which may give rise
to a failure of the system level, resulting in consequences with different levels of
severity. Tampering of VLSI may also result in damages of varied severity. Bugs in
circuit, logic, or program design could also cause failures to similar effects.
Technological challenges therefore lie in the mitigation and containment of the
threat by the design and test of VLSI. Opportunities for VLSI lie in realizing new
functional features which could facilitate integration and enhance dependability of
increasingly more complex systems.
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positions of events or bugs are relative and arbitrary

1.4 The DVLSI Program
1.4.1 Vision, Scope, and Mission Statement

From what has been discussed in Sect. 1.3, we now arrive at a vision, scope, and

mission statement for the DVLSI Program as follows [29]:
e To work on technologies that would help contain the threats against depend-

ability within VLSIL
aspects of VLSI will be explored. New methods of verification and test will be

pursued as well to complement from a different angle. The VLSI, which has

New designs for dependability in physical, circuit, logic, and architectural
proven to work as most integral, most dependable parts of systems, needs

further development to further improve dependability.
e To come up with ideas of new functionalities for VLSI which contribute to

enhancing dependability at the system level.
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Systems in their most advanced form today as those used in electronic com-
merce, public telecommunications, management, robots, sensor networks, or
so-called Internet of Things place challenges as described in Sect. 1.3.

e To provide a method for measuring the dependability of systems.

1.4.2 Program Start and Project Selection

The DVLSI program started with the appointment of the author to Research
Supervisor in March 2007. In an arrangement customary to the CREST programs,
we had the privilege of having distinguished advisors [30] from industry and
academia shown in Table 1.3 join the Program Management to assist the Research
Supervisor.

The first RFP (Request For Proposals) was issued from JST in March 2007, the
deadlines for submission set in May. The selection from the submitted proposals
was conducted by the VLSI Program Management (Research Supervisor and
Advisors), considering the relevance of the proposal from the following
perspectives:

e If the proposal has captured essential problem(s) being experienced and/or
overarching in practical VLSI design for dependability;

e What original and distinctively competitive ideas are presented to solve the
problem(s) raised;

e If atarget is set at a challengeable level and described as clearly and hopefully as
quantitatively as possible with respect to the state of the art and on-going
competing efforts throughout the world;

Table 1.3 DVLSI Program Advisors from industry and academia

. L Term Engaged
Adviser Affiliation
Start End
Masatoshi Ishikawa The University of Tokyo Oct. 2007 |Mar. 2015
Tohru Kikuno Osaka Gakuin University Oct. 2007 |Mar. 2015
Tadayuki Takahashi Japan Aerospace Exploration Agency Oct. 2007 |Mar. 2015
Koichiro Takayama Fujitsu Ltd. Oct. 2012 |Mar. 2015
Naoki Nishi NEC Corp. Oct. 2007 |Mar. 2015
Koki Noguchi Renesas Semiconductor Oct. 2007 |Mar. 2009
Atsushi Hasegawa Renesas Electronics Corp. Oct. 2009 [Mar. 2015
Yoshio Masubuchi Toshiba Corp. Oct. 2007 |Mar. 2015
Kazuo Yano Hitachi Ltd. Oct. 2007 |Mar. 2015
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Table 1.4 Project subjects and PIs (Principal Investigators) in the DVLSI program

PJ Term

Principal Investigator | Position Affiliation PJ Subject
P 9 Start | End )
Hidetoshi Onodera Professor|Kyoto University Oct. 2007|Mar. 2014|Dependable VLSI Platform Using Robust Fabrics
- . . Ultra D lable VLS| by Collaboration of Formal
Shuichi Sakai Professor|Univ. Tokyo Oct. 2007(Mar. 2013 Verifications and Architectural Technologies
Kazuo Tsubouchi Professor|Tohoku University |Oct. 2007|Mar. 2015|Devel of Dependable Wirels System and Device
Hiroto Yasuura Professor|Kyushu University |Oct. 2007|Mar. 2013 Modeling, Detection, Correction and yT

for Unified Dependable Design
Oct. 2008|Mar. 2014 |Circuit and System Mechanisms for High Field Reliability

Kyushu Institute of

Seiji Kajihara Professor Technology

Masahiko Yoshimoto |Professor|Kobe University Oct. 2008|Mar. 2014 Dependable SRAM Techniques for Highly Reliable VLSI

System
Tomohiro Yoneda Professor r:\af::i:;::irsStitUte of Oct. 2008|Mar. 2014(Development of Dependable Network-on-Chip Platform
Takeshi Fujino Professor E:isv“e’:‘:ii';a" Oct. 2009|Mar. 2015 ztgl'nf:ig;‘r:::r‘s"a'”a""" Methodology of Dependable
Mitsumasa Koyanagi |Professor|Tohoku University [Oct. 2009|Mar. 2014 'Fr:;eceti-oDri‘mensional VLS| System with Self-Restoration
Ken T: i Professor|Chuo University Oct. 2009|Mar. 2015(Dependable Wireless Solid-State Drive (SSD)

F T y on D« SoC and SiP for
Embedded Real-Time Systems

Nobuyuki Yamasaki Professor|Keio University Oct. 2009(Mar. 2015

e What the likelihood of success in terms of PoC (Proof of Concept) demon-
stration and expected successive industrial implementation is.

The selection process took a few months after the submission of proposals and
was completed by August 2007. The same process of RFP, proposal submission,
and project selection was repeated in 2008 and 2009 to finalize the selection. The
eleven projects led by the Principal Investigators were awarded with the
JST CREST funds over the 3 years between 2007 and 2009 as shown in Table 1.4
[31]. Table 1.5 is the list of Co-Investigators.

During the 3 years of selection process, it was fortunate to have the projects in
the DVLSI Program cover key aspects of the problem of dependability rather
comprehensively if not exhaustively. The projects address the aspects of func-
tionality, design/verification tools, and test tools in most of the hierarchical layers
from the physics, circuit to architecture, as shown in Fig. 1.7. The vertical axis of
Fig. 1.7 is the systems hierarchy from the physical layer at the bottom to application
at the top. On the horizontal axis are the segments of research products ranging
from the design tools, test tools, and concepts in chips/circuits up to proposed
solutions for dependable systems. Figure 1.8 is another roughly sketched project
portfolio of the Program compiled from the project documents positioning the
projects relative to the applications areas envisioned such as aerospace, plant
control, transportation, automobiles, robots, information, telecommunications,
medical, finance, and consumer appliances.

1.4.3 Program Management

In view of the object of the CREST framework, in which technology innovations as
a result of collaborative efforts within project teams are envisioned, and with
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Table 1.5 Project teams consisting of the Principal Investigators and Co-Investigators

- . ) - Term Engaged
Principal Investigator Co-Investigator Affiliation Start End
Takao Onoe Osaka University Oct. 2007 |Mar. 2014
Advanced Scientific Technology &
Hiroyuki Kanbara Management Reserch Institute of Oct. 2007 [Mar. 2014
Hi hi Kyoto
(p(ljzttzsu:qi(\?:;?g)a Kazutoshi Kobayashi Kyoto Institute of Technology Apr. 2009 |Mar. 2013
Hajime Shimada Nagoya University Apr. 2009 |Mar. 2013
Yukio Mitsuyama Kochi University of Technology Apr. 2011 [Mar. 2014
Kazutoshi Wakabayashi NEC Corp. Apr. 2011 [Mar. 2014
Hiroyuki Ochi Ritsumeikan University Apr. 2013 |Mar. 2014
Shuichi Sakai Masahiro Fujita The University of Tokyo Oct. 2007 |Mar. 2013
(The University of Kenji Kise Tokyo Institute of Technology Oct. 2007 [Mar. 2013
Tokyo) Kazutoshi Wakabayashi NEC Corp. Apr. 2010  |Mar. 2013
Akira Matsuzawa Tokyo Institute of Technology Oct. 2007 |Mar. 2015
Makoto Iwata Kyoto Institute of Technology Oct. 2007 |Mar. 2015
Kazuo Tsubouchi Minoru Fujishima Hiroshima University Oct. 2007 |Mar. 2015
(Tohoku University) Hiroshi Fukumoto Mitsubishi Electric Corp. Oct. 2007 |Mar. 2015
Hiroshi Oguma Toyama National College of Apr. 2012 [Mar. 2015
Technology
Hiroto Yasuura Toshinori Sato Fukuoka University Oct. 2007 |Mar. 2013
(Kyusyu University) Yusuke Matsunaga Kyusyu University Oct. 2007 |Mar. 2013
Seiji Kajihara Michiko Inoue Nara Institute of Science and Oct. 2008 |Mar. 2014
(Kyushu Institute of - Tgchnolpgy -
Technology) Satc_)shl Qtake Qita University . _ Oct. 2008 |Mar. 2014
Yukiya Miura Tokyo Metropolitan University Oct. 2008 [Mar. 2014
Makoto Nagata Kobe University Oct. 2008 |Mar. 2014
Masahiko Yoshimoto  [Koji Nii Renesas Electronics Corp. Oct. 2008 |Mar. 2014
(Kobe University) Yasuo Sugure Hitachi Ltd. Oct. 2008 |Mar. 2014
Shigeru Oho Nippon Institute of Technology Oct. 2008 [Mar. 2014
Tomohiro Yoneda Masashi Imai Hirosaki Ur_1i\.er§ity Oct. 2008 |Mar. 2014
(The National Institute Takahiro Hanyu Tohoku University Oct. 2008 |Mar. 2014
. Hiroshi Saito The University of Aizu Oct. 2008 [Mar. 2014
of Informatics) = .
Kenji Kise Tokyo Institute of Technology Apr. 2012 [Mar. 2014
Takeshi Fujino Yohei Hori Advanced Industrial Science and |04 5009 [ Mar, 2015
(Ritsumeikan - Teghnolog}/ -
University) Ma_saya Yoshlk.awa Mguyopn_wersﬁx Oct. 2009 |Mar. 2015
Daisuke Suzuki Mitsubishi Electric Corp. Oct. 2009 |Mar. 2015
Hiroaki Kobayashi Tohoku University Oct. 2009 |Mar. 2014
Mitsumasa Koyanagi Takafumi Aoki Tohoku University Oct. 2009 |Mar. 2014
. . Toshinori Sueyoshi Kumamoto University Oct. 2009 |Mar. 2014
(Tohoku University) -
Tadashi Kamada Denso Co. Oct. 2009 [Mar. 2014
Makoto Motoyoshi ZyCube Co. Oct. 2009 |Mar. 2014
Ken Takeuchi Tadahiro Kuroda Keio University Oct. 2009 |Mar. 2015
(Chuo University) Hiroki Ishikuro Keio University Oct. 2009  [Mar. 2015
Nobuyuki Yamasaki Masayuki Inaba The University of Tokyo Oct. 2009 |Mar. 2015
(Keio University) Kikuo Wada NEC Corp. Oct. 2009 |Mar. 2015

ever-accelerating advancement in technology and realization in products taking
place worldwide, the program management that consisted of the Research Super-
visor and the Advisors adopted the following practice to help the projects effec-
tively carry out the mission.
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Fig. 1.7 Areas of technologies that the projects in the DVLSI program have covered in a plane
defined by systems hierarchy on the vertical axis, from the physical layer to application, and
segments of research products on the horizontal axis, from the design tools, test tools, through
concepts in chips/circuits and up to proposed solutions for dependable systems. The names of the
PIs heading up the projects are indicated in red

e Start out and keep interacting with industry to identify/refine the problems and
objectives and have shared interest between the Program and industry if that has
not been done enough (Actually this often was the case.),

e Come up with methods to solve the issues that compete favorably among similar
efforts worldwide,

e Keep specifying and narrowing down possible applications or opportunities of
PoC (Proof of Concept) demonstration,

e Keep interacting with industry to enable research results to get the concept
proven and exited to the real world,

e Get the ideas patented and standardized.

The relationship between the Program and the outside world was envisioned as
depicted in Fig. 1.9. It was always kept in mind to have a vertical (radial in
Fig. 1.9), cross-layer interactions happening exchanging ideas and collaborating
with each other. In the innermost core are the teams of Projects in the VLSI
Program represented by the PIs (Principal Investigators). The layer surrounding the
core is the semiconductor industry and EDA (Electronic Design Automation)
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Fig. 1.8 Applications envisioned and approaches taken by the projects in the DVLSI program.
The projects with their distinctive research focuses are positioned roughly relative to the broad
spectrum of applications that range from aerospace, plant control/utilities/transportation, robot/
automobile, information processing, wireless/telecom, finance/medical, to consumer electronics

industry. The semiconductor manufacturer layer is in turn enclosed in the systems
industry layer, which is then to provide the products for the service provider
industry (and mission-oriented government bodies) in the outer adjacent layer. The
outermost space is the consumer or the general public.

The DVLSI Program (center oval) had invited speakers, panelists, and com-
mentators from the external organizations indicated in the outer shells attend the
Program meetings to interact with the DVLSI Program. These organizations in
effect formed special interest groups shown with elongated ovals in blue with the
PIs indicated in red as the primary window of contacts. Some of these interactions
have materialized into collaborative technology/product development and imple-
mentation. It was intended throughout the Program to have active interactions
between the Program and the outside world first to obtain inputs in from, and then
to promote exiting the research results back out into, the real world.

People outside the Program were invited from industries and mission-oriented
government bodies such as JAXA (Japan Aerospace eXploration Agency) to par-
ticipate in discussions and collaborate with the teams throughout the term of the
Program. It was intended that those invited form groups of special interest as
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Fig. 1.9 The DVLSI program and its intended cross-layer interactions with external partners

depicted in long ovals as depicted in Fig. 1.9 with project teams of matching
research topics.

1.5 A Summary of Results

1.5.1 What Has Been Accomplished

#1 Fundamental study of threats against VLSI dependability and means to mitigate
them

There have been many important results obtained in the DVLSI Program out of the
fundamental work of studying the nature of “threats” against the dependability of
VLSI systems and means to mitigate/cope with them. Detailed account is given by
Program researchers in the chapters and sections of Part II in this book, which is
entitled, “The VLSI Issues in Systems Dependability.” Much of the fundamental,
physical-/circuit-layer research work have been transferred to industry, or being
engineered for products.
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It is due here to comment that Part II was contributed by many distinguished
authors from outside the VLSI Program as well, who participated in the activities of
the Program in the interactive way described in Fig. 1.9, and also kindly agreed to
write succinct reviews for some of the chapters in PART II to identify the over-
arching issues and notable engineering efforts that had been made in the relevant
area. Readers are referred to the papers in Part II for more elaborate account of the
topics.

#2 Systems-/Solution-oriented results

The Program also brought forth several interesting innovative ideas for depend-
ability at the systems and/or solutions layer. These are discussed in chapters of
Part III in this book, which is entitled, “Design and Test of VLSI for Systems
Dependability.” Many of them have been brought to the stage of demonstration in
proof of concept (PoC) experiments, or preliminary implementation by the time of
publication of this book. There are continued efforts being made on these proposals
to have them implemented in practical systems. A survey conducted by the man-
agement of DVLSI Program on its closing in March 2015 said that about a dozen
“exit” efforts were being undertaken between the DVLSI project teams and cor-
porations exploiting the ideas and their demonstrations that had resulted from the
Program research. It is hoped that we will see them materialized in tangible
products and services in the not too distant future.

VLS| Dependability = IT (Robustness of Design against Threat) x IT (Verification and Test Coverage )
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Fig. 1.10 Qualitative levels of VLSI systems measured from the robustness of design against
threats and the thoroughness of verification and test
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#3 Measurement of dependability

It was on the agenda for the DVLSI team since the beginning of the Program if it
will ever be possible to establish quantitative metric(s) of dependability of a VLSI
system. This subject was brought up to group discussions from time to time.
However, we were not able to come up with a good result for quantitative metrics.
Probably closest we have come to this topic is Fig. 1.10, which shows a Cartesian
diagram. The horizontal axis is the robustness of the technologies built-in by design
and represented by a product of technology “robustness factors” comprising vari-
ability resilience, soft-error resilience, noise immunity, aging resilience, timing/
synchronicity robustness, and tamper resilience. The vertical axis shows the thor-
oughness of verification and test, and comprises of pre-silicon verification,
post-silicon test, availability of field-test data, and MTTF information. By diago-
nally sectioning the Cartesian quadrant, it will be possible to categorize a design
into a few different levels of dependability, which could be useful for auditing the
design practice for dependability.

Same sort of idea may be used for assessing the dependability at the systems
level. In fact, it is attempted in Chap. 2 of this book to describe risk analysis and
engineering for dependability [6]. For systems, subsystems, or systems components
that have been used for a considerable period of time well into their expected full
lifetime with a good record of random failure/fault events archived, it would be
possible to assess their dependability in terms of MTTF (Mean Time to Failure),
MTTR (Mean Time To Repair), or FIT (Failure In Time), and use this knowledge to
assess the dependability of the next generation of product.

Not only the above time measures, but other measurable dependability indexes
such as rates of packet loss, bit errors, etc., at systems- or subsystems-level will be
considered in the dependability. It is essential that archives of failure events and
their analyses are built and made accessible for basic engineering researchers as
those from the DVLSI Program. It is hoped that future project teams will be able to
more effectively address the subject of dependability by having access to knowl-
edge of actual failures and practice of dependability design in industry.

1.5.2 Outreach

Since the DVLSI program started in 2007, a project with objectives quite close to
that of DVLSI started in Germany in 2012 [32] and then another in the United
States [33]. DVLSI program extended invitation for scholars and engineers from
outside Japan as well, including those who participated in the German and US
programs to attend meetings of DVLSI, the 2012 JST International Symposium on
Dependable VLSI Systems [34] and 2nd International Symposium in Depend-
able VLSI Systems [35], in particular. The DVLSI program had a number of other
events of discussions to promote exchanges of ideas between the DVLSI
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researchers and people from industry and mission-oriented national organizations,
e.g., JAXA, in Japan.

1.5.3 Conclusions

The ideas borne in the DVLSI program to mitigate threats and provide solutions to
dependable systems presented in this book are abundant. They may still need more
brush up and further engineering, but are believed to form part of foundation for
dependable design and test of the VLSI and help improve the dependability of
electronic systems of the future.
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Chapter 2 )
Design and Development of Electronic ki
Systems for Quality and Dependability

Shojiro Asai

Abstract In this chapter, we quickly walk through the development process of
electronic systems that use VLSIs as key parts to provide a background and
introduction to the rest of this book. Setting a good goal for a development is not
simple to begin with, and the task to get there is often more demanding than it
appears at the beginning. The importance of project management and role played by
the project manager is first pointed out along with the need to clearly define and
document the system requirements specification. Besides the performance and
dependability, other aspects of the design goal such as cost, timeline, and com-
pliance are discussed as well, in recognition of the reality of product development.
After all, the one who heads up the development is in a position to account for the
quality of product throughout its life and return on the investment in the devel-
opment as well. The multiple phases of the life of an electronic system are
described: design, verification, prototyping, test, validation/certification, operation
in the field, and finally, retirement. Among these, the specific process in the design
of risk analysis and dependability engineering is highlighted as the central topic of
this book. Simultaneous assessment of the outcome of possible systems failures and
economic viability of the product being pursued is elaborated. Some of the specific
technologies developed in the present work, CREST DVLSI Program sponsored by
JST, are referred to as possible solutions to problems encountered in designing
dependability in future electronic systems to address immediate market needs as
well as far-reaching issues such as the IoT (Internet of Things) and system of
systems.
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2.1 Core Considerations in Designing an Electronic
System Product

2.1.1 Purpose and Requirements

Think of an electronic system product—one of a kind that has fascinated and/or
inspired you most recently. It could be the electronic payment, Mars Explorer,
Toyota Prius, bullet train, or perhaps Apple i-phone. We are sometimes fascinated
by these things and intrigued as to how one can complete the task of designing an
electronic system as complex as these to perform beautifully with expected
dependability, and how they are built and tested to be able to satisfy critical mission
purposes or gain general public acceptance in the marketplace. It is amazing as well
to recognize that all of these products are enabled by VLSIs playing their critical
roles in layers of system hierarchy from the component level as high up to as the top
level. In this chapter, we have tried to put together some thoughts on the design and
development of complex electronic systems for quality and dependability to lay a
ground for later chapters. Particularly for those readers who have basic under-
standing of electrical engineering and semiconductor technologies and are inter-
ested in dependability engineering, this chapter presents a meaningful collection of
basic principles, worth sticking to in the design and development of electronic
systems and thus will be helpful for those who want to undertake electronic systems
design for profession. It is meant to be an introduction to the chapters that follow
where technologies for dependability in VLSI and VLSI systems are extensively
discussed.

Figure 2.1 is a summary of items where attention is required in designing a
system. They include: purpose, functions, dependability, economy, timeline, and
compliance. The most fundamental among these items is the purpose, or what the
user intends to do using the system being designed. It is often useful to come back
and think what the purpose was whenever we need to disambiguate the require-
ments or make a decision on possible engineering options. The next item is the
functions, i.e., the capabilities the system is given by design to be able to fulfill its
purpose. Dependability, the third item, is basically availability of functions
throughout the expected lifetime of the system. Since this is the central topic of this

Fig. 2.1 Basic Purpose
considerations underlying Functions and performance
systems design Dependability

Economy

Timeline

Compliance

What has not been told
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book, it will be discussed in detail in what follows. Product economy is an issue that
needs to be addressed from both angles: performance/cost from the user’s per-
spective or profitability over the product life from manufacturer’s perspective. The
manufacturer has to recover the (i) initial cost of development (sometimes referred
to as NRE (nonrecurrent engineering), (i) direct (materials and labor) and indirect
(supervising) cost of manufacturing, and (iii)) SG&A (selling, general, and
administrative) overhead expense, with sufficient profit margins that enable capital
reinvestment for growth as well as paying out dividends for investors. The product
economy from user’s perspective is the product value for him contrasting his costs
that include initial product price and spending for maintenance and services
throughout its life (TCO, or total cost of ownership). In the timeline consideration,
it is always a good idea to start from the delivery date demanded by the customer or
the predicted market window and work back to the present with time needed for
shipping, test, production, and design which is the immediate future task; not to
start from the present and move forward without a good grasp of how long each of
these steps would take. Compliance to regulations and standards is another “must”
that needs close attention. Safety is a priority issue in product compliance and can
be one of the most basic functions of the system. Last but not least, there are items
the designer may not be explicitly told, which will be addressed in a little more
detail in the following subsections.

2.1.2 Design for X

The next consideration goes to product life management, which is summarized in
Fig. 2.2 as the “Design for X.” Design gives birth to a system as indicated by the
leftmost bold arrow on the top half of the diagram. The system is then fabricated,
tested, and shipped to the user. The user often benefits from the help of the producer
in maintenance and support. When the system comes to the end of life, it needs to
be disposed of with safety and permissible negative impact on the environment. It is
important to notice that all the collective quality of the system exhibited in its whole
life goes back to the design as its origin: performance, ease of use, maintainability,
manufacturability, testability, and disposability at the end of its life.

The lower half of this chart tells that the designer needs to have a good grasp of
the lifecycle of the system before undertaking the task. It goes without saying that
the performance of the system is the central attention for the designer. As indicated
by the thin arrows pointing toward left in the lower half of Fig. 2.2, the above
thought underlies such important notions as design for fabrication, design for
testability, design for mortality, etc. The designer is expected to pay attention to
these “Design for X" issues or think back from the future, while shaping the product
concept for success.
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Design >> Production >> Test >> Operation >> End of life

design for fabrication €=ease of production

design for performance <€

design for testability €——————ease of tests performance
use cases

use environment

design for dependability time-to-failure
maintainability < maintainability
serviceability serviceability

design for improvement <

field intelligence for improvement

design for disposability
design for morality <

design for 3R*

\ (3R*: reduce, reuse, recycle)

|

collective property of the system exhibited in lifecycle

design consideration <

Fig. 2.2 Design for X; look “back from the future”

2.1.3 Look from Outside

Another useful look at the design of a system is the one from outside, which is
depicted in Fig. 2.3. A system being designed (Let it be called system A) could be
meant to be used as part of another system (system B). The system B may actually
be just another electronic system in which System A is used as a subsystem, or it

requirements explicitly told System C, using System B as its part

4

requirements explicitly told Syste/1 B, using System A as its part

|
v

requirements explicitly told | reauirements

System A being designed ) implicit/untold
L requirements

v implicit/untold

<. requirements

implicit/untold

Fig. 2.3 Look from outside—a hierarchical “food chain” of systems. System A being designed at
its bottom may be used as part of B, and so forth
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could be a workflow in which A is used in a series of related jobs in its owner
organization. Requirements for A that originates from B may in some cases come
explicitly from the user but frequently be implicit or untold, especially if A is
supposed to be, or in fact not quite, a stand-alone system. Likewise, system B may
be used in yet another system C, and so forth. The message that Fig. 2.2 carries is
that it is a good useful practice for the project manager to find out about such
implicit requirements by going out and listening to the voices of the user and user’s
user from outside. This practice is part of what is sometimes called “Go to Market.”

2.2 Design and Development of an Electronic System
Product

2.2.1 Design to Manage the Product Lifecycle

Figure 2.4 depicts a life of an electronic system product designed and built to order
and related design activities from conception to retirement. (The cycle for
mass-produced products may differ a bit but not very much). At the very beginning,

regulations

standards

validation and certification

system P production
requirements design oy (manu-
specification VIEW facturing)

user's
purpose

system operation retirement

cost, delivery
requirements

risk analysis change
and design for

maintenance
service

dependability

business/economy

I user's activities I builder’s activities => input or feedback path

Fig. 2.4 Major stages in the life of an electronic system. The scope of design encompasses the
entire lifecycle of the product. Key processes at the builder’s house from design to qualification are
highlighted with broad black frames surrounding the boxes. The sequential number in the chart
corresponds to the process step number in Table 2.1



32 S. Asai

a set of business objectives at the user’s firm is determined, and, to pursue it, a
decision is made to procure an electronic system from a systems house. Then, a
document is materialized at the user’s house that describes the user’s purpose (red
box in the left end). A design team at the builder’s house takes over the user’s
purpose and starts to work out a more detailed document of the SRS (system
requirements specification). Blue boxes are the producer’s activities and red boxes
are the user’s. It is necessary that the user and builder agree on the SRS, which is
symbolized in Fig. 2.4 by the second box in blue embracing a red one.

2.2.2 System Requirements Specification

An outline of a model SRS is sketched in Fig. 2.5. It includes the purpose, func-
tions, performance, dependability, and compliance. The purpose and use of the
system specify who the user is; what specifically the user uses it for (what objec-
tives, what applications); when (in what situation), where (what use environment),
and how (in what user interfaces). Use environment may be specified by the
ambient temperatures, humidity, atmospheric pressures, vibrations, line power
conditions, electromagnetic noises, ionizing radiations, etc. Electronic systems are
generally sensitive to these conditions so that environmental conditions constitute
potential hazards that affect its dependability. In an automobile, a very typical
electronic system, for example, three basic functions are driving, steering, and

* Purpose and use of the system — in other words:
who uses for what, use cases, user interface, use environment.

e Functions - in another word: functional capabilities or features

* Performance - quantitative characterization of functions such as:
sensitivity / resolution / accuracy;
response time / speed; capacity/ load; throughput

* Dependability
expected life
availability: MTTF / MTBF / MTR
safety and security

e Compliance
regulations and standards

¢ Economy
*  Timeline

Fig. 2.5 An outline of system requirements specifications (SRS)
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stopping. Occupant safety has been added as an important function relatively
recently. Automatic driving is being pursued as an ultimate integration of these
functions, where the safety becomes the utmost requirements. Every one of the
functional items is usually associated with quantitative performance description or
characteristic metrics of functions. Performance is typically specified in terms of
quality measures such as speed, capacity (load), throughput (speed multiplied by
capacity), response time (latency), and accuracy (or sensitivity or resolution). The
next item in the SRS listed in Fig. 2.5 is dependability, which comprises an
important part of systems requirement specifications and is the central topic of this
book. Compliance, economy, and timeline are also issues that need continuous and
consistent attention. All of these items are fed into the design as indicated in
Fig. 2.4.

2.3 Process and Management of Product Development

2.3.1 Launching a Project

The process of designing and developing an electronic system product will take a
sequence of steps as shown in Table 2.1, which will be described below referring
back to Fig. 2.4 as well. Each of these steps is given the same sequential number in
Fig. 2.4 and Table 2.1 for the readers’ convenience. The inception of the project
(Step 1) is marked by the assignment of a project manager. For a custom-built
product, the project manager sees to it that his team interacts with the user as
intensively as needed to have an SRS documented correctly, exhaustively, and
unambiguously in all aspects listed in Fig. 2.1. It is the project manager’s
responsibility to put together the SRS and to make sure it is implemented in the end
product in such a way to serve its intended purpose throughout its life. With the
project manager and team members assigned, SRS and accompanying information
such as delivery date and product economy put together, at least roughly and agreed
on in writing," the project is underway.

It is a good idea to introduce at this stage a method of project management and
establish it as a practice of the project. Project management is a mechanism of
managing and controlling a project in terms of time, human, and other resources to
help achieve the goal. It helps the project manager deploy the work of the project
into various necessary tasks, coordinates tasks to meet the milestones (specific

"It is customary to conduct the development of a custom-built system under a business contract
between the user and the builder. The contract covers SRS, price (for the system, NRE, warranty,
maintenance and services, parts supply), delivery, payment conditions, compliance, provisions for
the breach of contract terms, and so forth. Such contracts often address the ownership of intel-
lectual properties that underlie or arise/derive from the development. Those who want to be
engaged in product development are strongly advised to learn about the management of con-
tractual development project.
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Table 2.1 System development process steps

S. Asai

step action result of action
X project manager and staff assigned; objectives, budget,
1 Start project. Close SRS. R . X
timeline, project management/governance and SRS.
Sketch system; survey known similar Rough design, knowledge of similar systems;
2 systems and size up the current project; |assessment of complexity and technology barriers; grasp
start documenting and control changes.  |of necessary skill and resource; document disciplines.
Start with SRS. Divide system into structured and modularlized system for easier test,
functional blocks to form a few layers of |manufacturing; key modules identified for special
3 hierarchy; Detail the design layer by layer |attention, component standardization, multiple-product
as required from SRS and higher layers; platform, documents with changes and version
Modularize blocks for clearcut interfaces. [numbers, customized modules such as ASICs
Verify design at each layer of hierarch
K v & v X v interface/design rules; design verified (and tested if
with respect to SRS and requirements R N L
possible)for each level of hiearchy to minimize rework
4 from upper layer; Work down to the R
. caused by human errors. Design proven to the extent
bottom layer and then back up to confirm L
) ) verification and test have been made.
consistency. Use test whenever possible.
Assess detrimental outcome (use FMEA/
5 FMECA/ PRA or proper adaptation) and enhanced dependability and safety; reduced business
product economy. Then conduct viability risks; better if done within 3-5.
dependability and cost design.
6 Verify design for correctness and from design reviewed from all angles: technology, budget,
economy; simulate usage; review. timeline, supply chain, etc.
Review design from manufacturing design for manufacturing, complete internal system
7 perspective; generate BoM; verify; specification, manufacturing process document; green
review with customer; reconfirm SRS. light for prototyping; better if done in parallel with 3-6.
8 Build a product or a prototype. a product or prototype to test with, deliverable product
complete document for design, operation, sales and
9 Test at system level. i
maintenance.
Validate or certify product, ship to the . . .
. yp i P fulfilment of contract, greenlight for multiple (scaled-
10  [first customer, release design for .
. up) production.
repeated or scaled-up production.
Provide maintenance and service for . X . X
11 . R information for future improvement, reputation, trust
product in operation

timings during the project to review the progress of work), making necessary
changes and adjustments among different tasks. It also helps enhance the visibility
of the progress to the general management and other stake holders of the project.

The US military was the first to put the project management into an organized
form during the World War II. It has since been applied to the design and devel-
opment of systems with varied complexity to cope with increasing complexity.
There has been significant progress made with the project management since
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particularly regarding the difficulty of managing software (program) development,
which has become dramatically more important in systems development. A sys-
tematic method has been put together by the PMI (Project Management Institute) in
association with the CMU (Carnegie-Mellon University) in what is called Project
Management standards and procedures it publishes [1]. There are great many
commercial project management tools that run on computer these days as well that
allow stakeholders either participate or monitor the progress [2].

A great deal can be learned by conducting a survey in the next stage (Step 2)
looking at the design and working of similar systems which were built in the past
and successful (or unsuccessful). The most important thing such a survey will bring
is information of what level of complexity the current project team is taking on and/
or what new technology problems it is confronted with, relative to what has been
experienced in similar projects in the past. Another thing such a survey will provide
is information of the performance and availability of parts (software as well as
hardware) that can be reused from the past designs. It is necessary for the project
manager and the upper management to make sure that people with necessary skills,
time, and money are allocated to solve the problems. The worst scenario is that
deficiency in the ability of the project team goes unnoticed while on the surface the
project moves on.

2.3.2 Breaking Down to Parts and Detailing the Design

The subsequent Step 3 in Table 2.1 is to break or divide the system into parts to
form a few layers of hierarchy; major functional blocks in the top layer, sub-
assemblies in the middle layers, and discrete components at the bottom layer. The
result of this step is illustrated in Fig. 2.6 for an automobile as an electronic system,
which will be described in the subsequent few paragraphs.

The three major automotive functions are driving, stopping, and steering. Other
important functions that have been added are safety, comfort, and connectivity. The
driving function, for example, is broken down into the engine, transmission, and
others that comprise the powertrain. A part marked with a red “EC” sign followed by
a serial number in Fig. 2.6 is equipped with an ECU (Electronic Control Unit) with a
control microprocessor. The driving function is further broken down into the engine
and transmission assemblies. Further down the layers, the driving function com-
prises subassemblies which consist of sensors and actuators such as fuel injector,
igniter, airflow sensor, and many more parts in the component level. It is noted that at
least a dozen microprocessors, dozens of them in reality, are used in an automobile.

As seen in Fig. 2.6, a functional block typically consists of a mechanical (or
electromechanical) part such as the engine or a fuel injector with its electronic
control provided by a microprocessor. It is a good idea to partition the system by
allocating an electronic control to each of these functional blocks, making them as
independent from each other as possible. Sometimes, however, multiple functional
blocks may be required to work in coordination. For example, automatic antilock
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Automotive
electronic system

T [ T 1
DriV|lng Stopping Steering Sagety Comfort Connedtivi

Functional | |
Subsystem/ Engine ATS ABS EPS  CPS Driving Air con- Infotain-  WI
Assembly EC1 EC2 EC3 EC4 ECS5 assist ditioner ment EC9
L ers—| (— EC6  EC7 EC8
EC 10 !
Sensors: Radars GPS

FUbl Igniter Airflow MG Batteries Torgues (laser, mm-wave)  navigator
Attitude EC11
Injector controller N |
Subassembly Acceleration  Cameras Smart-
Sensor . . Sensors: ) phone
Actuator Cylinder positions Speed Airflow Oxygen interface
|
Interconnect Dashboard display CAN bus Wire harness Infotainment user interface
EC12
Actuators: Transmission Hydraulic Steering  Airbag Speakers
brake assist control Microphones
Axle pumps&  motor
Fuel pump Differential motors Steering  Seatbelts
gears gears
Compofient Fuel tank Brake disks Seats

Pedals Shift levers Steering wheel Wheels Tires Chassis Shocks Body Lights Windows Doors Wipers

ABS: Anti-lock Braking System, CAN: Controller Area Network, CPS: Collision Prevention System, EPS: Electric Power Steering, ERS: Energy Recovery
System, MG: Motor/Generator, WI: Wireless Interface

Fig. 2.6 Sketchy hierarchical breakdown of an automotive electronic system. The trapezoidal
envelope is to indicate that the key functions of the system are fanned out into increasing number
of parts in lower layers. An “EC” with a serial number denotes an embedded computer in
subsystems/assemblies and subassembly-level parts. Even component-level parts may have small
embedded microcontrollers

braking is a function that can be realized by rendering the steering mechanism as
well as the four brakes to a single controller. It does not make sense, in contrast, to
have a microprocessor oversee both steering and air conditioning. It is important to
partition and modularize the blocks to make the system easy to configure, test,
service, and modify for upgrading. Diagrams and charts such as block diagrams of
parts, process flow charts, state transition tables, and timing charts are used
extensively to describe the working and relationship between the parts.

The software in the system forms a hierarchy similar to that of hardware. The
application program for controlling the automobile, which is above the hierarchy
shown in Fig. 2.6, written in high-level functional description languages such as C
and C++ has been compiled and assembled into machine-language programs, and
downloaded onto a microprocessor (any one of the EC1, EC2, etc. in Fig. 2.6)
which has an instruction set designed to efficiently execute the assembler language
program. For the architecture of microprocessors and software in
microprocessor-embedded electronic systems, readers are referred to an excellent
book by Patterson and Hennessy [3].

It is worthwhile to think about using an ASIC (Application-Specific Integrated
Circuit) in the system. It could comprise a processor core, application software
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encoded and stored in a flash memory, analog circuits, and an I/O interface that
enables performing specified functions. An ASIC can greatly enhance the system
performance but yet its cost can be significant particularly for small and/or
middle-volume system products. Such an ASIC will be an electric system of its
own, and may have to be designed from scratch for specific purposes beginning
with the requirements specification and going through hierarchical deployment of
functions, logic-level and circuit-level design, all the way down to the physical
(transistor) level at the bottom.

Powerful logic synthesis tools are available on the market for ASIC or FPGA
design to generate logic at the RTL (Register Transfer Level) description, and from
the RTL description the gate-level implementation [4]. When the gate-level
description is obtained, circuit simulators such as SPICE [5] are used to make sure
that the circuits perform the required logic/arithmetic operation within predeter-
mined delay time margins, satisfying overall speed requirement. Circuit simulator is
used also in the design of analog or mixed analog—digital circuits as found in
telecommunications or instrumentation systems to achieve the needed accuracy
within power consumption and other constraints.

In designing electromechanical systems as in the case of automotive control
shown in Fig. 2.6, an analysis of coupled electrical and mechanical systems, often
with feedback links, is indispensable for hard real-time (must-respond-in-time)
control. A block diagram consisting of electrical/mechanical units and transfer
functions of the effects being transmitted in between is analyzed. Tools are avail-
able for such purposes [6]. The management of power consumption and heat dis-
sipation is also an important issue that calls for the designer’s attention. Heat
dissipation is simulated considering the generation of heat from components to
make sure that the temperature will not run too high. Mixed-mode simulations of
electric and thermal dissipations, for example, are used extensively and are
sometimes called “multi-physics” simulators [7].

2.3.3 Design Verification

Design verification is a process to prove the correctness of the design and is
absolutely necessary because a design of a complex system inevitably includes
faults and errors that could arise from mistakes in writing software, inadequate
assessment of design margins to accommodate manufacturing variations, environ-
mental conditions, external noises, etc. Verification is conducted in all levels in the
hierarchy of the system.

Though complicated it seems, verification process can be structured by using the
system structure delineated using hierarchical layers, functional partitioning, and
modularization. Actually, it is suggested that the design and verification be done
stepwise following the hierarchy as shown in Fig. 2.7. The design in the top layer
of hierarchy, Step 3t, is verified in the verification Step 4t, to prove that the
functional requirements are fulfilled by the topmost functional hardware blocks and
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a basic set of primary functional commands and their sequences to drive them.
When the design in the top layer has been verified, the design in the middle layers is
undertaken (Step 3m), and verified (Step 4m).

The working of the design needs to be verified from all aspects of functional,
logical, electrical, and physical (mechanical, thermal, etc.) design. Most tools used
for verification are basically the same as those used for design. Input data and
operating conditions given to the simulators when used in verifications, however,
are in general more extensive and often more extreme to cover the use cases
assumed in requirements specification. Some of the more advanced methods of
verification such as formal verification and systems-level virtualization will be
discussed in Sect. 2.4.3. The layer-by-layer process of design and verification is
conducted until the bottom layer design (Step 3b) has been verified (Step 4b).

The letters t, m, and b that follow step numbers indicate top, middle, and bottom
layers, respectively, of the system hierarchy. Risk analysis and engineering (Step 5)
and manufacturing design and engineering (Step 7) may be conducted within Steps
3 through 4, but are picked out here to emphasize their importance.

A good practice of completing the design and verification is to go the hierar-
chical layers back up as shown in the right arm of the V-curve in Fig. 2.7 until it is
confirmed at Step 6 that all the changes, which may have been made as the results
of verifications and test at lower layers so far, are consistent with the requirements

Step1 Project start; Step 5 Step 6
; Step 11
Requirements  Risk analysis and System design i
engineering verification Step 10 Dehvetr.y,
Step 2 I_> Validation and °P€"""
Rough design certification\
Iterate till
Step 3t Step 4t verified.
Top layer design Top layer
verification
and test
Step3m Step 4m
Middle layer design / Middle layer Step 9
verification
Step T_ @ and test System test
Yes Step 4b
Step 3b Bottom layer
Bottom layer design verification
and test
Yes
Triangles, diamonds and thick Step 7 Step 8
arrows are processes; thin arrows .
simply indicate the sequence. Manufacturing engineering Manufacturing

Fig. 2.7 The V-model of systems engineering steps. Step numbers correspond to those in Fig. 2.4
and Table 2.1
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in the upper layer. Step 6 is the final step of verification to confirm that, though
much is still on paper (or on computer) yet, everything fits together at the system
level to perform up to the specification. Step 5 that appears in Fig. 2.7 (also in
Table 2.1 and Fig. 2.4) is the important process of risk assessment and depend-
ability engineering, which is intentionally singled out and discussed in Sect. 2.4, so
that we will skip this subject for now. If Step 5 and 6 are completed, we will have
reached Step 7 in Table 2.1 or Fig. 2.4, when the design is now reviewed from
manufacturing (production) perspective.

2.3.4 Building a Prototype, Testing, Validation,
and Certification

Prototyping

When the design has been verified, the development goes into a next phase of
implementation, Step 7 in Table 2.1 (or Figs. 2.4 and 2.7). What is done here is to
review the design documents and to generate instructions as to how to build
(manufacture) it. Major output of this step is a document called BoM (Bill of
Materials). A BoM is a list of hardware materials that constitute a system, from the
subsystem/assembly level, module level, component level, all the way down to the
subcomponent materials level [8]. It provides not only a useful description of the
structure of the product but also how it is procured from whom at what costs and
lead-times. Combined with the information of production process steps, what is
called the M-BoM (Manufacturing BoM) is generated to describe the production
steps and their sequence in terms of standard time, direct labor attended, what part
is needed when, and so forth [9]. With the prescription of M-BoM, the first product
or prototype is built (Step 8 in Table 2.1). Whether actual prototype building may
be done in house or outsourced to an OEM manufacturer, the M-BOM is a key
document that interfaces the design team and manufacturing team. It is a good idea
to have a joint design review with the customer at this stage before the prototyping
gets started.

Test

When the prototype is built, it is subjected to product test at the system level (Step
9). Test is conducted on the prototype or on the final product after it has been built
and before it is shipped to the user/market to prove the correctness of the design.
A final product deliverable to the customer may be built after all the design changes
on the prototype has been introduced and verified. The test is to see if the product
performs as specified. First of all, test is often conducted under various use and
environmental conditions to find out about the defects that the system under test
may exhibit in use. Temperature, humidity, radiation, and vibration are among
parameters of the environment. Accelerated reliability or endurance test conducted
in extreme operation conditions is used to find out about expected lifetime and
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life-limiting failure modes. Changes that have been found necessary as the result of
verification and test are implemented in the design and recorded in documents (the
arrows marked 5°, 7°, and 9’ in Fig. 2.4).

Validation and Certification

Validation and Certification which appears in Step 10 Fig. 2.7, (Fig. 2.4 and
Table 2.1 as well) is a step that follows the actual product manufacturing and a
thorough system-level test to confirm that the design meets the purposes it is
intended for. Validation is to guarantee that the product satisfies the requirements,
compliant with regulations. Certification is issued after the product is validated and
the confirmation that all documents are in place to account for the product design
and to support its users as well as maintenance/service work. Certification is the
basis of the assurance that the manufacturer gives on the quality of the product in
use in the hands of the user. It is important that the process of certification be in the
hands of a quality assurance team that is independent of the design team.

After completion of qualification, the product can then be delivered to the first
customer and put into operation to the fulfillment of the contract in the case of a
custom-ordered product, or it is turned over to scaled-up production in the case of a
mass-manufactured product. Extending maintenance and service to the products in
the field (Step 11) provides the design team with the most valuable feedback such
as actual reliability information.

2.3.5 Software and Systems Engineering Practice

For software and systems engineering, there are a number of useful references in
addition to those from PMI [1], which has already been referred to. It is useful
referring to the voluminous and generic ISO/IEC standards [10] regarding topics
such as systems and software engineering and information technology. FDA
(United States Food & Drug Administration) also has reference materials that are
very useful for those interested in developing medical systems or software for
medical purposes [11, 12].

2.4 Risk Assessment and Refinement of Design
Against Risks

2.4.1 Risk Assessment

When a rough design has been done, it is time to conduct risk assessment, which
will then be followed by refinement of design to mitigate risks (Step 5 in Fig. 2.4
and Table 2.1). This actually is integral part of design, but we have opted to single
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Risk = uncertainty in the outcome of the product

Detrimental outcome risk:
damage to humans, environment, properties etc. that could result from use of system

Product economy risk: affects the economic viability of the product
product risks (quality, cost, production capacity, continuity, IP infringement, competition,
delays to market, etc.)
market risks (acceptance of product, stability, volume prediction, etc.)

Fig. 2.8 Risks associated with electronic systems as industrial products. Risk is defined as
uncertainty in the outcome of product. Two risks considered are detrimental outcome of systems
failure and economic viability of the product

out and highlight this issue in this section as the central topic of this book. Risk is
defined here as uncertainty in the outcome of product. Two risk factors considered
are detrimental outcome of systems failure and economic viability of the product as
shown in Fig. 2.8.

There are two ways in risk analysis; one starts from the causes and work toward
the consequences, while the other conversely starts from the consequences and
work back to the causes. The former, inductive, analysis has been very well
established as FMEA (Failure Mode and Effects Analysis) or FMECA (Failure
Mode, Effects and Criticality Analysis). Both were created for the US military in the
1940s and later enhanced by NASA. These methods have been adopted by aviation
and automotive industries. Contrarily, FTA (Fault Tree Analysis) is a deductive
analysis that was first developed in Bell Telephone Laboratories in 1962 for US
military rocket development and extensively used later in aircraft and other industry
sectors as well. A good comprehensive document of FMEA, FMECA, and FTA is
available from IEC/ISO [13]. More recently, a more advanced statistical method
called PRA (Probabilistic Risk Assessment) has been introduced in the US orga-
nizations such as NNC (National Nuclear Council), NASA, and EPA (Environment
Protection Agency) [14, 15]. PRA provides a method to quantitatively assess the
severity of possible damages and its likelihood.

Figure 2.9 describes sequential steps in risk assessment and mitigation. The step
RE 1 (Risk assessment and mitigation Engineering Step 1) is a step to use FMEA/
FMECA/PRA or a proper adaptation of these to assess the severity levels of the
consequence of a failure in a system. It is worthwhile to note here on “functional
safety” (air bag is one of such functions in an automobile) that has recently been
introduced to enhance the dependability of systems. IEC (International Elec-
trotechnical Commission) has worked out international standards on this important
subject [16]. It is worthwhile for anyone interested in dependability engineering to
go through these documents: the general requirements (IEC 61508-1), requirements
for electrical/electronic/programmable electronic safety-related systems (IEC
61508-2), software requirements (IEC 61508-3) and techniques and measures (IEC
61508-7), in particular. Using severity levels to quantify the consequence of a
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failure event is discussed in IEC 61508-5 [17]. It is a good practice to use different
alert levels and allocate appropriate dedicated functions to reduce the risks in design
as well as production and testing.

Industrial standards concerned specifically with system-level functions for safety
of automobiles have also been introduced [18]. The probability of failures in each
safety functions supposed to kick in the event of an initial failure is a key factor in
determining the probability of detrimental consequence levels using PRA.

The next step, RE 2, is assessing the product economy. The manufacturer will
need to obtain ROI (Return on Investment) for the product. ROI is the profit (after
all direct costs and overhead) divided by investment (fixed assets and working
capital) [19]. The ROI has to exceed the cost of capital, which is a simple rule of
capitalism. Costs are always the factor that calls most attention in this analysis so
that BoM and M-BoM are key elements. Weighing in-house manufacturing against
outsourcing is an important consideration. It is useful to assess ROI from the user’s
perspective as well: the benefit of the product the user will enjoy against investment
(initial price and cost of maintenance and supply).

After all the above consideration with a certain allowance for the choice of key
parts, conclusion will be reached about the acceptable levels of detrimental risks
and ROI, which will accompany realistic numbers for such things as product life,
MTTF, MTBF, error rates, latencies, and narrowed-down ranges of costs (RE 3).
These numbers will guide the refinement of design that follows. It is important to
note that the plan may have to be aborted if no compromise can be made between
the cost and level of detrimental outcome that have to be avoided.

2.4.2 Refining Design for Risk Mitigation in View
of the Dependability and Economy of the Product

The work in the following step RE 4 in Fig. 2.9 is to satisfy the dependability and
cost requirements in the refinement of design. We shall focus here on dependability
engineering, and defer elaborating on product economy to another opportunity. The
system mean time to failure is determined by:

I/MTTF gy, = > 1/MTTF;, (2.1)
i=0
where MTTF; is the MTTF of the i-th component of the system. The system can
have a total life of:
System Life= ) MTTFsystem; + idle time for service, maintenance, repair, etc.

j=0
(2.2)
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Assess severity levels and likelihood of detrimental outcome of failures.
Use FMEA/FMECA/PRA properly adapted.

RE1 Use FTA on thinkable failures until root causes are reached.

Start with the system level and work down on lower levels.

Use archived information of causes and results as much as possible.

Assess product economy in terms of ROI from manufactureris as well as
RE2 from useris perspective. Use BoM, M-BoM in adding up costs; weigh
production in house against outsourcing.

~ risk assessment

Determine acceptable levels of detrimental risk and product economy.
(If no compromise can be made, then the plan may have to be aborted.)

RE3 Determine product life, MTTF, MTBF, error rates, latencies, etc.
Determine costs.
RE4 Meet the dependability and cost requirements by refining design: follow
Ops 4-1 through 4-4 below.
Introduce improvements to contain threats within VLSIs.
RE4-1 Use Mooreis law and post-Moore development. solve systems
Introduce redundancy (ECC, DMR, TMR). problems with new
VLSI technologies
RE 4-2 Reduce hazards in connectivity and timing (communications between __ threat-containment (See text)
subsystems). "
Analyze possible
lateral propagation
RE 4-3 Defend against malicious attacks. of failure betw.een
different functions
and or modules by
Use systems-level redundancy . Te"uc'”g
RE 4-4 Be prepared for unknown threats. !nterdgpendency
in design.

Use more software to manage and improve dependability.

RES

End of risk engineering. Merge into Step 6 in Fig. 2.7. I E— verification

FMEA: Failure Modes and Effects Analysis; FMECA: Failure Mode and Effect Analysis; PRA Probabilistic Risk Assessment; FTA Fault-Tree Analysis; ROI:
Return on Investment. Design is refined by implementing dependability and product economy considerations. RE on the left stands for Risk Engineering steps.

Fig. 2.9 Risk assessment and engineering for risk mitigation

where MTTFsystem; is the system’s MTTF after it has received the j-th service,
maintenance, and repair work which takes a certain length of (non-operational)
time. The useful lifetime is of course the first term of Eq. (2.2). Serviceability,
maintainability, and repairability are thus important consideration in dependability
engineering to make total system life long enough. Equation (2.1) tells that system
MTTF is affected most by the most vulnerable parts with short MTTFs. It is
therefore very important to make sure each and every key part has accompanying
MTTF information provided by its supplier as part of its qualification. The
microprocessor is a key part of the system that its time-to-failure data is very useful.
One of the microprocessor manufacturers, Intel, used to make the MTTF of their
products publicly available on the Internet. Strictly speaking, the data was not
MTTF but MTBF. Even so, it but can be used initially as a good guess for MTTF,.
It is said that Intel no longer provides the data through the Internet but the com-
pany’s customer support can be contacted for this information [20].

Any other part of the system that could affect the dependability needs to be
verified as its legitimate constituent during RE 4 in Fig. 2.9. If the part happens to
be a VLSI, the first thing to be done (RE 4-1) is to see if all the already known
dependability-threatening issues inherent in VLSIs as discussed in chapters of
Part II of this book have been properly addressed in its design, verified, and tested
as well. The VLSI issues discussed in Part II range from tolerance against
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radiation-induced soft errors [21-25], resilience against electromagnetic interfer-
ence [26-29], variability tolerance [30-34], and degradation-aware designs [35—
39]. The key to RE 4-1 is how to fully exploit the Moore’s law [40-42], and
post-Moore development in VLSI technologies such as 3-D integration [43, 44]. RE
4-1 also involves the use of technologies which exploit abundant VLSI resource
available on chip. For example, redundant memory cells with ECC (Error Cor-
recting Codes) [45] for NVMs (Non-Volatile Memory) [36, 46], duplicate-cell
SRAM [38, 47, 48], DMR (Dual Modular Redundancy) [49], and TMR [50] are
useful in VLSI, and are discussed throughout this book [24, 39].

RE 4-2 is to address and reduce the effects of hazards that could happen in
connectivity and timing requirements in ‘“regional” communications between
on-chip cores, across chips, or between subsystems. Wireless interconnect [51, 52]
and wireless power supply [53, 54] across chips or modules have been proposed as
very promising solutions to replace wired interconnect to cope with problems of
vibration and connector reliability, one of the major hazards to dependability in
automotive and air-/spacecraft electronics. On-chip and off-chip wired networks
with [55, 56] and without [57] using GALS (globally asynchronous locally syn-
chronous) scheme have been discussed as ways to provide redundant interconnect
between multiple cores [58]. Noise-tolerant off-chip communications, standardized
as the Responsive Link (ISO/IEC 24740:2008), can be an attractive solution [29].
A review of increasing requirements for hard real-time, i.e., “must-respond-in-time
(before-the-deadline),” control is given in Sect. 9.1 [59]. A new microprocessor
architecture for real-time processing called RMTP (Real-time Multi-Thread Pro-
cessor) is presented in Sect. 9.2 [60] and Chap. 24 [61]. Another notable work is a
reconfigurable processor architecture called FRRA (Flexible Reliability Reconfig-
urable Array), which is described in two separate papers in this book [24, 62]. The
latter describes why this architecture suits the needs of diverse real-time applica-
tions for the IoT.

RE 4-3 is to defend the system against malicious attacks. A series of papers in
Chap. 10 of this book address vulnerability of VLSIs, especially those used for
cyphering/deciphering, and discuss methods to strengthen their tamper resistance.
A leading paper that raises the issue [63] is followed by a discussion of tampering
methods [64], a tamper-resistant cryptographic circuit [65], verification of
tamper-resistant circuit design [66], physical unclonable signature [67], scan-based
attacks [68], and evaluation of tamper resistance [69]. A self-contained
co-processor for challenge-response authentication is proposed [70].

RE 4-4 is conducting systems-level dependability engineering. Three possible
approaches are briefly discussed in the rest of this section: systems-level redun-
dancy, preparedness for unknown threats, and using more software for managing
and improving dependability. The so-called “System of systems” which consists of
multiple systems is a reality these days and exemplified in multiple government and
enterprise systems which operate in different levels of coupling. Some may consist
of rather closely coupled systems, while others may include multiple distributed
systems in a network that work more or less autonomously exchanging data as
needed. One is the use of systems-level redundancy or allowing heterogeneous
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systems to work interoperably. An interesting proposal made in this book has to do
with wireless communications. After a review which highlights the issue of con-
nectivity [71], a series of papers follow discussing various issues relating to this
topic—the concept of heterogeneous air interface [72], analog/digital signal pro-
cessing [73], broadband rf (radio frequency) circuits [74], all-Si CMOS front-end
IC [75], versatile A-to-D converter design [76], a frequency-domain equalizer [77],
and network management [78]. The original concept of heterogeneous air interface
has been expanded into inclusion of satellite communications for message exchange
in emergency [79], and use of global clock signal distributed via satellites to better
manage heterogeneous handover [80]. Heterogeneous wireless interconnect is only
an example of system-level redundancy. The emerging IoT will consist of a variety
of systems of systems, where use of systems-level redundancy for back-up
dependability will be a standard.

Figure 2.10 summarizes some of the contributions to dependable VLSI systems
made in the present work with relevant implications to this section. The listing in
Fig. 2.10 has been chosen considering the uniqueness, priority, and importance of
the work and has been categorized into technology at the system-of-systems level,
system level, assembly or package level, chip level, circuit level, and device level.
We will not elaborate on each entry, because that would be redundant with what has
been described in the above paragraphs. It is worth noting also that the topic of

[Section 7.2, Chapter 23] [Section 9.4]
system-of-systems, heterogeneous wireless connection global synchronization via satellite for
applications level for off-loading and connectivity wireless handover and speed computing

[Section 9.2, Chapter 24] [Section 3.3, Chapter 27]

I RMTP, processor for hard real-time control I FRRA (reconfigurable processor

[Section 4.4] architecture) for behavioral design

system.—level and scalable dependability
(including software) | Responsive Link for hard real-time control
[Section 8.1, Chapter 21]  [Section 8.2, Chapter 22]  [section 9.3, Section 12.5,
| wireless interconnect Chapter 19]
assembly- [Section 12.6] [Section 8.3, on-/off- chip network for
package-level checkpoint-restart for Chapter 26] multiple processors

heterogeneous multiple processors | 3D integration

[Section 6.2, Chapter 18]

[Chapter 7]
dependable analog,

chip-level [Section 6.4, Chapter 25] analog-digital circuits
| reconfigurable SRAM

[Section 10.3, Chapter 28] [Section 3.3] [Section 10.5, Chapter 29]

circuit-level tamper-resistant VLS| bust fiofl PUF (physical unclonable
circuit for security robust flip-flop function for encryption)

[Section 3.2]
device-level |radiation-resistant memory cell layout |

Fig. 2.10 Technologies for enhanced dependability discussed in this book
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unknown threats and preparedness against them is addressed Chap. 12 of this book
with suggestions meaningful to this section. Led by an introductory section that
gives a historical review of faults [81], sections cover the dependability of data
centers [82], patchable hardware as provisions to post-silicon changes [83], logging
of field test data for improved dependability [84], fault-detection and reconfigura-
tion in response to it [57], and checkpoint-restart for multiprocessor systems [85].

When all the steps (RE 1 through 4) of risk assessment and mitigation engi-
neering shown in Fig. 2.9 have been completed, the next step (RE 5) is to get back
to the original flow of final design verification at Step 6 in Fig. 2.7.

2.4.3 Final Verification and Test

During the final iteration of design verification (Step 6), all useful conventional
verification and test methods as described in Sects. 3.3.3 and 3.3.4 can be used. In
addition, some of the new methods that have been proposed in the present work,
CREST DVLSI, as summarized in Fig. 2.11 may be found useful, some offering
new angles in these processes in which coverage becomes increasingly more difficult
as system becomes more complex [86] One is formal verification [87, 88], in which
logical/mathematical approach is made to prove equivalence of a design to another.
The second is a cross-layer simulation in which abstraction of behavior in a lower

‘Virtualization’,

applications application-
level level simulation
Oho 90]
In-field test for
Formal verification data logging
systems level [Fujita 87-88] [Kajihara 84]
/ \ In-field test for

preventive
maintenance

logic level [Hatayama 91]
Crossflayer
simylation
[Yaguura 89]

circuit-level

Fig. 2.11 New approaches for verification and test discussed in this book are shown in triangles
and trapezoids. The height and breadth of a figure are to roughly indicate the scope of the proposed
methods
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layer is used to allow simulation of failures at higher levels of hierarchy in the system
[89]. An attempt to evaluate the systems-/applications-level failure in an automotive
ECU that could result from an error in a SRAM has been successfully demonstrated
[90] by using cloud computing. In-field test of VLSI components [37, 91] can be
very useful for preventive maintenance of large-scale systems. Technologies for
on-chip test circuits for this purpose are discussed in several different sections [32,
33, 37,92, 93]. In-field test with data logging will be useful for post-failure analysis
and archival for future improvement as described in Sect. 12.4 [84].

Step 6 will subsequently be followed by manufacturing engineering (Step 7),
actual manufacturing implementation (Step 8) and then the final system test (Step
9), as we have already gone through in Sect. 2.3.

2.5 Conclusion and Future Work

2.5.1 Summary of Chapter 2

Development of electronic systems using VLSI as key parts has been described
with a focus on the design process. We have enumerated and elaborated on the
items the designer has to keep on mind in developing the product for successful
delivery and appreciation. Dependability is clearly among those items and is
becoming increasingly more important with systems to be built as they are getting
more and more complex. Risk analysis has been outlined and followed by a
description of dependability engineering. New technologies proposed in the DVLSI
Program were discussed as possible design options for dependability.

2.5.2 Optimistic Outlook—Notable Potential Game
Changers from the DVLSI Program

The FRRA (Flexible Reliability Reconfigurable Array) [24, 62] stands out among
the VLSI architectures that resulted from the DVLSI program. Truly innovative
feature of this architecture is that the description of its functions in a high-level
language allows the chip to be automatically configured [24]. It obviously has the
speed at least as fast as FPGA and will play a major role in real-time embedded
system. The versatility of FRRA will be indispensable in the era of the IoT. Tighter
real-time control and assuring data synchronicity between separately running
computing elements will become more important. Hard real-time control of auto-
mated machines will be enabled by dependable processors such as the RMTP
(Real-time Multi-Threaded Processor) [60, 61].

Heterogeneous wireless telecommunications [72, 78-81] will undoubtedly pro-
vide more dependable connectivity. It will be a must in the next generation, 5G
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(Five-G), or Fifth-Generation, public wireless [94]. Wireless for public safety
(police, firefighting) will also be using concepts described in the relevant Chapters
[79] and Sections [72, 78, 80]. The heterogeneous air interface is quite innovative
because it is a most typical system of systems. It can also be a game changer
because the user terminal has a decisive role selecting the connection.

Wireless also provides contactless broadband interface as well as contactless
power supply between modules in electronic systems and could be revolutionary for
electronic packaging [51-54], replacing bulky connectors and flexible wiring sheet.

Dependability of an electronic system is user experience, which can be shared
effectively with the designer by logging and then having the designer analyze
degradation and failure modes [84].

There are many other interesting, potential game-changers among the results of
the DVLSI program described in this book. Some of the technologies presented
here have already proven useful in a proof-of-concept demonstration with realistic
electronics systems. Some are still in early phases of conception and in the process
of implementation. Further work needs to be continued to make the outcome widely
visible and available in either form of systems, components, or test tools.

2.6 Appendix to Chapter 2: The Case of a Scientific
Instrument System—An Example Electronic System

This chapter is intended to present an X-ray diffractometer as an example of
electronic systems design. Admittedly this is quite a peculiar example, given that
the analysis of X-ray diffraction is a very special branch of scientific analysis of
materials and therefore most readers will not be familiar with it, though it is a
must-have tool for the development of electronic devices including VLSIs.
Nonetheless we hope that the readers will better understand the key aspects of
design of computer-embedded systems by having this example. The information in
this section was made available by the courtesy of Rigaku Corporation [95].

Figure 2.12 is a schematic of X-ray diffraction measurement, a method used to
measure the diffraction of X-rays in a material, in which an instrument called X-ray
diffractometer as shown in Fig. 2.13 is used. Simply stated, a beam of collimated
X-rays is shone on a sample to obtain an image of X-rays on a two-dimensional
image sensor, which contains information of the atom-scale structure of the
material.

The measurement of X-Ray diffraction is programmed for the windows PC at the
top of hierarchy in Fig. 2.13 in C++ or C# language. The program file consists of a
sequence of commands, which is linked and compiled into a program in assembler
language, and has been downloaded onto the flash memory of the embedded SH-2A
computer. A PC is used to initiate the measurement under the control of SH-2A,
collect the diffraction image, and analyze them to obtain information of the atomic
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PC (Microsoft OS) ]
Measurement control and analysis Diffraction data

Measurement Control —— | Embedded computer

‘ Microprocessor SH—ZA‘

|
4{ Stage and da%a acquisition controller Cyclone 1 Pi

‘ High Voltage Controller Cortex M3 ‘

Measurement chamber e | Failsafe shutdown signal

(X-ray shields)
K Operator —— 1

/X-ray source . X-ray diffraction image \
Incident

Chamber door sensor

Detector

J

Fig. 2.12 A simplified schematic of an X-Ray diffractometer. The X-ray image that results from
the physical phenomenon called “diffraction” of the incident X-rays contains the signature of
microscopic structure and composition of substances the sample consists of

Diffracted X-rays

\ Sample stage

structure of the sample. (It is to be noted here that in most embedded systems the
PC, on which the embedded software is developed and compiled, is detached from
the embedded system at this point in time. The embedded system runs on its own
except during the upgrading of software or servicing for maintenance.) The SH-2A
running on the iTRON real-time operating system switches over a few different
tasks on the priority basis accepting interrupt requests from the instrumentation
hardware, including the X-ray source, sample stage, and detector, and reports the
measurement result to the PC. The SH-2A, having a multiple interrupt controller
with 16 interrupt ports, is convenient for use in a hard real-time environment such
as the X-ray diffraction measurement, in which the gating for the detector has to be
precisely synchronized with the motion of the 3-D sample stage within less than
0.1 ms. Tasks are dispatched through the fast 50 MHz data bus to the
Cyclone FPGA. The SH-2A can take care of instructions that can take time longer
than 10 ms to respond to through its various I/O ports such as UART and SPI. The
rationale for the choice of an SH-2A as the processor for this system is the capacity
and the speed (>100 MHz) to run the real-time iTRON OS and the sufficient I/O
capabilities. Figure 2.14 shows photographs of printed circuit boards for an X-ray
diffractometer. The motherboard (a) contains a microprocessor SH-2A 7201 from
Renesas that runs the iTRON real-time operating system, an FPGA Cyclone-1 from
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User’s purpose General-purpose PC
Measurement control
(Control program written in

C++ or C# has been Data analysis
compiled/assembled and software

downloaded to the
embedded flash memory)

Instrumentation

Software Hardware
hardware

Embedded computer

Processor high-voltage
Cortex M3 Controller

X-ray source

Measurement

Diffraction
control 7

data

. SH-2A
Real-time SEd Flash memory
os
Sample

D-to-A converter stage
Stage and data and driver

acquisition control

Processor

FPGA A-to-D converter Detector
Cyclone-1 and signal readout

Fig. 2.13 A simplified block diagram of an X-ray diffractometer. User’s purpose is to have the
intended measurement done automatically and analyze its results as he/she pleases. The embedded
system automates the instrumentation using the source, optics, movable stages, etc. The
general-purpose computer is used to give macroscopic commands for the embedded computer to
execute the measurement and collect data, and then to analyze the data by using the software of
his/her liking. Medical imaging and simple robotic systems have a similar structure

Fig. 2.14 Photographs of an embedded computer system for a scientific instrument called X-ray
diffractometer. The motherboard (a) contains a microprocessor SH-2A from Renesas that runs the
iTRON real-time operating system, an FPGA from Altera, and memory chips. The daughterboard
(b) is for motor-control contains four safety relays (bottom right) mandated by the regulation to
prevent inadvertent exposure to the X-rays (health hazard). Pictures courtesy of Rigaku
Corporation
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Altera, 14 MB flash NOR memory chip from Spansion, two 32 MB SDRAM chips.
The daughterboard (b) contains an ARM Cortex M3 microprocessor from ST
Microsystems and four safety relay mechanisms as major components, and is used
for the following two purposes; one is controlling the X-ray generator including the
vacuum tube, high-voltage power supply, cooling waters, etc., and the other is
preventing inadvertent X-ray exposure from happening. The latter may thus be
called a functional safety feature of the system. Other safety mechanisms are
installed to comply with CE marking directives (low-voltage, electromagnetic and
mechanical).
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Abstract We will begin by a quick but thorough look at the effects of faults, errors
and failures, caused by terrestrial neutrons originating from cosmic rays, on the
terrestrial electronic systems in the variety of industries. Mitigation measures, taken
at various levels of design hierarchy from physical to systems level against
neutron-induced adverse effects, are then introduced. Challenges for retaining
robustness under future technology development are also discussed. Such chal-
lenges in mitigation approaches are featured for SRAMs (Static Random Access
Memories), FFs (Flip-Flops), FPGAs (Field Programmable Gate Arrays) and
computer systems as exemplified in the following articles: (i) Layout aware
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neutron-induced soft-error simulation and fault tolerant design techniques are
introduced for 6T SRAMs. The PNP layout instead of conventional NPN layout is
proposed and its robustness is demonstrated by using the MONTE CARLO sim-
ulator PHITS. (ii) RHBD (Radiation-Hardened By Design) FFs hardened by using
specially designed redundant techniques are extensively evaluated. BCDMR
(Bistable Cross-Coupled Dual Modular Redundancy) FFs is proposed in order to
avoid MCU (Multi-Cell Upset) impacts on FF reliability. Its robustness is
demonstrated thorough a set of neutron irradiation tests. (iii) CGRA
(Coarse-Grained Reconfigurable Architecture) is proposed for an FPGA-chip-level
tolerance. Prototype CGRA-FPGA chips are manufactured and their robustness is
demonstrated under alpha particle/neutron irradiation tests. (iv) Simulation tech-
niques for failures in heterogeneous computer system with memory hierarchy
consisting of a register file, an L1 cache, an L2 cache and a main memory are also
proposed in conjunction with masking effects of faults/errors.

Keywords Terrestrial neutron « Soft-error « Simulation « SRAM
BCDMR - Flip-Flop « ALU « CGRA - Heterogeneous computer system
Register file « Cache - Mitigation measures

3.1 Fundamentals and Highlights in Radiation-Induced
Soft-Errors

Eishi H. Ibe, Exapalette, LLC

3.1.1 Hierarchy of Faulty Conditions of an Electronic
System

Reliability is gaining monumental spotlights as the foremost property that is
indispensable for the overall worth of electronic products, in particular, with respect
to radiation hardness at the ground [1-3]. Once failures take place in electronic
systems in the market, the news is spread over the world immediately though the
internet and massmedia and the products or even the vender companies may, in the
worst case, lose their business chance for a long period of time.

It is believed that the failures should have some sequential steps of symptoms to
result in failures in almost all the troubles. In the most electronic systems, the
symptom starts with a simple fault in the substrate of a circuit board in the system.
Before the fault would grow the fatal failure, there should be many kinds of
symptoms towards failures in a variety of situations. In many cases, a substantial
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Fig. 3.1 Hierarchy of faulty
conditions: fault-error-failure

Failure

{ Error Memory

Fault Substrate

part of faults may be disappeared or eliminated during propagation by a certain
logical/timing masking effects as illustrated in Fig. 3.1, but some may be captured
and fixed in memory elements such as SRAM, DRAM, flash memory, flip-flops,
and so on. Once these faults are fixed in the memory elements, they have a lot more
chance to cause the system failed.

It is important, therefore, to detect the faults, errors, and onsets of the failure, and
eliminate them at the early stage to prevent fatal failure.

In the present chapter, we will show the basic understandings and examples of
countermeasures against evolving threat of soft-error in electronic systems induced
by terrestrial neutrons in VLSI devices and systems.

3.1.2 Sources of Neutrons in the Field and Fundamentals
of Terrestrial Neutrons

In space applications, primary cosmic-ray (electrons, protons, and heavy ions)-
induced soft-errors and hard-errors (permanent errors by which the device is
mechanically destructed) are major concerns in reliability, which may cause failures
and eventually determine the life of a space craft [4].

Meanwhile, when energetic cosmic ray protons enter into the atmosphere (tro-
posphere and stratosphere) of the Earth, some protons undergo nuclear spallation
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reaction with nuclei (mainly nitrogen and oxygen nuclei) in the atmosphere to
produce a number of light particles or secondary cosmic rays including neutrinos,
photons, electrons, muons, pions, protons, and neutrons. As the cosmic rays are
deflected by Heliomagnetic field or the Sun’s activity whose intensity has about
11-year cycle, strength of neutrons at the ground has also about 11-year cycle [5].
The neutron flux at the ground is the lowest, during the solar maximum (states when
the Sun is the most active), while it is the highest at the solar minimum (states when
the Sun is the least active).

Since a secondary neutron causes a cascade of spallation reactions in the
atmosphere, it produces a shower of secondary particles and radiations that reaches
the ground of the Earth. As the thick air layer over the ground can shield neutrons,
strength (both of flux and energy) of neutrons depends upon altitude with slight
dependency on atmospheric pressure [6]. Compared to neutron flux at the avionics
altitude (about 10,000 m), therefore, the neutron flux at terrestrial altitude is much
lower by a factor of 100-300.

The cumulative flux, which is the sum of total flux from the minimum neutron
energy determined by some practical reason (in some standards like JESD89A [7]
as below, for example) to the maximum neutron energy, is summarized in Fig. 3.2
with respect to of the terrestrial neutron flux estimated at the NYC sea level [1].
Figure 3.2a can be used for evaluation of the effects of thermal (about 25 meV) or
low-energy (<1 MeV) neutrons, and Fig. 3.2b can be used for evaluation of the
effects of high-energy (>1 MeV) neutrons. The total flux beyond 10 meV can be
estimated 13 n/cm?*/h from Fig. 3.2b, which is consistent with JESD89A setting [7].
It is noteworthy that the energy of terrestrial neutrons ranges widely from thermal
(25 meV) to high-energy (>1 GeV) and its total flux is about 50 n/cm?/h at the
ground including NYC sea level.
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Fig. 3.2 Cumulative neutron flux at the NYC sea level. a Low-energy (<1 MeV) neutrons,
b high-energy (>1 MeV) neutrons (2015©IEEE [1])
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Table 3.1 Type of nuclear reactions that can be induced by terrestrial neutrons

61

at the ground

Type Neutron energy range

Target nucleus

Mechanism

Main secondary products

Relevance to the
present book

(i) Fission [ Thermal to epi-thermal

235y 238

The reactions are utilized for nuclear
power plants thanks to its tremendous
power generation. This reaction is not
relevant to the present paper because the
natural abundance of target nuclei are
extremely low.

Any ions whose atomic
number is equal to or les
than the target nucleus,
including "*’Cs, '*'I, and
Osr.

None

(i) Neutron Thermal to <1MeV

105, 1124, 113mcy,

Only when the target nuclei are contained
in the chips, this reaction has certain
imoacts on the reliability of electronic

%8 produces an alpha
particle plus a residual

Minor

of secondary particles including

15534 157,
capture Gd,™cd systems. excited ion.
The target "°B is of major concern.
Only when the energy of the incident
neutron is high enough, this reaction takes .
place to produce a number of combination Any ions whose atomic
(iii) Spallation >1MeV Any numberis equal to or les Major

than the target nucleus

pions,muons and neutrons.
Major targets are Siand O.

Neutrons themselves are not charged particles, thus do not interact directly with
matters except for very limited cases such as nuclear reactions and as summarized
in Table 3.1. Only some charged particles, which can be produced as a consequence
of nuclear reaction depending on the type of reaction, may cause SEEs. Since the
natural abundances of the target nuclei in (i) nuclear fission reaction (33U/78U) are
negligibly low, the reactions (ii) neutron capture reaction and (iii) spallation nuclear
reaction only matter in the terrestrial fields.

In particular, the reaction mechanism (iii) has major roles in SEEs in the ter-
restrial fields, and therefore, the neutron reaction (iii) is focused in the present
chapter. Only when '°B is contained in the matter, reaction mechanism (ii) may be
of concern as explained in Sect. 3.1.6(iv).

Energetic charged particles including secondary particles from the nuclear
reactions above interact with matters via Coulomb interaction mechanism.

Namely, while an energetic charged particle passes through the material, an
orbital electron (conduction-band electron in solid) is stripped from its orbit by
Coulombic interaction with the impinging ion, leaving electron-hole pairs (de-
posited energy of 3.6 eV is required to produce one-pair of electron-hole pair in Si)
along with the trajectory of the impinging ion as illustrated in Fig. 3.3a. This
process is called “direct ionization™ or “charge deposition”.

The original sum of charges of electrons or holes is called “deposited charge”.

Some or most parts of electrons and holes recombine to disappear in particular in
metals and dielectrics because mobility of the carrier is very high (electrons in
metals) or low (holes in dielectrics). Some part of electrons and holes can survive
from recombination in semiconductor materials under a certain level of potential
gradient. (This can take place even in dielectrics under very high potential field.)

Some part of the deposited charges generated in the semiconductor materials can
be collected by applying a certain level of potential gradient as illustrated in
Fig. 3.3b. This process is called “charge collection” (to the electrode).
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Charged particle (ion) +: hole -: electron

lonized region

Deposited charge=) nyep=-Y neee

ny,, n: total number of holes or electrons in the ionized region(n,= ngy;
en, €e: elementary charge of a hole or an electron (=1.6x1071°C.)

(a) Initial charge deposition by an impinging charged particle
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(b) Subsequent charge collection by potential field
(drift-diffusion process also takes place)

Fig. 3.3 Basic physical phenomena in matters by an energetic charged particle. a Charge
deposition (direct ionization), b charge collection

3.1.3 Generation of Faults: Origin of Errors and Failure

There are number of sources of faults in electronic devices and circuits such as SET
(SNT and MNT), power disturbances [3], and EMI [3] as summarized in Table 3.2
and they play very crucial roles in reliability in the electronic systems for the
ground applications.
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Table 3.2 General sources of faults in electronic devices/circuits

Name Characteristics Source Affected area Re_levance n
this Chapter
Single transient due to charge collected to a diffusion region in well random but limited to a
SNT? the chip. Pulse width is below a few nano second, and can Major
substrate single well
long more than two clock pulses.
SET'
Single transient affecting two o more diffusion regions
MNT? simultaneously. Mainly, MNTs take place in a single well due to well/ random but limited to a Maior
charge sharing or bipolar action. Space redundancy substrate single well Y
techniques may not work against MNTs.
Cross-talk Nolse.propagatlon between close wires via parasitic wire random l?ul limited to None
capacitance wire(s)
Disturbance in power supply power unlimited area in a chip None
supply line
EMI* | Electromagnetic noise including burst noise anywhere | unlimited area in a chip None

1: Single Event Transient, 2: Single Node Transient, 3; Mult-Node Transient.4: Electro-Magnetic Intergferance

SET is a single transient due to charge collected to a diffusion region in the chip
by an energetic particle impingement. Pulse width is below a few nano-second, and
can long more than two clock pulses, which may require special and additional
design consideration [8].

When SETs take place in multiple diffusion regions, the phenomenon is called
MNT (Multiple Node Transient) that may corrupt the protective functions in the
redundant circuitries [9].

Cross talk is noise propagation between close wires via parasitic capacitance
[10]. Disturbance in power supply [3], and EMI [3, 11] are very important fault
sources in electronic systems.

The most important characteristics of faults caused by a single event effect
compared to other fault sources mentioned above is that they are initially only
localized in a single well or substrate. In other words, it can be said that SET has an
internal origin in the transistor structure while other sources have external origins
outside transistors. Keeping this difference in mind, we will focus only on faults
caused by a single event effect in this book. Please have a look at [3] for details of
the last two mechanisms, power disturbance and EMI.

3.1.4 Transformation of Faults to Errors and Failures

As an SET is a single rapid (pico- to nano- second order) pulse noise in the
substrate or well so that it is very difficult, in general, to detect and locate it in the
device. Suppression of them to low enough level is also very difficult, but they do
not always transform to “error”. Three important concepts of faulty conditions of a
system are explained in [1].

An error is an incorrect state in a digital circuit node that could be caused by a
data flip in a memory element like an SRAM (Static Random Access Memory)
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[12], a DRAM (Dynamic Random Access Memory) [13], a flash memory [14], and
an FF (Flip-Flop) [15] or an extra delay in a circuit [16]. When an error is caused by
ionizing radiation, it is called SEU (Single Event Upset) or SE (Soft-Error) [7].
When an SEU causes randomly distributed multiple errors, it is also called an MCU
(Multi-Cell Upset) [7]. Failure is a malfunction or dysfunction of a system. It is to
be noted that a fault may or may not give rise to an error and an error may or may
not result in a failure; A fault may or may not be strong enough to cause a memory
bit to flip; An errors in a circuit may or may not reflect in the arithmetic results on a
system. Furthermore, it is possible to reduce the probability of escalation of faulty
conditions. It is therefore very important to characterize the nature of faulty con-
ditions and their behavior in escalation from lower levels to higher levels of
hierarchy.

Whether an error causes a failure or not depends on its location and the particular
function that the system happens to be performing. Only when an error(s) propa-
gates to the final output and cause malfunction of the system, we call this conse-
quence as “failure”. An error does not always cause a system failure, because it may
disappear or may be masked during propagation in the chip or board by some
masking effects. The real failure rate of a system, therefore, cannot be estimated
from the total sum of memory SEUs or SERs (SE Rates) in the system. In order to
estimate realistic failure rate of a computer system can be obtained through com-
puter simulation and extended in Sect. 3.5. Some mitigation techniques like parity
[17], ECC (Error Correction Code) [18], and interleaving techniques [19] may be
applied to reduce SER. In the parity technique, one extra bit is added to a word (a
set of bits) that expresses a character like numbers and alphabets. The data in the
extra bit is set according to whether the number of “1” in the word is odd or even.
When an SBU takes place in the word, the datum in the extra bit and the word
become inconsistent and thus the SBU can be detected. In the ECC, more extra bits
are added to a word to correct the error(s) in the word. To reduce speed, area and
power penalties, the simplest scheme, Hamming code [18], where an SBU can be
corrected based on the coding theory, is commonly applied. Two or more errors in
the same word, which is called an MBU (Multi-Bit Upset) cannot be corrected by
the Hamming code. Interleaving technique, by which the intervals between the bit
in the same word are made wide enough compared to the penetrating ion range, is
applied to reduce MBUs.

Failures include shut-down, abnormal operation of the system. Incorrect calcu-
lation by using supercomputers can also be categorized into failure. Failure is not
recovered by system itself without physical or economic damages.

3.1.5 Fundamentals of CMOS Semiconductor Devices

In order in primary importance to understand the physical aspects of soft errors in
relation to real MOSFET structure. A brief look at the structsure of CMOS
(Complementary Metal Oxide Semiconductor) devices [20], which are commonly
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recognized as the most vulnerable semiconductor structure to neutron-induced
soft-error, such as SRAMs, FFs and most logic circuits is given here. CMOS
circuits are basically built on the identical striped structure of p and n- dual wells as
illustrated in Fig. 3.4a for one bit of an SRAM or one OR gate. Unlike dual well
structure (this structure is often called “bulk™) as illustrated in Fig. 3.4b, triple-well
structure has an additional deep n-well to isolate Si-body from electrical disturbance
in the substrate. It is recognized that the triple-well structure have some benefit for
soft-error resilience because the volume of charge collection is limited and reduced
above the deep n-well.

In SOI (Silicon On Insulator) devices [20], BOXs (Buried-OXides) [21] are
made under the dual wells to isolate the Si-body vertically and completely from the
substrate. Isolation oxides such as Shallow Trench Isolation (STI) oxides are also
made to isolate each node in lateral direction for such a structure. The SOI structure,
therefore, has more advantages in soft-error resilience than triple-well structure
does.

Further challenges have been made on the SOI structure: When the thickness of
the SOI layer is thinner than the depth of depletion region in the SD (Source-Drain)
channel, the structure is called FD (Fully Depleted) SOI [22]. Meanwhile, when the
thickness of the SOI layer is thicker than the depletion region, the structure is called
as PD (Partially Depleted) SOI [23]. Since the upper surface of BOX in FDSOI is
covered fully with the depletion region, parasitic capacitance can be largely reduced
compared to bulk/PDSOI devices, resulting in steep sub-threshold characteristics,
reduction in latency, and power consumption.

p-well One bit SRAM area _S 2 i
A_IREH A EEEN s Deep
n-well n- well
Triple well
HEH
p-well [ J | S D s
n-well
One ‘OR’ gate area

p-well Dual well

(a) Top view of CMOS substrate (b) A-A’ cross section

(NMOSFET,

S:Source,D:Drain)

Fig. 3.4 Basic layouts of CMOSFET devices on a the striped structure of p- and n-wells and
b cross sections of triple and dual wells
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Sugii et al. develop Silicon on Thin BOX (SOTB) [24] structure by which
backgate bias can be applied in Silicon substrate below the bottom of thin (about
10 nm thickness) BOX in order to control Vth [24] (see Sect. 3.3 for more details).
This structure is also called as double-gate structure because the Si-body is sand-
wiched by the conventional gate and the backgate.

The structure of Si-body has been changed continuously year by year as men-
tioned above, and will also be changed even drastically in the future. The challenges
to enhance the resilience of CMOS devices, however, have to be started continu-
ously and simply with Si-body structure because it is the initial condition of the
failures regardless of the memory or logical origins.

3.1.6 Effects of lonizing Radiation on Semiconductor
Circuits

(i) Soft-Error

As first found in alpha particle-induced soft-error mechanism [25], a high-energy
single charged particle that hits a semiconductor generates a number of electron-hole
pairs along its trajectory as illustrated in Fig. 3.5a, which is similar to Fig. 3.2a used
for general material. When a charged particle penetrates into a depletion region at the
bottom of the storage node of semiconductor memory cell (diffusion region), elec-
trons flow into the off-state storage node (with “high (1)” potential for an n* node,
for example) in accordance with electromagnetic field there as illustrated in
Fig. 3.5a. The mechanism shown in Fig. 3.5b is again called charge collection
mechanism. The potential in the node is eventually lowered down by charge col-
lection below the threshold potential between “1” and “0”, resulting in an SEU or a
soft-error to flip the data from “1” to “0”. The flipped state can be recovered without
any physical damages in the semiconductor device simply by rewriting data. This is
why the phenomenon is called “soft”-error. In addition, charge collection is inten-
sified by funneling effect [26], in which electrostatic field in the depletion region is
elongated beneath the original depletion region by flowing electrons themselves and
more electrons than initially contained in the depletion region are collected. Charge
collection may cause SEU in both DRAM and SRAM [12] when the collected
charge exceeds the critical charge Q.;, which can be estimated by

Cs
Ocrir = 7 Vees (3 1)

where,

C; storage node capacitance;
V.. supply voltage.
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Fig. 3.5 Physical phenomena in basic nMOSFET structure with deep n-well induced by a
high-energy particle. a Charged (secondary) particle penetrates through an n* diffusion region
(storage node) and charge deposition. b Charge collection to the diffusion region

The principal metric that stands for the vulnerability of semiconductors is SER
(Soft Error Rate), which is calculated by

SER = Number of events /time. (3.2)

The unit of SER is FIT (Failure In Time: number of events/10° h). Another unit,
FIT/Mbit (of memories), is commonly used referring to the SER per memory bit
capacity.

(ii) Error modes other than soft-error

Unlike soft-error, there are other error modes that cannot be recovered by rewriting.

SEFI (Single Event Functional Interrupt) is an error mode in logic circuits by
data flips in FFs contained in the logic circuits [27]. State in an FF can be flipped in
two ways by an ion hit. One is capture of an SET from the input of an FF. The other
is data flip by direct hit into an FF storage node by ionizing radiation. An SEFI may
be related to the FF behavior but is not understood fully. It is said that it cannot be
recovered by rewriting of memory data, but can be recovered by resetting FF data to
default values [1].

SEL (Single Event Latchup) is a phenomenon in which a pnpn switch is turned
on resulting in an /44 current increase accompanying a number of circuit errors [28].
SEL cannot be recovered by re-writing but can be recovered by power-cycling
(power off and then power-on) [7]. SEB (Single Event Burnout) and SEGR (Single
Event Gate Rupture) are permanent destructive modes of radiation effects in power
devices [29-31].



68 E. H. Ibe et al.

(iili) The influence of scaling on radiation-induced faults or SER

Scaling (shrinking) the feature size (linewidth and spacing) has been the key to
reduce power consumption, increase density and performance of LSIs, and,
therefore intensely pursued for many decades [32]. From a viewpoint of SEE,
however, there are some conflicting impacts by scaling

(1) The smaller a memory size becomes, the lower the probability to be hit by an
energetic particle, resulting in reduction of SER.

(2) In addition, volume for charge collection become smaller, the amount of col-
lected charge gets smaller compared to Q. resulting in reduction of SER.

(3) Capacitance of a storage node C; is, in principle, in proportion to the area of a
storage node. Scaling of memory cell, therefore in general causes decrease in
the capacitance and worsens susceptibility of a memory cell due to decrease in
chit (“Csvcc)

(4) The distance between adjacent storage nodes is shortened by scaling, which
causes “charge-sharing” [33] between multiple nodes. This causes an increase
in MCU ratio to total SEUs.

(5) The distance between pn-junctions is also shortened, which causes increase in
susceptibility to bipolar effects including latchup. Such bipolar effects are
becoming dominant in CMOSFET (CMOS Field Effect Transistor) circuits as a
result of scaling (see Sect. 3.1.7 for more details).

The impacts (1) and (2) are beneficial for SER reduction. The impacts (3)—(5) are
adverse effects. They are in a trade-off relation and, therefore, SER may increase or
decrease depending on which mechanism is dominant.

Next we will discuss how SER at which errors occur in a device, is estimated.
When a single particle penetrates into a device(s), it can cause multiple transients or
multiple errors. By definition, physical consequence due to one single particle
including neutron is called an SEE. When an SEE causes an error(s), we call this
phenomenon SEU. Therefore, SEU can consist of multiple errors. Important thing
is that SER is defined by the number of SEUs, not by the number of errors.

Another important quantity used in this chapter is SEU cross section G, that is
defined by

o _ Nseu
seu — 9
o,

(3.3)

where,

N¢ey the number of SEUs (not errors!)/count;
®, fluence of particles (neutrons)/(n/cm?).
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Fluence means the total number of particle passed through a unit area.
Gseu Can be measured in experiments using radio-isotopes or accelerators [1] and
one can calculate SER by using the G, as follows:

SER = <0Gy > X ¢, x 1x10°/FIT, (3.4)

where,

<0g,> 1S an average of oy, over particle energies to adjust for actual field (or
packaging) environment;

dp flux of the particle/(count h™' cm™);

FIT  Failure In Time, SER in 10° h.

Flux means the number of particles that pass through a unit area per unit time.

3.1.7 Bipolar Action: A Newly Found Mode
of Radiation-Induced Faults

As explained in Sect. 3.1.5, electron-hole pairs are produced along the trajectory of
a high-energy particle when it passes through a semiconductor device. If the particle
passes through the depletion region of the pn-junction under an off-state n-diffusion
at the potential V., electrons in the depletion region are collected to the n-diffusion
region to cause a single event fault or a SEU and holes are repulsed out of the
depletion region.

Ibe et al. pointed out that, in addition to the charge collection described so far,
there is a novel soft-error mechanism, which they called Multi-Coupled Bipolar
Interaction (MCBI) [34]. When a high-energy charged particle passes through the
pn-junctions, not below the diffusion region, for example, in the side wall of the
p-well in the triple-well CMOS structure as shown in Fig. 3.6a, direct ionization or
charge deposition, by which electron-hole pairs are produced along with the track,
similarly to Fig. 3.5a. Then, as illustrated in Fig. 3.6b electrons produced in the
well flow out of the well by the same funneling mechanism as the conventional
soft-error mechanism, leaving the holes in the well. These holes can make the well
potential high enough to turn the parasitic npn transistor in the well “on” as
illustrated in Fig. 3.6c. As a substantial number of nodes are contained and flipped
in a single common well, the “high” nodes in the MCBI region can be flipped
simultaneously to cause MNT or MCU.
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Fig. 3.6 Physical phenomena in basic nMOSFET structure induced by a high-energy charged
particle. a Charged particle penetrates through pn-junctions on the side wall of the p-well and
generate electron-hole pairs. b Electrons flow out of the p-well and holes remain in the p-well.
¢ Holes elevate the potential in the p-well, resulting in turning the parasitic transistor on to cause
soft-error

3.1.8 A Perspective of Progresses in Research
and Engineering of Radiation-Induced Soft Errors

In this subsection, a historical review will be given regarding how technology
challenges were encountered in the issue of radiation-induced soft-errors in LSIs
and how engineering have solved them. Ever since alpha particle soft error was first
discovered in DRAMs in 1979, a few distinctive paradigm shifts have been
experienced.
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(i)

(i)

(iif)

First paradigm (1979-1990s) where SRAM design rule and density
are >250 nm and <64 kbits, respectively: It is well known that alpha
particle-induced soft error in DRAM was discovered by May et al. in 1979
[25]. In the same year, the possibility of soft-error due to terrestrial neutron is
pointed out by Ziegler and Lanford [35]. As the impact of alpha particles on
DRAMs appeared to be most devastating at that time, engineering attention
was focused on alpha particles. By the early 1990s, alpha particle soft error
in DRAMs was overcome by several effective countermeasures such as
stacked or trench capacitors to enhance storage capacitance [36], triple-well
structure, usage of purified low-alpha materials, and shielding by package
materials [37-39]. Thus, soft errors in LSIs for terrestrial applications did not
get much attention until the late 1990s.

Second paradigm (late 1990s—-2000) was experienced when SRAM design
rule and density were around 130 nm and 128 k—4 Mbits, respectively: The
terrestrial neutron-induced SER of SRAM was found to have become much
higher than DRAMs [40]. It is understood that SER in DRAMSs, which have
embedded capacitors to keep high Q. naturally has decreased thanks to the
beneficial effects of scaling as mentioned previously in Sect. 3.1.3
(iii)) (1) and (2). Meanwhile, SRAMs do not implement any artificial
capacitor, and, therefore, SER in SRAMs has drastically increased by the
adverse effect mentioned in Sect. 3.1.3 (iii)(3).

Third paradigm (2000-2005) was experienced when SRAM design rule and
density were around 90 nm and 8 Mbits, respectively: Filing neutron irra-
diation data report to users was mandatory for memory venders, and this
triggered discussions on neutron standard testing methods worldwide. As a
consequence, JESD8&9 [41] for neutron, proton and a-ray SER testing method
were issued as the de facto soft-error testing standard in 2001. In the third
paradigm shift, concerns on neutron soft-error further spread over two
directions from around 2004. One direction was concerns about MCU that
emerged from about 130 nm process due to bipolar effects [42] and
charge-sharing effects [43]. When a MCU takes place in more than two bits
in the same word of SRAM, it cannot be recovered by using EDAC (Error
Detection and Correction) or ECC (Error Checking and Correction) to result
in system crash. EDAC or ECC can detect two-bit errors and correct one-bit
error, but cannot correct two-bit errors in the same word (MBUs). It was
found that almost all MCUs had taken place in one single MOSFET well and
been aligned along with the only two adjacent bit lines. Based on this
finding, newly found problem of neutron-induced MCUs in SRAMs was
basically overcome by applying both ECC and interleaving with a small
interval [34]. Another direction was to address concerns about single event
transient (noise) in sequential and combinational logic devices. SERs
(Soft-Error Rates) in flip-flops were predicted to be close to that in SRAM
beyond 90 nm design rule [44], but there had been no effective detection and
correction methods in logic devices except for redundancy techniques.
Moreover, obvious threats of common-node failures or those due to MNT
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had been found in most space redundancy techniques, like TMR [45] and
DICE (Dual-Interlocked storage Cell) [46]. If an MNT happens in two
modules of TMR or two input nodes of DICE, recovery mechanism fails and
may result in SDC (Silent Data Corruption) that cause unrecognizable system
failure [47]. Uemura et al. [48] and Lee et al. [49] proposed ideas to harden
DICE-like flip-flops by changing layout of nodes independently in 2010.

In addition to the two distinct directions described above, Baumann et al. pointed
out soft-error caused by thermal neutron caption reaction by '°B that has natural
abundance of 19.9% in Boron contained in the BPSG (Boron Phosphor Silicate
Glass) used for the planarization of wafer surface [50]. When a thermal neutron,
mostly of cosmic origins, which has a typical energy of 25 meV in equilibrium with
atmospheric molecules, is captured by a '°B nucleus, a He ion (1.47 MeV) and a
"Li ion (0.84 MeV) are released to cause soft-errors by ionization. This type of
soft-error seemed to have been overcome by changing the planarization process
from BPSG to CMP (Chemical Mechanical Polishing), which does not use Boron.

(iv) Fourth paradigm (2006-2009) was experienced where SRAM design rule and
density were around 65 nm and 16 Mbits, respectively: Discussions on revi-
sion of JESD89 was started in 2003 because the original JESD89 had a
number of limitations: the only testing facility assigned as the standard facility
was the spallation neutron source in Los Alamos National Laboratory, for
example. The new version JESD89A [7] was issued in 2006 with more
practicable and reliable testing and analysis methods including
quasi-monoenergetic neutron test method. Differential spectrum of terrestrial
neutron was revised and a certain number of neutron irradiation facilities were
added as the standard facilities. IEC60749-38 standard that is consistent with
JESD89A was issued in 2008 as the de jure standard [51].

(v) Fifth paradigm (2010) was experienced when SRAM design rule and density
were <40 nm and >32 Mbits, respectively: the impact of soft-errors spread
over large electronic systems. For big data-centers [52] or exa-scale super-
computers [53], power reduction had been one of the most important design
issues. The space redundancy techniques that require large areas and power
overheads would not be therefore applied to such big systems, in principle.
Real-time (safety critical) systems like avionics or micro-control units in
automobiles are also becoming under serious concerns and in-depth studies
were widely undertaken [54, 55]. AEC Q100 G [56] and 1SO26262 [57] for
automobiles were also issued in 2008 and 2011, respectively.

With a common recognition that soft-error-induced system failure cannot be
suppressed to satisfactory level by applying mitigation techniques only to a single
design stack layer (device, circuit, chip, board, firmware, OS, middleware, and so
on), communications between and combined mitigation techniques among stack
layers have been encouraged as unavoidable direction [58-61]. In reality, such
collaboration has turned out to be very difficult since the basic engineering skills in
each stack layer are essentially and significantly different. Most engineers/
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researcher cannot expand their specialties beyond their own stack layers. Novel
strategies to overcome this situation are needed to be explored and being proposed.
Built-in communication scheme among the stack layers has been proposed by Ibe
et al. in their LABIR (inter-Layer Built-In Reliability) concept [62, 63]. Evans et al.
have proposed the RIIF (Reliability Information Interchange Format) as common
format or protocol to be used in system design among stack layers [64].

In the possible sixth paradigm shift, other terrestrial particles, like muons,
low-energy neutrons, protons, are being pointed out as a possible SER threat at the
ground [65]. Alpha particle with VLA (Very Low-Alpha)-level package can again
cause soft-errors in SRAMs [66]. Sub-100 nm SRAMs have a substantial suscep-
tibility for soft-error due to terrestrial muons [67]. Low (thermal) energy neutron
causes soft-error due to neutron capture reaction of '°B in device without BPSG
processes [68, 69]. Concerns on electrons (beta rays) and gamma rays have been
boosted after the severe accident in Fukushima-1 nuclear power plants [70, 71].

3.1.9 Spreading Concerns on Failures in Industries

Table 3.3 summarizes recent concerns in various fields of industry related to single
event effects with applications, possible root causes, and observable failure
symptoms [72-88].

Table 3.3 Status-of-the-art failure reports by terrestrial neutrons in various industries

Field Application Root cause Failure symptom Ref.
Avionics Fly by wire SEU/SEL/SEFI __|reboot Matthews (2009)
. GTO' o ) Normand (1997)
Railway (GBT? SEB Out-of-service Asai (2011)
. Slayman (2005),
7 8 9
Server SEU’/MCUP/SEL® |Data corruption/reboot Schindibeck (2007)
Router SEU/MCU/SEL |reboot/address change Shimbo (2011)
Network Data center SEU/MCU/SEL  |Power consumption due to redundancy Falsafi (2011)
http://www.ntt.co.jp/news201
Core network SEUMCU NA 3/1303¢/130321a.htm
Power supply oy . .
(DC-DC converter) SEB/SEL Out-of-service Rivetta (2001)
Unrecognizable wrong calculation/ Geist (2012),
10
Super computer SbC Power consumption by redundancy Daly (2013)
) ) Skarin (2007),
Brake by wire SEU/MCU/SEL  |non-stop/sudden stop Baumeister (2012)
Power steering SEU/MCU/SEL _|stick/unexpected rotation Nemeth (2012)
Engine control SEU/MCU/SEL __|sudden acceleration/noop. Nakata (2011)
. — Lopez-Ongil (2012),
3 4
Automobile CAN’/LIN SEU/MCU/SEL  [Communication error Vaskova (2013)
Pedestrian detection
SEU/MCU/SEL  |Missing pedestrians Rech (2013
by using GPU® iesing pedestr oh (2013)
_of-servi Shoji (2010),
IGBT SEB Out-of-service Nishida (2010)
Smart phone SEU/MCU freeze/mail address corruption
PDA Tablet SEU/MCU freeze/mail address corruption Chen (2013)
Desktop PC SEU/MCU freeze/mail address corruption

1: Gate Turn-Off thyristor, 2:Insulated Gate Bipolar Transistor
3:Controller Area Network, 4:Local Interconnect Network, 5: Graphic Processing Unit, 6:Single Event Burnout,7:Single Event Upset, 8:Multi-Cell Upset
9:Single Event Latchup, 10:Silent Data Corruption,
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In avionics, TMR is applied to critical components to avoid fatal failures and
faults can be found through error flags from TMRs [72]. IGBTs (Insulated Gate
Bipolar Transistors) are used in trains [73], automobiles [29-31] and avionics for
inverters. They are subject to destructive SEE mode, SEB, due to electron ava-
lanche by a charged particle penetration in pnp structures. SEEs in servers [74, 75]
and routers [76] have been main concerns in networks because they use a
tremendous number of memories, in particular, SRAMs. Power supplies for net-
work systems like DC-DC converters are also vulnerable to terrestrial radiation in
the destructive mode [77].

In large-scale supercomputers like TITAN in ORNL (Oak Ridge National
Laboratory), it has been reported that about 10 errors take place in a day [78]. In
particular, SDC s by which wrong results are obtained without any error evidences
after extremely massive and costly calculations [79, 80], is one of the most serious
concern in resilience. DUEs (Detected Unrecoverable Errors) are also major con-
cern in microprocessors, in particular, for the systems that are not allowed to stop. It
is said that the rate of DUEs is higher than that of SDC in cache memory [81].
Capture and recovery of SDCs and DUEs impacts is top-priority issue in real time,
safety critical systems.

Concerns about automobile systems reliability are spreading rapidly and widely,
on the brake by wire [82], power steering [83], engine control [84], communication
protocol in a car like CAN (Controller Area Network) [85] and LIN (Local Inter-
connect Network) [86]. GPUs (Graphic Processing Units) or GPGPUs
(General-Purpose GPU) are being widely used for many purposes including nodes
for supercomputers thank to its high ability in parallel computing. Rech et al. made
a neutron beam testing at ISIS for 40 nm GeForce GTX480 and showed high
susceptibility of GPUs to terrestrial neutrons [87]. Pedestrian detection at night is
one of the most important safety requirements (“Five star” in Euro NCAP rating)
where GPUs are used in future.

Even portable digital applications, like smartphones and tablet PCs, have been
tested under neutron irradiation [88]. Obviously, no electronic equipment is free
from threat due to SEE by terrestrial radiations, these days.

There are a number of fault/error/failure modes that reflect their root-cause
mechanisms. Prediction and estimation techniques of faulty conditions and their
rates of occurrence have a primary importance in designing devices, circuits and
electronic systems. Detection techniques of faulty conditions must be advanced to
know the nature of the faults/errors/failures based on their underlying physical
mechanisms and to validate the prediction and estimation techniques. Cost-effective
resilient techniques may be assigned according to each nature of the failure and
application. The following sections introduce some examples of prediction/
estimation, detection and classification techniques of fault/error/failures.
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3.1.10 Conventional and Advanced Mitigation Techniques

As explained in Sects. 3.1.5 and 3.1.6, an SET takes places only in well/substrate
region. Therefore, strategies to mitigate soft-errors in devices or failures in elec-
tronic systems boil down to simple strategies as summarized in Table 3.4 with
some typical examples [1, 24, 89-98]:

e Restriction of production of faults in wells or acceleration of recombination of
electron-hole pairs.

Implantation of catalyst element like Au in wells is possible choice.

Restriction of production or collection of charges in the relevant volume.
Triple-well structure is among such techniques. Volume of the triple well and
depth of STI (Shallow Trench Isolation) can be important factor to reduce
charge production and collection. Layout of pMOS and nMOS is also one of
key design points in order to reduce MCUs in memory cells (see Sect. 3.2).
Recovery of errors in memory elements. ECC for memories and DICE, BISER
(Built-In  Soft Error Resilience)) BCDMR (Bistable Cross-Coupled Dual
Modular Redundancy) for FFs are among such techniques (see Sect. 3.3 for
more details).

Table 3.4 Status-of-the-art mitigation techniques known or proposed In the various faulty stages

Hierarchy Key nature

Basic strategy

Biography

(Layer)
. Apply (well-) structure and/or material Triple well E. Ibe (2015, review)
Fault Faults are produced mainly| - which surpress falut production. - -
in a single well-stripe Low resistance material to _
enhance recombination.
Apply structure /material /circuit which sol' P. Oldiges (2002)
surpresses collection of charge to the 2 "
data hold/storage node. SOTB' N. Sugii (2010)
FinFET (TriGate) N. Serfeit
Only when the faul- UTBE® P. Roche (2013)
induced-charge corrected ¥ structure /material foirouit which
Error toasingle node exceeds | APPIY structure /material fcircuit which | s Ay with aditional H. Sato (1999)
Q ft-error tak surpresses data flips even when a certain| itance to the nod K. Hir 2002
civ SOI-EITor takes amount of charge collected to the data capacitance fo the node. - Hirose (i )
place. hold/storage node. SRAMwith additional
resistance between two K. Hirose (2002)
| physical nodes.
STT-MRAM' T. Ohsawa (2013)
Apply structure /material /circuit which
surpresses propagation of errors to the
final execution stage or outputs. Conventional space/time-
redundancy techniques such) E. e (2015, revi
. Ibe , review,
Recover the system before errors resultin | as DCC?, DMR®, RCC’, and ( )
a failure by detecting errrors at early stage. TMR®
Failures take place only
Failure when errors propagate Recoyer Fhe sylstem before errors LABIR? E. Ibe (2011)
without masking to the final | resulting in a failure by detecting faults at o
execution stage or outputs. | early stage. SBRM N. Wang (2006)
BICS'" application E.H. Nelo (2008)
SAW'2 application G. Upasani (2014)
Apply additional circuits and/or modeles
which can recover the system Rapid Recovery Technique .
immediately after detecting the falure. in FPGA K. Shimbo (2015)

1: Silicon on Insulator, 2: Silicon-on Thin Box, 3: Ultra-Thin Body & Box, 4: Spin-Transfer-Torque

6: Dual Modular 7:Rep

RAM, 5: Duplicati

8: Triple Modular 9: inter-Layer Built-In Reliability. 10: Sympton Based Redundant Multithreading
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Failures take place when an error propagates to the final output of an electronic
system. Therefore mitigation techniques for failures are

Enhancing masking effect to prevent propagation of errors in the circuitry.

Space redundancy techniques to cancel out errors. TMR (see Sects. 3.3 and 3.4)
and DMR (see Sect. 3.3) are typical methods. DCC (Duplication + Compar-
ison + Checkpointing) [98] is an extended version of DMR. Lock-step operation
of dual processors is mainly applied to automobile MCUs (Micro-Control Units).

Power consumption is one of major metrics that determine the mitigation
techniques to be applied in large-scale systems like data-centers and supercom-
puters [53, 58, 59, 79, 80]. “Dark silicon” refers such constraints on performance
and reliability due to power consumption [52]. Space redundancy techniques such
as TMR and DMR may not be applied to such large big data systems in order to
avoid large power consumption.

MCU may cause deactivation of space redundancy technique by simultaneous
errors in redundant nodes. Layout design of redundant node must be carefully
conducted (see Sect. 3.3).

e Time-redundancy techniques to cancel out errors. RAZOR [99] is one of simple
solutions for FFs. RCC (Replication + Comparison + Checkpointing) is a
typical time redundancy technique for an extra-large electronic systems from the
viewpoint of suppressing power consumption, but concerns are addressed on
even such time-redundancy techniques because error rate may exceed check-
pointing frequency [79].

o FPGA (Field Programmable Gate Array) s are being widely used in a variety of
applications due to their versatility and adjustability in programming [100].
Programs for operation of electronic systems are initially written and fixed in
CRAM (Configuration RAM). Errors in CRAM may cause fatal failure due to
malfunction of operation. Prompt detection of errors in CRAM and reconfigu-
ration of CRAM are key techniques for reliability in FPGA (refer to Sect. 3.4).

Shimbo et al. have recently developed non-stop recovery CRAM system by
using an embedded controller into FPGA array [101]. This kind of approaches
seems to be promising in future.

e Reliability for the entire computer system is far more difficult to achieve and
challenging because of its complexity and dependence on applications (refer to
Sect. 3.5).

3.1.11 Symptom-Driven System Resilient Techniques

Ibe et al. [63, 64] proposed the LABIR approach that is a recovery method driven
by a hardware error symptom. Symptom-driven techniques originally meant that
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predetermined optimization process for isolation of faulty conditions in electronic
systems were initiated upon capturing any pretabulated “symptoms” of faulty
conditions in OS [102, 103]. This approach utilizes the so-called fuzzy/intelligent
expert systems. Unlike this approach, Ibe’s proposal is specific only to SEEs which
evolve in a well as a detectable symptom. In this scheme, the recovery process is
triggered by detecting the symptom before it grows to error/failure and the system is
recovered in CPU or application level by means of time-redundancy techniques
such as checkpointing and rollback [104]. It can avoid large area, power overheads
because it does not apply space redundancy techniques such as TMR. In general,
since time-redundancy techniques always apply the same procedure twice and make
comparison, speed penalty is inevitable. Since terrestrial neutron-induced
soft-errors and resulting symptoms do not take place so often (one per hour even
for the largest super computers [105]), this approach can be adopted with a very
small speed penalty. Software symptom based approaches are also proposed on the
basis that only errors that affect execution of instructions have to be taken care of,
while other errors can be left “don’t care” In this section, possible examples for
such approaches are introduced.

(i) Hardware symptom

LABIR proposes interactive or communicative mitigation techniques in which a
recovery action such as rollback to the checkpoint is triggered when a layer finds
any error symptom, not necessarily error or fault itself.

As illustrated in Fig. 3.7, immediately after capturing such a symptom, errors or
failures can be removed by a rollback-and-replicate operation in CPU level of the
chip. In the case of the example in Fig. 3.7, sense amplifiers are applied to detect
slight potential differences between adjacent two p-wells, so that other source of
noises like EMI and noise in power supply line [105] propagate in wider area than

Sensors for hardware symptom
(ex. Sense-amp.)

v Error )
Symptom symptom A CheCpr'laf;t"E;Lk
ion
detef tio &restart
Interruption
symptom in 9 PIPCI O Checkpoint n
process
hardware
(particularly
in a well Rollback to
stripe Checkpoint &
restart i Checkpoint n+1
<substrate/well> <circuit/CPU> <CPU operation>

Fig. 3.7 An example of LABIR (inter-LAyer Built-In Reliability)
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soft-error over many wells so that they can be eliminated as well by the differential
method between adjacent wells. BIST (Built—In Self-Test) [106], Built-In Current
(Pulse) Sensor (BICS [90, 107], BIPS)), SAW (Surface Acoustic Wave)-based
symptom detector [81], on-chip monitor [108] can be used for such kind of tech-
nique. By using BIPS, a pulse propagated from a zone penetrated by a charged
particle in p-well can be detected in /34 line by using an embedded current or pulse
sensor. In the SAW-based symptom detector, the surface acoustic wave generated
by a hazardous event at any location in the semiconductor device is captured by
micro-cantilever type detectors. The location of charged particle penetration is
calculated by the capture time difference among the detectors. In the on-chip
monitor approach, multiple micro-pulse monitors are embedded in the peripheral
area of a chip to monitor noises in selected locations.

(i) Software symptom

Li et al. has proposed a software—hardware co-designed resilient super-scalar sys-
tem where failure symptom is detected mainly by software and recovery and
diagnosis (software bug/permanent error/transient) are made during rollback from
checkpoint [109]. Reconfiguration is made in fine grains based on the diagnosis.
Fault injection is applied to Solaris-9 OS with the UltraSparc-III ISA. Application
and OS crashes and hang-ups are monitored and classified by injected component.
These authors have reported that a large fraction of the faults results in OS failures
so that and that recovery methods for OSs must be developed.

Hari et al. proposed a symptom detector to detect fault including SDC in soft-
ware behavior [110].

Wang et al. has proposed SBRM (Symptom Based Redundant Multithreading)
where symptom of failure is monitored on software like deadlock, exception han-
dling, miss-instruction in control flow, and error in the cache/translation look-aside
buffer [97]. Instructions are executed simultaneously in two threads. Symptom
monitoring is applied only to the redundant thread and results in two threads are
compared. If the results do not match, an error signal is delivered and restore
process is initiated. Checkpointing supported with input replication, symptom
detector, and control logic for pipeline flush is used for restore process. Fault
injection in the RTL model of Alpha microprocessor is made while SPEC2000
Integer benchmarks operated. By choosing deadlock and exception handling as
symptoms, it has been demonstrated that 75% of errors can be recovered with a
speed loss of only 2%.

3.1.12 Challenges in the Near Future

Table 3.5 shows future trends, conventional approaches against failures, challenges,
and global standards being worked out relevant to the fault/error/failure modes
actually encountered in various industry sectors.
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In safety critical system or real-time system like avionics and automobiles,
weight saving in structural materials is one of major trends to reduce fuel and power
consumption. Usage of GPUs will be extended to much wider areas [87]. Mil-
lisecond recovery is one of the most challenging themes in real-time systems. In
railway systems, further computerization will proceed to realize cost effective,
connected, and resilient railway systems [111]. In exa-scale supercomputer system,
paradigm shifts in dependability techniques including HW and SW must be realized
to avoid failures due to very frequent errors including SDC and DUE (Detected
Unrecoverable Error) [112].

In network system as well as supercomputer system, large power consumption
will be a serious bottleneck for selection of mitigation techniques.

PDA (Personal Digital Assistance) s or smartphones are being increasingly
utilized to control in-house digital appliances remotely. Noise disturbances and
malicious attacks must be considered as possible causes of serious accidents [113].

Best combination of mitigation techniques as in LABIR/Cross layer reliability
should vary by industry and need to be extensively pursued as well as development
of novel key technologies. A list of global standards with their objects and category
types such as IEC61508, 1SO26262, JESD89A, and so on are listed in Table 3.5.

Table 3.5 Future trends, challenges, and relevant global standards in various industries with
respect to fault/error/failure

Conventional approach

Standards relevant to

Industry Application Trend against failures Challenges fault/error/failure caused
by SEE
Plane/avionics __|Lightening, X-by-wire Hardened device, TMR _|Millisecond recovery IEC62396

Redundancy of power

Rail High speed it - Digital wireless train IEC62278,IEC62279,
' allway units control IEC62280,[EC62425
Real time system
. . . 18026262, AEC-Q100-
Automobiles | -Ehtening. X-by-wire, Lockstep micro - Millisecond recovery G. Euro NGAP®
electronization, GPU? controller - Perfect fail-safe rev.s, Euro
rating review
Power system Smart grid. UHV* IEC60038
+100% SDC detection
and recovery
Supercomputer Exaflop,100PB, low-power [TMR,RCC,DMR - Cross layer
reliability/LABIR
- Resilient software
+Fault aware system
18027001
Data center l&%?;odafo':‘tt?:we" ECC,TMR,RCC,DMR |- Prompt failure DTS Standard:
9 puting confinement andards
. +Cross layer
Network Server Virtualization, low power ~ |ECC,TMR,RCC,DMR eliability/LABIR
-Cross layer
Router Performance, low power  [ECC,TMR,RCC,DMR reliability/LABIR
Unlimited borderless - Suppression of
1
loT"iv2nf communication None proliferation of failures
Desktop PC Cloud computing Power cycle
Tablet PC Lightening, high Power cycle
. performance
Media -
= High performance
Smart phone *Remote control of digital |Power cycle
applications

1: Internet of Things, 2: Machine to Machine communication, 3:Graphic Processing Unit, 4: Ultra High Voltage (1100kV),
5: New Car Assessment Programme, 6:Distributed Management Task Force. Inc.
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In addition, it is predicted by SRAM soft-error simulation that further scaling
may have significant impacts of processor/computer system design [112]. Namely,

e As scaling proceeds, Q. Will decrease below 1 fC or even below 0.1 fC. This
causes an extensive increase in area affected by an SEE: For 130 nm design rule,
100 bit x 100 bit SRAM memory matrix can be affected by an SEE, while 1000
bit X 1000 bit SRAM memory matrix would be affected by an SEE beyond
22 nm design rule. When the SRAM has six transistors, the area containing 6M
transistors would be affected by an SEE for 22 nm design rule, resulting in
unprecedented difficulty in reliability design of processor/computer systems.
New breakthrough technologies are obviously required.

3.2 Soft-Error Tolerant SRAM Cell Layout

Shusuke Yoshimoto, Kobe University
Masahiko Yoshimoto, Kobe University
Hiroshi Kawaguchi, Kobe University

3.2.1 Introduction

Nano-scaled integrated circuits are susceptible to particle-induced single event effect
(SEE) because of their low signal charge and noise margins [31, 65, 113, 114].
Particularly the effect of multi-cell upsets (MCUs), in which a single event results in
simultaneous errors in more than one memory cells, have been closely investigated.
MCUs are caused by collection of charges produced by secondary ions in
neutron-induced nuclear reaction [1]. The ratio of MCUs to single event upsets
(SEUs) is predicted to increase drastically in nano-scaled SRAMs [2, 33, 43, 114].

Figure 3.8 shows a schematic and a layout of a general 6T SRAM cell with a
typical 65-nm CMOS logic design rule. In the design, the sizes of the transistors are
relaxed to suppress threshold voltage variation so that the cell area is about twice as
large as a commercial 65-nm 6T cell [115]. The 6T cell consists of PMOS load
transistors (PLO, PL1), NMOS driver transistors (NDO, ND1) and access transistors
(NAO, NA1). A wordline (WL) and two bitlines (BL, BLN) are horizontally and
vertically connected among cells, respectively. In the layout of the general 6T cell,
the PMOS transistors are centered in the memory cell; this structure is called an
NMOS-PMOS-NMOS (NPN) layout hereafter.

Figure 3.9 shows sensitive nodes in the general 6T cell layout: a low-state (“L”)
PMOS diffusion and a high-state (“H””) NMOS diffusion. We have observed that the
NMOS has a four-times larger SEU cross section than a PMOS for a wide range of
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(b) NMOS-PMOS-NMOS (NPN) 6T cell layout
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Fig. 3.8 a Schematic and b NMOS-PMOS-NMOS (NPN) layout of a general 6T SRAM cell

Fig. 3.9 Sensitive nodes in a i
general NPN 6T SRAM cell

NMOS

supply voltages (see Fig. 3.10) [116]. The simulation results come from an iRoC

PMOS

Sensitive
nodes 1

NMOS

TFIT soft-error simulator [117] with a database of a generic 65-nm bulk CMOS

process [118].

In this subsection, we present a neutron-induced soft-error rate simulation tool
and two types of soft-error tolerant SRAM cell layouts. Results show that the
proposed memory cell layouts favorably affects their reliability; they enhance the
effectiveness of single error correcting-double error detecting ECC (SEC-DED

ECC).
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Fig. 3.10 SEU cross sections of NMOS and PMOS with a twin-well 65-nm process calculated
using the iRoC TFIT simulator [116, 117]

3.2.2 Neutron-Induced Soft-Error Rate Simulator

Figure 3.11 illustrates a flow chart of our neutron-induced soft error simulator [116]
using PHITS, the Particle and Heavy Ion Transport Code System [119]. The input
data for PHITS are neutron spectrum data, device structure data, and nucleus
reaction models. The cosmic-ray neutron spectrum is calculated using an
Excel-based Program for calculating Atmospheric Cosmic-ray Spectrum
(EXPACS) [120], as shown in Fig. 3.12. The device structure is constructed as
presented in Fig. 3.13.

Inputs

Device
structure data

Neutron
spectrum data

v Y

éBU particles list MCU particles list

wio MCU \_/r_\

Nucleus
reaction model

Nuclear collision
generation

|| SBU SER MCU SER
w calcularion calculation
e e Extracting || SBU SER MCU SER
(Qcrir) in hit mode particles
\_/_\ \_/_\
I:I Data I:I Calculation Outputs

Fig. 3.11 Flow chart of the soft-error rate simulator [116] using PHITS [119]
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The device structure includes the cell property (width, height, and position of
sensitive nodes), a cell-to-cell pitch in a cell array, and data patterns. The cell
height, width, and position of the sensitive nodes are modeled as presented in the
figure. The diffusion area is derived from the transistor width and the cell height.
The clearances between diffusion edges are all equal.

The PHITS can export secondary particle dump files presented in Fig. 3.14. In
our simulation, the dump files are generated in respect to NMOS and PMOS
sensitive volumes in an SRAM cell. The dump file includes nucleus reaction IDs
(event numbers), atomic weight, geometry points (X, Y, Z), velocity vectors (dX, dY,
dZ), and energy in the point (E). The deposit energy (Eqeposic) 1S calculated with the
dump files in the respective sensitive nodes. The deposit charge (Qgeposit) s cal-
culated using the following equation, in which e is the elementary charge:

Qdeposit[c] = X Edeposit [€V] (35)

e
3.6

When a secondary particle deposits more charge than the critical charge (Q.;) to
at least one memory cell, that particle is classified as a single event upset
(SEU) particle. Finally, single-bit-upset and multi-cell-upset soft-error rates (SBU
and MCU SERs) are calculated at every SEU particle event.

3.2.3 PMOS-NMOS-PMOS (PNP) 6T Cell Layout

The proposed 6T cell is designed as a PMOS-NMOS-PMOS (PNP) layout in
Fig. 3.15. The NMOS-centered 6T layout has the same transistors as the general
one. The WLs and the BLs are assigned in horizontal and vertical directions,
respectively.
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Fig. 3.13 Device structure based on a 65-nm general 6T SRAM cell layout (logic rule basis)
[120]

Figure 3.16a shows an SRAM cell array using the general NPN 6T layout. In the
conventional 6T SRAM, the sensitive NMOS nodes are in the same P-well in the
horizontal direction; horizontal upsets can be easily incurred. In contrast, the pro-
posed PNP 6T cell can lower a horizontal MCU rate because the NMOS-centered
layout can separate the horizontally adjacent NMOS sensitive nodes with the
N-well as shown in Fig. 3.16b.

The proposed layout has the same schematics and the cell area on the 65-nm
logic rule basis, so that the proposed design can be implemented only by replacing
its cell layout. Note that shared contacts, which are commonly used in an industrial

SRAM rule, cannot be applied to the proposed 6T cell layout. This drawback incurs
a certain area overhead in the SRAM rule basis design.
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Fig. 3.14 Product-dump and cross-dump data related to secondary ions: a crossing the sensitive
area, b entering the area, ¢ leaving the area, and d remaining in the area
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Fig. 3.15 Layout of a proposed PMOS-NMOS-PMOS (PNP) 6T cell

We designed and fabricated 1-Mb SRAM test chips consisting of 256-Kb
macros of four types (NPN layout with twin well, PNP layout with twin well, NPN
layout with triple well, and PNP layout with triple well). Figure 3.17 presents an
experimental setup for a neutron-accelerated test. The neutron irradiation experi-
ment was conducted at The Research Center for Nuclear Physics (RCNP), Osaka
University. Spallation neutron beam generated by the 400-MeV proton beam
irradiates a board under test (BUT) 7892-mm far from a tungsten target, on which
three sample chips are placed in a BUT, for 30 h. The neutron flux is normalized to
13 cph/cm” above 10 MeV at ground level in New York City [7], which incor-
porates scattering effect [121], attenuation effect [44], and board screening effect
[122].

As presented in Fig. 3.18, an MCU SER in the vertical direction is called
MCUgy - in this paper, and an MCU SER in the horizontal direction is called
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Fig. 3.16 SRAM cell arrays using a general NPN 6T cell layout and b proposed PNP cell layout
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Fig. 3.17 Setup for neutron-accelerated test
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Fig. 3.18 Multiple-cell-upset patterns: a MCUp; —; and b MCUp .. are defined respectively by
vertical fail bits in a same column and by horizontal fail bits in two or more columns
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Fig. 3.19 Data patterns: a checkerboard (CHB), b all zero (ALLO), ¢ column stripe (CS), and
d row stripe (RS)
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MCUgy » . The MCUpgy » is more important for designers to adopt the interleaving
and/or ECC strategy.

Figure 3.19a—d illustrate measured MCU SER in the four data patterns at the
supply voltage of 1.2 V. When using the CHB (checkerboard), CS (column stripe),
and RS (raw stripe) patterns, the MCUg; ..; in the PNP 6T SRAM can be sup-
pressed by 86-98% compared to the general NPN layout. The proposed PNP layout
separates NMOSs from adjacent ones in the horizontal direction, which reduces the
MCUgy »; SER. In the ALLO (all zero) pattern, the MCUg| .| even in the general
NPN cells is low in nature because the sensitive nodes are not horizontally adjacent
in a single bitline. As a result, only 67% improvement is observed in the MCU SER.
The proposed PNP layout with the dual-well structure achieves MCUyg; .; SERs of
5.78, 4.58, 9.48, and 4.70 FIT/Mb in the CHB, ALLO, CS and RS patterns and the
PNP layout with the triple-well structure achieves MCUg; ..y SERs of 5.78, 4.58,
18.96, and 3.13 FIT/Mb.

3.2.4 N-P Reversed 6T Cell Layout

To scale CMOS transistors down to a 45-nm process or less, it is important to use
compressive and tensile strain engineering for PMOS and NMOS, respectively,
thereby increasing the drain current. Particularly, for a PMOS, embedded SiGe
(eSiGe) in a source and drain boosts its saturation current (Iy,,). The strain engi-
neering is thereby more effective for PMOS (/g,p) than for NMOS (/ga). Current
enhancement using eSiGe strain for the PMOS increases more effective with the
process scaling: +30% and +45% in 45-nm and 22-nm processes [123, 124].
Figure 3.20 shows the trend of the saturation current ratio of an NMOS to a PMOS

Fig. 3.20 Trend in the n-to-p 4.0

saturation current ratio, Igm/ Published @ 1999-2011
ILiap, in 1999-2011 35}

3.0 F

25

20 F

Isatn / Isatp

15F

10 F

0.5 A
10 20 50 100

Process node [nm]
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Fig. 3.21 a Schematic, and b layout of the proposed N-P reversed 6T SRAM cell. Cell current (I
cell) flows through PMOS load and NMOS access transistors in read operation

(=lsam/Isap) along with a process node [125, 126]. The ratio approaches becomes
unity when /g, is comparable to /gy, at a 22-nm node. As previously described, the
SEU cross section of the PMOS is 1/4 of that of the NMOS. Therefore, the con-
ventional 6T cell suffers from the shortcomings of the soft-error vulnerability in the
NMOS driver transistors. To cope with this NMOS problems and to leverage the
PMOS benefit, we propose using PMOS access and driver transistors instead: an
N-P (NMOS-PMOS) reversed structure. Soft-error tolerance is enhanced in the
proposed N-P reversed 6T SRAM cell in future 22-nm node or advanced ones.

Figures 3.21a and 3.21b depict a schematic and a layout of the proposed
NMOS-PMOS (N-P) reversed 6T SRAM cell, respectively. The 6T cell consists of
NMOS load transistors (NLO and NL1), PMOS driver transistors (PDO and PD1),
and PMOS access transistors (PAO and PA1). The number of transistors and the
poly-gate alignment are similar as the conventional one, although the N- and
P-diffusions are swapped. The shared contacts are applicable to both 6T cells.

Therefore, the proposed cell has no area overhead over the conventional one. In
a read operation, either bitline (BL or BLN in Fig. 3.21a) is pulled up by a cell
current flowing through a PMOS access transistor. Generally, the read current of the
proposed cell is degraded because Iy, is smaller than /,,,. However, as presented
in Fig. 3.20, the saturation current ratio of I, to Ig,, becomes smaller in the scaled
process. Moreover, the random dopant fluctuation of the PMOS is less than that of
the NMOS. Consequently, the cell current of the proposed cell will be larger than
that of a conventional cell.

The device structure includes the cell property (width, height, and position of
sensitive nodes), a cell-to-cell pitch in a cell array, and data patterns. The cell
height, width, and position of the sensitive nodes are modeled as presented in
Fig. 3.22. The ratio of the cell height to the cell width is set as 3.5. Each transistor
width is doubled from the process node to suppress threshold voltage variation. The
diffusion area is derived from the transistor width and the cell height. The clear-
ances between diffusion edged are all equal. The parameters are presented in
Table 3.6.
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Fig. 3.22 Models of SRAM cell width, height, and positions of sensitive nodes in 22-nm to
130-nm processes using parameters in Table 3.6

Table 3.6 Size and position parameters for PHITS simulations in Fig. 3.22

Process node [nm]
22 32 45 65 90 130
Cell area[um?] | 0.081[ 0.156| 0.283 | 0.537 | 0.947 | 1.796
Cell height [um] | 0.152 | 0.211] 0.284 [ 0.392 | 0.520 | 0.716
Cell width [um] | 0.533 [ 0.739 | 0.995 | 1.371 [ 1.820 | 2.507
Tr. width [um] | 0.044 [ 0.064 | 0.090 | 0.130 [ 0.180 | 0.260
Space [um] 0.051] 0.069 [ 0.091 | 0.122] 0.157 | 0.210

Figure 3.23a—d show neutron-induced soft-error simulation results obtained
using CHB, ALLO, CS, and RS patterns. Although the critical charge is decreasing,
the SBU SER is also decreasing with process scaling thanks to the smaller critical
area. The MCU SER exhibits a similar tendency at the 65-nm and less nodes.

The proposed N-P reversed cell has 50% smaller NMOS diffusion area in our
definition. Therefore, its SBU and MCU SERs are reduced by 11-51% and 34—
70%, respectively, at the 22-nm node. Particularly for the column stripe pattern, the
MCU SER is improved by 70% (but the SBU SER is decreased by only 11%)
because NMOS diffusions in the conventional cells share the same p-substrate in
the vertical direction and vertical MCUs occur easily. However, in the row stripe
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Fig. 3.23 SBU and MCU SERs of conventional and proposed cells in the a CHB, b ALLO, ¢ CS,

and d RS patterns

pattern, the MCU SER improvement is the smallest, 34% (but the SBU SER
improvement is the largest, 51%), because the distance from a sensitive NMOS
node to another in the conventional cells is the longest among the four patterns.

3.3 Radiation-Hardened Flip-Flops

Kazutoshi Kobayashi, Kyoto Institute of Technology

Jun Furuta, Kyoto Institute of Technology

Radiation-hardened flip-flops (FFs) are used to mitigate unwanted flips by
radiation strikes. Here we first deal with several redundant FFs and then move to
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non-redundant ones. Finally, we discuss device/process/circuit-level mitigation
techniques for nano-scaled CMOS.

3.3.1 Approaches for Radiation-Hardened Flip-Flops

It is mandatory to prevent soft errors in storage circuits such as SRAMs, latches and
flip-flops. Aggressive process scaling relieves soft errors rates per bit. But semi-
conductor chips are utilized in the fields demanding high reliabilities such as
automotive, aerospace and medical devices. It is mandatory to reduce soft error
rates as small as possible.

Redundant flip-flops mitigate soft errors to prepare extra circuit elements.
Usually, three storage cells are prepared. It is possible to correct an error in a
storage cell by majority voting. Since redundant flip-flops have large area, delay
and power overhead, non-redundant flip-flops are used to reduce soft error rates by
adding extra circuit elements with smaller penalties.

Device and process approaches are also effective to reduce soft error rates.
Silicon-On-Insulator (SOI) is one promising candidate. Compared with conven-
tional bulk technologies, SOI is strong against soft errors since Buried-Oxide
(BOX) layers prevent charge collections.

Those mitigation techniques are introduced in this section.

3.3.2 Redundant-Structured Flip-Flops

3.3.2.1 Triple Modular Redundancy Flip-Flop

Triple Modular Redundancy Flip-Flop (TMR-FF) mitigates soft errors by majority
voting. Three storage elements are prepared. Even if one of them is flipped due to a
radiation strike, it outputs the correct value by majority voting. Figure 3.24 depicts
a typical TMR-FF which contains tripled latches and a majority voter. If one wishes
to build a TMR-FF utilizing cells available out there, the majority voter can be
constructed with combinations of conventional logic gates as shown in Fig. 3.25a,
or using a PDK (Process Design Kit) that includes a special logic cell typically
called MAJ as shown in Fig. 3.25b.

TMR-FF is immune from Single Bit Upsets (SBUs) but can fail against
Multi-Cell Upsets (MCUs). If two storage elements are flipped, it outputs an
incorrect value. Due to the aggressive process scaling, the probability of MCUs is
getting higher and higher [127]. It is caused by the fact that ranges of radiation
particles are not scaled, while the sizes of storage elements are scaled. If a particle
strikes a storage node, generated charge is shared with neighbors. Parasitic bipolar
effects [128] also elevate well potential, which turn on parasitic bipolar transistors.
To mitigate MCUs, layout-level techniques are effective.
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Figure 3.26 shows an example which interleaves the storage elements in the
TMR-FF that must not be flipped at the same time [129]. If two storage elements
are flipped, it outputs an incorrect value. Due to the aggressive process scaling, the
probability of MCUs is getting higher and higher [127]. It is caused by the fact that
ranges of radiation particles are not scaled, while the sizes of storage elements are
scaled. If a particle strikes a storage node, generated charge is shared with neigh-
bors. Parasitic bipolar effects [128] also elevate well potential, which turn on
parasitic bipolar transistors. To mitigate MCUs, layout-level techniques are
effective.
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3.3.2.2 Dual-Interlocked Storage Cell (DICE) Flip-Flop

DICE stands for Dual-Interlocked storage cell. It is utilized in SoCs for
High-Performance Computers (HPCs) [46, 130, 131].

The DICE structure as shown in Fig. 3.27a mitigates soft errors by duplicating
latches implemented by the half C-elements and the clocked half C-elements as
shown in Fig. 3.27b. The input and output signals of these half C-elements have
cross-coupled connections to be automatically recovered from a flip on a single
node. On the other hand, redundant FFs such as TMR, BISER [132] and BCDMR
[133] mitigates soft errors by majority voting among three storage cells, in which a
flipped node is left until the next clock signal is injected to supply an unflipped new
value.

Compared with these majority-voter-based structures, the DICE structure is
area-efficient since latches are not triplicated but duplicated.

(a) (b)
CLK ——r —————— 1————-}———————1
| | %o
| T | --
! ol : c A—l
P 7 {f)c %'EJ_D_' %':J_DO_ QA= AL 8 = ¢—
07{414 B =e g8~ o
, ﬁ]—D_‘ ﬁl A Half C-element ¢ B
VL [ - -!— e Clocked Half C-element

Fig. 3.27 DICE FF schematic. DICE has four cross-coupled half C-elements. If a C-element is
flipped, other three restore the original stored value
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3.3.2.3 Dual-Modulared-Redundancy Flip-Flop

Several dual-modulared-Redundancy (DMR) FFs are developed to achieve equiv-
alent SEU tolerance to the TMR-FF. The DMR FFs explained here have two
latches, a cross-coupled inverter called a keeper and C-elements. Compared with
the TMR-FF with triplicated latches and voters, the DMR FFs has less area/power/
delay penalties. Built-In Soft Error Resilience (BISER) FF [132] is developed by
Intel and Stanford Univ. It consists of dual-modulated latches, C-elements and
weak keepers as shown in Fig. 3.28a. As shown in Fig. 3.28b, the C-element and
the weak keeper keep the previous value even when one of duplicated latches is
flipped. Therefore, BISER FF eliminates an unexpected flip caused by an SBU.

Bistable Cross-Coupled Dual Modular Redundancy (BCDMR) FF [133] is a
modified version of the BISER FF with the functionality which was developed at
Kyoto Univ. and Kyoto Inst. of Tech. It has duplicated C-elements with
cross-coupled connection as shown in Fig. 3.29, which protects the slave latches
from simultaneous flips caused by an SET in the C-element. In the BISER structure,
duplicated slave latches are simultaneously flipped when a particle hits on the
C-element and an SET pulse is transferred to the slave latches. The probability to
capture the SET pulse is increased according to the clock frequencies. On the other
hand, in the duplicated C-elements of the BCDMR structure, the SET pulse is only
captured by one of the slave latches. Table 3.7 compares area, delay and power of
BISER and BCDMR normalized by a conventional DFF. BCDMR FF has the same
area with BISER. At 0.5 V, the delay of BISER FF becomes much slower than
BCDMR.

In neutron-accelerated tests, BCDMR FF showed over 100 X more error resi-
lience than non-redundant FF at clock frequencies up to 100 MHz thanks to the
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Fig. 3.29 BCDMR schematic

Table 3.7 Area, delay and power of BISER and BCDMR normalized by a conventional DFF

| BISER____ | BCOMR |

Area  Delay Power Area Delay Power
1.2V 3.00 1.47 2.15 3.00 1.45 2.20
0.5V 3.00 1.96 2.39 3.00 1.57 2.23

stability given by the cross-coupled dual C-elements [129], while BISER FF
became more susceptible to SET at higher clock frequencies [129].

3.3.3 Non-redundant-Structured Flip-Flops

In this subsection, several non-redundant-structured FFs which pay less area/power/
delay penalties but with less robustness against SEUs compared with redundant
ones will be introduced.

3.3.3.1 Reinforcing Charge Collection Flip-Flop

The Reinforcing Charge Collection (RCC) FF [134] was proposed by Intel with
dummy transistors to increase critical charge. Figure 3.30 shows an RCC latch
schematic. There are two pairs of dummy CMOS transistors between nl and n2.
They are laid out to minimize victim-to-reinforcing diffusion separation as depicted
in Fig. 3.31. The OFF device’s diffusion, referred as victim diffusion, collects
charge that can flip the stored value. On the other hand, the ON devices diffusion,
reffered as reinforcing diffusion, collects charge that can reinforce the stored value.
In RCC, those diffusions are laid out besides the dummy gates DN1 and DN2.
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Fig. 3.31 RCC layout for N diffusions

3.3.3.2 Hysteresis Flip-Flop

Hysteresis Flip-Flop (HY-FF) was developed by Broadcom and Vanderbilt Univ. It
is a non-redundant FF with additional weak keepers that restricts unwanted flips by
radiation strikes [135]. Figure 3.32 shows a schematic diagram of HY-FF. It is
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Fig. 3.32 Hysteresis Flip-Flop schematic

non-redundant but its area penalty is relatively large. It is reported in [136] that its
radiation hardness is 5 X compared with a non-redundant FF and the area of the
pulsed hysteresis latch is 108% of a non-redundant FF.

3.3.4 Device/Process/Circuit-Level Mitigation Techniques
Jor Nano-Scaled CMOS

For nano-scaled CMOS technologies, MCUs, or multiple upsets of signal nodes in
close vicinity caused by a single strike of energetic particles, have become more and
more pronounced since ranges of radiation particles such as neutrons or alpha
particles are not scaled while signal nodes are becoming closer to each other. MCUs
may cancel out mitigation effect by redundancy; If two storage elements out of the
two among the three in TMR are flipped, it becomes a fault. In nano-scaled CMOS
down to 45 or 28 nm, device or process level mitigation techniques are therefore
getting increasing attention. Fully Depleted Silicon-On-Insulator (FD-SOI) is one of
promising candidates to supplant conventional bulk technologies to cope with. We
introduce two FD-SOI processes which have thin BOX (Buried OXide) layers
named 65-nm Silicon On Thin BOX (SOTB) and 28-nm Ultra-Thin Body and BOX
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(UTBB). We also introduce a non-redundant mitigation technique adequate for an
anti-soft-error process such as FD-SOI.

3.3.4.1 Thin BOX FD-SOI Technologies

FD-SOI suppresses the short-channel effect (SCE) and process variations. Two
semiconductor companies in Japan and in France are developing similar FD-SOI
technologies with thin BOX layers. Sugii et al. from LEAP (Low-Power Electronics
Association & Project), an industry consortium in Japan, have developed a 65 nm
Thin BOX FD-SOI technology called SOTB [137, 138].

Figure 3.33 shows a cross section of an SOTB transistor. The thickness of the
BOX layer is only 10 nm thick so it is possible to control the threshold voltages
through backgate biases. Kamohara et al. developed an SoC integrating a 32 bit
microprocessor and SRAMs for Internet of Things (IoTs) [139]. ST Microelec-
tronics is also developing another 28 nm Thin BOX FD-SOI technology named
UTBB [140]. The thickness of the BOX layers is 25 nm, which is 2.5 X thicker
than SOTB’s, and has less controllability of threshold voltages than SOTB. Jaquet
et al. have implemented a dual-core ARM A9 processor with 2.66 GHz enabled by
forward body biases in the UTBB process [141].

FD-SOI technologies have a distinct advantage in soft error immunity, because
the bulk Si substrate is separated from the active SOI (Silicon-On-Insulator)
regions. Charges generated in the substrate do not penetrate the BOX oxide. SOI
The results obtained by the author’s group in spallation neutron irradiation
experiment have shown that a conventional TGFF (Transmission Gate FF) on
SOTB has the 16 X lower SER than a similar TGFF built-in bulk Si [142]. In
addition to that, it has been found out that redundant FFs such as DICE, BCDMR
and TMR built-in SOTB have no errors during the neutron irradiation [142].

Gate

Substrate bias

$ SOl layer (~12 nm)
$ BOX layer (10 nm)

Body

Substrate

Fig. 3.33 Cross section of a Silicon on Thin BOX Transistor
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3.3.4.2 Mitigation Technique Without Redundancy

In the low-SER technologies such as FD-SOIs, non-redundant circuits are enough
to suppress SERs. Thus, redundant circuits may not be required. In such tech-
nologies, slight difference in critical charge (Q.) makes a lot of difference in
threshold energy of particles as qualitatively shown in Fig. 3.34. Thus, layout or
circuit-level techniques to increase Q. without redundancy are good candidates.
Figure 3.35 is a non-redundant FF called Tristate-Inverter FF (TIFF) that replaces
the transmission gate between master and slave latches on TGFF with a tristate
inverter. The area of TIFF is only 5% larger than a Transfer-Gate FF (TGFF), but
the critical charge of TIFF is larger than that of TGFF. TIFF has better SERs than
TGFF. We fabricated a test chip by 65 nm bulk and FD-SOI processes. Table 3.8
shows the error probabilities by alpha irradiation of TIFF and TGFF. In bulk, the
error probabilities are almost equivalent, while in FD-SOI the probability of TIFF is
0.6 X of that of TGFF.

Table 3.8 Error probabilities by alpha irradiation normalized by bulk TGFF

Process bulk FD-SOI
FF TGFF TIFF TGFF TIFF
Error Probability 1.0 1.0 0.049 0.030
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3.4.1 Soft Errors on Reconfigurable Architecture

Recently, the reliability of reconfigurable devices is drawing attentions, since
implementing mission-critical applications with high reliability on reconfigurable
devices is highly demanded for saving NRE (Non-Recurring Engineering) costs.
Especially, soft errors are one of serious concerns threatening reliability of
mission-critical applications. In reconfigurable devices, the reliability of the con-
figuration memory is often considered to be more critical than that of the computed
data in data/pipeline registers, since an SEU in the configuration memory damages
the functionality until the configuration data is reloaded again; we will refer to this
as a permanent error. In the majority of terrestrial applications, on the other hand,
requirements for radiation hardness may not be as stringent as in space applications
but can vary to such an extent that a single processor architecture would be hard to
accommodate.

Coarse-grained reconfigurable architectures (CGRA) have been studied to fill the
performance gap between FPGA and ASIC by reasonably limiting application
domains and programmability. From reliability point of view, CGRA is inherently
superior in soft error immunity to FPGA, since the amount of configuration bits is
by orders of magnitude smaller than that of FPGA. Several groups have so far
reported on CGRAs with reliability consideration [143-145].

Thus far, while CGRAs have been extensively discussed (e.g., [146—148]), their
adoption for commercial use has been limited compared to FPGAs. FPGAs have
dominated wide areas of applications that are rather popular despite of their large
power dissipation and chip area for two major reasons. For one thing, CGRA is
basically composed of an array of ALUs (Arithmetic Logical Units) handling
multi-bit operands, and is therefore suitable for data-path implementation but not
for efficiently implementing one-bit operations that are often used in flag compu-
tation, conditional branching and state machines. RTL (Register Transfer Level)
designers and existing behavioral synthesis tools for ASIC and FPGA commonly
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synthesize data-path circuits that are controlled by state machines. The incompat-
ibility with state machine implementation is, therefore, a significant problem that
has prevented CGRA from being widely used. Another reason is that no CGRAs
have been provided so far with the full benefit of IP reuse or the standard ANSI C/C
++ source codes available for designs. To overcome this issue, several CGRA
architectures compatible with state machine implementation have been proposed
[149-151]. To expand the application domains of CGRAs, an architecture having
high compatibility with design automation tools and high flexibility that allows
trade-offs between reliability, performance and cost has been highly demanded.

3.4.2 Proposed Reconfigurable Architecture

3.4.2.1 Design Concept

The concept of our reconfigurable architecture, which we call Flexible Reliability
Reconfigurable Array (FRRA), is based on the above-mentioned recognition of the
requirements for flexible reliability in architecture design and compatibility with
behavioral synthesis.

(1) Flexible reliability in architecture design

Reliability requirements depend on the application and operating environment, and
hence, there is a growing demand for design scheme that would allow flexible choice
of countermeasures to prevent reliability degradation. A reconfigurable device is
suitable for a spatial redundancy based soft-error-tolerant design, which is applied in
mission-critical applications with area costs. In order to achieve the desired level of
reliability in a reconfigurable device, it is useful to be able to subject all its basic
elements to trade-off between the sensitivity to soft errors and the chip area.

According to the reliability classifications against soft errors, each basic element
of our reconfigurable architecture supports several operation modes. When an
application is implemented on our reconfigurable device, the operation modes of
each basic element are defined by our design tools, which can consider the trade-off
between soft-error resilience and hardware cost.

(2) Compatibility with behavioral synthesis

Compatibility with behavioral synthesis requires architectural supports that help
provide a trade-off between latency and resource usage (area). Figure 3.36
demonstrates how a C program can be implemented in one cycle and in two cycles.
Our architecture supports not only one-cycle implementation of Fig. 3.36a but also
multi-cycle implementation. In the two-cycle implementation of Fig. 3.36b, one
coarse-grained processing element including two multiplexers and a register, and
fine-grained elements for implementing a state machine are necessary. Dynamic
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Fig. 3.36 Examples of implementations with different latency

reconfiguration of the processing element is controlled by the state machine, which
has two states, SO and S1. In order to show a simple example of two types of
implementations, Fig. 3.36 uses a small C program, and may not have been able to
show an obvious trade-off between latency and area. In case of a practical C
program, a large trade-off could be obtained. Such a trade-off between latency and
area obtained by various implementations enables various types of desirable
specifications.

In order to achieve this trade-off, the following elements are required:
fine-grained elements to implement state machines, coarse-grained elements to
perform various types of data processing with dynamic reconfiguration depending
on the state signal, register files to save temporal data, and large memories to store
large bulk data. Here, although an embedded CPU could be used to control the state
of coarse-grained elements, we took the option of using the fine-grained elements
built in the chip for pursuing low-latency state control. With these elements,
behavioral synthesis allows designers to explore the solution space and select an
implementation that satisfies the requirements of the design.

3.4.2.2 Architecture Design Overview

The proposed architecture is composed of coarse-grained elements as ALU clusters,
fine-grained elements as LUT (Look-Up Table) clusters, register blocks called as
REG clusters, and memory blocks called as MEM clusters, where the basic element
is noted as cluster. Figure 3.37 shows an example of cluster array, in which an LUT
block is composed of a number of LUT clusters. When an application is mapped on
the proposed architecture, data-paths are assigned to ALU clusters. Meanwhile,
state machines and one-bit operations are assigned to LUT clusters. The temporal
intermediate data across the different states could be stored in REG clusters.
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Fig. 3.37 Example of heterogeneous cluster array based on the proposed architecture

The proposed reconfigurable array architecture has two global signals: context
signal and state signal. Both of these global signals are generated by designated
LUT clusters. The inter-cluster connections are changed according to the context
signal, which switches the mapped application or algorithm. An ALU cluster
changes its functionality and data-path/flag operands according to the broadcast
state signals, while the inter-cluster interconnection is unchanged. All the
inter-cluster routings to provide data to clusters are fixed for all the states, and each
ALU cluster selects a few data as operands, depending on the state, from all the data
delivered to the ALU cluster. Also, a REG cluster selects input data and changes
write address depending on the state signal, since the store of intermediate data
depends on the state. On the other hand, the functionalities of LUT and MEM
clusters are unchanged by the state signal.

ALU, LUT and REG clusters all have an inner structure with three cells as
illustrated in Fig. 3.38, while the execution modules (EM) in the cells are specific to
each of them. The EMs for ALU, LUT and REG clusters are ALU, LUT and
register file, respectively. On the other hand, an MEM cluster includes a single
SRAM macro, and hence the structure inside the cluster is different. Several LUT
clusters are organized in a two-dimensional array forming a LUT block. ALU,
REG, and MEM clusters and LUT blocks are placed in a two-dimensional array.
The details of each cluster are explained in Sect. 3.4.2.3.

3.4.2.3 Details of Reconfigurable Architecture
As shown in Fig. 3.38, an ALU cluster consists of a reconfigurable cell unit for

processing various types of operations, a redundancy control unit (RDU) for
flexible reliability, a comparing and voting unit, switches and wires. An RCU is
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composed of a configuration memory switching matrix (ConfSM) and three cells,
each of which contains an execution module (EM), register files for storing con-
figuration bits, and voters. In EM, arithmetic operations including multiplication,
logic operation, and shift operation are performed.

The cluster interconnection has three tracks (Track 0-2), and each cell inside a
cluster is placed on one of them. Thus, each cell in a cluster can be connected to the
cells in adjacent clusters on the same track. The interconnection also has a diagonal
track, connecting cells within one cluster. Switches to control these interconnec-
tions are implemented by multiplexers.

The cell architecture of ALU cluster is illustrated in Fig. 3.39. In order to
implement dynamic reconfiguration with a small area overhead, configuration bits
are divided and stored in three types of register files: instruction register file
(InstRF), interconnection register file (InterRF), and constants register file
(ConstRF). As mentioned earlier, instructions for ALU are locally stored in the
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cluster, where an instruction for ALU represents a set of ALU configuration bits for
a single state. On the other hand, the configuration bits for inter-cluster connection
stored in InterRF are fixed for all the states in each context. In this paper, InterRF is
implemented so that it can store three contexts. ConstRF is used to store up to four
constants that are required in the application, and one of the four constants is
selected by the 2-bit signal from InstRF. This implementation has been selected for
area reduction because not all instructions need constants in most applications.

In this architecture, as pointed out earlier, an InstRF consisting of a larger
number of words can accommodate a larger state machine, which enables trade-offs
between the area and latency. However, as the number of ALU instructions stored
in InstRF becomes larger, the silicon area of ALU cluster increases, and the area
overhead originating from the unused words of InstRF tends to be significant. The
detail of this trade-off is described in [152].

To attain soft error immunity, InterRF and ConstRF are protected with an error
correction code (ECC). The selected code is single error correction/double error
detection (SEC/DED) Hamming code. For every read of InterRF and ConstRF, the
error corrected bits are regularly restored in InterRF and ConstRF to prevent error
accumulation. In addition, three contexts of InterRF and four constants of ConstRF
are restored by re-writing the data itself through another SEC/DED encoder/decoder
in rotation. On the other hand, three InstRFs is implemented with bitwise triple
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Table 3.9 Reliability levels in ALU cluster

Operation Redundancy SEU SEU SET Utilization Throughput
mode InstRF | EM | in InstRF ‘ in EM ‘ in EM | #contexts | #cells | per cluster
TMR 3 3 D&R D&R D&R 3 3 |
SMs 3 [ D&R D ND 1 I 3
SMM I ] ND D ND 3 1 3

D&R: Detection and Recovery, D: Detection, ND: Non-Detection

modular redundancy, since the path from the state signal to the register file output
includes only a voter and its delay is small. This small delay is important, since this
delay is necessarily included in the critical path. Three InstRFs can also be used as
three contexts of configuration memory for dynamic reconfiguration without any
soft error immunity. This is the reason why ECC, which would require an ECC
decoder having large delays, was not selected for InstRF.

As summarized in Table 3.9, ALU cluster supports three operation modes: triple
modular redundancy (TMR), single modular with single context (SMS), and single
modular with multi-context (SMM). These operation modes also offer different
capabilities of dynamic reconfigurability (number of contexts) and throughput per
cluster.

TMR, in which both InstRF in a cell and data-paths in three cells are triplicated
as shown in Figs. 3.38 and 3.39, provides the highest soft-error immunity. Mean-
while, in SMS, only InstRF is triplicated but the data-path is singular. In both TMR
and SMS, an SEU occurring in the InstRF will be repaired when the next config-
uration clock is given, since the voted value is rewritten to the register file in every
configuration clock cycle. Here, the configuration clock signal is given to the
InstRF separately from the system clock. This configuration data is stored with
bitwise TMR, and therefore, multiple SEUs in different bits will also be corrected
when the next configuration clock is given. On the other hand, in SMM, the voters
are disabled, and three contexts are stored independently using three InstRFs, each
of which is included in individual cells. With this implementation, users can
flexibly choose the operation modes, depending on the importance of SEUs in
InstRF and SEU/SET in EM.

The detailed architecture of LUT, REG, and MEM clusters are described in
[152]. REG, LUT, and MEM clusters support reliable and regular modes. In each
operation mode, register files for storing configuration bits and EMs, which are
LUT, register file, and SRAM macro in LUT, REG, and MEM cluster respectively,
can be adopted individual reliability level. In order to achieve different levels of
reliability to soft-errors, each operation modes of each cluster are defined by our
design tools [153, 154], which can consider the trade-off between soft error resi-
lience and hardware cost. The overview of our design tools is presented in
Sect. 3.4.3.
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3.4.3 Design Tools for Our Reconfigurable Architecture

3.4.3.1 Reliability Programming by Selective TMR

A study on SEU mitigation for FPGAs revealed that there are configuration bits that
should be protected with higher priority and proposed to adopt costly TMR
selectively [155]. Similarly, it is expected that selective TMR is also effective to
CGRAs, and thus we developed an architecture that has capability of applying
either TMR or non-TMR modes for each cluster as explained in Sect. 3.4.2.

In order to implement a given circuit to the proposed architecture with highest
possible reliability under limited reconfigurable fabric, it is important to find vul-
nerable operations that should be triplicated with higher priority without
time-consuming fault simulation. For this purpose, we developed a method to
determine the priority to be triplicated [153, 154].

In the method, we assume that vulnerability, v, of an operation in a given DFG
(Data Flow Graph) is modeled by a linear equation v = w - a, where a is a vector
of feature values of the operation (e.g., type of operation, distance to primary
output), and w is a weight vector, in which each element corresponds to the element
in the vector a. By analyzing some sample circuits in an application domain, we
obtained examples of a vectors and corresponding v values, and from these a-
v pairs, we found w that approximates model equation v = w - a using a gener-
alized inverse matrix [153] or simulated annealing method [154]. Once w is found,
we can obtain the priority for triplication of operations in a given DFG since we can
estimate v of each operation.

Figure 3.40 shows the area-vulnerability trade-off of implementations of a
1024-point FFT [154]. The horizontal axis represents normalized circuit area, in
other words, hardware cost. The entire TMR and non-TMR correspond to 3.0 and

Fig. 3.40 Area-vulnerability
trade-off of application
implementations
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1.0 respectively, and a partial TMR in between. The vertical axis represents mean
absolute error (MAE) at the output data-stream induced by soft-errors. The defi-
nition of MAE is given by

1

MAE = —
N;

M=

|x; — %, (3.6)

1

where N is the number of words in the output data, x; and X; are the i-th word of
actual output and error-free output, respectively. The “Best” and “Worst” plots
show the entire design space obtained by exhaustive search and fault simulation,
and the “Estimated” plots show the obtained implementation using our method.
When the all clusters adopt TMR mode, the amount of mean absolute errors should
be zero. According to the obtained priority, a small portion of triplication effectively
reduces the vulnerability.

3.4.3.2 Reliability-Oriented C-Based Design Flow

Figure 3.41 shows the reliability-oriented C-based design flow for the dependable
VLSI platform, which consists of the reliable processor [156] and the reliable
reconfigurable array. An application can be written in ANSI-C language. After
partitioning the whole operation to the processor and the reconfigurable array, the C
source code for the reconfigurable array is translated to an RTL description. This
behavioral synthesis is performed by Cyber Work Bench [157, 158] whose algo-
rithm is optimized for our CGRA. The RTL description is then mapped and
place-and-routed on the reconfigurable array.
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Fig. 3.41 Reliability-oriented C-based design flow
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3.4.4 Test Chip Implementation

A proof-of-concept array based on the proposed reconfigurable architecture was
fabricated in 65 nm 12ML CMOS process. The die size is 4.2 X 4.2 mm. Fig-
ure 3.42 shows a layout of the test chip, which has 26 ALU clusters, 6 MEM
clusters and 4 LUT blocks. REG clusters have not been included in the test chip
because of a constraint of chip area. ALU, LUT and MEM clusters include 120 k,
4 k, and 99 k gates, respectively. Here, REG clusters are not included in the test
chip since our preliminary evaluation before the test chip implementation shows
that small image processing applications that can be implemented on the test chip
demand more ALU clusters instead of REG clusters.

Thanks to dynamic reconfiguration using states generated by an FSM,
area-efficient mapping becomes possible. Here, in this implementation, the number
of instructions for ALU was set to 16 due to the limited silicon area, while a work
done by our colleagues suggested that the number of instructions of more than 24 is
desirable [152]. Nevertheless, it has been shown that, for example, an edge
detection filter can be implemented with 25 ALU clusters only, while 62 ALU
clusters would be necessary if it were not for dynamic reconfiguration (i.e., in a
single state). The number of clusters is reduced by 60% in this particular example.
Thus, the proposed architecture implemented on the test chip has demonstrated the
possibility of exploiting latency-area exploration using the behavioral synthesis.

Figure 3.43 illustrates the mapping of an application on our reconfigurable array.
With the help of the C-based design flow taking into account reliability specifi-
cations, it has been demonstrated that the use of the proposed mixed-grained
reconfigurable array enable to manage both the trade-off between soft-error resi-
liency and hardware cost, and the trade-off between latency and hardware resource
usage.

Fig. 3.42 Chip layout of
designed reconfigurable array

4200 um
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Fig. 3.43 Application implementation flow on the mixed-grained reconfigurable array

3.4.5 Demonstration of a Video Application

In order to validate the functionality and reliability of the architecture, a demon-
stration using two mappings of SMM and SMS was performed on the evaluation
board shown in Fig. 3.44. The chip receives a live data stream from a video camera,
and sends it to a monitor demonstrating the processed stream. The mapping of black
and white reversal filter was generated from a C source code. Here, the black and
white reversal filter is a filter that performs tone reversal, and a subtraction is
performed for each pixel.

A snapshot of the results is shown in Fig. 3.45. After positioning an Am-241
alpha foil whose flux [7] is 9 X 10° cm?® h™! over the chip, it was observed that
SMS mapping continued to output the processed video as expected. On the other
hand, SMM mapping got destroyed in 2 s due to SEUs in configuration registers,
and then video processing stopped within 10 s in all four trials. We also tested
TMR mapping and confirmed the expected continuous functionality. The proposed
architecture thus enables reliable operation, which includes application mapping,
under harsh irradiation.
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3.4.6 Directions of Future Work

In the present work, we developed a mixed-grained reconfigurable architecture,
which consists of fine-grained and coarse-grained fabrics, each of which can be
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configured for different levels of reliability depending on the reliability requirement
of target applications, e.g., mission-critical applications to consumer products.
Thanks to the fine-grained fabrics, the architecture can accommodate implementing
a state machine, which is indispensable for exploiting C-based behavioral synthesis
to trade latency with resource usage through multi-step processing using dynamic
reconfiguration. The demonstration of a video application using a proof-of-concept
VLSI chip, which is fabricated in 65 nm process, will answer a broad range of
reliability requirements from terrestrial to space applications with varied resilience
against radiation-induced soft errors.

Further extension of this work is under way in a few important directions. One is
to further advance the basic concepts borne in the present work of reconfigurable
architecture to better accommodate real-world trade-offs among performance,
reliability, and cost. Another is to demonstrate the feasibility of this architecture at
the levels of integration required for practical applications.

3.5 Simulation and Design Techniques for Computer
Systems

Makoto Sugihara, Kyusyu University

3.5.1 Simulation Technique

A single event upset (SEU) is a change of state, which is caused by a high-energy
particle strike to a sensitive node in semiconductor memory devices. An SEU in an
integrated circuit (IC) component often causes a faulty behavior of a computer
system. A soft error rate (SER) of a memory device is the rate at which the memory
device encounters or is predicted to encounter SEUs during a unit time. The SER is
often utilized as a metric for vulnerability of an IC component. The SER for a
memory module is a vulnerability baseline rather than one reflecting its actual and
accurate behavior. SERs of memory modules become over-pessimistic when the
modules are embedded into computer systems and the system vulnerability is
estimated as the simple sum of all memory SERs in the system. More specifically,
every SEU occurring in memory modules is regarded as a critical error when
memory modules are under field or accelerated tests. This implicitly assumes that
every SEU on memory cells of a memory module always make a computer system
faulty. Since memory modules are used spatially and temporarily in computer
systems, only some of SEUs on the memory modules make the computer system
faulty and others not. Therefore, the soft errors in an entire computer system should
be estimated in a different way from the simple summation of memory SERs in the
system.
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Accurate vulnerability estimation of an entire computer system is essential for
building reliable computer systems. This subsection summarizes a simulation-based
vulnerability estimation approach for a computer system, which has several
memory hierarchies in order that one can accurately estimate the reliability of the
computer system within reasonable computation time [159, 160]. We define a
critical SEU as one which may cause faulty behavior of a computer system. We also
define an SEU vulnerability factor for a job running on a computer system as the
expected number of critical SEUs which occur during the job, unlike a classical
vulnerability factor. The architectural-level soft-error model identifies the part of
memory modules that are utilized temporarily and spatially, and SEUs which are
critical to the program execution at cycle-accurate ISS (instruction set simulation)
level in the computer system. Our architectural-level soft-error model is capable of
estimating the reliability of a computer system that has several memory hierarchies
and finding which memory module is vulnerable in the computer system. Relia-
bility estimation helps one apply reliable design techniques to vulnerable part of
their design.

Unlike memory components, the rate at which a computer system encounters
SEU-induced errors varies every moment because the computer system uses
memory modules spatially and temporarily. Since only active part of the memory
modules affects reliability of the computer system, it is essential to identify the
active part of memory modules for accurately estimating the number of soft errors
occurring in the computer system. A universal soft error metric other than an SER is
necessary to estimate reliability of computer systems because an SER is a reliability
metric suitable for components of regular and monotonous structure like memory
modules but not for computer systems. In this subsection, the number of soft errors
which occur during execution of a program is utilized as a soft error metric for
computer systems. In computer systems, a word is a basic element for computation
in CPUs. A word is an instruction in an instruction memory while that is a data in a
data memory. A collection of words is required to be processed in order to run a
program. We consider the reliability to process all words as the reliability of a
computer system. The total number of SEUs which are expected to occur on all the
words is regarded as the number of SEUs of the computer system. This subsection
discusses an estimation model for the number of soft errors on a word.
A CPU-centric computer system typically has the hierarchical structure of memory
modules, which includes a register file, cache memory modules, and main memory
modules. The computer system at which we target has levels of memory modules,
in order of accessibility from/to the CPU. In the hierarchical memory system,
instructions are generally processed as follows.

e [Instructions are generated by a compiler and loaded into a main memory.

The birth time of an instruction is the time for the instruction to be loaded into
the main memory, from the viewpoint of program execution.

e When the CPU requires an instruction, it fetches the instruction from the
memory module closest to it. The instruction is duplicated into all levels of
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memory modules which reside between the CPU and the source memory
module.

Note that instructions are basically read-only. Duplication of instructions is
uni-directionally made from a low level to a high level of a memory module.
Data items in data memory are processed as follows.

e Some data are given as initial values of a program when the program is gen-
erated with a compiler. The birth time of such a data is the time for the program
to be loaded into a main memory. The other data are generated during execution
of the program by the CPU. The birth time of the data which is made online is
the time for the data item to be made and saved to the register file.

e When a data is requested by a CPU, the CPU fetches it from the memory
module closest to the CPU. If the write allocate policy is adopted, the data is
duplicated at all levels of memory modules which reside between the CPU and
the master memory module, and otherwise it is not duplicated at the
inter-adjacent memory modules.

Note that data are writable as well as readable. This means that data can be
copied from a high level to a low level of a memory module, and vice versa.

In CPU-centric computer systems, data are utilized as constituent elements. The
data vary in lifetime and the numbers of soft errors on the data vary from data to
data.

Let us consider critical SEUs in a computer system whose memory hierarchy is
shown in Fig. 3.46. The memory hierarchy of the computer system consists of a
register file, an L1 cache, an L2 cache, and a main memory.

Figure 3.47 shows an example of critical SEUs in instruction memory.

Fig. 3.46 Memory hierarchy
example CPU

Register
File

|
L1 Cache

|
L2 Cache

|

Main Memory
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Fig. 3.47 Periods for critical SEUs in instruction memory

In this example, we ideally assume that an instruction is instantaneously trans-
mitted between memory hierarchy levels. A rectangle indicates a period during
which its corresponding memory hierarchy level stores a copy of the word. In the
example, there are three fetch requests for the instruction which resides at a certain
address. On the first instruction fetch, the target word item resides only in the main
memory. It is assumed that a word is directly brought from the main memory to the
register file while copies are made in the register file, L1 and L2 caches. SEUs
which occur during the periods indicated by the red rectangles are regarded as
critical with regard to the first instruction fetch. The same for the second instruction
fetch. SEUs which occur during the periods indicated by the purple rectangles are
regarded as critical. On the third instruction fetch, the target word resides at the L1
cache. SEUs which occur during the periods indicated by the pink rectangles are
regarded as critical. The periods indicated by the white rectangles are finally found
to be non-critical.

Figure 3.48 shows an example of critical SEUs in data memory on the
assumption of the write-through policy. In this example, we ideally assume that a
data is instantaneously transmitted between memory hierarchy levels. A rectangle
indicates a period during which its corresponding memory hierarchy level stores the
data. Initially, a word is stored in the register file. Then the first store writes the
word through. A load instruction follows. On the load instruction, the highest
memory hierarchy which has a copy of the target word is the L1 cache and a copy is
made from the L1 cache to the register file. Then the CPU uses the copy of the
word. The register read makes SEUs which occur during the periods indicated the
red rectangles critical. Then another register write, the second store, an L1 over-
write, a load instruction and register read follow. On the second load instruction, the
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Fig. 3.48 Periods for critical SEUs in write-through data memory

highest memory hierarchy which has a copy of the target word is the L2 cache and a
copy is made from the L2 cache to the register file. Then the CPU uses the copy of
the word. The second register read makes SEUs which occur during the periods
indicated the purple rectangles critical. The periods indicated by the white rectangle
are finally found to be non-critical.

Counting the periods for critical SEUs in instruction set simulation calculates the
number of fault bits which are inputted to the CPU, that is an SEU vulnerability
factor.

3.5.2 Design Techniques

Design for reliability (DFR) is one of the themes of urgent concern. Based on the
simulation-based vulnerability estimation technique [142, 143], several DFR
techniques were proposed.

In [144, 145], a reliable cache architecture was presented which offered per-
formance and reliability modes. More cache memory is used in the performance
mode while less cache memory is used in the reliability mode to avoid SEUs. Task
scheduling approach was also presented in [161, 162]. All tasks are statistically
scheduled under real-time and reliability constraints. The demerit of the approach is
that switching operation modes causes performance and area overheads and might
be unacceptable to high-performance or general-purpose microprocessors.

In [163, 164], a task scheduling approach was presented which minimized SEU
vulnerability of a heterogeneous multiprocessor under real-time constraints.
Architectural heterogeneity among CPU cores offers a variety of reliability for a
task. A task scheduling problem was presented which minimized SEU vulnerability
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of an entire system under a real-time constraint. The demerit of the approach is that
the fixed heterogeneous architecture loses general-purpose programmability.

In [165, 166], a heterogeneous multiprocessor synthesis approach was presented
which minimizes chip area under SEU vulnerability and execution time constraints.

To the best of our knowledge, this is the first study to synthesize a heterogeneous
multiprocessor system with a soft error issue taken into account. In this section we
use the SEU vulnerability factor as a vulnerability factor. The other vulnerability
factors, however, are applicable to our system synthesis methodology as far as they
are capable to estimating task-wise vulnerability on a processor. If a single event
transient (SET) is a dominant factor to fail a system, a vulnerability factor which
can treat SETs should be used in our heterogeneous multiprocessor synthesis
methodology. Our methodology assumes that a set of tasks are given and that
several variants of processors are given as building blocks. It also assumes that
real-time and vulnerability constraints are given by system designers. Simulation
with every combination of a processor model and a task characterizes performance
and reliability. Our system synthesis methodology uses the values of the chip area
of every building block, the characterized runtime and vulnerability, and the given
real-time and vulnerability constraints in order to synthesize a heterogeneous
multiprocessor system whose chip area is minimal under the constraints.

References

1. E. Ibe, Terrestrial Radiation Effects in ULSI Devices and Electronic Systems (IEEE Press
and Wiley, 2015)

2. E. Ibe, H. Taniguchi, Y. Yahagi, K. Shimbo, T. Toba, Impact of scaling on neutron-induced
soft error in SRAMs from a 250 nm to a 22 nm design rule. Trans. Electron Devices 57(7),
1527-1538 (2010)

3. N. Kanekawa, E. Ibe, T. Suga, Y. Uematsu, Dependability in Electronic Systems-Mitigation
of Hardware Failures, Soft Errors, and Electro-Magnetic Disturbances (Springer, New
York, 2010)

4. S. Kuboyama, K. Sugimoto, S. Shugyo, S. Matsuda, T. Hirao, Single-event burnout of
epitaxial bipolar transistors. Trans. Nucl. Sci. 45(6), 2527-2533 (1998)

5. http://helios.izmiran.rssi.ru/cosray/main.htm#top. Accessed 14 Feb 2013

6. T. Nakamura, M. Baba, E. Ibe, Y. Yahagi, H. Kameyama, Terrestrial Neutron-Induced
Soft-Errors in Advanced Memory Devices (World Scientific, New Jersey, 2008)

7. JEDEC, Measurement and reporting of alpha particle and terrestrial COSMIC ray induced
soft errors in semiconductor devices. in JEDEC Standard JESD89A, pp. 1-93 (2006)

8. T. Inoue, H. Henmi, Y. Yoshikawa, H. Ichihara, High-level synthesis for multi-cycle
transient fault tolerant data paths. in 17th IEEE International On-line Testing Symposium,
vol. 1.3, Athens, Greece, 13—15 July 2011, pp. 13-18

9. https://repository.exst.jaxa.jp/dspace/bitstream/a-is/19254/1/61889032.pdf

10. C.S. Walker, Capacitance, Inductance and Crosstalk Analysis (Artech House Antennas and
Propagation Library, Altech House Publisher)

11. http://www.bostonscientific.com/lifebeat-online/electromagnetic-interference.html

12. K. Ishibashi, K. Osada (eds.), Low Power and Reliable SRAM Memory Cell and Array
Design (Springer, 2011)


http://helios.izmiran.rssi.ru/cosray/main.htm#top
https://repository.exst.jaxa.jp/dspace/bitstream/a-is/19254/1/61889032.pdf
http://www.bostonscientific.com/lifebeat-online/electromagnetic-interference.html

3 Radiation-Induced Soft Errors 119

13

14.

15.
16.

17.

18.

19.

20.

21.
22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.
33.

34.

35.

http://www.opsalacarte.com/pdfs/Tech_Papers/Soft_Error_Trends_and_Mitigation_
Techniques_in_Memory_Devices_Presentation_by_Charlie_Slayman,Opsalacarte.pdf

G. Cellere, A. Paccagnella, A. Visconti, M. Bonanomi, S. Beltrami, Single event effects in
NAND flash memory arrays. IEEE Trans. Nucl. Sci. 53(4), 1813-1818 (2006)

M. Nicolaidis (ed.), Soft Errors in Modern Electronic Systems (Springer, 2011) pp. 1-239
S. Sayil, N.B. Patel, Soft error and soft delay mitigation using dynamic threshold technique.
IEEE Trans. Nucl. Sci. 57(6), 3553-3559 (2010)

D.M. Fleetwood, R.D. Schrimpf (eds.), Radiation effects and soft errors in integrated circuits
and electronic devices World Sci. 1-324 (2004)

C. Slayman, M. Ma, S. Lindley, Impact of error correction code and dynamic memory
reconfiguration on high-reliability/low-cost server memory. in IEEE International Integrated
Reliability Workshop Final Report, pp. 190-193 (2006)

P. Andrei, S. Manoj (eds.), CMOS SRAM Circuit Design and Parametric Test in
Nano-Scaled Technologies (Springer, 2008) pp. 1-192
http://www.csl.cornell.edu/courses/ece5745/handouts/ece5745-T02-cmos-devices.pdf
http://www.eesemi.com/soi.htm

B. Nikoli¢l, M. Blagojevi¢, O. Thomas, P. Flatresse, A. Vladimirescu, Circuit design in
nanoscale FDSOI technologies. in Proceedings of 29th International Conference on
Microelectronics (MIEL 2014), Belgrade, Servia 12-14 May 2014, pp. 3-6

0. Kononchuk, B.-Y. Nguyen (eds.), Silicon-On-Insulator (SOI) Technology: Manufacture
and Applications (Elsevier, 2014)

N. Sugii, R. Tsuchiya, T. Ishigaki, Y. Morita, H. Yoshimoto, K. Torii, S. Kimura,
Comprehensive study on Vth variability in silicon on thin BOX (SOTB) CMOS with small
random-dopant fluctuation: finding a way to further reduce variation, in /EEE International
Devices Meeting, San Francisco, 15-17 Dec 2008, pp. 249-253

T.C. May, M.H. Woods, Alpha-Particle-induced soft errors in dynamic memories. IEEE
Trans. Elect. Device ED-26(1), 2-9

C. Hu, Alpha-particle-induced field and enhanced collection of carriers. IEEE Elect. Device
Lett. EDL-3(2), 31-34 (1982)
https://www.jedec.org/standards-documents/dictionary/terms/single-event-functional-
interrupt-sefi

J. Barak, E. Adler, B. Fischer, M. Schlogl, S. Metzger, Micro-beam mapping of single event
Latchups and single event upsets in CMOS SRAMs. IEEE Trans. Nucl. Sci. Seattle 45(3),
1595-1602 (1998)

H. Asai, K. Sugimoto, I. Nashiyama, Y. lide, K. Shiba, M. Matsuda, Y. Miyazaki, Terrestrial
neutron-induced single-event burnout in SiC power diodes, in The Conference on Radiation
Effects on Components and Systems, vol. (PC-3), Sevilla, Spain, 19-23 Sept. 2011

T. Shoji, S. Nishida, T. Ohnishi, T. Fujikawa, N. Nose, M. Ishiko, K. Hamada, Neutron
induced single-event burnout of IGBT, in The 2010 International Power Electronics
Conference, Sapporo, Hokkaido, 21-24 June 2010, pp. 142-148

S. Nishida, T. Shoji, T. Ohnishi, T. Fujikawa, N. Nose, M. Ishiko, K. Hamada, Cosmic ray
ruggedness of IGBTs for hybrid vehicles, in The 22nd International Symposium on Power
Semiconductor Devices & ICs, Hiroshima, 6-10 June 2010, pp. 129-132

ITRS Report 2010. http://www.itrs.net/

N. Seifert, B. Gill, M. Zhang, V. Zia, V. Ambrose, On the scalability of redundancy based
SER mitigation schemes, in International Conference on IC Design and Technology, Austin,
Texas 18-20 May, vol. G2, pp. 197-205

E. Ibe, S. Chung, S. Wen, H. Yamaguchi, Y. Yahagi, H. Kameyama, S. Yamamoto, T.
Akioka, Spreading diversity in multi-cell neutron-induced upsets with device scaling, in The
2006 IEEE Custom Integrated Circuits Conference, San Jose, CA, 10-13 Sept 2006,
pp. 437444

J.F. Ziegler, W.A. Lanford, Effect of cosmic rays on computer memories. Science 206, 776—
788 (1979)


http://www.opsalacarte.com/pdfs/Tech_Papers/Soft_Error_Trends_and_Mitigation_Techniques_in_Memory_Devices_Presentation_by_Charlie_Slayman%2cOpsalacarte.pdf
http://www.opsalacarte.com/pdfs/Tech_Papers/Soft_Error_Trends_and_Mitigation_Techniques_in_Memory_Devices_Presentation_by_Charlie_Slayman%2cOpsalacarte.pdf
http://www.csl.cornell.edu/courses/ece5745/handouts/ece5745-T02-cmos-devices.pdf
http://www.eesemi.com/soi.htm
https://www.jedec.org/standards-documents/dictionary/terms/single-event-functional-interrupt-sefi
https://www.jedec.org/standards-documents/dictionary/terms/single-event-functional-interrupt-sefi
http://www.itrs.net/

120

36

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51,

52.

53.

54.

E. H. Ibe et al.

. M. Gutsche, et al., Capacitance enhancement techniques for sub-100 nm trench DRAMs, in
International Electron Device Meeting, Washington, DC, 3—-6 Dec 2001, pp. 18.6.1-18.6.4
K. Takeuchi, K. Shimohigashi, E. Takeda, E. Yamasaki, Experimental characterization of
a-induced charge collection mechanism for megabit DRAM cells, in IEEE International
Solid-State Circuits Conference, N.Y., 10 Feb 1987, pp. 99-100

G.A. Sai-Halasz, M.R. Wordeman, R.H. Dennard, Alpha-particle-induced soft error rate in
VLSI circuits. IEEE Trans. Elect. Devices ED-29(4), 725-731 (1982)

C.E. Thompson, J.M. Meese, Reduction of a-particle sensitivity in dynamic semiconductor
memories (16 k d-RAMs) by neutron irradiation. IEEE Trans. Nucl. Sci. NS-28(6), 3987-
3993 (1981)

E. Ibe, Current and future trend on cosmic-ray-neutron induced single event upset at the
ground down to 0.1-micron-device, in The Svedberg Laboratory Workshop on Applied
Physics, Uppsala, 3 May (1)

JEDEC, Measurement and reporting of alpha particle and terrestrial cosmic ray induced soft
errors in semiconductor devices. JEDEC Standard JESDS89, pp. 1-63 (2001)

E. Ibe, H. Kameyama, Y. Yahagi, K. Nishimoto, Y. Takahashi, Distinctive asymmetry in
neutron-induced multiple error patterns of 0.13 umocess SRAM, in The 6th International
Workshop on Radiation Effects on Semiconductor Devices for Space Application, Tsukuba,
6-8 Oct 2004, pp. 19-23 (2004)

N. Seifert, V. Zia, Assessing the impact of scaling on the efficacy of spatial redundancy
based mitigation schemes for terrestrial applications, in 2007 IEEE Workshop on Silicon
Errors in Logic—System Effects, Austin, Texas, April 3, 4 (2007)

P. Shivakumar, M. Kistler, S.W. Keckler, D. Burger, L. Alvisi, Modeling the effect of
technology trends on the soft error rate of combinational logic, in International Conference
on Dependable Systems and Networks, pp. 389-398 (2002)

H. Quinn, K. Morgan, P. Graham, J. Krone, M. Caffrey, K. Lundgren, Static proton and
heavy ion testing of the Xilinx Virtex-5 device, in Radiation Effects Data Workshop,
No. W-31, Honolulu, Hawaii, 23-27 July, pp. 177-184 (2007)

T. Calin, M. Nicolaidis, R. Velazco, Upset hardened memory design for submicron CMOS
technology. IEEE Trans. Nucl. Sci. 43(6), 2874-2878 (1996)

H. Quinn, J. Tripp, T. Fairbanks, A. Manuzzato, Improving microprocessor reliability
through software mitigation, in 2011 IEEE Workshop on Silicon Errors in Logic—System
Effects, Urbana-Champaign, Illinoi, 29-30 Mar 2011, pp. 16-21

T. Uemura, Y. Tosaka, H. Matsuyama, K. Shono, SEILA: soft error immune latch for
mitigating multi-node-SEU and local-clock-SET, in IEEE International Reliability Physics
Symposium 2010, Anaheim, CA, USA, 2-6 May 2010, pp. 218-223

H.-H. Lee, K. Lilja, S. Mitra, Design of a sequential logic cell using LEAP: layout design
through error aware placement, in 2010 IEEE Workshop on Silicon Errors in Logic—System
Effects, Stanford University, 23-24 Mar 2010

R.C. Baumann, E.B. Smith, Neutron-induced boron fission as a major source of soft errors in
deep submicron SRAM devices, in 2000 IEEE International Reliability Physics (2000)
IEC (2008) Part 38: soft error test method for semiconductor devices with memory.
Semiconductor devices. Mechanical and climatic test methods, in Symposium Proceedings
IEC60749-38, San Jose, CA, 10-13 Apr 2008 pp. 152-157

B. Falsafi, Reliability in the dark silicon era, in International On-Line Testing Symposium
2011, Athens, Greece, 13—15 July 2011, p. xvi

J. Loncaric, DOE’s exascale initiative and resilience, in 2011 IEEE Workshop on Silicon
Errors in Logic—System Effects, Urbana-Champaign, Illinois, 29-30 Mar 2011

J.F. Abella, J. Cazorlal, D. Gizopoulos, E. Quinones, A. Grasset, S. Yehia, P. Bonnot, R.
Mariani, G. Bernat, Towards improved survivability in safety-critical systems, in /7th [EEE
International On-Line Testing Symposium, Athens, Greece, 13—15 July 2011 (S3), pp. 242—
247



3 Radiation-Induced Soft Errors 121

55.

56.

57.
58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.
72.

D. Baumeister, S.G.H. Anderson, Evaluation of chip-level irradiation effects in a 32-bit
safety microcontroller for automotive braking applications, in 2012 IEEE Workshop on
Silicon Errors in Logic—System Effects, vol. 2.2, Urbana-Champaign, Illinois, 27-28 Mar
2012

Automotive Electronics Council, Failure mechanism based stress test quantification for
integrated circuits, in AEC-Q100 Revolution G, pp. 1-35 (2007)

ISO, International Standard ISO26262 Road vehicles-Functional safety (2011)

H. Quinn, Study on cross-layer reliability, in 2011 IEEE Workshop on Silicon Errors in
Logic—System Effects, Urbana-Champaign, Illinois, March 29-30

N. Carter, Cross-layer reliability, in 2010 IEEE Workshop on Silicon Errors in Logic—
System Effects, Stanford University, March 23, 24 (2010)

C. Slayman, Eliminating the threat of soft errors—a system vendor perspective, in IRPS SER
Panel Discussion, Eliminating the Threat of Soft Error, vol. 6 Dallas, Texas, April 2, 2003
E. Ibe, H. Kameyama, Y. Yahagi, H. Yamaguchi, Single event effects as a reliability issue of
IT infrastructure, in 3rd International Conference on Information Technology and
Applications, July 3-7, 2005, Sydney, vol. I, pp. 555-560

E. Ibe, K. Shimbo, T. Toba, H. Taniguchi, Y. Taniguchi, LABIR: Inter-LAyer built-in
reliability for electronic components and systems, in Silicon Errors in Logic—System Effects,
Urbana-Champaign, Illinois, USA, March 27-28 2011

E. Ibe, K. Shimbo, T. Toba, H. Taniguchi, Y. Taniguchi, Quantification and mitigation
strategies of neutron induced soft-errors in CMOS devices and components-the past and
future, in 2011 IEEE International Reliability Physics Symposium, Monterey, California,
April 12-14 (3C2)

A. Evans, M. Nicolaidis, S.-J. Wen, D. Alexandrescu, E. Costenaro, RIIF—Reliability
Information Interchange Format, in IEEE International On-Line Testing Symposium, Sitges,
Spain, June 27-29, 2012 (6.2)

E. Ibe, T. Toba, K. Shimbo, H. Taniguchi, Fault-Based reliable design on-upper-bound of
electronic systems for terrestrial radiation including muons, electrons, protons and low
energy neutrons, in /EEE International On-Line Testing Symposium, Sitges, Spain, June 27—
29, 2012 (3.2)

H. Kobayashi, N. Kawamoto, J. Kase, K. Shiraishi, Alpha particle and neutron-induced soft
error rates and sling trends in SRAM, in [EEE International Reliability Physics Symposium
2009, Montreal, Quebec, Canada, April 28-30 (2H4), pp. 206-211

B.D. Sierawski, M.H. Mendenhall, R.A. Reed, M.A. Clemens, R.A. Welle, R.D. Schrimp, E.
W. Blackmore, M. Trinczek, B. Hitti, J.A. Pellish, R.C. Baumann, S.-J. Wen, R. Wong, N.
Tam, Muon-Induced single event upsets in deep-submicron technology. Trans. Nucl. Sci. 57
(6), 3273-3278 (2010)

S. Wen, R. Wong, M. Romain, N. Tam, Thermal neutron soft error rate for SRAMs in the
90 nm—45 nm technology range, in 2010 IEEE International Reliability Physics Symposium,
Anaheim, CA, 2-6 May 2010 (SE5.1), pp. 1036-1039

S. Wen, S.Y. Pai, R. Wong, M. Romain, M., N. Tam, B10 Findings and correlation to
thermal neutron soft error rate sensitivity for SRAMs, in the sub-micron technology, in /[EEE
International Integrated Reliability Workshop, Stanford Sierra, CA, Oct. 17-21 2010,
pp- 31-33

R.C. Baumann, Determining the impact of alpha-particle-emitting contamination from the
Fukushima Daiichi disaster on Japanese manufacturing sites, in The [2th European
Conference on Radiation and Its Effects on Component and Systems, Sevilla, Spain, Sept.
19-23 2010, pp. 784-787
http://semicon.jeita.or.jp/hp/srg/docs/JEITA-SERPG-View_en.pdf

D.C. Matthews, M.J. Dion, NSE impact on commercial avionics, in 2009 IEEE International
Reliability Physics Symposium, Montreal, QC, April 26-30 2009, pp. 181-193


http://semicon.jeita.or.jp/hp/srg/docs/JEITA-SERPG-View_en.pdf

122

73

74

75.

76.

71.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

E. H. Ibe et al.

. E. Normand, J. Wert, D. Oberg, P. Majewski, P. Voss, S.A. Wender, Neutron-induced single
event burnout in high voltage electronics. Trans. Nucl. Sci. 44, 2358-2368 (1997)

. C. Slayman, Cache and memory error detection, correction, and reduction techniques for

terrestrial servers and workstations. IEEE Trans. Device Mater. Reliab. 5(3), 397-404 (2005)

G. Schindlbeck, C. Slayman, Neutron-induced logic soft errors in dram technology and their

impact on reliable server memory, in /[EEE Workshop on Silicon Errors in Logic—System

Effects, Austin Texas, April 3—4 2007, p. 3

K. Shimbo, T. Toba, K. Nishii, E. Ibe, Y. Taniguchi, Y. Yahagi, Quantification & mitigation

techniques of soft-error rates in routers validated in accelerated neutron irradiation test and

field test, in 2011 IEEE Workshop on Silicon Errors in Logic—System Effects,

Urbana-Champaign, Illinois, 29-30 Mar 2011, pp. 11-15

C. Rivetta, B. Allongue, G. Berger, F. Faccio, W. Hajdas, Single event burnout in DC-DC

converters for the LHC experiments, in The 6th European Conference on Radiation and Its

Effects on Components and Systems, Grenoble, France, 10-14 Sept 2001, pp. 315-322

P. Rech, L. Carro, Experimental evaluation of neutron-induced effects in graphic processing

units, in The 9th Workshop on Silicon Errors in Logic—System Effects, Palo Alto, California,

USA, 26-27 Mar, vol. 5.3

A. Geist, Exascale monster in the closest, in 2012 IEEE Workshop on Silicon Errors in Logic

—System Effects, Urbana-Champaign, 1llinois, 27-28 Mar, vol 5.1 (2012)

J.T. Daly, Emerging challenges in high performance computing: resilience and the science of

embracing failure, in The 9th Workshop on Silicon Errors in Logic—System Effects, Palo

Alto, California, USA, 26-27 Mar (Keynote III) (2013)

G. Upasani, X. Vera, A. Gonzalez, Achieving zero DUE for L1 data caches by adapting

acoustic wave detectors for error detection, in /9th IEEE International On-Line Testing

Symposium, Chania, Crete, 8—10 July, vol. 5.2 (2013)

D. Skarin, J. Sanfridson, Impact of soft errors in a brake-by-wire system, in IEEE Workshop

on Silicon Errors in Logic—System Effects 3, Austin, Texas, 3—4 Apr (2007)

B. Nemeth, P. Gaspar, Z. Szabo, J. Bokor, O. Sename, L. Dugard, Design of fault-tolerant

control for trajectory tracking, in I3th Mini Conference on Vehicle System Dynamics,

Identification and Anomalies, Budapest, Hungary, 5-7 Nov 2012 (2012)

Y. Nakata, Y. Ito, Y. Sugure, S. Oho, Y. Takeuchi, S. Okumura, H. Kawaguchi, M.

Yoshimoto, Model-based fault injection for failure effect analysis—evaluation of dependable

SRAM for vehicle control units, in The 5th Workshop on Dependable and Secure

Nanocomputing, Hong Kong, China, 27 July 2011

C. Lopez-Ongil, M. Portela-Garcia, M. Garcia-Valderas, A. Vaskova, J. Rivas-Abalo, L.

Entrena, A. Martinortega, J. Martinez-Oter, S. Rodriguez-Bustabad, I. Arruego, SEU

sensitivity of robust communication protocols, in IEEE International On-Line Testing

Symposium, Sitges, Spain, 27-29 June 2012, vol. 9.4 (2012), pp. 188-193

A. Vaskova, M. Portela-Garcia, M. Garcia-Valderas, M. SonzaReorda, C. Lopez-Ongil,

Hardening of serial communication protocols for potentially critical systems in automotive

applications: LIN Bus, in /9th IEEE International On-Line Testing Symposium, Chania,

Crete, 8—10 July, vol. 1.3 (2013), pp. 13-18

P. Rech, C. Aguiar, R. Ferreira, C. Frost, L. Carro, Neutrons radiation test of graphic

processing units, in /[EEE International On-Line Testing Symposium, Sitges, Spain, 27-29

June 2012, vol. 3.3 (2012)

Y. Chen, Cosmic ray effects on cellphone and laptop applications, in The 9th Workshop on

Silicon Errors in Logic—System Effects, Palo Alto, California, USA, 26-27 Mar, vol. 5.4

(2013)

G. Upasani, X. Vera, A. Gonzélez, Avoiding core’s DUE & SDC via acoustic wave

detectors and tailored error containment and recovery, in 2014 ACM/IEEE 41st International

Symposium on Computer Architecture (ISCA) 14-18 June 2014, Minneapolis, Minnesota,

pp. 3748



3 Radiation-Induced Soft Errors 123

90.

91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

101.
102.

103.

104.

105.

106.

107.

108.

E.H. Neto, F.L. Kastensmidt, G.I. Wirth, A Built-In current sensor for high speed soft errors
detection robust to process and temperature variations, in Proceedings of the 20th Annual
Symposium on Integrated Circuits and System Design, Rio de Janeiro, Brazil, September
2007, pp. 190-195

P. Oldiges, K. Bernstein, D. Heidel, B. Klaasen, E. Cannon, R. Dennard, H. Tang, M. leong,
H.-S.P. Wong, Soft error rate scaling for emerging SOI technology options, in VLSI
Technology, 2002. Digest of Technical Papers. 2002 Symposium on 11-13 June 2002
Honolulu, Hawaii, USA, pp. 4647

N. Seifert, B. Gill, S. Jahinuzzaman, J. Basile, V. Ambrose, Q. Shi, R. Allmon, A. Bramnik,
Soft error susceptibilities of 22 nm tri-gate devices, in IEEE Transactions on Nucear.
Science, vol. 59, No. 6, pp. 2666-2673

P. Roche, Technology downscaling worsening radiation effects in bulk: SOI to the rescue, in
2013 IEEE International Electron Devices Meeting, 9-11 Dec. 2013, pp. 31.1.1-31.1.4
H. Sato, T. Wada, S. Ohbayashi, K. Kozaru, Y. Okamoto, Y. Higashide, T. Shimizu, Y.
Maki, R. Morimot, H. Otoi, T. Koga, H. Honda, M. Taniguchi, Y. Arita, T. Shiomi, A
500-MHz pipelined burst SRAM with improved SER immunity. IEEE J. Solid State Circ. 34
(11), 1571-1579 (1999)

L.W. Massengill, SEU-hardened resistive-load static RAMs. IEEE Trans. Nucl. Sci. 38(6),
1478-1485 (1991)

T. Ohsawa, S. Ikeda, T. Hanyu, H. Ohno, T. Endoh, A 1-Mb STT-MRAM with zero-array
standby power and 1.5-ns quick wake-up by 8-b fine-grained power gating, in 2013 5th
IEEE International Memory Workshop, Monterey, California, 2629 May 2013, pp. 80-83
N. Wang, S.J. Patel, Symptom based redundant multithreading, in The Second Workshop on
System Effects of Logic Soft Errors, Urbana-Champaign, 1llinois, 11-12 Apr 2006

K. Shimbo, T. Toba, T. Uezono, E. Ibe, Rapid recovery technique from soft error of FPGAs
in information and communication apparatus. The Institute of Electronics, Information
Technical Report 115(58), 37-42 (2015)

D. Emst, S. Das, S. Lee, D. Blaauw, T. Austin, T. Mudge, N. Kim, K. Flautner, Razor:
circuit-level correction of timing errors for low-power operation. Micro 24(6), 10-20 (2004)
http://www.nextplatform.com/2016/03/14/intel-marrying-fpga-beefy-broadwell-open-
compute-future/

http://www.mst.or.jp/Portals/O/prize/english/index_en.html

J.J. Chen, R. Tsai, H. Tzeng, A symptom-driven fuzzy system for isolating faults, in IEEE
International Conference on Systems, Man and Cybernetics, Chicago, Illinois, vol. 2,
pp. 1589-1592 (1992)

T. Marques, A symptom-driven expert system for isolating and correcting network faults.
IEEE Commun. Mag. 26(3), 6-13 (1988)

M. Lee, A. Krishnakumar, P. Krishnan, N. Singh, S. Yajnik, Hypervisor-assisted application
checkpointing in virtualized environments, in DSN2071, 28-30 June 2011, Hong Kong,
China

Y. Sazeides, A. Geist, S. Adve, R. Iyer, T. Wenisch, Panel discussion: reliability
requirements of large scale data centers, in 2012 IEEE Workshop on Silicon Errors in Logic
—System Effects, Urbana-Champaign, 1llinois, 27-28 Mar 2012, vol. 4.1 (2012)

A. Sanyal, S. Alam, S. Kundu, A built-in self-test scheme for soft error rate characterization,
in International On-Line Testing Symposium 2008, 6-9 July 2008, Greece, vol. 3.3, p. 65
S. Siskos, A new built-in current sensor for low supply voltage analog and mixed-signal
circuits testing, in International On-Line Testing Symposium, 5-7 July 2010, Corfu Island,
Greece

K. Yoshikawa, T. Hashida, M. Nagata, An on-chip waveform capturer for diagnosing
off-chip power delivery, in International Conference on IC Design and Technology, 2—4
May 2011 Kaohsiung, Taiwan


http://www.nextplatform.com/2016/03/14/intel-marrying-fpga-beefy-broadwell-open-compute-future/
http://www.nextplatform.com/2016/03/14/intel-marrying-fpga-beefy-broadwell-open-compute-future/
http://www.mst.or.jp/Portals/0/prize/english/index_en.html

124

109.

110.

111.

112.

113.

114.

115.

116.

117.
118.

119.

120.

121.

122.

123.

124.

E. H. Ibe et al.

M.-L. Li, P. Ramachandran, Towards a software-hardware co-designed resilient system, in
IEEE Workshop on Silicon Errors in Logic—System Effects, 3-4 Apr 2007, vol. 3, Austin
Texas

S.K.S. Hari, H. Naeimi, P. Ramachandran, S.V. Adve, Relyzer: application resiliency
analyzer for transient faults, in 2011 IEEE Workshop on Silicon Errors in Logic—System
Effects, Urbana-Champaign, Illinois, March 29-30, pp. 22-26
http://www.hitachi.com/rev/archive/2001/_icsFiles/afieldfile/2004/06/08/r2001_04_101.pdf.
Accessed 22 Nov 2013

http://hes-standards.org/sc25_wg]l _introduction.pdf. Accessed 22 Nov 2013

A. Dixit, A. Wood, The impact of new technology on soft error rates, in /EEE International
Reliability Physics Symposium (IRPS), Monterey, California, pp. 486-492 (2011)

J. Maiz, S. Hareland, K. Zhang, P. Armstrong, Characterization of multi-bit soft error events
in advanced SRAMs, in IEEE International Electron Devices Meeting (IEDM), (Washing-
ton, DC, 2003) pp. 519-522

S. Ohbayashi, M. Yabuuchi, K. Nii, Y. Tsukamoto, S. Imaoka, Y. Oda, T. Yoshihara, M.
Igarashi, M. Takeuchi, H. Kawashima, Y. Yamaguchi, K. Tsukamoto, M. Inuishi, H.
Makino., K. Ishibashi, H. Shinohara, A 65-nm SoC embedded 6T-SRAM designed for
manufacturability with read and write operation stabilizing circuits, in /EEE Symposium on
VLSI Circuits Digest of Technical Papers, Kyoto, Japan, pp. 820-829 (2007)

S. Yoshimoto, T. Amashita, D. Kozuwa, T. Takata, M. Yoshimura, Y. Matsunaga, H.
Yasuura, H. Kawaguchi, M. Yoshimoto, Multiple-bit-upset and single-bit-upset resilient 8T
SRAM bitcell layout with divided wordline structure, in IEEE International On-Line Testing
Symposium (IOLTS), (Athens, Greece, 2011) pp. 151-156

iRoC TFIT Simulator, Transistor Level Soft Error Analysis. http://www.iroctech.com

G. Gasiot, D. Giot, P. Roche, Multiple cell upsets as the key contribution to the total ser of
65 nm cmos srams and its dependence on well engineering. IEEE Trans. Nucl. Sci. 54(6),
2468-2473 (2007)

H. Iwase, K. Nitta, T. Nakamura, Development of general-purpose particle and heavy ion
transport Monte Carlo code, in IEEE Transactions on Nuclear Science, vol. 39, pp. 1142—
1151 (2002). http://phits.jaea.go.jp/

T. Sato, H. Yasuda, K. Niita, A. Endo, L. Sihverd, Development of PARMA: PHITS-based
analytical radiation model in the atmosphere, in Rad. Res. 170, 244-259, 2008; EXPACS
ver. 2.21, 2011, http://phits.jaea.go.jp/expacs/index.html

P. Hazucha, C. Svensson, Impact of CMOS technology scaling on the atmospheric neutron
soft error rate. IEEE Trans. Nucl. Sci. 47(6), 2586-2594 (2000)

C. Robert, Radiation-induced soft errors in advanced semiconductor technologies. IEEE
Trans. Nucl. Sci. 5(3), 305-316 (2005)

C. Auth, A. Cappellani, J.S. Chun, A. Dalis, A. Davis, T. Ghani, G. Glass, T. Glassman, M.
Harper, M. Hattendorf, P. Hentges, S. Jaloviar, S. Joshi, J. Klaus, K. Kuhn, D. Lavric, M.
Lu, H. Mariappan, K. Mistry, B. No.rris, N. Rahhal-orabi, P. Ranade, J. Sandford, L.
Shifren, V. Souw, K. Tone, F. Tambwe, A. Thompson, D. Towner, T. Troeger,
P. Vandervoorn, C. Wallace, J. Wiedemer, C. Wiegand, 45 nm High-k + Metal Gate
Strain-Enhanced Transistors, in IEEE Symposium on VLSI Technology, Honolulu, Hawaii,
pp. 128-129 (2008)

HJ. Cho, K.I. Seo, W.C. Jeong, Y.H. Kim, Y.D. Lim, W.W. Jang, J.G. Hong, S.D. Suk, M.
Li, C. Ryou, H.S. Rhee, J.G. Lee, H.S. Kang, Y.S. Son, C.L. Cheng, S.H. Hong, W.S. Yang,
S.W. Nam, J.H. Ahn, D.H. Lee, S. Park, M. Sadaaki, D.H. Cha, D.W. Kim, S.P. Sim, S.
Hyun, C.G. Koh, B.C. Lee, S.G. Lee, M.C. Kim, Y.K. Bae, B. Yoon, S.B. Kang, J.S. Hong,
S. Choi, D.K. Sohn, J.S. Yoon, C. Chung, Bulk planar 20 nm high-K/metal gate CMOS
technology platform for low power and high performance applications, in /IEEE Interna-
tional Electron Devices Meeting (IEDM) (Washington, DC, 2011), pp. 350-353


http://www.hitachi.com/rev/archive/2001/_icsFiles/afieldfile/2004/06/08/r2001_04_101.pdf
http://hes-standards.org/sc25_wg1_introduction.pdf
http://www.iroctech.com
http://phits.jaea.go.jp/
http://phits.jaea.go.jp/expacs/index.html

3 Radiation-Induced Soft Errors 125

125.

126.

127.

128.

129.

130.

131.

132.

133.

134.

135.

136.

137.

138.

139.

C.C. Wu, Y.K. Leung, C.S. Chang, M.H. Tsai, H.T. Huang, D.W. Lin, Y. M. Sheu, C.H.
Hsieh, WJ. Liang, L.K. Han, W.M. Chen, S.Z. Chang, S.Y. Wu, S.S. Lin, H. C. Lin, C.
H. Wang, P.W. Wang, T.L. Lee, C.Y. Fu, C. W. Chang, S.C. Chen, S.M. Jang, S.L. Shue, H.
T. Lin, Y.C. See, Y.J. Mii, C. H. Diaz, B. J. Lin, M. S. Liang, Y.C. Sun, A 90-nm CMOS
device technology with high-speed, general-purpose, and low-leakage transistors for system
on chip applications, in [EEE International Electron Devices Meeting (IEDM), San
Francisco, California, pp. 65-68 (2002)

C. Shin, N. Damrongplasit, X. Sun, Y. Tsukamoto, B. Nikoli, T.J.K. Liu, Performance and
yield benefits of Quasi-Planar bulk CMOS technology for 6-T SRAM at the 22-nm node.
IEEE Trans. Elect. Devices 58(7), 1846-1854 (2011)

J. Furuta, K. Kobayashi, H. Onodera, Impact of cell distance and well-contact density on
neutron-induced multiple cell upsets, in Proceedings of International Reliability Physical
Symposium, Monterey, California, Apr 2013, pp. 6C.3.1-6C.3.4

K. Zhang, K. Kobayashi, Contributions of charge sharing and bipolar effects to cause or
suppress MCUs on redundant latches, in Proceedings of International Reliability Physical
Symposium, Monterey, Calirofonia, Apr 2013, pp. SE.5.1-SE.5.4

R. Yamamoto, C. Hamanaka, J. Furuta, K. Kobayashi, H. Onodera, An area-efficient 65 nm
radiation-hard dual-modular flip-flop to avoid multiple cell upsets. IEEE Trans. Nucl. Sci. 58
(6), 3053-3059 (2011)

D. Krueger, E. Francom, J. Langsdorf, Circuit design for voltage scaling and SER immunity
on a quad-core itanium processor, in ISSCC, Feb 2008, San Francisco, California, pp. 94-95
R. Kan, T. Tanaka, G. Sugizaki, K. Ishizaka, R. Nishiyama, S. Sakabayashi, Y. Koyanagi, R.
Iwatsuki, K. Hayasaka, T. Uemura, G. Ito, Y. Ozeki, H. Adachi, K. Furuya, T.
Motokurumada, The 10th generation 16-core SPARC64™; processor for mission critical
UNIX server. IEEE J. Solid State Circ. 49(1), 32—40 (2014)

M. Zhang, S. Mitra, T.M. Mak, N. Seifert, N.J. Wang, Q. Shi, K.S. Kim, N.R. Shanbhag, S.
J. Patel, Sequential element design with built-in soft error resilience. IEEE Trans. VLSI Syst.
14(12), 1368-1378 (2006)

J. Furuta, C. Hamanaka, K. Kobayashi, H. Onodera, A 65 nm bistable cross-coupled dual
modular redundancy flip-flop capable of protecting soft errors on the C-element, in VLS/
Circuit Symposium, June 2010, Honolulu, Hawaii, pp. 123-124

N. Seifert, V. Ambrose, B. Gill, Q. Shi, R. Allmon, C. Recchia, S. Mukherjee, N. Nassif,
J. Krause, J. Pickholtz, A. Balasubramanian, On the radiation-induced soft error performance
of hardened sequential elements in advanced bulk CMOS technologies, in Proceedings of
International Relational Physics Symposium, May 2010, Anaheim, California, pp. 188-197
B. Narasimham, K. Chandrasekharan, Z. Liu, J. Wang, G. Djaja, N. Gaspard, J. Kauppila, B.
Bhuva, A hysteresis-based d-flip-flop design in 28 nm CMOS for improved SER hardness at
low performance overhead. IEEE Trans. Nucl. Sci. 59(6), 2847-2851 (2012)

N. Gaspard, S. Jagannathan, Z. Diggins, N. Mahatme, T. Loveless, B. Bhuva, L. Massengill,
W. Holman, B. Narasimham, A. Oates, P. Marcoux, N. Tam, M. Vilchis, S.-J. Wen, R.
Wong, Y. Xu, Soft error rate comparison of various hardened and non-hardened flip-flops at
28-nm node, in Proceedings of International Reliability Physical Symposium Waikoloa,
Hawaii, June 2014, pp. SE.5.1-SE.5.5

R. Tsuchiya, M. Horiuchi, S. Kimura, M. Yamaoka, T. Kawahara, S. Maegawa, T. Ipposhi,
Y. Ohji, H. Matsuoka, Silicon on thin BOX: a new paradigm of the CMOSFET for
low-power high-performance application featuring wide-range back-bias control, in /JEDM,
San Francisco, California, Dec 2004, pp. 631-634

N. Sugii, R. Tsuchiya, T. Ishigaki, Y. Morita, H. Yoshimoto, S. Kimura, Local Vth
variability and scalability in Silicon on-Thin-BOX (SOTB) CMOS with small
random-dopant fluctuation. IEEE Trans. Elect. Dev. 57(4), 835-845 (2010)

S. Kamohara, N. Sugii, Y. Yoshiki, H. Makiyama, T. Yamashita, T. Hasegawa, S. Okanishi,
H. Yanagita, M. Kadoshima, K. Maekawa, M. Hiroshi, Y. Yamagata, H. Oda, Y.



126

140.

141.

142.

143.

144.

145.

146.

147.

148.

149.

150.

151.

152.

153.

154.

155.

156.

E. H. Ibe et al.

Yamaguchi, K. Ishibashi, A. Hideharu, K. Usami, K. Kobayashi, T. Mizutani, T. Hiramoto,
Ultra low-voltage design and technology of silicon on-thin-buried-oxide (SOTB) CMOS for
highly energy efficient electronics in iot era, in VLSI Technology Symposium (Honolulu,
Hawaii, 2014)

P. Roche, J.-L. Autran, G. Gasiot, D. Munteanu, Technology downscaling worsening
radiation effects in bulk: SOI to the rescue, in /EDM, Washington, DC, Dec 2013,
pp. 31.1.1-31.1.4

D. Jacquet, G. Cesana, P. Flatresse, F. Arnaud, P. Menut, F. Hasbani, T. Di Gilio, C. Lecocq,
T. Roy, A. Chhabra, C. Grover, O. Minez, J. Uginet, G. Durieu, F. Nyer, C. Adobati, R.
Wilson, D. Casalotto, 2.6 GHz ultra-wide voltage range energy efficient dual A9 in 28 nm
UTBB FD-SOI, in VLSI Technical Symposium, Kyoto, Japan, 2013, pp. C44-C45.8

K. Kobayashi, K. Kubota, M. Masuda, Y. Manzawa, J. Furuta, S. Kanda, H. Onodera, A
low-power and area-efficient radiation-hard redundant flip-flop, DICE ACFF in a 65 nm
thin-box FD-SOI, in IEEE Tranactions on Nuclear Science vol. 61, no. 4, June 2014
S.M.A H. Jafri, et al., Design of a fault-tolerant coarse-grained reconfigurable architecture: a
case study, in Proceedings of International Symposium on Quality Electronic Design
(ISQED), Mar 2010, San Jose, California, pp. 845-852

M.M. Azeem, et al., Error recovery technique for coarse-grained reconfigurable architec-
tures, in Proceedings of IEEE Symposium on Design and Diagnostics of Electronic Circuits
and Systems (DDECS), Apr 2011, Cottbus, Germany, pp. 441-446

T. Schweizer, et al., Low-cost TMR for fault-tolerance on coarse-grained reconfigurable
architectures, in Proceedings of International Conference on Reconfigurable Computing and
FPGAs (ReConFig), Dec 2011, Cancun, Mexico, pp. 135-140

S.C. Goldstein et al., PipeRench: a reconfigurable architecture and compiler. IEEE Trans.
Comput. 33(4), 70-77 (2000)

C. Ebeling, et al., RaPiD—reconfigurable pipelined data-path, in Proceedings of Interna-
tional Conference on Field Programmable Logic and Applications (FPL), Sept 1996,
Darmstadt, Germany, pp. 126-135

Y. Mitsuyama, et al., Area-efficient reconfigurable architecture for media processing, IEICE
Transactions in Fundamentals of Electronics, Communications and Computer Sciences, Dec
2008, vol. E91-A, no. 12, pp. 3651-3662

T. Toi, et al., High-level synthesis challenges and solutions for a dynamically reconfigurable
processor, in Proceedings of International Conference on Computer-Aided Design (ICCAD),
Nov. 2006, San Jose, California, pp. 702-708

T. Sugawara et al., Dynamically reconfigurable processor implementation with IPFlex’s
DAPDNA technology. IEICE Trans. Informat. Syst. E87-D(8), 1997-2003 (2004)

V. Baumgarte et al., PACT XPP—a self-reconfigurable data processing architecture.
J. Supercomput. 26(2), 167-184 (2003)

H. Konoura, et al., Reliability-configurable mixed-grained reconfigurable array supporting
C-based design and its irradiation testing, in IEICE Transactions on Fundamentals of
Electronics, Communications and Computer Sciences, to appear, Dec. 2014

T. Imagawa, et al., A cost-effective selective TMR for heterogeneous coarse-grained
Reconfigurable architectures based on DFG-level vulnerability analysis, in Proceedings of
Design, Automation & Test in Europe (DATE), Mar 2013, Grenoble, France, pp. 701-706
T. Imagawa, H. Tsutsui, H. Ochi, T. Sato, A cost-effective selective TMR for coarse-grained
reconfigurable architectures based on DFG-level vulnerability analysis, in IEICE Transac-
tions on Electronics, vol. E96-C, no. 4, Apr. 2013

B. Pratt, M. Caffrey, P. Graham, K. Morgan, M. Wirthlin, Improving FPGA design
robustness with partial TMR, in Proceedings of International Reliability Physics Symposium
(IRPS), San Jose, California, Mar. 2006, pp. 226-232,

J. Yao et al., DARA: a low-cost reliable architecture based on unhardened devices and its
case study of radiation stress test. IEEE Trans. Nucl. Sci. 59(6), 2852-2858 (2012)



3 Radiation-Induced Soft Errors 127

157.

158.
159.

160.

161.

162.

163.

164.

165.

166.

K. Wakabayashi, T. Okamoto, C-based SoC design flow and EDA tools: an ASIC and
system vendor perspective, in IEEE Transactions Computer-Aided Design of Integrated
Circuits and Systems, vol. 19, no. 12, Dec 2000, pp. 1507-1522

CyberWorkbench, http://www.nec.com/en/global/prod/cwb/

M. Sugihara, T. Ishihara, M. Muroyama, K. Hashimoto, A simulation-based soft error
estimation methodology for computer system, in Proceedings of International Symposium
on Quality Electronic Design (ISQED), Mar 2006, San Jose, California, pp. 196-203

M. Sugihara, T. Ishihara, and K. Murakami, Architectural-level soft-error modelling for
estimating reliability of computer systems, IEICE Trans. Electron. E90-C(10), 1983-1991
(2007)

M. Sugihara, T. Ishihara, K. Murakami, Task scheduling for reliable cache architectures of
multiprocessor systems, in Proceedings of Design, Automation and Test in Europe (DATE),
Nice Acropolis, France, Apr 2007, pp. 1490-1495

M. Sugihara, T. Ishihara, K. Murakami, Reliable cache architectures and task scheduling for
multiprocessor systems. IEICE Trans. Electron. E91-C(4), 410-417 (2008)

M. Sugihara, SEU vulnerability of multiprocessor systems and task scheduling of
heterogeneous multiprocessor systems, in Proceedings of EUROMICRO Conference on
Digital System Design (DSD), Patras, Greece, Aug 2009 pp. 333-340

M. Sugihara, Reliability inherent in heterogeneous multiprocessor systems and task
scheduling for ameliorating their reliability. IEICE Trans. Fundament. Electron. Commun.
Comput. Sci. E92-A(4), 1121-1128 (2009)

M. Sugihara, Heterogeneous multiprocessor synthesis under performance and reliability
constraints, in Proceedings of EUROMICRO Conference on Digital System Design (DSD),
Patras, Greece, Sept 2009, pp. 232-239

M. Sugihara, On synthesizing a reliable multiprocessor for embedded systems. IEICE Trans.
Fundament. Electron. Commun. Comput. Sci. E93-A(12), 2560-2569 (2010)


http://www.nec.com/en/global/prod/cwb/

Chapter 4 M)
Electromagnetic Noises e

Makoto Nagata, Nobuyuki Yamasaki, Yusuke Kumura,
Shuma Hagiwara and Masayuki Inaba

Abstract VLSI chips in a practical system always experience interactions with
surrounding electromagnetic (EM) environment. EM noise emitted from circuits
can interfere with other circuits on the same chip or in another chip. Circuits and
systems performance may be unpredictably and dynamically degraded by EM noise
through its impacts on power and signal integrity.This chapter discusses the
state-of-the-art knowledge and countermeasures associated with such unseen noise
problems, covering noise emission, noise immunity, noise mitigation, tolerance,
and integrity, all for the noise awareness in the design of dependable VLSI systems.
An overview of EM compatibility (EMC) in CMOS digital integrated circuits
(ICs) is given in Sect. 4.1, along with simulation and measurements of EM noise in
a semiconductor IC chip. EM noise emission is explained as the interaction of
dynamic power currents in ICs and parasitic impedance in a chip-package-board
combined power delivery network (PDN).Electromagnetic susceptibility (EMS) of
IC chips against incoming radio frequency high-power disturbance is discussed in
Sect. 4.2. Static random access memory (SRAM) cores are chosen for demon-
strating EMS evaluation based on direct power injection (IEC 62132-4). On-chip

M. Nagata (=2)
Kobe University, Kobe, Japan
e-mail: nagata@cs.kobe-u.ac.jp

N. Yamasaki - Y. Kumura - S. Hagiwara
Keio University, Yokohama, Japan
e-mail: yamasaki@ny.ics.keio.ac.jp

Y. Kumura
e-mail: yusuke@ny.ics.keio.ac.jp

S. Hagiwara
e-mail: hagiwara@ny.ics.keio.ac.jp

M. Inaba
The University of Tokyo, Tokyo, Japan
e-mail: inaba@i.u-tokyo.ac.jp

© Springer Japan KK, part of Springer Nature 2019 129
S. Asai (ed.), VLSI Design and Test for Systems Dependability,
https://doi.org/10.1007/978-4-431-56594-9_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-4-431-56594-9_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-4-431-56594-9_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-4-431-56594-9_4&amp;domain=pdf

130 M. Nagata et al.

waveform monitoring provides useful means to analyze the mechanisms in which
incoming RF power causes SRAM bit failures.On-chip power supply filtering
adaptively suppresses EM noise due to PDN resonance, as a proactive measure for
reducing electromagnetic interference (EMI) of IC chips, discussed in Sect. 4.3.The
4b/10b is a dependable line code with error correction ability. Responsive Link,
which is a real-time communication link, can control the trade-off among the error
correction strength, throughput, and latency, based on the communication envi-
ronment such as inside a high-power robot operated by extremely high voltage
(80 V) and huge current (200 A), by selecting a line code including the 4b/10b, a
bit-level error correction code, and a block-level error correction code, as demon-
strated in Sect. 4.4.

Keywords Electromagnetic compatibility « Power noise awareness
Power and signal integrity « Responsive Link « 4b/10b line code with ECC

4.1 Electromagnetic Compatibility of CMOS ICs

Makoto Nagata, Kobe University

4.1.1 IC Chip Viewpoints

An electronic system experiences the irradiation of electromagnetic (EM) waves
from environments, mostly unintentionally. Vehicles and aircrafts may approach
EM sources such as radar stations on their road without knowing their exact entity
on a map and be exposed to high-power and high-frequency EM waves. Mobile
terminals transmit and receive radio frequency (RF) waves for their communica-
tions, while being interfered with other EM waves from other radio sources, each
compliant to certain standards that may not be fully compatible with each other.
Natural sparkles from phenomena such as lightning, ignition, electrostatic shocks,
and others emit broadband EM waves spherically in any directions and interact in
some degrees with operations of nearby electronic equipment. For an electronic
system to properly and safely operate in the presence of those EM waves, it has to
comply with electromagnetic compatibility (EMC) regulations. There are a variety
of international standards and regulations in the field of EMC to be followed in a
product development for worldwide markets. Designers have concerned EMC
standards set by IEC, ISO, IEEE, FCC, and CISPR. The regulation series of no.
10 (R10) by United Nations Economic Commission for Europe (UNECE) is well
known in automotive segment. Those standards influence every building compo-
nent of an electronic system, from materials, IC chips, packaging and assembly, to
software and systems. The reader may be interested in the whole area of EMC and
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also even in the phenomenon of electrostatic discharge (ESD) somewhat relevant to
the IC chip level EMC as well. Those topics are to be covered in general EMC/ESD
text books. We focus on EMC problems of integrated circuit (IC) chip in this
chapter, to stay in the viewpoints of the dependability of VLSI systems. The fol-
lowing few sections will discuss the emission and interaction of EM waves on
power delivery networks (PDNs) of an IC chip, in close relations with power
integrity problems in a chip-package-board unified system. The general knowledge
of EMC at the IC level can cover signal integrity problems as well, where signal
routing and associated logic elements in a chip directly interact with EM waves.
While the chapters are unfortunately limited in contents and spaces, the readers can
expand their interests and insights to wider topics of IC chip EMC from modeling
and analysis to measurements in state-of-the-art research publications. One of the
well-known workshops in the field of IC chip EMC is IEEE EMC Compo [1].

Design for EMC is highly demanded for integrated circuit (IC) chips. An IC chip
emits electromagnetic (EM) noise into space and/or receives EM noise from space,
through its power supply lanes as illustrated in Fig. 4.1. An IC chip needs to
guarantee the sufficiently low level of noise emission during its operation, not to
disturb proper operation of surrounding equipment by electromagnetic interference
(EMI). It is also requested to carry sufficient immunity against incoming noises
from other equipment, not to degrade operating performance or even not to lose its
functionality by electromagnetic susceptibility (EMS). The EMC requires the pair
of such two-way characteristics to be simultaneously met.

An electronic system consists of many IC chips and therefore the remedies
against EM noise coupling are necessary at the IC chip level, in order to make
system operations robust and dependable against electromagnetic environment.
Electronic control unit (ECU) as an automotive subsystem has stringent require-
ments of electromagnetic (EM) noise emission in a vehicle as being below the
regulatory limits. Computing facilities like a cluster of servers also need to suppress
EM noise from their high-frequency operation as well as large power current
consumption. The EM noise of radio frequency (RF) chips may cause fatal inter-
ference with wireless communication. EM noise emission is closely related with
power supply current of an IC chip, and that is time varying according to the

Fig. 4.1 Electromagnetic
noise emission and
susceptibility of integrated
circuit




132 M. Nagata et al.

operation of internal circuits and interacts with power line impedance that is fre-
quency dependent.

The techniques to evaluate EMC include measurements and simulation.
Regarding EMI, a near-field magnetic probe (equivalently a tiny coil) scans mag-
netic fields in a whole plane of printed circuit board (PCB), assembled with IC
chips and other electronic components. This shows a map of EM radiation (emis-
sion) in strengths and also in frequencies as well. A capacitive sensor also com-
plementarily evaluates local electric fields. While for EMS, an RF power can be
intentionally applied to any pins of ICs or components on a PCB and then the
tolerance (susceptibility) of system operations is evaluated. While those measure-
ments can reveal EMC performance of a product, the simulation techniques are
fundamental for the design of IC chips and electronic systems in assembly to
comply with EMC standards and regulations.

A simulation technique of dynamic (AC) power supply current at an IC chip
level is explained in the following subsections, where silicon examples of the
measurements and analysis of EMI will be also given. It should be noted that the
topics of EMS will be covered in the next chapter (Sect. 4.2). In addition, EMC
suppressions (Sect. 4.3) and EMC solutions (Sect. 4.4) will also follow.

4.1.2 EMC Evaluation Using a Package-Board-Level
Simulation

An IC chip of typically less than 5 mm in each side is assembled in a system board
with the scale of a few centimeters, as in an example photo of Fig. 4.2 [2]. The AC
components of power supply current are generated by circuits in operation, within a
small area of silicon die. In contrast, a closed loop of entire power delivery includes
the chip, system board, and power source, and forms a macroscopic antenna. The
flow of AC power current essentially creates EM noise emission.

Fig. 4.2 IC chip and PC board [1] (copyright 2011 IEEE)
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Co-simulation of the power current of an IC chip and the frequency domain
response of on-chip and on-board integrated power delivery network (PDN),
namely IC chip-package-board co-simulation, is a key element of system-level
power noise analysis [2—4]. An equivalent circuit of Fig. 4.3 captures the AC power
current consumption in a capacitor charging model [5, 6] and the AC impedance
characteristics of the PDN in an S-parameter model. The capacitor charging and
S-parameter models represent the active and passive portion of power noise anal-
ysis, respectively, and the entire equivalent circuit is simulated with a conventional
SPICE simulator.

The equivalent circuit of Fig. 4.3 involves parasitic impedances of on- and
off-chip parts of the PDN. The on-chip part includes full-chip power planes of
power supply (Vpp) and ground (Vss). The planes are modeled as resistive mesh
networks with the resistance extracted from detailed layout data of the whole of the
chip. The parasitic capacitance of an entire chip, Cg;, couples the Vpp and Vgg
planes. The power pins for connecting to off-chip parts of the PDN are also
explicitly included. In addition, a silicon substrate can be involved in the compu-
tation of the Vg resistive network, since substrate currents flow from Vgg lines of a
digital circuit to multiple Vgg pins of peripheral I/O rings via p* substrate contacts.
These substrate connections in parallel effectively reduce Vgsg impedance and also
impact on power noise seen on the Vgg network.
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The off-chip part attributes to a chip in assembly and a printed circuit board
(PCB). A bonding wire is replaced by a series inductance for each connection of
Vbp or Vss pin on the chip and the corresponding metallic land on the PCB.
Decoupling capacitors (decap) are also inserted between Vpp trace and Vg plane on
the PCB, along with equivalent series inductance (ESL) as well as resistance (ESR).
The transfer characteristics of PDN traces on a PCB are simulated by a conventional
full-wave three-dimensional (3D) solver.

In the capacitor charging model of Fig. 4.4, the group of logic switching
operation in a digital circuit that is considered approximately simultaneous, or
happens within a narrow time slice, is substituted by a single capacitor charging
process. The size of a capacitor is equivalent to the amount of charges to be drawn
from an external power source during the corresponding time slice. The
time-domain progress of power current is represented by the successive charging of
such equivalent capacitors. The distribution of gate toggles is derived from
gate-level simulation of the target circuit, including gate and wire delays extracted
from the final physical layout. The equivalent capacitor is then calculated by slicing
the distribution in every time interval. The time intervals of {#;, ,, ..., #,} can be
empirically chosen like the 1/10 of a clock period. The amount of charges needs to
be pre-characterized for each gate element of a given standard logic cell library.

The results of simulations will be presented and compared with experiments in
Sect. 4.1.4.

4.1.3 Test Structure for Power Noise Investigation

A generally applicable method to evaluate power noise emission of a VLSI chip is
discussed in this section. The test structure of Fig. 4.5 features on-board AC power
current measurements using a near-field magnetic probe, in accordance with
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Fig. 4.4 Capacitor charging (TSDPC) model [1] (copyright 2011 IEEE)
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Fig. 4.5 Test structure for on-chip and on-board AC power noise measurements

IEC61967-1 [7] and IEC69197-6 [8], along with on-chip voltage monitoring on
power nodes. A silicon chip fabricated in a 65 nm CMOS process embeds an array
of loop shift registers (SR) of Fig. 4.6 as the source of power noise. This circuit
primarily consists of a cascade of D-type flip flop (DFF) cells where a series of
preregistered bits is sequentially rotated in the loop. It is regarded as a synchronous
digital circuit having the shallowest logical depth and operating in a broad range of
clock frequencies, Fx. The power supply voltage is 1.2 V.

The test chip additionally includes an on-chip waveform monitor (OCM) of
Fig. 4.7 to evaluate dynamic voltage variation on power lines in a circuit [9]. The
capturer consists of a probing front end circuit (PFE) to sense the voltage variation
at the point of probing, and the output voltage of PFE is in-place digitized with the
help of on-chip reference voltage and sample timing generators. Power noise
waveforms on Vpp and Vgg traces of the SR are acquired by the on-chip mea-
surement. The voltage and timing resolutions can be adaptive and typically of the
orders of 100 uV and 100 ps, respectively.

4.1.4 Power Noise Frequency Response

On-chip power noise waveforms are compared between simulations using the
method described in Sect. 4.1.1 and measurements in Sect. 4.1.3. The results are
exemplified in Fig. 4.8 for a single clock cycle of F,j in SR operation at 10 MHz,
comparing simulation and measurements. Power line traces on the PCB have
options whether to include or exclude an on-board decap of Cyecap = 1 UF between
the chip and an external power source, as also shown in the figure. The
co-simulation with the unified PDN and capacitor charging models adequately
captures the frequency domain power noise response.
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The frequency response is mainly governed by the power line impedance. The
Vbp impedance seen from the power source terminal of the PCB is shown in
Figs. 4.9a and 4.10a, for with and without the decap, respectively. The Vpp
impedance exhibits a series LCR resonance since the end of the trace is openly
terminated with Cgyie. On the other hand, the Vpp impedance seen from on-chip
circuits, or from the point of AC power current consumption, is shown in Figs. 4.9b
and 4.10b. The Vpp trace is considered virtually AC grounded at the power source
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for AC power current, and hence its response seen from on-chip circuits experi-
ences parallel resonance [10]. While the Vpp impedance is measurable with the case
of series resonance, the parallel resonance is of prime interest in terms of power
noise analysis.

The frequency components of power noise waveforms are compared in Fig. 4.11
both in simulation and measurements. It is obviously shown that the distribution of
frequency components is strongly characterized by the parallel resonance. The
frequency components with the significant magnitudes, as well as the width of
frequency distribution, are in accordance with the resonance frequency F.s. The
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Fig. 4.11 Frequency components of on-chip power noise with Fg, = 10 MHz, a without
on-board decap and b with on-board decap [1] (copyright 2011 IEEE)
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first resonance frequency approximately at 120 MHz comes mainly from Cg, =
175 pF derived from layout parameters and Ly of 10 nH from the typical length of
bonding wires. The board capacitance, Cy,q, is smaller than 5 pF and negligible.
The inclusion of 1-uF decap significantly reduces the first resonance, while making
the second one at approximately 200 MHz to be noticeable. The demonstrated
chip-package-board combined PDN analysis will actualize intentional tuning of F
for suppressing EM interference at the frequencies of interest.

The co-simulation also predicts power current flowing on the PCB Vpp, traces,
which is associated with the measurement results with a near-field magnetic
probing. The most significant frequency component of the AC power current is
derived as the function of F, as shown in Fig. 4.12. The largest AC power noise
is found when the operation frequency is equal to the half F.,. This comes naturally
from the fact that a clock distribution network of the SR consumes large portion of
power current at every signal transition either in rise or fall direction. The EM noise
emission from a digital IC chip can be computed with the combination of power
current generation of circuits and antenna propagation through power supply traces.

4.1.5 EMC Awareness in IC Chip Design

Power noise simulation provides the ways to evaluate dynamic power currents
consumed by IC chips in time-domain operation and to estimate EM emissions in a
frequency domain. This facilitates the design of an electronic system in compliance
with EMC regulations. The accuracy of power noise simulation is governed by the
underlined techniques to draw active and passive parts of a PDN in completing the
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Fig. 4.12 Most significant frequency component of power noise current flowing on-board Vpp
trace by near-field magnetic probing, a without on-board decap and b with on-board decap [1]
(copyright 2011 IEEE)
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design of a whole system, including chip-package-board interaction. There are
generally conceived standard modeling technologies like chip power model
(CPM) and associated broadband PDN models for this objective, created by and
handled in commercially available electronic design automation (EDA) software.
The on-chip waveform monitoring technique quantitatively evaluates the correla-
tion between simulation and measurements of power currents and EM interferences
in existing designs. This helps to set up a certified analysis flow against EMC
problems for future developments.

This section studies mostly on EM noises around resonating frequencies inherent
to a PDN with chip-package-board interaction, as the most fundamental cause of
EMC problems. On the other hand, the high-frequency EM wave emissions due to
clocking and associated synchronous signal transitions can also exist and poten-
tially interfere with radio frequency circuits [11]. This is actively discussed in the
research areas of signal and power integrity (not given in this section).

4.2 Electromagnetic Noise Immunity in Memory Circuits

Makoto Nagata, Kobe University

4.2.1 Susceptibility of IC Chip to EM Noise

An IC chip is potentially susceptible to EM noise, either internally through direct
coupling of EM waves with on-chip circuits or externally by the interactions of EM
waves with parasitic antennas on cables. In order to simplify and evaluate such the
various origins of susceptibility problems in a consistent way, the world stan-
dardized methodology of measuring the susceptibility of an IC chip has been
established [12]. The probability of erroneous operations of an IC chip is evaluated
in response to incoming conductive radio frequency (RF) power, under the direct
power injection (DPI) method. Figure 4.13 depicts the measurement setup. An RF
signal at the frequency of F¢ from a signal generator (SG) is amplified (AMP) and
then forwarded to a specified pin of an IC chip in a package. The net power, P,
injected into the die is calculated from forward (Pgyq) and reflect (Pf) power
measured by power meters after a directional coupler, according to (4.2.1). A bias-T
network is introduced at the point of injection of RF signal to properly supply DC
voltage (e.g., Vpp) to the pin of interest.

Pret = Prwg — Pref (421)

The IC chip under DPI can assert a special flag bit of “reset” or record the
number of erroneous bits in data, by using watch dog or built-in self test (BIST)
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Fig. 4.13 Direct RF power injection method [16] (copyright 2011 IEEE)

capability, respectively. The susceptibility of an IC chip is evaluated by the mini-
mum net power in DPI to cause a certain probability of erroneous operations, P,
as the frequency of Frg.

In some reports, the larger P, is measured for the higher F¢ in the medium
range of RF frequencies (e.g., up to 500 MHz), suggesting the smaller susceptibility
of integrated circuits to the higher frequency incoming noise [13]. The high-power
RF with F; of 1 GHz or higher can create more complex responses and sometimes
lead to catastrophic events, due mostly to transistor-level parasitic capacitive cou-
plings between circuits.

It has been observed that a microprocessor in an electronic control unit
(ECU) exhibits frequent unexpected transitions to the “reset” mode under DPI, with
increasing P, for higher F,. The variation of the delay time of a logic gate and
signal chains also shows the similar response under DPI [14, 15]. On the other
hand, this section focuses on the EM susceptibility (EMS) of static random access
memory (SRAM) [16-18]. Since a binary digital value is carried by analog
waveforms and processed in memory circuit operation, the voltage variations due to
DPI will impact on digital results through analog response. The measurement-based
approach using on-chip waveform monitoring (OCM) in this section will greatly
help to probe the EMS of general digital ICs.

4.2.2 DPI on SRAM Core

The SRAM core is of prime interest in EMC of digitally controlled systems with
high reliability, for such as automotive and industrial applications. This is because of
its usage as critical data and program storage, and the substantial occupation of
silicon areas in a system-on-chip (SoC) die for supporting high-computation capa-
bilities. The design for EMC of SRAMs becomes more prerequisite for SoCs in
many-core architectures and using more advanced low-voltage CMOS technologies.
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Fig. 4.14 System diagram of susceptibility evaluation of SRAM core [18] (copyright 2015 IEEE)

The system diagram of Fig. 4.14 shows how DPI is used for evaluating the
susceptibility of an SRAM core against EM noise, in combination with the memory
BIST (MBIST) and on-chip waveform monitoring (OCM). The MBIST realizes the
on-chip diagnosis of bitwise SRAM write/read operation. The MBIST generates
word data with bit patterns like a checker board or alternate lines and writes the data
in the SRAM core under test (CUT). Then, the MBIST reads all data out from the
CUT and check the correctness of data in a bitwise manner. The write-in and
read-out sequences are iterated (with bit patterns reversed in each sequence) and all
the erroneous bits are cumulatively stored in the MBIST. Finally, the MBIST
calculates the bit error rate (BER) as the average number of erroneous bits divided
by the total number of bits. The location of erroneous bits in the memory cell array
can also be drawn in an erroneous bit map. The MBIST can be programmed and its
data can be accessed by external logic structures in field programmable gate array
(FPGA) device.

When a single error is found in average among the BIST iterations, the BER is
calculated to be 7.6e-6 for a 16 k byte SRAM core. The BER is evaluated under the
DPI as a function of RF power, RF frequency, SRAM power supply voltage (Vgam)s
and SRAM operation frequency (F). Figure 4.15a demonstrates that the BER
increases for increasing P, of RF disturbance. It is also seen that a SRAM is more
susceptible for smaller DC supply voltage of Vygn. In addition to the conventional
DPI, the OCM measures the sinusoidal voltage variations induced by the RF signal,
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g. 4.15 Measured BER versus P,.. On-chip voltage variation is also given

at the power supply node of the SRAM core, as exhibited in Fig. 4.15b. The
magnitude of voltage variation is derived as Vepip-pp from the on-chip waveform
captured for each DPI condition. The minimum instantaneous voltage due to the
variation is also measured as Vygm min. Since transistors in SRAM cells operate
under source—drain voltage, it is better to interpret the relationship between the
susceptibility of an SRAM core in the DPI with the voltage variables that are only
measurable by the OCM. This is the extension of the DPI method toward the
understanding of circuit-level interactions with the conductive RF power due to EM
coupling. Again in Fig. 4.15a with dual x-axes, the BER monotonically increases
for the larger Vipippp that is induced by the larger P, It is interesting to note that
there is a certain threshold of Vyip.pp under which no single-bit failure is found
during BIST iterations. This threshold voltage depends intrinsically on the design of
an SRAM core and also the technology of transistors used.

4.2.3 Frequency Response in DPI

The minimum RF power in DPI to cause a single-bit failure during BIST iterations
is defined as Ppe min- It is measured as the function of Fy for the 16 k byte SRAM
core under operations with different F, as given in Fig. 4.16a. The larger Pye¢ min
is measured for the higher F¢. This is consistent with the general trend found in the
reported DPI of integrated circuits [13—15] as addressed in Sect. 4.2.1. In response
to the larger Ppe; min, the supply voltage of SRAM cells experiences the higher drop
of Vidam_min, s measured in Fig. 4.16b by the OCM. The standard supply voltage of
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Fig. 4.16 Frequency dependency of DPI; a BER versus Pye min and b BER versus Vyam min [17]
(copyright 2015 JSAP)

1.5 V was given. The relation of Pye min OF Vadm_min O Fif is almost independent
on the F, showing that the EM susceptibility in the SRAM core is irrelevant to the
relative phase difference between the RF sinusoids and the SRAM clock signal, or
the relative timing difference between the voltage drop and SRAM operations.

The Vyam of SRAM cells is often internally isolated in an SRAM core from the
other power domain of Vyq for the peripheral circuits of digital access control (e.g.,
address decoding) and analog signal processing (e.g., bit line voltage sensing and
amplification), as depicted in the simplified power supply network of Fig. 4.17.
This is mainly for the enhancement of static operation margins of an SRAM core,
by intentionally introducing a slight DC voltage difference between Vyq,,, and Vy4 or
even by controlling back-gate voltage of transistors only in SRAM cells. On the
other hand, the DPI may introduce the undesirable voltage difference between the
supply voltages of SRAM core and SRAM periphery, and bring about the collapse
of binary data. Since the power domains involve highly capacitive couplings due
naturally to their very dense transistor placements as in Fig. 4.17, the higher fre-
quency of DPI on Vg4, induces sinusoidal voltage variations even similarly on Vg4
by the capacitive coupling and results in the reduced relative voltage difference
between them. This is one of possible qualitative explanations for the insensitive-
ness of an SRAM core against the high-frequency DPI. Many other physical
mechanisms can be simultaneously present regarding EM noise interactions, and
advanced analysis methodologies are needed for thorough and quantitative under-
standings of EMS. The mitigation techniques will be also derived in conjunction
with the design of power delivery network (PDN) in the next section.
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Fig. 4.17 Capacitive coupling in SRAM core [16] (copyright 2011 IEEE)

4.3 Power Noise of IC Chips in Assembly
and Its Mitigations

Makoto Nagata, Kobe University

4.3.1 IC Chips in Assembly

An integrated circuit (IC) chip is normally packaged and mounted on a printed
circuit board (PCB) in its practical usage in applications. The IC chip-package-
board interaction provides a decisive impact on the overall electromagnetic
(EM) response of an IC chip in assembly, as discussed in Sects. 4.1 and 4.2. Here, it
will be shown that the system-level power delivery network (PDN) exhibits
strongly frequency dependent power line impedance that characterizes power noise
seen at locations on a PCB and in an IC chip, and specially induces unacceptably
large noise components at the frequencies of resonance. The property of PDN is
passive and governs not only EM interference (EMI) but also EM susceptibility
(EMS), namely outgoing as well as incoming EM noises in wide frequencies,
respectively. This section focuses on an autonomous tuning technique of PDN
impedance, potentially mitigating both EMI and EMS problems.

A system-level PDN is intentionally embedded with capacitors between Vpp and
Vss for sustaining power line impedance below a specified level in the frequency
range of interest. A large capacitor on the order of uF is placed often around power
source terminals on a PCB for suppressing low-frequency power noises. The other
capacitors on the order of nF are at the sources of power noise (power current
consumptions) within an IC chip for high-frequency ones. As demonstrated in
Figs. 4.8, 4.9, and 4.10, such a decoupling capacitor (Cyccap) effectively reduces
power line impedance only within a certain range of frequency. This limitation
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comes inevitably from the parasitic effective inductance and resistance in series to
the capacitor, Lgs; and Rggy, respectively. A self-resonance occurs approximately
at the frequency of F = 1/(271:\/ Lgsi Cyecap) and the power line impedance
enlarges for the frequency larger than F,,. A power noise waveform exhibits
oscillation at F,.; with excitations such as active circuit operations, while decaying
with the approximate time constant of Lgs; /2Rgsp after the termination of circuit
operation.

It is noted that the power line impedance is fixed after the assembly of an IC
chip, and therefore there is a need of post-silicon manufacturing techniques to
optimize power line impedance over the frequencies of interest. An IC
chip-package-board co-analysis/co-simulation technology has been intensively
developed as a tool used in search of remedy for this purpose by the community of
IC manufacturers, application system producers, and EDA software vendors. This
demands a chip-level equivalent model of PDN and an electrical model of a
package lead frame as well, and is still under active discussions for generalization.
Another approach is to provide a chip-level adaptability of on-chip PDN parameters
for an IC chip in actual operation environment. Design examples will be discussed
in this section.

4.3.2 Power Noise Mitigation by Evading PDN Resonance

A PDN exciter intentionally brings about the resonance in the PDN of interest of an
SoC die in assembly, as illustrated in Fig. 4.18. The exciter induces a pulse-like
power current in the PDN by transistor switches to connect Vpp and Vg for a very
short period of time. An on-chip waveform monitor (OCM) captures power noise
waveforms after the excitation. The waveforms are postprocessed by an on-chip
PDN analyzer for deriving electrical characteristics of the PDN.

The system-level construction of an IC chip using the PDN analyzer is given in
Fig. 4.19 [9]. There are PDNs with different voltage domains for the SoC core

Chip v PDN exciter !
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core using OCM system

Fig. 4.18 PDN system having a PDN exciter for in-place analysis of PDN resonance
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(e.g., 1.2 V) and interface (I/F) core (e.g., 3.3 V) circuits. The SoC and I/F circuits
are properly supplied with power while halted or in a reset mode to eliminate
naturally continuous excitations in the background. The PDN with parasitic L, C,
and R components suffers from oscillatory voltage variation with decaying its
amplitude by time after this single excitation, as demonstrated in a typically
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Fig. 4.21 Measured V;,, of power noise in digital circuits versus operating frequency of Fgy [9]
(copyright 2011 IEEE)

measured waveform of Fig. 4.20. The analyzer determines the oscillating period of
resonance (fresonance) and the decay constant (fgecay) from the series of timings at
maximum or minimum voltage and the decay in voltage (Vgccay), respectively.
The OCM functionality of Fig. 4.7 is enhanced with an on-chip monitor controller
to execute automated sequences of the PDN excitation, waveform acquisition and
analysis.

The periodical PDN excitation leads to intentionally stationary oscillation due to
the PDN resonance. The peak-to-peak voltage of the oscillation is drawn against the
frequency of excitation, from 50 to 200 MHz, as shown in Fig. 4.21. PDN oscil-
lation exhibits a considerable increase when the excitation frequency matches the
integer inverse of the resonance frequency, Fppn = 1/fiesonance- This provides a
scenario for an SoC die to autonomously search the resonating frequencies in its
practical usage environment after assembly, with the support of enhanced OCM
functionality, and also select the frequency of operation evading from the PDN
resonance. The operating frequency of circuits, Fy, can be chosen in this example
such that it does not lie in the vicinity of Fppy and its integer inverse frequencies,
Fepn/i =1, 2, 3, ...). This will avoid the enlargement of power noise due to the
PDN resonance. The reduction of F from the nominal operating frequency at 148
to 118 MHz —19%) results in a 55% decrease in the power noise amplitude, as
shown in Fig. 4.21 (measured waveforms are also shown). Similarly, with the
increase of Fy to 197 MHz (+30%), the noise amplitude is reduced by 64%. The
former is chosen under the constraints of power consumption while the latter under
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the performance. These frequencies are reasonably located at the mid-point of
adjacent pairs of Fppn/i and Fppn/(i — 1) and can be computed during the on-chip
PDN characterization.

4.3.3 Power Noise Mitigation by Suppression of PDN
Resonance

The peak height of power noise at the frequency of PDN resonance can be sup-
pressed by a tunable notch filter, given in Fig. 4.22. The filter consists primarily of
bonding wire inductance in a package and an on-chip configurable capacitor in
series, as shown in Fig. 4.23 [19]. A programmable resister is also included. The
capacitor uses the gate capacitance of metal-oxide-semiconductor (MOS) transis-
tors. The number of effective transistors are set by forcing each gate electrode to the
high (turn on) or the low (cut off) bias condition, according to the digital codes of
C.ode for capacitance. The coupled bonding wires effectively increase their induc-
tance, owing to the flow of power supply current. The structure is essentially
passive and avoids the increase of power current consumption associated with noise
suppression, in contrast to the use of active circuits [20-22]. The effect of noise
suppression is maximized by searching C,qq¢. of the filter in response to V,, mea-
sured by the PDN analyzer. Another code of R4 for resistance is only used for the
additional dumping that is needed in power noise waveforms. The power supply
noise was on-chip measured as the voltage variation on Vpp at the location of the
filter and the associated suppression is demonstrated in Fig. 4.24, achieving 43%
reduction of the height of voltage noise peak.

The power noise mitigation techniques of Sects. 4.3.2 and 4.3.3 are evaluated by
on-chip power noise waveforms. They are simultaneously effective for the EM
noise on power traces of PCB, since their essential constructions remain to be a
passive PDN network.
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4.4 Responsive Link for Noise-Tolerant Real-Time
Communications
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4.4.1 Noise-Tolerant Real-Time Communication

Recently, complex distributed control systems such as humanoid robots have
appeared in various fields. In order to make the distributed control systems
dependable, internode communication with real-time capability and dependability
is crucial. Especially, noise tolerance is indispensable, since noise has a huge
influence on communication quality. For example, our target system is driven by
high voltage (80 V) and high current (200 A) that can generate huge noises. For
noise-tolerant real-time communication, we have been researching and developing
a communication standard, called Responsive Link [23] that can meet the require-
ments of real-time capability and noise tolerance. This chapter introduces brief
introduction of Responsive Link and shows evaluations of the noise tolerance.

4.4.2 Responsive Link

A real-time network, guaranteeing communication deadlines, is now an indis-
pensable element in distributed real-time systems. There are many communication
standards for various applications, including Ethernet [24], IEEE 1394 [25], and
USB [26].

Ethernet is a cheap and popular communication interface used by most PCs.
When communication collisions occur, the packets are retransmitted, as CSMA/CD
is used. Therefore, it is difficult to bound the worst case communication time.

IEEE 1394 enables isochronous data transfer among computers, peripherals, and
consumer electronics products. IEEE 1394 has some problems as a real-time
communication in distributed real-time systems. Error correction is not supported at
the isochronous data transfer mode. The maximum node number is limited up to 63
nodes. All networks are reset in case of hot plug and play. Network topology is
fixed (chain, star, and tree), and the loop topology is not allowed.

USB is widely used to connect peripherals to PCs so that various I/O devices can
be easily connected to PCs. USB has also some problems as a real-time commu-
nication in distributed real-time systems. The maximum node number is limited up
to 127 nodes. Network topology is fixed to the tree structure. The loop topology is
not allowed. And the root controller is required.

Therefore, these communication standards are not suitable for distributed
real-time systems, and hence new real-time communication standard is required.

Responsive Link is an internode communication standard (ISO/IEC 24740:2008)
[27] that accommodates separated communication channels for events and data,
preemptive packet overtaking and switching, and error correction for some pur-
poses. Responsive Link is implemented on responsive multithreaded processor
(RMT Processor) [28, 29] designed for distributed real-time systems. The detail of
RMT processor is described in Chap. 9, Sect. 9.2.
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4.4.2.1 Separation of Communication

There are two types of real-time communication: hard real-time communication
and soft real-time communication. On one hand, hard real-time communication
requires strict time constraints allowing no delay to deadline. Control systems
require this type of communication, putting more emphasis on latency than
throughput. On the other hand, soft real-time communication is more tolerant to
delay, and requires higher bandwidth. For example, a multimedia system requires
this type of communication, putting more emphasis on throughput than latency,
because the amount of data processed is large and the latency is not severe in the
system. There is a trade-off between throughput and communication delay in
real-time communication, and requirements of hard and soft real-time applications
including a degree of time constraints are different. Therefore, Responsive Link is
designed to support both hard and soft real-time communication by physically
separating communication lines: Event link and data link. Because it is difficult to
build a hard real-time system by using conventional communication standards that
share a single communication line for both data and events, making the estimation
of the communication latency of events more difficult.

Communication line for hard real-time communication is called event link. The
other communication line for soft real-time communication is called data link.
These transmission lines are separated as shown in Fig. 4.25. The specification of
Responsive Link connector is as follows:

Tx Data+/Data—, which is a differential signal, transmits data packets.
Rx Data+/Data—, which is a differential signal, receives data packets.
Tx Event+/Event—, which is a differential signal, transmits event packets.
Rx Event+/Event—, which is a differential signal, receives event packets.

The fixed size packet is desirable in order to estimate the latency accurately and
make hardware simpler. On one hand, if the packet size becomes larger, the
throughput becomes higher. However, the packet latency becomes longer. On the
other hand, if the packet size becomes smaller, the packet latency becomes shorter,
while the throughput becomes lower, because the overhead relatively increases.
Considering this trade-off, on one hand, the packet size used in event link is small
16 bytes in order to shorten the communication latency. On the other hand, data link
packet is larger 64 bytes to achieve higher throughput as shown in Fig. 4.26.
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Fig. 4.26 Packet format in Responsive Link

4.4.2.2 Priority-Based Packet Overtaking

In the field of real-time task scheduling, preemptive context switching is
required to process real-time tasks. In the same way, preemptive communication, a
packet with higher priority overtakes other packets with lower priority, is required
so that real-time scheduling algorithms can be applied to real-time communications.
Therefore, priority-based packet preemption function is designed and implemented
on Responsive Link.

Figure 4.27 shows a 5 by 5 Responsive Link switch. Port 0 is connected to a local
device, such as the node processor, and Ports 1-4 are connected to external ports.
A packet arriving at an input port without collision is transferred to an output port
specified by the routing table. When a collision occurs, i.e., multiple packets request
the same output port simultaneously, the packet with the higher priority is trans-
mitted first and other packets are stored temporally in the overtaking buffer. A packet
with higher priority overtakes the packets with lower priority at every hop of nodes.

The header of an arriving packet is stored in the overtaking buffer. Its output port
(s) is/are looked up from the routing table, and each output port finds the packet
with the highest priority. If a conflict occurs, packets with lower priority are stored
in the overtaking buffer until packets with higher priority to be transmitted. In
addition to the overtaking buffer, off-chip backed-up memory is designed and
implemented to prevent packet overflow in the overtaking buffer. On one hand,
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Fig. 4.27 Network switch

when the entry of an overtaking buffer runs out, the lowest priority packet in the
overtaking buffer is saved into the off-chip memory (DRAM) automatically. On the
other hand, when the entry of the overtaking buffer becomes available, it restores
the saved packets to the overtaking buffer in priority order. With this functionality,
preemptive communication, existing real-time scheduling algorithms can be applied
to real-time communication.

4.4.2.3 Priority-Based Routing

End-to-end connection can be established with Responsive Link by setting
routing tables of all nodes along the path from a source node to a destination node.
Responsive Link can connect up to 232 nodes with an arbitrary network topology,
and the supported priority level is 256.

Each node has a routing table to control the packet routing and the priority
replacement function. Figure 4.28 shows the routing table of a network switch with
five inputs and five outputs.

In addition to network address, priority bits in the packet are also used to match
the routing table as shown in Fig. 4.29. Therefore, different route can be set to the
same network address for different priorities. For example, detours and exclusive
communication lines can be set. The route with priority “0” is used as the default
route for the network address.
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In addition, Responsive Link can accelerate and decelerate packets by changing
the their priorities. The priority of a packet can be replaced with a new priority level
at each node, and the new priority is used at next node. This packet control can be
realized by setting the routing table appropriately by software.

4.4.2.4 Communication Speed and Adaptive Codecs

The link speed can be dynamically changed (800, 400, 200, 100, and
50 Mbaud). The Responsive Link’s communication latency per hop is 0.27 ps
(800 Mbaud) to 76.8 ps (50 Mbaud), which satisfies the communication require-
ment (that is, less than 100 ps) even when several tens of controllers are connected.
Responsive Link employs embedded clock serial communication. Also, multiple
error detection and correction codes are employed to improve communication
dependability. Appropriate code intensity and code rate can be selected as a
function of given characteristic of transmission channel [29]. Internode commu-
nication is affected by the noise in the system. In order to improve the reliability in
communication, Responsive Link supports any pair of ECC and line codes listed in
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Table 4.1 Error-Correcting Code (ECC) and line codes

Type Coding ECC capability Code rate
Byte Reed solomon 1-byte error correction for |4 bytes are coded
level 6 bytes as 6 bytes
ECC
Bit-level | Hamming 1-bit error correction for 12 | 8 bits are coded
ECC bits as 12 bits

BCH 2-bit error correction for 16 | 8 bits are coded

bits (random) as 16 bits

3-bit error correction for 16
bits (burst)

Line code | Nonreturn-to-zero-inverted N/A 8 bits are coded
(NRZI) + bit stuffing as 8-9 bits
8b10b N/A 8 bits are coded

as 10 bits
4b10b 1-bit error correction for 10 | 4 bits are coded
bits as 10 bits

Table 4.1. Responsive Link can dynamically configure any pair of ECC and line
codes in response to the given priority and noise parameters. Basically, to configure
a pair of ECC and line codes, we need a given environment’s bit error rate, the
communication cycle and deadline, and the communication data rate. The software
uses these parameters to select the optimal combination that satisfies the time
constraints and sufficient noise tolerance.

4.4.3 Noise-Tolerant Real-Time Communication
with Responsive Link

4.4.3.1 Evaluation of Noise-Tolerant Error Correction Code: 4b10b

In order to build a highly dependable distributed system with real-time com-
munication, a data transmission error fatally impacts the system. It is required to
guarantee the data to be transferred correctly by using error correction codes. There
exists a trade-off of code intensity and throughput. Therefore, the system has to
have transmission lines with the appropriate ECC and line code under given cir-
cumstances including the noise level and the importance of transferring data. There
are several advantages to be able to select various combinations of the ECC and line
code and switch the settings depending on the given variable circumstances.

With a conventional line code such as nonreturn-to-zero-inverted (NRZI) and
8b10b, transferred data can be detected as multiple bits error even if the actual data
on the line has 1-bit error. Therefore, we designed a new line code with ECC, called
4b10b that has higher noise tolerance by embedding error correction functionality
to line code itself. The 4b10b employs embedded clock signaling, DC balancing
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Table 4.2 4b10b translation table

4b 10b 4b 10b 4b 10b 4b 10b

0000 |1100101100 |0100 |0111010001 |1000 |1001110001 |1100 |1011010010
0001 |1011001100 |0101 |1100011001 |1001 |0111000110 |1101 |1001100110
0010 |1100110010 |0110 |0101110100 |1010 |1010110100 |1110 |1010101001
0011 |0110011100 |0O111 |1101000101 |1011 |1101001010 |1111 |0110101010

and error detection and correction. Other codecs do not support all these functions,
especially pertaining to error correction. The 4b10b is the first codec (line code)
with ECC to fulfill them simultaneously. Each 4-bit data is transformed into 10-bit
data using the lookup table as shown in Table 4.2. The 4b10b fulfills embedded
clock signaling by not having three consecutive bits of “0” or “1” in encoded 10-bit
data and five consecutive bits when 1-bit error occurs. In addition, it maintains the
number of “0” and “1” in the 10-bit data to be the same for DC balancing. The
hamming distance among every encoded 10-bit data is longer than 3. When
decoding, transferred 10-bit data is looked up in the table, and decoded with
minimum distance decoding. Error correction is possible because transferred data
with 1-bit error can be uniquely determined with minimum distance decoding. Data
with 2-bit error cannot be uniquely mapped to the original code, so error correction
is not possible, but error detection is possible. Transferred data with more than 2-bit
error cannot be detected as error. The 4b10b line code has been standardized at IPSJ
as IPSJ-TS 0015:2015 [30].

Responsive Link supports Hamming code, BCH code, and Reed—Solomon code
as error correction codes. For line code, NRZI with Bit Stuffing, 8b10b, and 4b10b
that supports ECC can be selected.

4.4.3.2 Evaluation of Noise Tolerance with Responsive Link

In order to evaluate the noise tolerance of Responsive Link, we measured the
packet error rate using the transmission lines with noise. Bit errors are defined as a
bit inversion, and bit errors are inserted into the transmission packets. We generated
random bit errors with the varying rate of error from the range 10™° to 10~". The
first 10 packets were transferred as warm-up, which we did not count in the results.
And the next transferred 1,024 packets are measured and calculated as actual error.

We evaluated Responsive Link with a noise generator, constructing the envi-
ronment with noise equivalent to an 80 V and 200 A motor driver. Dependable data
communications in the highly stressed environment have been confirmed as shown
in Fig. 4.30.

Figure 4.31 shows the packet error rates of three combinations of codecs. The line
code heavily affects the noise tolerance. There is a trade-off between the noise tol-
erance and coding rate, i.e., effective throughput. In order to take a balance of noise
tolerance and throughput, the application can configure an appropriate pair of ECC
and line codes according to the given system environment. HAM4b10b means a
combination of Hamming error correction code and 4b10b line code, HAM8b10b
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means a combination of Hamming error correction code and 8b10b line code, and
HAMNRZI means a combination of Hamming error correction code and NRZI line
code. HAM4b10b with the largest ECC size has the lowest packet error rate in all
codes. However, the throughput of HAM4b10b is the lowest due to the largest ECC
size. Therefore, application developers can select and use these error correction codes
and line codes with considering a trade-off between throughput and noise tolerance.

4.4.3.3 Noise Tolerance with Ferrite Core

Now the reinforcement technology to improve noise tolerance in Responsive
Link is introduced. A ferrite core, which is a magnetic core, can help noise-tolerant
real-time communication in Responsive Link. Figures 4.32 and 4.33 show examples
of communication failure/success without/with a ferrite core. The yellow and purple
waves are the differential signals of an event link measured by the single-end probe,
which are noisy. Figures 4.32 and 4.33 measure communication signals at single
edge trigger mode and at continuous auto run mode respectively. The blue wave is
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the same signal measured by the differential probe, which seems to be stable. In
Fig. 4.32, the signal voltage sometimes becomes negative (under 0 V) by noise, and
hence the communication becomes failure despite the differential communication
line. In contrast, in Fig. 4.33, the signal voltage is always positive (over 0 V), and
hence the communication is successful, thanks to the ferrite core.
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Chapter 5 ®
Variations in Device Characteristics Check for

Hidetoshi Onodera, Yukiya Miura, Yasuo Sato, Seiji Kajihara,
Toshinori Sato, Ken Yano, Yuji Kunitake and Koji Nii

Abstract Ever increasing variability in device characteristics is a major threat to
the dependability, since it could give rise to faults and failures in VLSI circuits and
systems. The variability arises from the variation in device parameters, such as
geometry and doping densities, that is inherently associated with the technology
scaling. This chapter deals with the variability of scaled devices and countermea-
sures to enhance dependability both at the device and circuit levels. First, in
Sect. 5.1, variations in transistor characteristics are overviewed with measured
variability from 0.35 pm down to 40 nm technologies. The rapid increase in
within-die random variations is clearly shown. Possible scaling scenarios, which are
device-level strategies to reduce variability, are explained. In the following sections,
we discuss countermeasure techniques at the circuit level. In Sect. 5.2, on-chip
monitor circuits for variability measurement and performance compensation by
localized body biasing are proposed and verified by silicon measurements. In
Sects. 5.3 and 5.4, two techniques for predicting and preventing timing faults
during runtime are introduced. The first technique in Sect. 5.3 relies on accurate
delay-time measurement by an on-chip monitor circuit. Timing margins reduced by

H. Onodera (=)
Kyoto University, Kyoto, Japan
e-mail: onodera@vlsi.kuee.kyoto-u.ac.jp

Y. Miura
Tokyo Metropolitan University, Hino, Japan

Y. Sato - S. Kajihara
Kyushu Institute of Technology, lizuka, Japan

T. Sato
Fukuoka University, Fukuoka, Japan

K. Yano
Tokyo Institute of Technology, Tokyo, Japan

Y. Kunitake

Panasonic Corporation, Kadoma, Japan

K. Nii

Renesas Electronics Corporation, Tokyo, Japan

© Springer Japan KK, part of Springer Nature 2019 163
S. Asai (ed.), VLSI Design and Test for Systems Dependability,
https://doi.org/10.1007/978-4-431-56594-9_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-4-431-56594-9_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-4-431-56594-9_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-4-431-56594-9_5&amp;domain=pdf

164 H. Onodera et al.

aging effects such as negative-bias-temperature instability (NBTI) can be evaluated
and compensated. The second technique in Sect. 5.4 proposes a warning flip-flop
that can predict possible timing errors before they actually happen, thus enables
dependable operation throughout the whole life cycle of the circuit. Finally in
Sect. 5.5, variability-aware circuit architectures are discussed for Static Random
Access Memories (SRAMs). The proposed SRAM achieves expanded operating
margins by fine-grain assist bias control at low supply voltages.

Keywords Device variation « Process variation « On-chip monitor
Variation-aware design + Timing error prediction and compensation

5.1 Overview of Device Variations

Hidetoshi Onodera, Kyoto University

5.1.1 Device Variation and Overview of This Chapter

With the device dimensions in the nanometer regime, variability in device per-
formance becomes a crucial problem in LSI design. The variability comes from the
physical-level fluctuations in device structures, and appears as the fluctuations in
device characteristics such as drain currents and threshold voltages, and leads to the
variations in circuit-level performances such as delay and power dissipation. These
“faults” may cause “errors” which eventually result in malfunctions (“failures”) of
LSI circuits and systems.

The variability, however, is not a new problem and it has been always an issue in
circuit design. In the past, the variability mainly came from imperfect control of
fabrication processes. Device performance varied from a lot to lot and from a wafer
to wafer, while the variation within a die was relatively small. We can say that the
variability had a “global” nature and a local fluctuation within a die could be
neglected in many cases except for certain analog designs. Although the amount of
global variation could be large, the global nature allows us to evaluate the effect of
variation by the worst-case analysis where all the devices are assumed to have the
performance of the same extreme corner. In this way, the global variability has been
managed mainly considering the performance at all the worst-case corners of device
performances. On the other hand, the variability in the present and the future have
different statistical characteristics. As device dimensions have been approaching
atomic scales, intrinsic atomistic variations such as line edge roughness and discrete
random dopant fluctuations become prominent [1, 2]. Those atomistic variations are
random in nature and result in a random within-die variation of device perfor-
mances. The random variation cannot be handled by the worst-case analysis since
the possibility of all the devices being at the same worst corner becomes extremely
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small. The worst-case design becomes unrealistically pessimistic and results in the
reduced advantage of scaling. It is, therefore, important to establish a new design
methodology that considers the statistical nature of the variation.

This section, focusing on MOS transistors in scaled technologies, gives an
overview of device variations and possible solutions at the device level. In
Sect. 5.1.2, we classify the variations from a standpoint of spatial distributions. In
Sect. 5.1.3, we explain the sources of variations. In Sect. 5.1.4, we show examples
of measured variations from 0.35 pm to 40 nm technologies which indicate the
statistical nature of the variation is changing from the global to local, in other
words, from die-to-die to within-die. In Sect. 5.1.5, we discuss the variability trend
and possible scaling scenarios for the future, which provides a countermeasure
against variability at the device level. Section 5.1.6 summarizes this section.

Following sections cover a variety of circuit-level proposals that cope with
device variations. Section 5.2 explains a method for monitoring variations and a
countermeasure for compensating the variations. Section 5.3 proposes an on-chip
monitor circuit for accurate delay-time measurement and Sect. 5.4 introduces a
warning flip-flop that can predict timing errors due to delay variation in a critical
path. Section 5.4 introduces a circuit design technique and a clocking scheme that
can overcome timing faults due to variations. The last section of this chapter,
Sect. 5.5, proposes design techniques that enhance the operating margins of Static
Random Access Memory (SRAM) under device variations.

5.1.2 Classification of Variation

Components of performance variations can be classified into “global” one and
“local” one from a standpoint of spatial distributions. The global component gives a
uniform variation in the same direction to all the transistors on a die, and is called a
D2D (Die-to-Die) variation. Lot-to-lot and wafer-to-wafer variations correspond to
D2D variations. The local component arises in each individual transistor and is
called a WID (Within-die) variation. From a standpoint of statistical nature, WID
variations can be further classified into those that gradually fluctuate over a chip and
those that randomly fluctuate [2].

5.1.3 Sources of Variation

The width of the gate, the oxide thickness, and the dopant density of a transistor
have direct effects on the transistor performance. Fluctuations in the dimension of
device structures mainly appear as D2D variations. It is important that those fluc-
tuations should be maintained within the worst corners so that enough yields are
achieved. In a scaled technology, besides those historical sources of variations,
atomistic-level variations in an individual transistor such as discrete random dopant
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fluctuations (RDF: Random Dopant Fluctuation) and fluctuations in a sidewall of
gate material (LER: Line Edge Roughness) have a strong impact on performance
variations. Due to the statistical nature of those sources, they appear as random
components in WID variations. Stress variations in strained Si and STI (Shallow
Trench Isolation) processes, dopant density fluctuations near well boundaries due to
dopant scattering during well-forming processes, and local temperature variations
during rapid thermal annealing come into play as the sources of variation. Those
sources contribute to location-specific components in WID variations. Aggressive
scaling and increasing technology complexity lead to an explosion in the magnitude
of variability while also introducing new sources of variations.

5.1.4 Observation of Variation

We examine variability trend from measured characteristics of five different fabri-
cation technologies: 0.35 pm, 180 nm, 90 nm, 65 nm, and 40 nm. We can see a
growing trend of WID variability as the scaling advances.

5.1.4.1 Evaluation of Variation

As an example of variations in the past technology, we show variations of transistor
characteristics in a 0.35 pm process. The drain saturation current (I3_s) and the
threshold voltage (Vi) of 16 PCM (Process Control Module) transistors distributed
over a wafer have been measured for 58 lots with 797 wafers. Figure 5.1 shows the
distribution of drain current characteristics reconstructed from the measured Iy g
and V. If we superimpose characteristics for all lots, the 3¢ width of Iy sy vari-
ations becomes about 15% of the mean Iy_g, value. If we build up for a single lot
only, the average of the 36 width is reduced to about 6%. If we consider 16
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Fig. 5.2 RO (Ring Oscillator)-array test structure for variability characterization

transistors over a single wafer, the average of the 3¢ width becomes 3%. We do not
have data for estimating within-die variation. However, it is expected that the D2D
component dominates over the WID component. A scatter plot inside Fig. 5.1
shows a distribution of nMOS Iy_g,c and pMOS Iy_gy. In this process generation, we
can safely rely on a corner-based design method.

We next show variations of oscillation frequencies that are measured from an
array of ROs (Ring Oscillators) fabricated in four technology generations of 180,
90, 65, and 40 nm. An example of the RO array circuit for variability characteri-
zation is shown in Fig. 5.2. This circuit is fabricated in a 90 nm technology.
A variety of ROs is assembled in a block called “Section.” The circuit in Fig. 5.2
includes 22 types of ROs in a Section. The Section is then arranged in two sets of a
15-by-15 array, resulting in 450 ROs for each circuit configuration. The size of the
test structure is 1.2 mm by 1.3 mm. If there is no variation in device characteristics,
all the ROs with the same circuit configuration should have the same oscillation
frequency. However, due to D2D and WID variations, the oscillation frequency of
each RO varies. With this test structure, we can estimate the variability of D2D and
WID components in a form of the oscillation frequency. Figure 5.3 shows the chip
layout and the size of the test structure for each technology generation. Several ROs
with identical circuit structures are included in all the test structures, which enables
observation of variability trend over four technology generations.

180nm 90 nm 65 nm 40 nm
1.6x1.5mm? 1.3x1.2mm?2 1.3x0.9mm? 2.0x1.9mm?

Fig. 5.3 RO (Ring Oscillator)-array test structure in four technology generations
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5.1.4.2 Die-to-Die and Within-Die Variation

Table 5.1 lists the amount of D2D and WID components in oscillation frequency
variations for 7-stage, 13-stage, 29-stage, and 59-stage inverter ROs. Standard
deviations ¢ of oscillation frequencies normalized by their mean values p are listed
in percentile. The values of D2D components for each generation are almost the
same regardless of the number of stages, although those values differ by technology
generations. On the other hand, the value of WID components decreases as the
number of stages increases. This happens due to the averaging effect of random
variations as the number of stages increases.

Taking the 7-stage inverter RO as an example, we further decompose the WID
variations into three components of Location-Specific, Across-Chip, and Random,
where the location-specific component is a layout-dependent deterministic varia-
tion, the across-chip component is a gradually varying variation over the chip, and
the random component is a random and uncorrelated variation over the chip [3].
Table 5.2 shows the amounts of standard deviations (¢/u) for D2D and WID
components and their breakdowns. It is clearly seen that the amount of WID
random components rapidly increases as the technology scales. We estimate the
amount of random variation for a single inverter from the stage-length dependency
of random variations. The estimated value for a single inverter is also listed at the
last row in Table 5.2. In the 40 nm process, a random variation with 7.5% standard
deviation appears. It becomes clear that, in a scaled technology, we should take care
of not only D2D variations but also WID variations in the design process.

Table 5.1 Comparison of WID (average) and D2D variations in 6/u (%)

RO 180 (nm) 90 (nm) 65 (nm) 40 (nm)

D2D WID D2D WID D2D WID D2D WID
INV7 4.6 1.5 32 1.5 0.9 1.7 2.0 24
INV13 4.3 1.2 32 1.2 0.9 1.4 2.2 1.8
INVI19 4.1 1.1 3.2 1.1 1.0 1.3 2.2 1.5
INV29 4.2 1.0 32 1.0 1.0 1.1 2.2 1.3
INV59 - - - - 0.9 1.1 2.0 1.0

Table 5.2 Variability breakdowns for 7-stage ROs

Variability component Standard deviation o/u (%)
180 (nm) 90 (nm) 65 (nm) 40 (nm)

D2D 4.6 32 0.95 2.0
WID 1.5 1.5 1.7 2.4
Location specific 1.3 0.7 1.0 0.6
Across-chip 0.1 0.1 0.2 0.2
Random 0.6 1.4 1.3 2.3
A single gate 1.7 4.3 4.0 7.5
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5.1.5 Variability Trend and Scaling Scenario

A major source of WID random variations is a discrete random dopant fluctuation
(RDF). Due to the RDF, the threshold voltage Vi, of a transistor fluctuates ran-
domly. The amount of the fluctuation is proportional to the inverse of the square
root of the channel area LW, which is expressed by the following equation.

Ay
VLW’

where L and W are the length and the width of the channel, respectively, and t,, is
the oxide thickness, and N, is the dopant density of the channel. A graph that
displays the amount of variation as a function of the —0.5-th power of the channel
area is called a Pelgrom plot [4]. The gradient of the Pelgrom plot corresponds to
A, which is proportional to the oxide thickness and the 0.25th power of the dopant
density. It is, therefore, the shrink of the oxide thickness and the decrease in the
dopant density lead to the reduction of variations.

In looking back the evolution of transistor structures in accordance with the
progress in technology generations, up to around 45 nm technology nodes,
polysilicon is commonly used for the gate material with SiON for the gate oxide
material. After around 32 nm technology nodes, metal gates and oxide materials
with high dielectric constant (HK MG: High-K Metal Gate) are introduced, which
leads to the decrease in the EOT (Effective gate Oxide Thickness). Further, after
around 22 nm technology nodes, fully depleted SOI (Silicon On Insulator) tran-
sistors and FinFETs that have zero or lightly doped channels are introduced. Those
structural changes both contribute to the suppression of variations. Figure 5.4
shows the variability trend in accordance with the evolution of transistor structures.
The amount of variations increases with technology scaling while the progress of
transistor structures contributes to the abrupt reduction of variations. However, we
also should be aware that the evolution of transistor structures introduces new
sources of variation. For example in the case of FinFETs, performance variations
due to the nonuniformity of metal-gate granularity become a big concern.

As shown in Sect. 5.1, the amount of random variations is related to device
dimensions such as the area of the channel and the oxide thickness. The lower limit

G(Vth) = Ay toxNg'zs, (51)

Fig. 5.4 Variability trend Pelgrom Plot ) )
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Fig. 5.5 Scaling scenarios for planar transistors and FinFETs

of the minimum supply voltage Vygmin, Which is defined as the minimum voltage
that ensures a correct operation, is limited by the amount of variations in transistor
characteristics [5]. Lowering the supply voltage for the reduction of power dissi-
pation is essential for enabling a higher level of integration with technology scaling.
It is therefore important to establish technology scaling that is compatible with
variability reduction.

Figure 5.5 explains the scaling scenarios for planar transistors and FinFETs
proposed by Itoh [5]. The left side of Fig. 5.5 shows the scaling scenarios of planar
transistors for low-power (LP) applications and high-performance (HP) applica-
tions. It is shown that planar transistors cannot be scaled with reduced variations.
On the other hand, scaling scenarios of FinFETS, in which the channel width (Fin
height) is inversely scaled, are indicated in the second column in the right table of
Fig. 5.5. Due to the inverse scaling of the channel width (Fin height), both of
low-power (LP) FinFETs and high-performance (HP) FinFETs enable scaling with
reduced variations [5]. The third column of the right table in Fig. 5.5 shows other
possible scaling scenarios with a constant channel width (Fin height). The sup-
pression of variability increase is achieved by the non-scaling of the channel width.

5.1.6 Section Summary

In this section, performance variability of MOS transistors due to technology
scaling is overviewed. After explaining the classification and the sources of vari-
ations, observations of measured variations from 0.35 pm to 40 nm technologies
are presented. In particular, it is shown that the amount of WID random variations
increases rapidly with technology scaling. WID variations cannot be handled by a
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conventional worst-case design (corner-based design). It is important to develop
countermeasure techniques that can consider the specific nature of each variation
component.

5.2 Monitoring and Compensation for Variations
in Device Characteristics

Hidetoshi Onodera, Kyoto University

5.2.1 On-chip Variability Monitoring and Compensation

Increased variability is an inherent issue associated with device scaling. The vari-
ability in device characteristics leads to the variability in circuit performance
(“faults”), which may cause “errors” eventually resulting in malfunctions (“fail-
ures”). For ensuring higher yields, it is common to adopt the worst-case design
method that assumes the device performance being located at the worst corner so
that the circuit performance always meets specifications in the whole performance
spread. On the other hand, a circuit that is designed under the worst corner
inherently has an overhead in all aspects of speed, power, and area, except for the
case that all the device variations are really located at their worst corners. Perfor-
mance spread has been expanding especially for lower voltage operation. Based on
a simulation assuming a model circuit in a 65 nm process, under the nominal supply
voltage of 1.2 V, the spread in operating speed between the fast corner and the slow
corner is 67%. When the supply voltage is decreased to 0.6 V, the performance
spread becomes 200%. This means that huge overheads in power dissipation and
area have to be compromised in order to guarantee the speed performance at the
slow corner. The expanded performance spread associated with lower supply
voltage becomes prominent even in WID (Within-Die) variations, as well as D2D
(Die-to-Die) variations. According to a performance measurement of a NoC
(Network-on-Chip) with regularly tiled 80 cores, it is reported that the variation of
the maximum operating frequency Fi,.x of each core is 28% under the nominal
supply voltage of 1.2 V. It, however, expands to 62% for 0.8 V operation [6].
Besides D2D variations, WID location-specific variations should be considered for
the target of variability modeling and compensation.

For coping with the performance variations, promising approaches include
circuit-level techniques that mitigate the variations at the device level. An example
is a method that monitors the delay of a critical-path replica [7]. Variations of
device performances are evaluated by the delay time of the monitored path and the
operating speed is controlled to the target value by adjusting the supply voltage and/
or body (substrate) bias voltage. This method evaluates the variation by mapping
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both of nMOSFET variations and pMOSFET variations into a delay variation. It is,
therefore, difficult to obtain the variation of each transistor independently. Even in a
case where an nMOS transistor and a pMOS transistor vary in opposite directions,
the same compensation has to be applied to both transistors. It, therefore, may
happen that a leak current unnecessarily increases after compensation.

In order to overcome the variability issue, we have developed a method that
monitors performance variations of an nMOSFET and a pMOSFET independently
and compensates each performance by adjusting each body bias voltage. Applying
this technique to a small region-by-region on a chip, we can compensate not only
D2D variations but also WID variations.

This section is organized as follows. In Sect. 5.2.2, we explain the variability
monitoring and compensation technique by localized body biasing. The developed
circuit consists of a body bias generator and digital monitors that evaluate perfor-
mance variations of an nMOSFET and a pMOSFET independently. A noticeable
feature of the circuit is that it can be implemented in a cell-base design. The
effectiveness of the proposed technique has been verified by a test chip fabricated in
a 65 nm process. Details will be given in Sect. 5.2.3.

5.2.2 Variability Monitoring and Compensation
by Localized Body Biasing

We have developed a variability compensation scheme that divides a chip into
small regions and the variability of each region is compensated region-by-region
[8]. After explaining the compensation scheme, variability monitoring circuits and a
body bias generator are presented [8, 9].

5.2.2.1 Localized Body Biasing

In order to compensate D2D variations and WID variations as well, we divide the
whole chip into small regions called “substrate islands” and variability monitoring
and compensation of each region are performed by a self-monitoring and
self-compensation circuit called SAM (Self-Adjustment Module). Figure 5.6 shows
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Fig. 5.7 Self-monitoring and self-compensation circuit

the compensation scheme by chip partitioning. Figure 5.7 illustrates the circuit
configuration of the self-monitoring and self-compensation circuit SAM. It moni-
tors performance variations of an nMOSFET and a pMOSFET independently by
all-digital monitors. Based on the monitored results, a body bias generator supplies
n-well and p-well bias voltages so that the performance of each type of transistors
meets the target. The self-monitoring and self-compensation circuit (SAM) can be
implemented in a cell-base design. Assuming the area of the substrate island is 0.1
mm?, the area overhead of SAM is around 3% in our experiment. Due to its
cell-base design, SAM can be integrated with a target circuit under compensation.
By embedding SAM into white spaces of the target circuit, effective overhead can
be further reduced.

5.2.2.2 Variability Monitoring

In order to measure performances of an nMOSFET and a pMOSFET independently,
we have developed a monitor circuit sensitive only to an nMOSFET and a circuit
sensitive only to a pMOSFET. Figure 5.8 shows the schematics of those circuits.
Both circuits consist of path-transistor-inserted inverters followed by conventional
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inverters. The path-transistor-inserted inverter in the upper circuit of Fig. 5.8 has a
pMOS path-transistor inserted between the input of the inverter and the gate of the
pMOS pull-up transistor, and it is sensitive only to the performance of pMOSFETs.
The path-transistor-inserted inverter in the lower circuit of Fig. 5.8 has an nMOS
path-transistor inserted between the input of the inverter and the gate of the nMOS
pull-down transistor, and it is sensitive only to the performance of nMOSFETs.
The delay times of each monitor circuit are simulated and plotted in Fig. 5.9 by
changing the threshold voltage of each type of transistor. The delay time of the
nMOSFET monitor is sensitive to the threshold voltage change of nMOSFETs
while it is not sensitive to that of pMOSFETSs. The delay time of the pMOSFET
monitor is sensitive only to the threshold voltage change of pMOSFETs. It is,
therefore, possible to evaluate the performance variations of an nMOSFET and a
pMOSEFET independently from the measured delay time of each monitor circuit.

5.2.2.3 Variability Compensation by Adaptive Body Biasing

Based on the measured results of performance variations, the variations can be
compensated by applying proper body (substrate) bias to each well. In this study,
we have developed a body bias generator that supplies forward bias voltages so that
performance compensation in the speeding-up direction can be possible. The circuit
does not need an external voltage such that it generates body bias voltages only
from a core voltage and a clock signal. Figure 5.10 shows the circuit topology. It
consists of charge redistribution serial DACs (Digital-to-Analog Converters) of
6-bit accuracy and voltage followers by operational amplifiers. The circuit topology
of the operational amplifier is shown in Fig. 5.11. For reducing power dissipation, a
class-B output stage is applied. For enabling operation at the supply voltage of
0.6 V, the common mode level of input voltages is fixed to the half of the supply
voltage.
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Fig. 5.11 Low-voltage and low-power operational amplifier with class-B output stage

When we apply a body bias voltage of up to 0.5 V, we can control the threshold
voltage up to 100 mV assuming a 1/5 magnitude of drain current controllability
compared to the gate. This amount is enough for compensating the device per-
formance at the slow corner to the typical case, as shown in the next subsection.

5.2.3 Experimental Verification

The effectiveness of the proposed self-compensation scheme has been verified by a
test circuit fabricated in a 65 nm process. Figure 5.12 shows a chip photograph of the
test circuit together with a layout plot of the self-compensation circuit SAM.
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A substrate island of 0.1 mm? area (around 330 um by 300 pm) is assumed. Eight
substrate islands are integrated on the test chip. The self-monitoring and
self-compensation circuit (SAM) is assembled in a 72 pm-by-72 pm space together
with other logic gates. The total cell area of the self-monitoring and self-compensation
circuit (SAM) is 2628 pm? which corresponds to the area overhead of 2.6%. Fig-
ure 5.13 shows the layout plot of the body bias generator. Colored cells are those that
compose the body bias generator. They are integrated with other logic gates.

The test circuit has been fabricated under the typical condition (“TT”), and also
under the four different process corners. Those corners correspond to four combi-
nations of the fast corner (F) and the slow corner (S) for each type of transistor, and
called “SS”, “FF”, “FS”, “SF,” respectively.

Operating speed of the test chip has been measured at the supply voltage of 0.7 V. It
has been found that, except for the “FF” case, circuits in four other conditions do not
meet the target speed without self-compensation. After enabling the self-measuring
and self-compensation circuit (SAM), operating speed has been recovered in all the
four conditions. Figure 5.14 shows the operating speeds of the nMOSFET monitor
and the pMOSFET monitor before and after the self-compensation for “SS”, “TT”,
“SF”, and “FS” chips. Generated body bias voltages are also indicated in the figure. In
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the cases of “FS” and “SF” chips, forward body bias is applied only to the body of the
slow transistor. Figure 5.15 shows a transient response of the self-measuring and
self-compensation circuit of an “SF” chip. Only the p-well voltage (VPW) for the slow
nMOSFET ramps up until the target speed is recovered.

5.2.4 Section Summary

We have developed a variability monitoring and compensation scheme in which
performance variations are self-monitored and self-compensated by body bias
control so that the target speed is achieved. The whole chip is divided into a
collection of small regions called “substrate islands,” and each substrate island
accommodates a self-monitoring and self-compensation circuit, thereby WID
variations as well as D2D variations can be compensated. For performance moni-
toring, all-digital monitor circuits have been developed that can detect performance
shifts of an nMOSFET and a pMOSFET independently. A body-bias generator that
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is compatible with cell-base design has been proposed. The proposed scheme has
been verified and demonstrated by test circuits fabricated in a 65 nm process under
five process corners of “TT”, “SS”, “FF”, “SF”, and “FS”, where all the corner
chips that do not meet the speed target have been successfully compensated to meet
the speed goal.

5.3 Highly Accurate On-chip Measurement of Circuit
Delay Time for Dependable VLSI Systems

Yukiya Miura, Tokyo Metropolitan University
Yasuo Sato, Kyushu Institute of Technology
Seiji Kajihara, Kyushu Institute of Technology

5.3.1 Purpose of Delay-Time Measurement

As semiconductors continue to be scaled down, process variation and circuit aging
(degradation) affect the operation speed of the LSI [10, 11]. Variation and aging
cause the change in the circuit delay time and result in a serious threat to LSI
dependability. To enable a dependable design and preventive maintenance of a
system, this section focuses on a method for measuring the delay time of the LSI
accurately using an on-chip measurement circuit. To evaluate effects of variation
and aging and to ensure correct operation of the system, the delay time (operation
speed) of the LSI must be measured when the system is running. For the purpose,
this section describes on-chip delay-time measurement that can measure the delay
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time of the LSI in the field where the LSI is used. In the on-chip measurement, an
easy implementation and a small area overhead for the measurement circuit and a
flexible path selection method for the delay-time measurement in the field as well as
time resolution of the measurement circuit are needed. As the reasonable solution
for satisfying those, a delay-time measurement method utilizing scan design is
applied. In addition to variation and aging, the environmental parameters in the field
such as temperature or voltage significantly affect the measured delay time. This
section also describes a method to compensate for the effect of the environment on
the measured delay time. This method can accurately evaluate the delay time due to
variation and aging.

5.3.2 Overview of On-chip Delay-Time Measurement

Variation and aging affect the operation speed of the LSI. The LSI generally has
enough margins for required specifications when it is designed, and it is shipped
only if it has passed the production tests, including the at-speed test. In addition to
the production tests, the burn-in test is applied to highly reliable products to reduce
the occurrence of early failure. However, the actual delay time of each product is
unknown even if it has passed the tests. Moreover, the effect of circuit aging
becomes noticeable as the LSI continues to be used in the field, and the LSI will
eventually become faulty (Fig. 5.16). Therefore, the delay time of the LSI in the
field needs to be measured continuously to ensure a normal LSI performance and a
long-term stable operation of the system.

To measure the delay time of the LSI with high time resolution, an on-chip
circuit that measures the delay time of the LSI (e.g., the path delay time) is needed.
Table 5.3 compares the main measurement methods using on-chip circuits.

A Vernier delay line (VDL) method measures the delay time using the difference
between two buffers with different propagation delay times [12, 13]. A measure-
ment circuit consists of two kinds of buffer chains and flip-flop chains. The time
resolution of delay-time measurement by the VDL method is high because it uses
the difference in propagation delay times between two buffer chains. However,
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Table 5.3 Comparison of on-chip delay-time measurement methods

VDL OSC test Razor/canary Scan-based
method
Circuit Buffer and FF Ring oscillator Duplicated FF Scan circuit
structure chains
Measurement | Difference of delay | Self-oscillation Difference of Variable
principal time between two | period sampling time clock timing
buffers between two FFs
Measurement | Fix (depending on | Fix (depending on | Fix (depending on | Flexibility
path HW) HW) HW) (depending
on TP)
Circuit Large (depending Medium Large (depending Small
overhead on # measuring (depending on # | on # measuring
paths) measuring paths) | paths)
Time High High Low Medium
resolution

paths for delay-time measurement are fixed to the ones that have been assigned at
the LSI design stage, and the amount of area overhead becomes larger as the range
for measuring delay time becomes wider.

An oscillation (OSC) test method measures the delay time by using
self-oscillation period of a path for delay-time measurement, where a ring oscillator
is configured by connecting the input and output lines of the measuring path [14,
15]. From the configuration, time resolution of delay-time measurement is high and
the measurement circuit is simple. However, paths for delay-time measurement
must be fixed at the LSI design stage.

The Razor FF or the Canary FF uses a duplicated FF whose data sampling
timings are slightly different [16, 17]. When values of two FFs are different, their
methods result in detection of timing error. The delay time measured by those
methods depends on the difference in sampling timings between two FFs. More-
over, the FF at the output of the path for delay-time measurement needs to be
duplicated.

The above delay-time measurement methods are ad hoc techniques. On the other
hand, for a structured technique, a scan-based delay-time measurement method has
been proposed [18, 19]. This method measures the path delay-time of the circuit by
scan design. In this method, by using variable clock timing, delay fault testing is
applied to a path for delay-time measurement shortening a test clock period step by
step. The method can prevent the increment of area overhead because it utilizes the
scan architecture built in the chip. Moreover, it can select paths for delay-time
measurement flexibly after the LSI is manufactured because the paths to be mea-
sured are determined by test patterns (TPs).
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5.3.3 Delay-Time Measurement Using Scan Design

In a scan designed circuit, delay testing is applicable for a path (i.e., path under test
(PUT)) between a scan-in FF and a scan-out FF (Fig. 5.17, upper). The PUTs are
the group of paths that are sensitized by the applied test patterns. If the delay time of
the path within the group exceeds a system clock period (i.e., at-speed), the delay
fault of the path can be detected.

In a delay-time measurement method using scan design, variable launch clock
timing or variable capture clock timing is used. Delay testing is applied to the PUT
shortening the test clock period step by step. The clock period before the test is first
failed is the actual delay time of the PUT (Fig. 5.17). In this method, since the delay
test changing the test timing gradually is carried out repeatedly, the delay-time
measurement itself takes time. Moreover, the accuracy of delay-time measurement
depends on the resolution of the variable timing of the clock generation.

As a method for changing the period of the clock on the LSI chip, a variable
clock generation method is usually used, such as the On-Die Clock Shrink (ODCS)
technique [20, 21]. In this method, by inserting a buffer chain that can adjust the
number of stages into a test clock line supplied to an FF, the generation timing of
the test clock is made variable (Fig. 5.18). If the generation timing of the launch
clock for scan-in FFs is delayed when scan testing is applied, the test clock period
between the launch and capture clocks can be shortened. Therefore, the PUT can be
tested by a clock period shorter than the system clock period (Fig. 5.18, right side).
Note that, in this example, generation timing of the capture clock for scan-out FFs is
fixed. The generation timing of the launch clock for the PUT (i.e., the path for
delay-time measurement) is delayed gradually, and this test is carried out
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repeatedly. When the PUT is identified as faulty (i.e., the test is failed), the timing
margin of the path can be calculated as the value of (the system clock period)-(test
clock period before first test failure). If the value of the minimum variable
delay-time of the launch clock is At, as in the example in Fig. 5.17, the timing
margin is at least n * At. This method can quantitatively measure the amount of the
circuit delay caused by transistor variation and aging as a delay-time margin of a
path. Here, note that time resolution for measuring the delay time depends on the
change interval of variable clock timing. In addition, since PUTs depend on test
patterns, paths for delay-time measurement can be selected after the LSI chip is
manufactured. Thus, path selection is more flexible in this method than in other
similar methods.

5.3.4 Delay-Time Measurement Considering Measuring
Environment

Since delay time of a circuit depends on its operating environment, the measure-
ment environment must be considered when delay time is measured in the field.
This section introduces a method for highly accurate delay-time measurement using
an aging detection technique in the field called dependable architecture with reli-
ability testing (DART) technology [22]. The DART technology utilizes the function
of the scan circuit in the Circuit Under Test (CUT). Delay time of the CUT is
measured by using variable test clock timing.

The main purpose of the DART technology is delay-time measurement in the field
for preventing delay-related errors (e.g., excessive circuit aging). To realize the field
test, the operation environment of the CUT when the delay time is measured, which is
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the effect of a temperature and a voltage on the delay time, must be considered. For this
purpose, a temperature and voltage monitor (TVM) is built in the CUT. The monitor
circuit (sensor part) is a simple and small circuit consisting of three types of ring
oscillators (ROs) with different frequency characteristics and counters [23]
(Fig. 5.19). The monitor circuit is designed by a CMOS digital standard library.
Temperature and voltage are concurrently estimated from RO frequencies (counter
values) by fully digital processing, and measuring time is very short (several ps). The
monitor circuit can be placed in plural locations and anywhere in a chip because of a
small digital circuit. In an environment where temperature and voltage are not con-
trolled, it is possible to compensate for the delay time while considering the measuring
environment for the measured delay time by using the built-in TVM. From this
technique, the correct timing margin of a circuit is measured. In addition, the tech-
nique can hold measured results of temperature and voltage as history data that can be
utilized for estimating the busy condition of a chip in the field.

The DART technique has been applied to a circuit consisting of 7.2 M gates and
356 k FFs designed in 90-nm technology [22]. The DART circuit can be imple-
mented with approximately 0.2% area overhead. Under the assumption of the error
of the launch clock timing of 20 ps, accuracy of the whole delay-time measurement
circuit is estimated as 27 ps by circuit simulation.

5.3.5 Advantages of Delay-Time Measurement by the DART
Technology

Since the DART technology measures the delay margin of a circuit in a chip, it can
quantitatively evaluate various factors during operation in the field after LSI
shipment, such as variation and aging, which affect the circuit delay-time. This
technology has the following advantages.

(1) Small area overhead utilizing existing scan circuits

(2) High accuracy of delay-time measurement depending on variable timing of the
test clock

(3) Flexible path selection for delay-time measurement depending on test patterns

(4) Measurement of environment factors and compensation of measured delay time
by using the temperature and voltage monitor.

The DART technology is considered suitable to be applied to the production test,
the field test, the verification tool after manufacture (e.g., the tool for delay margin
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verification), the failure analysis tool, and analysis of chip use history (temperature
and voltage log).

5.4 Timing-Error-Sensitive Flip-Flop for Error Prediction

Toshinori Sato, Fukuoka University
Ken Yano, Tokyo Institute of Technology'
Yuji Kunitake, Panasonic Corporation”

5.4.1 Timing-Error-Sensitive Flip-Flop

As semiconductor technologies are scaled, a new challenge of parameter variations
has emerged. Process variation (P), supply voltage change (V), and temperature
fluctuations (T) cause parameter variations (PVT variations) [24, 25]. PVT varia-
tions affect each transistor’s threshold voltage, resulting in performance variations.
Because each of these variations demands its own margin, the total design margins
are always overestimated, resulting in wasteful increases in power consumption. In
order to eliminate the wasteful power consumption, timing-error-sensitive FFs have
been widely studied [16, 17, 26-31]. Because these FFs commonly require addi-
tional circuits to detect or to predict timing errors, however, the increase in the chip
area, in turn, becomes a big concern. It might significantly enlarge area and power
at the chip level. This section shows one possible solution.

First, in this subsection, a novel design philosophy, which is named typical-case
design methodology, is introduced. Second, the concept of the timing-error-
sensitive FFs, named Canary FF [17, 30], is explained. It is an essential component
to make typical-case design practical. After that, an inevitable problem due to
Canary FF is considered. Because a Canary FF cell is larger than the conventional
D FF cell, it might have a serious impact on area and power in the chip level. And
last, the related works are summarized.

Typical-Case Design Methodology

The typical-case design methodology [32] addresses the overestimated design
margin due to PVT variations by exploiting the observation that worst cases are
rare. LSI designers can focus on typical cases, if there is an insurance mechanism
for the worst cases. A single functionality is designed as two circuits. One is a
performance-oriented circuit, where the correct functionality in the worst cases is

"Part of this work was done while the author was with Fukuoka University, Japan.
2Part of this work was done while the author was with Kyushu University, Japan.
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ignored. The other is a function-guaranteed circuit, where optimizing performance
in the worst cases is not considered but the logical functions are guaranteed. Since
designers should consider only one of the two severe constraints of performance
and functionality, their design task becomes simple and easy.

Figure 5.20 explains the concept of the typical-case design. Every critical
function (for example, in performance or in power consumption) is designed as two
circuits. They are named Main and Checker parts, respectively. Their functionality
is equivalent but their roles and implementations are different with each other. The
main part realizes the performance-oriented circuit, while the checker part realizes
the function-guaranteed one. Hence, some errors might occur in the main part, and
in such cases, the checker part supports the main part to guarantee their correct
functionality. When an error is detected in the main part, the output of the main part
is discarded and replaced with the one of the checker parts and then the state is
recovered. In the other case where the error is predicted by the checker part, the
possible error is avoided in the main part.

Canary Flip-Flop

In order to reduce the wasteful power, techniques combining Dynamic Voltage
Scaling (DVS) with timing-error-sensitive FFs are studied [16, 17]. For example,
because one technique decreases the supply voltage as low as possible without
causing timing errors by predicting them on the fly, the useless power is eliminated.
This section explains the Canary FF [17, 30] as a representative.

Figure 5.21 shows a Canary FF. It includes a redundant FF named shadow FF, a
delay element, and a comparator. Due to the delay element, the shadow FF is more
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vulnerable to timing errors than the main FF. If the values kept in the main and the
shadow FFs do not match in the comparator, a timing error is predicted. In order to
avoid the predicted error, DVS works to increase the supply voltage.

Area Overhead Problem

Because the Canary FF requires the additional circuit elements to detect errors, the
area and power overheads in the LSI utilizing the Canary FF might be seriously
large. From the preliminary study, it is found that a Canary FF cell is 2.5 times
larger than the conventional D FF cell. In order to reduce the area overhead, a
special type of scan FFs for production testing can be reused to realize a Canary FF
[30]. Because they are already included in some LSIs, there is not any area over-
head. However, unfortunately, all LSIs do not utilize special FFs due to cost
consideration. In addition, the power overhead is not considered by this technique.
Hence, the other solution required is a way to reduce the number of Canary FFs.

Related Works

A lot of timing-error-sensitive FFs are proposed [16, 17, 26-31]. The Razor FF [16]
detects timing errors. It also has the shadow FF, where a delayed clock is delivered.
In the case when the values kept in the main and the shadow FFs do not match, a
timing error is detected. This technique is also applicable to detect soft errors [29].
NEC [28] utilizes the shadow FF to predict aging failures. Instead of delivering
delayed clock to the shadow FF, a delay element is inserted between the previous
logic stage and the shadow FF as a Canary FF. By detecting timing errors in the
shadow FF, the main FF is protected. Agarwal et al. [26] propose a similar tech-
nique to predict defects. Intel extends their soft-error resilient FF [27] to support
process variation diagnosis [31].

5.4.2 Selective Replacement Method

This subsection explains a technique to reduce the number of Canary FFs, presents
its evaluation methodology, and shows evaluation results.

Replacement Strategy

In order to reduce the number of Canary FFs the distribution of path delay is
investigated. Depending on the logical depth and wire length, each path has a
different delay from the other ones. Timing errors will not occur on paths with small
delays, even if PVT variations affect them. It is not necessary to replace any
terminal D FFs, which are connected to the end of the short paths, with a
Canary FF. Only timing-error-vulnerable FFs on the timing-critical paths should be
replaced. This selective replacement method will reduce the chip-level overheads
on area and power due to large Canary FF cells.

Figure 5.22 explains how the selective replacement method works [33]. There
are three steps. The first step determines the target cycle time. A given RTL is
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logic-synthesized with the best-case scenario and the reported cycle time is used as
the target cycle time. The second step identifies timing-critical paths, which are
vulnerable to timing errors. For every worse condition, logic synthesis is performed
and its netlist, which is vulnerable to timing errors at the target cycle time, is
generated. Static timing analysis is performed on the netlist and the paths, which do
not satisfy the target cycle time, are identified as timing-critical paths. This process
is continued until all conditions are considered. The last step replaces terminal D
FFs connected to the end of the timing-critical paths with Canary FF.

3 )

—

Evaluation Methodology

The selective replacement method is evaluated by two steps. First, a couple of
available microprocessor cores are modified by adopting a few different designs.
The purpose of the step is to evaluate the impact of Canary FFs on area and power
at the chip level. Second, one of the processors is simulated in the instruction set
level in order to evaluate how the wasteful power is reduced by DVS.

The first step goes as follows [34]. A tool for the design flow explained in the
previous subsection is built [35]. It consists of SYNOPSYS’s Design Compiler and
an in-house Perl script. Using the tool, netlists of two processor cores, which are
Toshiba’s MeP [36] and an open-source miniMIPS [37], are generated. The
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Fig. 5.23 Cell layout of
Canary FF [34]

Table 5.4 Comparison Canary FF D FF

bet the C FF and D

F(;,: ween the Canary an Area (u m? 129.0 51.6
Power (uW) 63.0 25.0

standard cell library from Kyoto University [38] based on Rohm’s 0.18 pm tech-
nology is used.
The following four netlists are designed.

1. Straightforward (S in Figs. 5.24 and 5.25): Logic synthesis (LS) and Place and
Route (P&R) are performed with the typical-delay condition of the library. None
of D FFs are replaced with Canary FFs. This design is vulnerable to timing
errors and is impractical.

2. Worst-Case (W): LS and P&R are performed with the maximum-delay condi-
tion. None of D FFs are replaced with Canary FF. This is the traditional
worst-case design result. It relies on a large timing margin so that it is protected
from timing errors.

3. Canary (C): LS and P&R are performed with the typical-delay condition. The
selective replacement method is used so that only timing-critical D FFs are
replaced with Canary FF. This is the typical case design result. It is tolerable to
timing errors with the help of the Canary FF.

4. All-Canary (A): LS and P&R are performed with the typical-delay condition and
all D FFs are replaced with Canary FFs. While this is tolerable to timing errors,
the increase in chip area and in power consumption will be serious.

The second step evaluates DVS based on instruction set simulations [39]. MeP
simulator provided by Toshiba is used in order to generate execution traces. It is
cycle accurate and models a quad-core processor. Benchmark programs are bubble,
matmul, perm, gsort, queen, and sieve, which are selected from Stanford Integer
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Table 5.5 Effect of selective replacement method

Total # of FF (A) # of Replaced FF (B) Ratio (B/A) (%)
MeP 3,732 60 1.6
MiniMIPS 1,967 228 11.6

Benchmarks. A multiprogramming environment is assumed and thus the combi-
nations of the programs running on the processor is (<C4 = 15. Each trace is injected
into an in-house simulator, which models DVS in detail.

Results

Figure 5.23 represents the hard macro cell of the Canary FF. Table 5.4 compares
the cell with a D FF cell. It can be easily seen that both the cell area and the power
consumption is 2.5 times larger in the Canary FF than in the D FF.

Table 5.5 presents the experimental results of the selective replacement method.
The percentages of the Canary FFs over all FFs are 11.6% for miniMIPS and only
1.6% for MeP. The results confirm that the method works well to minimize the
number of Canary FFs.

Figure 5.24 compares the chip areas of the four netlists after P&R. Each bar
represents the relative chip area normalized by that of the Worst-Case case. In both
processor cores, All-Canary is larger than Straightforward. This means that
replacing all D FFs with Canary FF has the serious impact on the chip area. Even
when All-Canary is compared with worst-case, both of which are
timing-error-tolerant and practical, the difference between the two is not negligible.
The selective replacement method successfully reduces the area overhead. The area
is significantly reduced from All-Canary to Canary. When Canary is compared with
Worst-Case, the chip area is reduced by 0.8% and 20.4% for MeP and miniMIPS,
respectively. The reason why Canary is smaller than Worst-Case is that Canary FFs
relax timing constraints and thus some of the powerful and large logical gates are
not required.

Figure 5.25 summarizes the power consumption results. For each case, the bar is
normalized by that of Worst-Case. It should be noted that the supply voltage is

Fig. 5.24 Chip area results 120%

100%
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] w c A S w C A

MeP miniMIPS
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Fig. 5.25 Power 140%
consumption results
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100%
80% I I
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identical for every case. The selective replacement method works well also for
limiting the increase in power consumption. It is considerably reduced from
All-Canary to Canary. When Canary is compared with Worst-Case, the power
consumption is slightly increased by 1% in the case of MeP and is rather decreased
by 5% in the case of miniMIPS. From these results, Canary is superior to
Worst-Case from the point of view of area and power.

The wasteful power is the difference between Worst-Case and Straightforward in
Fig. 5.25. It is almost 0% for MeP and 7% for miniMIPS. This does not mean the
typical-case design is useless. Please remember that the supply voltage is identical
for both cases. If DVS was applied to Canary, power consumption would be further
decreased. This is possible because Canary FF predicts timing errors and thus the
supply voltage can be decreased without causing timing errors. This is evaluated in
the second step. The instruction set simulation results of a quad-core MeP show that
applying DVS reduces energy consumption by 21.2% and 18.6% on average
without and with considering process variation, respectively [39]. The impact on
performance is very small and the degradation is less than 2%.

In summary, the typical-case design successfully reduces power consumption
without serious impact on chip area or on performance.

5.4.3 Conclusions

This chapter introduces the typical case design with the help of the Canary FF.
Although the Canary FF cell is 2.5 times larger than the conventional D FF, the
selective replacement method minimizes the increase in area and power at the chip
level. In the case of the single-core MeP, only 2% of D FFs are replaced. The
chip-level P&R results show that there are no significant differences in design
quality between the traditional worst case design and the typical case design.
If DVS is applied to the quad-core MeP, energy consumption is reduced by 18.6%
without serious impact on performance. The results show that the
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timing-error-tolerant design utilizing the Canary FF is practical and is one of the
promising design methods for future process technologies vulnerable to PVT
variations.

5.5 Fine-Grain Assist Bias Control for Dependable SRAM

Koji Nii, Renesas Electronics Corporation

5.5.1 Introduction

For low-power and low-voltage operation below 1.0 V, robust design under process
variations is necessary to produce a deep-submicron dependable system-on-chip
(SoC). Especially, embedded SRAMs are facing scaling limitations because of
increasing Vy, variation of transistors. To date, many design techniques that
introduce SRAM assist circuits to enhance the read/write-margin have been
reported [40-46]. These techniques are useful for maximizing the operating mar-
gins by controlling the bias of wordlines (WLs), bitlines (BLs), and power supply
source lines of bitcells (VDM). These reports are discussed using DC characteristics
[47, 48] later in the next subsection. To further improve read/write-margin, some
recent assist circuits use the benefits of dynamic stability [49-53]. By using
self-adjustable circuits or trimming variable elements with a fuse by memory BIST,
each bias is adjusted automatically to optimum bias depending on the PVT
(process-originated Vy,) variations. However, since these approaches are introduced
in a unit of large memory macro, the improvement of the minimum operating
voltage (Vi) of SRAM is smaller or even worse than expected with the increasing
number of SRAM capacity. Therefore, an individual bias control for each WL, BL,
and VDM is necessary for additional improvement of SRAM V ;.. As described
herein, we propose a fine-grained assist bias control technique for enhancing the
read/write-margin under low supply voltage operation: less than 1.0 V.

5.5.2 Conflicting Issues of Read-Assist

Figure 5.26 shows a typical schematic of the 6T SRAM bitcell with read- and
write-assist circuits. Here, the WL bias lowering technique as a read-assist circuit is
introduced to enhance the read-margin. In a write-operation, the VDM bias of the
selected column is lowered using a write-assist circuit to improve the write-margin.
Figure 5.27a portrays how the butterfly curves are affected by local Vi, variations
when the WL is activated. The static noise margin (SNM) [47] is improved by
lowering the WL voltage as a read-assist. Figure 5.27b also shows the
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Fig. 5.26 Typical scheme of 6T-SRAM bitcell with read-/write-assist circuits
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Fig. 5.27 a Static noise margin (SNM) [47] of the 6T SRAM w/ and w/o read-assist.
b Write-trip-point (WTP) [48] of the 6T SRAM w/ and w/o write-assist. ¢ SNM and write margin
(WTP) of the 6T SRAM depending on WL bias lowering

write-margin, defined as the write-trip-point (WTP) [48] with consideration of local
Vi variations. Because of the VDM bias lowering in a selected column as a
write-assist, the WTP voltage becomes higher, thereby improving the write-margin.
Figure 5.27c¢ presents the dependences of SNM and WTP on WL bias. The typical
supply voltage (VDD) is 1.0 V and the temperature is 25 °C. The Z-value of the
vertical axis is defined by the mean value (p) over the standard deviation (o),
indicating robustness against Vi, local variations of the bitcell. Although the WL
lowering improves the SNM, the write-margin degrades greatly below 0.8 V, even
if the write-assist is introduced. For this reason, the bitcells with smaller
write-margin are deteriorated by the WL lowering because of decreased overdrive
voltage Vgs of the pass-gate (PG).
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5.5.3 Concept of a Fine-Grained Assist Control

Monte Carlo simulation incorporating local Vi, variations shows that the
read-margin (denoted as SNM) and write-margin (denoted as WTP) are negatively
correlated, as portrayed in Fig. 5.28. Note that there is no appearance probability of
both read- and write-failure. In addition, read-margin-less bits have sufficient
margin for write-operation, whereas write-margin-less bits have sufficient margin
for a read operation. Ideally, the WL bias lowering is only introduced for the
read-margin-less bitcells; however, that is not feasible because each WL is com-
monly connected to the bitcells arranged in the same row of the cell array. Thus, we
propose the individual assist bias control for a fine-grained cell array region with
feasibility. Figure 5.29 presents the concept of the proposed fine-grained assist bias
control. A number of rows are grouped as an X-segment for read-assist to suppress
the WL bias commonly. Otherwise, several columns are grouped as a Y-segment
for write-assist to suppress the cell VDD bias commonly. Each read-assist bias
corresponding to X-segment is controlled individually where the read-failure bits
exist or not. Each write-assist bias corresponding to the Y-segment is also con-
trolled individually where the write-failure bits exist or not.

5.5.4 Practical Dependable SRAM Macro
with Fine-Grained Assist Control

Figure 5.30 shows a schematic diagram of the proposed 128 kb SRAM macro. For
read-assist operation, we divided the 256 x 512 cell array into 16 X-segments and
8 Y-segments. Each X-segment has 256 columns by 32 rows; each Y-segment has
32 columns by 512 rows. We assign the two digits as bias conditions in each
segment so that the assist bias can be selected with four levels. Consequently,
additional 64 registers in all are necessary to set the bias conditions for read-assist
and write-assist. A practical read-assist circuit and write-assist circuit are presented
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less bits
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Fig. 5.30 Schematic diagram of proposed SRAM macro

in Fig. 5.31 and Fig. 5.32, respectively. The read-assist circuit has two pull-down
NMOS in each row, whose drain and gate are connected to each WL and assist
signal: ASRO, ASR1. The biases from WLO to WL31 have much lower voltage to
enhance the SNM if the ASRO = ASR1 = “H”, reducing by 110 mV as shown in
the simulated waveform. On the other hand, when the ASRO = ASR1 = “L”, they
are equal to VDD levels. In such cases, all bitcells within an X-segment have much
margin for SNM and originally need not enhance the read-margin any further. Each
column has two pull-down NMOS, whose gates are connected to the assist signals
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Fig. 5.32 Proposed practical write-assist circuit and its simulated waveform

ASWO0 and ASWI1 in Fig. 5.32, respectively. In the write-operation, the
write-enable WE and one of the column decode signals from YO to Y31 are
activated, turning on the footer NMOS corresponding to the selected column. If the
assist signals ASWO0 and ASW1 are equal to “H”, then both pull-down PMOS turn
on. Then the much lower bias for VDM is driven to enhance the write-margin.
Otherwise, if the ASWO0 and ASW1 are equal to “L”, then VDM remains at a
constant level as a supply voltage of VDD. In this case, all bitcells within the
Y-segments have good write-margins. There is no need to apply the assist bias
further. Each VDM level according to the ASWO0 and ASW1 is also shown in
Fig. 5.32.

Figure 5.33a presents the proposed dependable embedded SRAM with assist
logics and a memory BIST. To control the individual bias, additional registers,
which store the bias conditions, are added to the assist logics. Figure 5.33b shows
that these registers are set by an assist controller according to the test flows. After
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Fig. 5.33 a Proposed dependable SRAM with an assist logic and a memory BIST. b Test flows of
the proposed fine-grained assist bias control with memory BIST

the screening test, the values of registers of the assist logics are stored to the fuse
elements located in the same die or to the external nonvolatile memory. In the field,
the registers of the assist logic are set merely by loading data from the fuse blocks
or external nonvolatile memory at power-on. The assist bias can be turned in the
field by running a diagonal memory BIST if a nonvolatile memory is used. This
contributes to the improvement of reliability against aging degradation of the drain
currents such as NBTI of pull-up PMOS in bitcells.

5.5.5 90 nm Test Chip Implementation and Measurement
Results

To evaluate the effect of proposed assist circuits, we design and fabricate
micro-controller test chips using 90-nm Low-Standby Power (LSTP) CMOS
technology. Figure 5.34a shows a microphotograph and layout plot of the test
chip. The die size is 59.3 mm?. The test chip has a CPU with peripheral logics
instruction memories, and an embedded Programmable Logic matrix (ePLX) [54].
It also includes 40 instances of 128 kb proposed SRAM macros, totally embedding
5-Mb storage capability. Memory BIST circuits are also implemented for screening
the failure bits. During the setup period after power-on, the ePLX roles as an assist
controller to set each assist bias condition to the registers of assist logics, tem-
porarily. These assist logics with registers are placed around the SRAM macros. For
the entire embedded 5 Mb SRAM, the logic gate counts including the memory
BIST and assist logics are 244 k-gates. Although the overhead of the additional
assist logic is 63% of the total logic for 5 Mb SRAM, the area penalty is less than
1% of the die area. Figure 5.34b portrays the layout plot of the proposed 128 kb
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Fig. 5.34 a Microphotograph and layout plot of designed and fabricated test chips using 90-nm
CMOS technology. b Layout plot of the 128 kb SRAM macro with fine-grained R/W assist bias
control

Table 5.6 Features of the fabricated test chips

Technology 90-nm LSTP CMOS bulk process with 6 Cu-metals
and AL-top-metal

Chip size 7.7 mm X 7.7 mm

Target speed 150 MHz @1.5 V + 10%, —40 to 125 °C
Key IPs

(1) Programmable logic Programmable logic matrix (ePLX) [54]
(2) Embedded SRAM 5 Mb (128 kb x 40 instances)

128 kb macro size: 580 pm X 495 pm

6T bitcell size: 1.25 pm?

(3) Memory BIST w/ Peri. and 244 k gates

SRAM assist logic (BIST + Peri: 150 k gates, Assist: 94 k gates)

SRAM macro. The fine-grained read-assist circuits are placed between cell array
and row decoder, whereas the fine-grained write-assist circuits are inserted between
the cell array and column I/O peripheral blocks. The macro is 580 yum X 495 um;
the area overheads of the assist circuits are only 3%. The test chip features are
presented in Table 5.6.

Figure 5.35a portrays the measured typical fail-bit-maps (FBM) of 25.5 kb
(128 kb x 2) SRAM at 0.7 V and 25 °C. We observed each address of failure bits
for read-bump tests; write-bump tests were different from each other. Applying an
individual bias for each X-/Y-segment including failure bits enables successful
0.7 V operation. Figure 5.35b shows the measured V,,;, of 1| Mb SRAM for each
case: original without assists, conventional assists, and proposed assists. It some-
times happens that the V,,,;, of conventional assists becomes worse than the original
without assists because all WLs are suppressed to improve the read-margin first
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Fig. 5.35 a Measured fail-bit-maps (FBMs) of 256 kb (128 kb X 2) SRAM for read-/write-bump
tests. b Measured V,,;, of 1| Mb SRAM

despite the existing write-margin less bits. In this conventional case, the
write-margin gets worse adversely, resulting in the V,,;;, degradation. Although the
proposed fine-grained assist bias control technique suppresses the WL bias for some
segments, resulting in further V,,;, improvement, which is from 70 to 110 mV
compared to the original one. The results show that the minimum V,;, of 1 Mb
SRAM is achieved as 0.64 V, which is improved by 21% at most compared to the
conventional assist circuits.

5.5.6 Summary

In this section, a fine-grained assist bias control technique for enhancing read-/
write-margins of an embedded SRAM [55] is introduced. Further improvement of
Vinin 0f SRAM macro was presented with a small area overhead. We designed and
fabricated test chips with plural 128 kb SRAMs using 90 nm CMOS technology.
The evaluation results demonstrated that V,;, was 0.64 V, which is 21% better than
that achieved using conventional techniques.
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Abstract Advancement of process technologies has significantly improved the
performance of semiconductor devices and consequently of circuits. Device life-
time, on the other hand, has been unavoidably compromised through the intro-
ductions of new materials, new process technologies, etc. Mitigating measures
against transient degradation of circuit performance are now what all circuit
designers should know. In this chapter, techniques to monitor device degradation
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are introduced. By periodic monitoring, functional failures induced after fabrication
can be detected. Practical circuit designs that mitigate, predict, diagnose, and
recover from faults in the running systems are proposed to achieve an ultimate
design goal of realizing dependable VLSIs.

Keywords Integrated circuit reliability - Multilayer aging mitigation
Degradation sensing + Error correction - Error prediction and restoration

6.1 Time-Dependent Device Degradation; Mechanisms
and Mitigation Measures

Takashi Sato, Kyoto University
Masanori Hashimoto, Osaka University

Long-term reliability of integrated circuits, which serve as the essential core of
information systems, is becoming a serious concern. Information and communi-
cation systems are now regarded as indispensable social infrastructures and its
importance will become even more significant than ever before. In order to support
growing demands to process a huge amount of data that is generated in all around
the world, the performance of the integrated circuits has been improved in an
exponential manner following the so-called Moore’s law. The aggressive scaling of
device dimensions are supported by the introduction of new materials, new fabri-
cation technologies, new device structures, etc., but these new technologies also
cause adverse effects on the reliability of semiconductor devices and integrated
circuits. Circuit designers and electronic system engineers need to seriously con-
sider lifetime extension of electronic instruments as a mandatory design constraint.
This constraint is particularly stringent in the circuits whose maintenance is difficult
to perform. Examples are found in satellites or the devices deep under the sea.
Improving the reliability of systems that affect people’s lives, such as automotive
and medical applications, is also crucially important.

In general, the failure probability of electronic components follows a specific
trend. The trend as a function of time is illustrated in Fig. 6.1. Because of its
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Fig. 6.1 Bathtub curve: changing failure rate as a function of time
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bowl-like shape having a flat basin in the middle and the upward edges on both
ends, the curve is often called bathtub curve. The curve comprises of three periods:
early failure, random failure, and wear-out failure.

The early failure period is also called initial failure period or infant mortality.
The dominant failure in this period is dominated by early failures. This period
begins immediately after the first use of a chip. High failure probability, followed
by decreasing failure probability, is observed. When a supply voltage is first
applied, potential defects in a chip, such as partially narrowed wires or nearly
shorted wires formed due to small particles on a semiconductor wafer during a
manufacturing process, become apparent as an observable fault. The use of the chip
containing latent defects will further damage the already weakened part because the
current in the narrowed wire further enhances migration around that part due to
increased current density. The failure rate gradually decreases (approximated by
Weibull distributions with a shape parameter of § < 1) because the chip containing
more serious latent defects fails earlier than less serious ones. Typically, through the
burn-in testing process, in which high voltage and high temperature are applied,
early failures are mostly detected.

After the early failure period, the random failure period follows wherein random
failure mode is dominant. In this period, almost constant failure rate or very slow
degradation of the failure rate is observed, and thus this is typically the period for
the chip to be in-field use. The constant failure rate tends to become higher as more
complicated process technologies or device structures are employed. The cause of
the random failure also includes the latent defects that were not filtered out in the
earlier period. The failure in this period arises in a random manner, which makes it
difficult to predict exactly when the failure may occur. Hence, it is one of the main
objectives of optimizing device structures and fabrication process to reduce the
failure rates in the early failure and random failure periods.

The last part of the failure curve is the wear-out failure. The failure rate in this
period increases (again approximated by Weibull distributions with # > 1) largely
due to the aging or fatigue of the devices contained in a chip. In addition to the
traditional shipping tests in which a chip is classified as defective or not, special
consideration has to be paid to modern semiconductor devices because transient
performance degradation due to aging may occur earlier than it was originally
expected. It is significantly difficult to screen short lifetime chip in terms of
wear-out failure with the traditional testing framework.

As process technology advances, both random defect probability and wear-out
failure probability increase substantially. A paradigm shift in the integrated circuit
design—countermeasure by design—becomes important. The inclusion of unreli-
able circuit components is unavoidable. In order to maintain a high level of relia-
bility in information and communication systems, multilayers of mitigation, i.e.,
device-level, circuit-level, and system-level mitigation are required. Particularly,
dependability of the integrated circuits, as the core of those systems, needs to be
sustained for their entire lifetime by the interlayer design even when unreliable
circuit components are incorporated in it.
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In this section, we first explain major aging mechanisms that affect the operation
of integrated circuits, and give an overview of the countermeasures to the aging
effects. Thereafter, in the succeeding sections, recent advancements in aging-aware
design methodologies are introduced.

6.1.1 Representative Aging Effects and Their Impact
on Integrated Circuits

We first explain five representative aging effects that are listed in Table 6.1 and the
problems they cause. Timing failure is a problem of which a chip becomes inop-
erable at a required clock frequency due to device performance degradation.
Leakage increase means an increase in power dissipation, mainly through off-state
transistors. The leakage current flows independently of the computation. Memory
failure induces failure bits that cannot be read or written. Hard failure is an unre-
coverable failure that causes a permanent malfunction.

The aging effects in integrated circuit can be categorized into two: the effects
upon transistors and those upon wires. First, three representative phenomena
observed in transistors are reviewed.

Time-dependent dielectric breakdown (TDDB) [1, 2] is an aging phenomenon
that thin gate insulator film of a transistor becomes unable to maintain electrical
isolation even within its normal ranges of operational voltage (Fig. 6.2). In addition
to the initial defects formed at the time of fabrication, new defects are generated
during the normal operation of the transistor by the vertical electrical field in the
gate insulator film. Gate leakage current, as a consequence, gradually increases and
then starts to conduct more current, which is commonly called as soft breakdown
[3]. When the application of electrical field continues or becomes stronger, the
number of defects further increases and the transistor finally reaches the point where
the gate terminal and channel become conductive. This is called hard or complete
breakdown [4]. Soft breakdown not only increases leakage current but also
degrades switching performance, and hence timing and memory failures are
invoked. Once hard breakdown arises, the functionality of a transistor as a switch
gets totally lost, resulting in a hard failure.

Table 6.1 Representative time-dependent degradation phenomena and their impact on the
operation of integrated circuits

Timing failure Leakage increase Memory failure Hard failure
TDDB v v v v
HCI v
BTI v v
EM v v
SM v v
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Fig. 6.2 Model of time-dependent dielectric breakdown. a Soft breakdown. b Hard breakdown.
Gate leakage current in (a) is sufficiently small, causing almost no effect in the circuit operation. In
the case of (b), gate leakage current is significant, causing an electrical short circuit and finally
looses switching function
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Fig. 6.3 Hot carrier injection in an n-channel MOSFET. High-energy channel carriers depicted
using circles generate electron and hole pairs through impact ionization. Some of the electrons
having large energy that is beyond the potential barrier of silicon and silicon dioxide interface is
injected into the drain end of the gate oxide film, and the hole current is observed as substrate
current (Isub)

Hot carrier injection (HCI) [5-7] is another aging effect that gradually reduces
drain current of a transistor. It is caused by the charge accumulation in the oxide
film. Its mechanism is pictorially illustrated in Fig. 6.3. A carrier accelerated by the
electric field between source and drain hits an atom that forms a crystal near the
drain region under gate insulator film, and then a high-energy electron is generated.
The electron having high energy that exceeds an energy barrier of silicon and
silicon dioxide interface is injected into the gate insulator film. It becomes a trapped
charge that changes threshold voltage of a transistor. The decrease in device current
slows down the logic operation, which degrades maximum operational frequency of
a circuit [8].

Bias temperature instability (BTI) is yet another aging phenomenon in which a
transistor ages while it is kept in an on state and at an elevated temperature [9, 10].
BTI decreases drain current of a transistor and hence deteriorates circuit speed with
the similar mechanism to TDDB and HCI—carriers are trapped in existing or newly
generated interface states in the silicon—dielectric interface, which is an explanation
based on measurements [11]. BTI in an PMOS transistor is called negative BTI
(NBTI) and BTI in a NMOS transistor is called positive BTT (PBTI). A differenti-
ating characteristic of BTI from that of TDDB and HCI is that the degradation can
partially recover once a transistor becomes in an off state. Aging mitigation and
lifetime extension methods that exploit this feature are intensively studied.

Next, aging effects for wires are introduced.
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Electromigration (EM) [12, 13] is a phenomenon in which metal atoms that
compose signal and power wires move due to collisions of electrons at high current
densities. As a result of momentum exchange between conducting electrons and
metal ions, the shape of metal wires changes, forming vacancy of metals called void
or metal growth called hillock (Fig. 6.4) [14]. Resistance increases at the narrowed
part of the wire due to the growth of void. Signal propagation through that part
consequently becomes slower than that of the normal wires. In the case of a power
wire, supply voltage drop occurs, which again results in slower operation speed.
Current density also increases at the narrowed part of the wire, which eventually
causes wire disconnection that results in hard failure.

Stress migration (SM) [15] is caused by tensile stress which originates from
different coefficients of thermal expansion of materials, creating voids in metal
wires. The impact of shape variation is the same with that of EM.

6.1.2 Device-Level Mitigation

Above-mentioned degradation phenomena are fundamentally unavoidable when the
circuits are designed for advanced technology nodes. It is hence becoming
increasingly important to consider better design strategy of integrated circuits so
that they can maintain the original functions even after the performance degradation
occurs. From that point of view, setting design margin and design guidelines, such
as limiting the narrowest width of a wire, is crucially important. The design margin
and guidelines facilitate integrated circuits to operate satisfying required specifi-
cations without suffering from hard error even after the system's lifespan has run
out. In order to realize such robustness, understanding of physical mechanisms
behind the aging phenomena is important.

Because degradation is in general accelerated at high temperatures and under
high supply voltage conditions, engineers who design electronic systems that
heavily employs integrated circuits can possibly inhibit degradations to prolong
their lifetime by adequately controlling operation temperature and supply voltage.
Such operation eventually expands systems’ lifetime. Examples of the effective
means include: to choose a package that efficiently removes heat generated in the
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circuit, to install the system in well-controlled air flows, and to spontaneously lower
supply voltage whenever the computational load becomes light.

Also in the device level, predictive modeling efforts that exploit physical rea-
soning are actively conducted. Let us take a look at an example of BTI modeling.
Ring-oscillator-based circuit that can separately measure BTI and HC has been
proposed in [16]. Only on-chip counter circuit is necessary to quantitatively char-
acterize device degradation. When statistical variation of the degradation is con-
cerned, measurements on a lot of devices are required. The temporal change of
threshold voltage in response to stress application and release has to be measured
for each chip to collect statistical information. This requires very long time even if
high voltages and high temperatures are given to the devices to accelerate degra-
dation. It is almost intractable to measure the threshold changes on multiple devices
under an equal environment and in practical time. In order to ease these processes,
an array-like circuit structure that can apply stress and recovery bias voltages for
many devices in parallel has been proposed. A measurement in [17] successfully
shortens the measurements of threshold voltage shift; the measurement of 128
devices has been conducted in 15 h. Without parallelizing the stress period, this set
of measurements would have taken 83 days. Even larger number of transistors has
also been measured for statistically characterizing BTI [18]. The measurement
results are later analyzed to find the physics behind the threshold voltage shift, and
to build a physics-based model [19] that can be used in circuit design phase so that
circuit designers can take preventive efforts.

6.1.3 Circuit- and System-Level Mitigation

The measures above are basically considered as preventive actions. As device
dimensions are extensively miniaturized, effects of the temporal degradation
become more pronounced. The achievable performance will hence become severely
deteriorated because of the larger design margin that is reserved for possible worst
degradation. Recently, the use of sensor-like circuits is considered in order to
monitor the change of circuit performances. Research efforts that try to:

e predict temporal degradation so as to issue an early warning,
e detect failures and diagnose their locations, and
e remove or restore from the failures,

are extensively studied. Such measurement-based actions will effectively enhance
reliability of the integrated circuits further and prolong the lifetime of electronic
systems.

The prediction of temporal degradation is typically realized by implementing a
sensor or a replica circuit that evaluates degradation. The circuit components that are
proposed for characterizing and modeling device degradations can also be used as
the degradation sensors. In [20], gate oxide reliability and degradation sensors are
implemented on the chip. Implementation of such sensors by using only digital
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circuit design flow is becoming increasingly popular. In a large commercial
microprocessor [21], ring-oscillator-based sensors to detect BTI degradation are
embedded. An in-field monitoring technique to facilitate predictive maintenance will
also be explained in Sect. 6.3. The degradation rate of an integrated circuit depends
on the given operating condition and the environment in which the integrated circuit
is used. That is why the sensor or the replica circuit is necessary to exactly detect the
progress of degradation, which can differ for each chip. Just utilizing the prediction
techniques gives us an estimation of remaining lifetime of the circuits.

The detection of temporal degradation is typically realized by implementing
error detection circuits, which notify us when the device degradation exceeds the
margin and the circuit becomes malfunctional. An example can be found in [22].
Such a circuit eliminates the chance for unnoticed faults to exist, which may later
lead to a serious accident. Diagnosis that localizes the failure location is critically
important to realize restoration of the circuit.

The restoration is the act to remove failures from the circuit to recover the
original functionality of the circuit by disconnecting the source of failure. Those are
the measures such as an adaptive operational voltage adjustment [23] or those that
use redundant circuits that are prepared in advance in its design phase (examples
can be found in Sects. 6.4 and 6.5). A method that enables uninterrupted circuit
operation by allowing slight performance degradation is another option and major
topic of research.

In this section, temporal device degradation, which is becoming more apparent
in integrated circuits that utilize advanced device technology, has been briefly
reviewed and their effects to circuit operations are explained. In addition to widely
conducted preventive design methodologies, more advanced measures including
autonomous fault avoidance based on measurement is definitely necessary. In order
to realize such fault avoidance under a practical resource constraint and within a
limited performance overhead, cooperative measures considering higher layers of
electrical systems, such as an application layer, are necessary.

6.2 Degradation of Flash Memories and Signal Processing
for Dependability

Shuhei Tanakamaru, Chuo University

Ken Takeuchi, Chuo University

6.2.1 Cell and Circuit Structures of NAND Flash Memory

The NAND flash memory prevails as the nonvolatile memory for universal serial
bus (USB) flash memories, solid-state drives (SSDs), etc. A brief description of its
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Fig. 6.5 Cell structure of NAND flash memory and schematic of cell array

principle and operation will be given in this subsection. Figure 6.5 shows the cell
structure of the NAND flash memory. The basic cell and circuit structures were
proposed in [24, 25] (see [26, 27] for the detailed history of development).
A floating gate is added to a typical nMOS transistor. A cell is programmed by
injecting electrons into the floating gate, which causes the threshold voltage
increase. On the other hand, the electrons are ejected from the floating gate to erase
the programmed value. Since the floating gate is surrounded by the insulator
(tunneling dielectric (TD) and inter-poly dielectric (IPD)), stored electrons in the
floating gate can last for a long time, which enables the nonvolatile operation. By
controlling the amount of electrons stored in the floating gate, a single memory cell
can store more than 1 bit [28], e.g., 2 bits/cell [29-38], 3 bits/cell [39-43], and 4
bits/cell [44, 45].

The schematic of the NAND flash memory array is also illustrated in Fig. 6.5.
The memory cells are serially connected, and select gates are placed in the two ends
of the cell chain. The extremely symmetrical layout of the NAND flash memory
enables the aggressive scaling. Figure 6.6 illustrates the scaling trend of the NAND
flash memory from 2006 to 2014, reported at the IEEE International Solid-State
Circuits Conference [29-46]. The aggressive scaling has enabled the technology
node to reach 16 nm in 2014. What is more, according to the International Tech-
nology Roadmap for Semiconductors (ITRS), the NAND flash memory is expected
to further scale down to 12 nm [47]. However, according to the ITRS roadmap, the
cell size will be stuck at 12 nm. Thus, 3D technology will be adopted to increase
the capacity of the NAND flash chip by increasing the number of layers [48].
Therefore, NAND flash is the most suitable memory structure for low-cost,
high-density nonvolatile memories.

Since programming and erasing a cell takes a considerably long time (e.g.,
Program: 1 ms, Erase: 3 ms), many cells are simultaneously programmed, read or
erased to enhance the throughput. The programming unit is called a page which
consists of memory cells in the same word-line. In 1 bit/cell NAND flash memory, a
page corresponds to a word-line. On the other hand, j logical pages are assigned to a
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Fig. 6.6 Scaling trend of NAND flash memory [29-46]

word-line in j bits/cell NAND flash memory (see [49] for 2 bits/cell case). Reading
is also executed to the unit of a page. Erase is performed in a larger unit, a block,
which consists of a whole NAND flash cell string (also see Fig. 6.5). The program
(Tprog) and erase (Tgrase) throughput can be represented as follows.

TProg = NPage/tProg’
and

TErase = NBlock /Erase-

Here, Npages NBiocks tprogs and fgrqqe are the number of cells in a page, number of
cells in a block, program time, and erase time, respectively. Tprog and Tgr. can be
7.8 MByte/s and 333 MByte/s, respectively, if a block consists of 128 8 KByte
pages and the program and erase times are 1 and 3 ms.

6.2.2 Reliability Issues of NAND Flash Memory

The severe reliability issues of the NAND flash memory are becoming the main
bottleneck for the production of the solid-state storage devices. In this subsection,
program disturb, read disturb, data retention, write/erase stress, and scaling effects
are introduced.

Figure 6.7 shows the bias conditions during program and read of the NAND
flash memory [50]. A high voltage (Vpgm), €.2., 20 V [50], is applied to the
word-line to program (write ‘0’) memory cells. Not to program a cell (write ‘1’),
program inhibit voltage (Vpp) is applied to the bit-line of the corresponding
memory cell. The channel potential is boosted up to around 8 V due to the
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capacitive coupling between the control gate and the channel [50]. However, a large
voltage difference remains between the control gate and the channel to cause
unwanted electrons to be injected to the floating gate of the program inhibit cell
resulting in increase in its threshold voltage (Vpgm disturb). Moreover, Vp,ss poMms
e.g. 10 V [50], is applied to the other word-lines to correctly transfer the bit-line
voltage to each cell. Therefore, the threshold voltage of those cells also increases
(Vpass_pgm disturb). Vpgy and Vp,gs pau disturbs are collectively called program
disturb. On the other hand, during read, Vge.q is applied to the target word-line to
check if the threshold voltage of the corresponding memory cell is higher or lower
than Vread. Vpass Read (4.5 V [50]) is applied to the unselected word-lines to make
all of the corresponding cells turned on, which induces the read disturb. During
data retention, electrons in the floating gate gradually eject and the threshold
voltage of the memory cells decreases. When a NAND flash cell is written and
erased many times, the tunneling dielectric is damaged [51]. As a result, the reli-
ability issues mentioned above are aggravated after write/erase cycling [52].

As a result of the memory cell scaling, the amount of electrons which can be
stored in the floating gate is significantly reduced. Thus, only a few hundred
electrons are stored in a 20 nm NAND flash cell [53], which naturally causes
reliability issues to become more pronounced in the scaled NAND flash memory.
Cell-to-cell interference effects also become significant as a result of memory cell
scaling. During programming, the threshold voltage (or the electrons in the floating
gate) of the neighboring cells increases the threshold voltage of the target memory
cell. This effect is caused by the capacitive coupling of the floating gates [54] or the
direct electric filed effect from the floating gate of the neighboring cell to the
channel of the target cell [55]. The floating-gate-to-floating-gate capacitance and the
electric field to the channel become larger in the scaled NAND flash memory. Thus,
the effect becomes more severe during scaling [55]. Moreover, since the memory
cells have become so small, the high electric fields during program induce
unwanted hot electrons accompanied with the gate-induced drain leakage (GIDL)
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[56]. The generated hot electrons are injected into the floating gate and increase the
threshold voltage [56]. Although program disturb and cell-to-cell interference
effects basically cause the increase in the threshold voltage, negative program
disturbs which lowers the threshold voltage are also reported in the scaled NAND
flash memories [57, 58]. These negative program disturbs are considered to be
caused by the hot hole injection [57] or possibly by the electron leakage [58] to/
from the floating gate, which is driven by the excessively strong electric field.

6.2.3 Signal Processing for Dependability

To cope with the reliability issues discussed above, various techniques are applied
in various layers. For example, in the device layer, air gap technology is introduced
[59]. Not only can the air gap reduce the word-line to word-line capacitance, the
reduced inter floating gate capacitance decreases the cell-to-cell coupling effects.
On the other hand, the memory cells in both ends of the NAND string are most
subject to the GIDL disturb due to the large potential difference between the pro-
grammed cell and the select gate [56]. Therefore, dummy cells are put on the top
and the bottom of the NAND cell string to alleviate the disturb issues caused by the
GIDL current [44]. Problems due to the GIDL current can also be alleviated by
adding only one cell in the 2 bits/cell NAND string, which can increase the bit
density of the NAND flash chip. The cells in both sides of the NAND string are
used as 1 bit/cell [31]. Since 1 bit/cell has the larger memory window than 2 bits/
cell, 1 bit/cell is less subject to the GIDL current issue. In the circuit layer, the
programming order is carefully controlled to eliminate the cell-to-cell interference
effect from the upper and lower cells [45, 60]. Basically, in 2 bits/cell NAND flash,
two programming steps are required to split the memory states into four [49]. If
memory cells are completely programmed word-line by word-line (first program-
ming in WL, is applied after second programming in WL,), the cell-to-cell
interference from the cells in the previously programmed word-line becomes large.
This is because the cell-to-cell interference is more significant when the threshold
voltage shift of the neighboring cell is larger. In the optimized programming order,
programming is executed back and forth of the word-line so that the cell-to-cell
coupling is caused only by the second programming of WL, [60]. The same
concept is applicable to 3 bits/cell [45] and 4 bits/cell devices. Despite all the
device/circuit-level problem mitigation schemes, bit-error rates (BER) for NAND
flash memories down to 10713-107'® (the required reliability [61]) are hard to reach
in production. Therefore, system-level techniques (mainly signal processing) are
also required. Error-correcting codes (ECCs), redundant arrays of independent disks
(RAID), and data preprocessing are introduced below.

The bit-errors in the NAND flash memory are not burst errors, which mean that
the bit-errors are almost randomly observed across the block [62]. Thus Bose—
Chaudhuri-Hocquenghem (BCH) code is widely used [59, 63] and well suited in
NAND flash memories because it can efficiently correct random bit-errors.
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Figure 6.8 depicts the error correction flow with ECC. Inside storage devices with
NAND flash memories such as SSDs, ECC encoder and decoder are implemented
in the controller. When data is written, ECC encoder adds parity bits and after that,
the data is written to the NAND flash memory. Bit-errors occur during program/
read/data retention by various reliability problems in the NAND flash memory. As a
result, the data read from the NAND flash memory includes bit-errors. The
bit-errors are corrected by the ECC decoder and the data without errors is read out.

Figure 6.9 summarizes the trend of the BCH code [59, 63]. From Fig. 6.9, two
main results can be confirmed. First is that the reliability of the NAND flash
memory degrades when the number of cell levels is increased from 1 bit/cell, 2 bits/
cell, to 3 bits/cell (Note: The ECCs applied in the 1 bit/cell can correct only up to
four bit-errors in the 512-byte codeword [59]). Second is that since the reliability of
the NAND flash memory is degrading as a result of scaling, increasingly stronger
BCH code is required to maintain the system reliability. When the reliability of the
NAND flash memory becomes even worse, low-density parity-check (LDPC) codes
are more suitable [63]. LDPC codes are extremely strong that the error correction
capability is close to the theoretical limit [64]. Although LDPC codes are the
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Fig. 6.9 Scaling trend of ECC strength [59, 63]
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promising candidates of the ECCs for the scaled NAND flash memory, the
requirement for the memory cell’s precise threshold voltage information is a
problem. This is because to extract threshold voltage from the memory cell, mul-
tiple sensing is required [63] and the read performance is significantly degraded.
Works are trying to reduce the sensing trials to realize the practical use of the LDPC
codes to the NAND flash memories [65, 66].

Although not always necessary, a technology called RAID can be applied to the
NAND flash memory storage for further reliability enhancement. RAID, or
redundant array of independent disks, was first proposed to enhance the reliability
of storage system with multiple hard disk drives in granularities more coarse than
ECCs [67]. The concept of RAID is completely compatible with NAND flash
memory-based storage. For example, RAID-1 is a mirroring scheme that the data is
duplicated in two (solid-state) disks. As a result, when there is an ECC failure in a
disk, the data can be recovered from the other disk. There are mainly six levels of
the RAID which have different performance, reliability, and storage overhead [67,
68]. Optimum RAID type is selected by considering the application, reliability,
cost, and performance. SSD-specific RAID is also proposed (Differential RAID)
which takes into account the reliability degradation during write/erase cycling [69].
By applying Differential RAID which can recover one disk failure, the write/erase
cycles of the SSDs are intentionally graded to prevent errors in more than two disks.
Note that the failure rate is strongly correlated to the write/erase cycles.

The preprocessing of the data is also effective to improve the reliability. Coding
methods are proposed to reduce the cell-to-cell interference effect during pro-
gramming [70, 71]. In [70], the cell-to-cell coupling is canceled by calculating least
squares. In 3 bits/cell, constrained coding eliminates the data pattern that causes the
consecutive highest—lowest-highest threshold voltage cells (highest cell-to-cell
interference case) [71]. Asymmetric Coding and Stripe-Pattern Elimination Algo-
rithm are also preprocessing techniques to reduce bit-error rate and maximum write
current [72], which is further explained in Chap. 18.

6.3 In-Field Monitoring of Device Degradation
for Predictive Maintenance

Yasuo SATO, Kyushu Institute of Technology
Seiji KAJIHARA, Kyushu Institute of Technology

6.3.1 Prognosis of Failures in Field

Preventing system failures due to decreasing delay margins is becoming a crucial
issue, and device aging is known to be one of the major causes of such phenomena
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[19, 73, 74]. As path delays in a circuit become longer by the aging, the delay
margins which are differences between the path delays and the system clock cycle
consequently decrease. Then, the possibility of failures becomes nonnegligible
because the circuit with small delay margins is prone to cause logical failures even
on small environmental variations (e.g., voltage instability, thermal-related delay
increase, clock skew variation, etc.). Although many electronic safety-related sys-
tems require high reliability, it is becoming harder and harder to achieve it because
of such aging-induced failures [75-77].

A very promising approach to tackle this issue is a prognostic method. We
propose a novel technique that periodically measures the increases of the circuit
delays and predicts future failures remaining enough time for maintenance [78, 79]
(Sects. 5.3, 11.3, 12.3, Chap. 16). This preventive maintenance will drastically
improve the system reliability. The proposed technique is based on a field test that
enables accurate measurement of delay margins using BIST (Built-In Self-Test)
concurrently monitoring temperature and voltage by ring-oscillator-based sensors
[79] (Sect. 5.3). The BIST identifies the longest path delay of the circuit as the
minimum test timing at which the test passes. The timing values are corrected to the
ones on the standard temperature and voltage conditions, and such normalized
values are able to provide the accurate information of decreasing delay margins.
Furthermore, the values thus obtained are not affected by incidental factors such as
temperature or supply voltage.

6.3.2 Factors that Affect Delay Margins

The trend in the latest VLSI design is that the delay margins are cut down to the
minimum to obtain a faster operating speed in lower power and lower supply
voltage as well as in increasing process variations [73]. Therefore, the increases of
circuit delays due to device aging should be considered more carefully.

Several physical aging mechanisms such as BTI (Bias Temperature Instability),
HCI (Hot Carrier Injection) or TDDB (Time-Dependent Dielectric Breakdown)
threaten system reliability (Sect. 6.1). Physical aging phenomena such as BTI or
HCI accumulate undesirable electrons in a gate oxide film, which result in con-
secutive performance degradations as time elapses (Fig. 6.10). In the case of NBTI
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(Negative Bias Temperature Instability), which degrades PMOS transistor perfor-
mance (or delay), the aging speed is rather fast at the early stage and becomes
slower as time passes [19, 74]. Therefore, it can be a part of early failure causes as
well as those of wear-out failures. This delay degradation will reduce the delay
margin of each logic path in the circuit, and will increase the possibility of failures
caused by a sudden voltage noise or an unexpected large temperature variation in
the field (Fig. 6.11). These physical phenomena are hard to detect or quantify at the
shipment stage. Therefore, a new approach that handles this problem in the field is
strongly required.

6.3.3 Related Technologies to Overcome Delay Margin
Problems

Currently, a variety of sensors are embedded in VLSIs to enable monitoring process
variations, temperature variations, IR-drops, aging effects, or timing margins. The
methods [80-84] make a measurement on a few typical paths or their replicas. As
the degradation speed of each path on a chip differs according to its activation ratio
[19, 74], these methods are not enough in regard to their coverage. The methods
[85-89] measure the longest path delay using conventional test technologies, but
temperature variations during test are not taken into consideration. As the tem-
perature affects path delays quite directly, these methods cannot measure the delay
degradation accurately.

Moreover, redundancy techniques such as TMR (Triple Modular Redundancy)
[75-77] are hard to avoid the aging-induced failures. The TMR has been used for
safety-related systems to detect and recover from errors on line. The redundancies
work very well especially for random error events such as radiation-induced soft
errors or electromagnetic-noise-induced errors by momentarily stopping the system
in a safe state to avoid the worst situation. However, it is useless for what is known
as “common cause failures”, which takes place in more than two subsystems at the
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same time due to the same root cause. In such case, the system is likely to produce
wrong outputs. The aging-induced failures can be “common cause failures”.

Figure 6.12 shows the reliability curves of the TMR considering the conditional
probability a, which is the probability that two subsystems fail concurrently [90]. It
demonstrates how the TMR’s capability is limited in protection against the
aging-induced delay failures. Therefore, an additional technique to compensate for
this weakness is required.

6.3.4 Precise Monitoring of Delay Increase

The proposed method of precise circuit delay monitoring is part of the technology
named DART (Dependable Architecture with Reliable Testing) [78] (Chap. 16). It
consists of several techniques for measuring delay with high precision. Since the
detailed application of DART will be discussed in Chap. 16 covering safety-related
ASIC designs and FPGA designs, this subsection will begin by the background and
focus on the precise delay measurement.

(1) Physical Aging Phenomena Considered

It should be noted that the delay margin decrease means the increase of path delays
in a circuit. Figure 6.13 shows three types of physical aging phenomena classified
by delay increase characteristics. Figure 6.13a shows a rapid increase of a path
delay value, which might be due to an electromigration or a stress migration. The
migration of substance in metallic conductors is an aging process that progresses
very slowly, therefore, cannot be observed as an electric abnormality until it results
in an abrupt short or open of metal interconnects. It can be detected by a periodical
DC-level test. Figure 6.13b shows a rather slow increase of a delay value, which is
focused on in this section. This type of delay increase can be detected by the



220 T. Sato et al.

Path Delay Path Delay Path Delay
A
I [ J [ J
f | |
| |
| |
Time Time Time
(a) Rapid Increase (b) Gradual Increase (c) Temporal Increase
4 4 L 2
Migration BTI, HCI Soft Error, Noise

Fig. 6.13 Relation between physical aging phenomena

periodical and precise monitoring of delay increase that enables predictive main-
tenance. Although LSIs duration of uses differs from several years to 50 years
depending on system applications, the amount of delay increase during the time
should be controlled within the tolerable range. Figure 6.13c depicts a sudden
temporal delay increase, which might happen due to a soft error or a transient noise.
Redundancy system techniques such as ECC (Error Correction Codes), redundant
flip-flops [91, 92], and TMR are available for these errors.

(2) Concept of Delay Measurement

Figure 6.14 illustrates the concept of delay measurement in DART. First, the
minimum test timing at which the test passes is measured by BIST. Then, analysis
will be done as follows. As the measured delay values could be affected by envi-
ronmental noise or random noise such as temperature or voltage variations
(Fig. 6.15), they are corrected to the ones on the standard temperature and voltage
conditions. Here, temperature and voltage during delay measurement are monitored
using the dedicated temperature and voltage sensors (TVMs) [79] (Sect. 5.3). The
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effect of random measurement noise can be reduced using a statistical averaging
method (i.e., moving average). Finally, an alarm will be sent to the system when the
amount of degradation becomes beyond the threshold. The handling of the alarm
depends on each individual system. For example, a board repair may follow the
alarm during a planned outage time to minimize damages on the system. In another
case, the system can be kept running with an increased power supply voltage, which
will compensate for the delay degradation. The threshold of the path delay should
be carefully determined considering measurement errors.

(3) Required Features for Implementation

The following features are required for the predictive maintenance.

e High Precision Delay Measurement

Measurement accuracy affects the precision of degradation analysis. The gap
between the alarm threshold and the system operation limit has to be larger than the
measurement error to avoid a false alarm. On the other hand, too large gap (i.e., too
low threshold) will bring a too long time to a real error, which might make the
method impractical

e Restrictions on Test Time and Resources

The measurement by BIST is performed in a nonoperational mode such as
power-on/off time or dedicated test time of the system; therefore, the time required
for the test has the minimum impact on the system. The size of the memory for test
and logging need to be minimized as well (Sects. 11.3, 12.3).

e High Test Coverage

The aging may occur in any part of the chip. Therefore, the BIST needs to scan
the system with high test coverage. In DART, a set of test vectors is applied in an
assigned time (i.e., a test chance). A different set of test vectors is applied in the
next test chance. With each set of test vectors with the maximized coverage, this
sequence of test sets provides very high overall test coverage (Sect. 11.3).

Temperature and voltage monitors (TVMs) are embedded on a chip. They are
placed in each clock domain or hot spots, where the temperature might be the
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highest (Fig. 6.16). Their area granularity is determined depending on a trade-off
between their area overhead and monitoring resolution. The monitored values are
stored into a log memory such as an embedded flash memory or an off-chip non-
volatile memory. The analysis of measured path delay values using temperature and
voltage normalization is shown in Fig. 6.17. A is the measured value at the first time
under a well-controlled environment of the typical temperature 7, and voltage V.
B is a current measured value at a temperature 7' and a voltage V, which are
monitored by the TVMs. Then, B is corrected to the value (i.e., Value C) at T, and
Vo using the precalculated temperature and voltage characteristics by the circuit
simulation (i.e., HSPICE). Comparing A and C, the difference is concluded as an
amount of degradation.

6.3.5 Aging Estimation in Field

This subsection addresses characteristics of NBTI aging from a model view and
from an experimental view using an FPGA device to confirm the slow delay
increase shown in Sub-Section 4(1). Both results demonstrate the usefulness of the
proposed prognostic technique [90, 93].

(1) Estimation using Models
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Two transistor-level aging models of NBTI are known, one is the reaction diffusion
(RD) model [74] and the other is the trapping/de-trapping (TD) model [19].
Although there are some differences in physical behaviors, both models show
almost the same speed of delay degradation. Figure 6.18 illustrates an estimation of
path delay degradation using the RD model, where X-axis is the elapsed time and
Y-axis is the normalized increased delay of the path. Four different aging speeds are
plotted. For instance, the aging speed of 3% means a 3% increase in delay (i.e.,
degradation) in 10 years. This parameter should be easy to understand as severity
because 10-year lifetime is adopted in many applications. The aging speed is known
to be proportional to nth power of time ¢, where n is less than 1 (here, n = 0.16)
[73]. As seen in the figure, a path delay increases rapidly at the early stage, then the
speed becomes slower. In actual manufacturing, burn-in test or other substitute tests
(e.g., faster-than-at-speed test) are applied to screen out the early-stage failures.
Figure 6.19 shows the failure rate of a circuit that corresponds to a chip-level
delay degradation model [90] extracted from the transistor-level model. The failure
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rate depends on the distribution of logic path lengths, design parameters such as
delay margins, physical parameters, and process variation. Here, a typical delay
distribution of 30% in process variation (i.e., 36), and 28% in delay margins were
assumed. Therefore, the failure rate is kept at rather a low level. In the first 2 or
3 years, it shows a high failure rate (note: this is the target of the burn-in test),
which corresponds to rapid delay increase in Fig. 6.18.

(2) Experiment on FPGA

An actual aging was measured using ring oscillators on an FPGA in Fig. 6.20 [93].
An Altera Cyclone IV chip (60 nm technology) was used for the experiment. Ring
oscillators were placed on the chip, and heated in a constant temperature chamber.
It was kept at 85° during the daytime (nearly 8 h each day), and was powered off at
night for a safety reason. The frequencies of the oscillators were measured every
minute while the chip was powered on. The ratio of the oscillator—frequency
degradation was plotted against the accumulated powered-on time. It is rather fast at
the early stage and gradually becomes slower as described in the literature [73, 74].
Some amount of degradation recovery was also observed during the powered-off
times.

6.3.6 Conclusion

As discussed in this section, the conventional technologies are not good enough
at preventing the failures due to the aging phenomena. A sudden system error or a
sudden stop will have the big impacts on our society.

The proposed DART technology has the capability of reducing the failure rate in
field. For instance, test sets of 80% coverage will reduce the failure rate to 20%. The
application to a safety-related system is discussed in [78] and Chap. 16, wherein the
hardware overhead is 0.2% of the total gates, the test time in each test chance is
200 ms, and the measurement error is within 27 ps.
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6.4 A Reconfigurable SRAM Cache Design
for Wide-Range Reliable Low-Voltage Operation

Masahiko Yoshimoto, Kobe University
Jinwook Jung, Kobe University,
Yuta Kimi, Kobe University,

Hiroshi Kawaguchi, Kobe University,

6.4.1 Variation- and Degradation-Tolerant SRAM Design

Feature sizes in transistors continue to shrink along with the advance of process
technology, achieving higher density, higher performance, and lower cost. Tech-
nology scaling, however, makes transistors more vulnerable and sensitive to neg-
ative bias temperature instability (NBTI) which induces a significant fluctuation of
transistor threshold voltage (Vy;,). Also the technology scaling induces a significant
spread in transistor threshold voltage (Vi) mainly because of random dopant
fluctuation (RDF), which has a deviation that is inversely proportional to the square
of a channel area [94]. The above V{, variations strongly impact on reliability in
deep sub-micron technology [95].

This situation yields serious problems particularly in SRAM because minimum
sized transistors are used in its design.

The Vy, variations make a minimum operating voltage (V,,) of SRAM rise,
resulting in degradations of voltage fluctuation tolerance and bit-error-rate increase.
To make matter worse, SRAMs occupy a substantial fraction of the total die area
and transistor count in processors [96]. The V,,;, of the entire processor is deter-
mined by the circuit that has the highest V,,;,. Consequently, on-chip instruction
cache and data cache, which is a large SRAM block, determine the V,,;, of the
entire processor.

Here an associativity-reconfigurable cache using 7-Transistor/14-Transistor (7T/
14T) SRAM cell [97] is described, which resolves the above issues and enhances
the operating margin for marginal SRAM cells. The associativity-reconfigurable
cache improves the V,,;, of the entire cache by trading off its associativity (the
number of cache ways) and capacity. The cache can be reconfigured depending on
the required degree of reliability and processor performance.
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6.4.2 7T/14T Bit-Enhancing SRAM

The 7T/14T SRAM cell has a pair of conventional 6T SRAM bit cells. The internal
nodes of the cell pair (NOO and N10, NO1 and N11) are directly connected by two
additional PMOS transistors (M20 and MZ21) as presented in Fig. 6.21. This
structure provides an additional operating mode designated as the enhancing mode
along with the normal mode.

Table 6.2 summarizes the operating modes of 7T/14T SRAM. In the normal
mode, a one- bit datum is stored in one memory cell, which is more area efficient. In
the enhancing read mode, only one word-line is asserted to gain a large p ratio (a
ratio of two driver transistors’ total size to one access transistor size). A memory
cell with no static noise margin [98] is recovered by the other memory cell through
the two additional PMOS transistors. In the enhancing write mode, both word-lines

(a (b)

BL /BL BL /BL
WL[0] ; ' WL[0]

M02 Mo03

M10 M11 /CTRL

N10 N11

MMT —‘Tvus MM—(
WL[1] : y WL[1] ‘

M12 M13 M12 M13

—‘Tvus

Fig. 6.21 Schematics of SRAM cell pairs. a Conventional 6T SRAM and b 7T/14T bit-enhancing
SRAM

Table 6.2 Two modes of 7T/ o e # of memory # of WL CTRL
14T bit-enhancing SRAM cells drivers
comprising 1 bit
Normal 1 (7 transistors/ 1 Off
bit) (“H”)
Enhancing 2 (14 transistors/ 2 On
(write) bit) (“L”)
Enhancing |2 (14 transistors/ 1 On
(read) bit) L)
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are asserted to write into a pair of memory cells. The write margin degradation is
averaged and mitigated.

The two operating modes of 7T/14T SRAM can be switched according to the
required operating margin. This mode transition of 7T/14T SRAM can be con-
ducted by appropriate control of CTRL line in Fig. 6.21 without rebooting the
entire system.

Figure 6.22 shows read margins and write margins of conventional 6T SRAM
and 7T/14T SRAM. The read margins are evaluated by static noise margins
(SNMs) and the write margins are evaluated by write trip points (WTPs) [98, 99].
The number of Monte Carlo simulation samples is 2,000. The 7T/14T SRAM cell
in the enhancing mode achieves large SNM and WTP by 40 mV and 60 mV,
respectively, compared with the conventional 6T SRAM.

Figure 6.23 shows bit-error rates in 7T/14T SRAM and in the other scheme. In
enhancing mode, the 7T/14T SRAM features reliable operations especially at low
voltages by combining two bit cells and is lower in bit-error rate than the con-
ventional 6T SRAM with error correction code (ECC).

6.4.3 Associativity-Reconfigurable Cache

In the associativity-reconfigurable cache which we propose here, consecutive odd—
even cache ways are paired up by exploiting the structure of the 7T/14T SRAM
cell. Switching modes in 7T/14T SRAM is conducted with respect to these way
pairs. Two ways in a way pair are combined with the enhancing mode and form one
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Fig. 6.23 Bit error rates: 6T 1E+00
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Pair 0 Pair 1 Pair 2 Pair 3
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Operates as one enhancing cache way

Fig. 6.24 Conceptual view of the V,,;, reduction by the associativity-reconfigurable cache

enhancing way. Although the associativity of the cache is decreased by one, V,,;, of
the way pair is improved. Therefore, the associativity of the proposed N-way
set-associative cache can be chosen between N/2 and N achieving the desired Vi,
for end performance.

Figure 6.24 shows the cache V., reduction mechanism of the
associativity-reconfigurable cache. The cache V,,;, reduction is achieved by appli-
cation of the enhancing mode of 7T/14T SRAM to the way pair with the highest value
of Vinin. If all the way pairs enter the enhancing mode, the associativity-reconfigurable
cache can fully exploit the margin enhancement feature of 7T/14T SRAM, resulting in
the lowest value of the V.

The ways in a pair operate independently in the normal mode, is shown in
Fig. 6.25. Figure 6.26 illustrates the case that pair 0 operates in the enhancing
mode. Odd—even ways in the pair are logically bound together and constitute the
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Fig. 6.27 Logical allocation of cache lines in the enhancing way

enhancing cache way that features enhanced operating margin, thereby allowing

more reliable operation.
The way switched to the enhancing mode

has only half index and the capacity is

halved because one-bit data is made up of a pair of memory cells (14T). To
comprise the enhancing way which has a complete index, the two ways in the way
pair is combined by interleaving odd—even cache lines, as shown in Fig. 6.27. The
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index[n-1:0] n\ —T» To both ways
n-to-2" s

index[n-1:1] d Decoder In the normal mode

index[0] In the enhancing mode
L] To odd yvay
n-1l p.1-to-2n
Decoder '
/CTRL To even way

Fig. 6.28 Implementation of cache decoders

odd (even) indexed cache lines in the odd (even) way are allocated to the odd (even)
indexes of the enhancing way. The even (odd)-indexed cache lines in the odd (even)
way are inactivated. The enhancing way has complete indexes with this allocation.

Decoders of the associativity-reconfigurable cache are extended to realize
interleaving allocation in an enhancing way. The extended decoder comprises an n-
to-2" decoder and an (n—1)-to-2"~" decoder (n is a bit width of the cache index) is
shown in Fig. 6.28. In the normal mode, the n-to-2" decoder is activated and drives
each cache way independently. In the enhancing mode, the (n—1)-to-2"~' decoder is
activated. The decoder of the enhanced way drives the even indexed cache lines in
the even way and the odd indexed cache lines in the odd way.

In the associativity-reconfigurable cache, the tag array is also implemented with
7T/14T SRAM. The same organization explained above is applied to the tag array.

6.4.4 Experimental Result

We describe our experimental evaluations of the associativity-reconfigurable cache.
The cache system configuration is presented in Table 6.3.

The minimum operating voltage (V,,;,) improvement is evaluated based on
measurement of a 512-Kb 7T/14T SRAM macro manufactured 65-nm CMOS
technology (Fig. 6.29). We also analyze impacts on the processor’s overall per-
formance enabled by the reconfiguration of associativity.

Table 6.3 Cache system Level 1 cache 32-KB 8-way set-associative cache
configuration (with 2.75 KB tag array)
Level 2 cache 256-KB 8-way set-associative cache
(with 19 KB tag array)
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Technolo 65-nm CMOS
By 12 metal layers
Area 2.04 mm?
512-Kb (1260 um % 1620 um)
7T/14T SRAM SRAM 16-Kb block x 32
organization (=512 Kb)
i
| 16-Kb SRAM Block Block 128 rows % 8 columns
I configuration | X 16 bits/word
d

X decoder Y decoder & 1/0 circuits

Fig. 6.29 512-KB 7T/14T SRAM die photograph and 16-KB block layout

Fig. 6.30 Measured -0-256 KB L2 Cache  -{1-32 KB L1 Cache
Vmin S Of the
associativity-reconfigurable 0.70
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6.4.4.1 Minimum Operating Voltage (V,,i,) Evaluation

Figure 6.30 presents the V,,;, of the associativity-reconfigurable cache with respect
to each operating associativity. The V,,;, can be scaled by trading off the associa-
tivity. If all 4-way pairs enter the enhancing mode, then the
associativity-reconfigurable cache can operate as a 4-way 128-KB cache at 0.56 V,
achieving a 140 mV lower V,;, than the 8-way 256-KB in the normal mode.
Applying the enhancing mode in one way pair reduces V,;, by 30-40 mV. Simi-
larly, 32-KB L1 cache is scaled by trading off the associativity.

6.4.4.2 Processor Performance Evaluation

Decreasing associativity affects a cache hit rate and, therefore, the processor per-
formance. To evaluate the impacts on the processor’s overall performance, we
conducted processor simulations using the associativity-reconfigurable cache
architecture with respect to various L2 cache configurations. Gem5 simulator [100]
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Table 6.4 Baseline

. Parameter Value
processor configuration

Processor frequency 1 GHz

L1 instruction/data cache 32 KB, 8-way, 32-byte line,
3-cycle access time

Unified L2 Cache 256 KB, 8-way, 32-byte lines,
10-cycle access time

Cache Replacement Policy LRU

External DRAM latency 100 cycles

B 8-way/256 KB @7-way/224 KB [ 6way/192 KB [I5-way/160 KB [4-way/128 KB
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Fig. 6.31 Normalized IPCs of SPEC2006 benchmarks with respect to each associativity

was utilized and benchmarks from SPEC 2006 [101] were chosen. Table 6.4 shows
baseline processor configuration assumed in the simulation. We chose instructions
per cycle (IPC) as the index of the processor performance.

Figure 6.31 shows normalized instructions per cycle (IPCs) for each benchmark.
The IPC degradation is 0.72% on average when the enhancing mode is applied to a
single way pair and the cache associativity decreases by one. The average IPC
degradation is 2.95% in the 128-KB 4-way L2 cache (in the case in which all the
pairs operate in the enhancing mode).

6.4.5 Conclusions

We describe an adaptive cache design for wide-range reliable low-voltage operation
as the associativity-reconfigurable cache. The associativity-reconfigurable cache
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possesses the scalable characteristic of operating margin and it can decrease the
Vimin by 140 mV. The processor simulation shows that applying the
associativity-reconfigurable architecture results in 2.95% maximum IPC loss but it
can choose various performance levels. The associativity-reconfigurable cache can
be reconfigured depending on the required degree of reliability and processor
performance and is useful to mitigate possible effects of device degradation.

6.5 Runtime Self-reconstruction for Tolerating Software/
Hardware Faults Increment from Aging

Hajime Shimada, Nagoya University

Jun Yao, Nara Institute of Science and Technology

6.5.1 Background

In this section, we introduce runtime self-reconstruction idea to tolerate multiple
soft/hard fault in single processor. This idea is effective to tolerate soft/hard fault
comes from aging, because the processor can decouple damaged units and incor-
porate healthy unit to keep modular status to tolerate next faults.

As an adverse side effects of semiconductor process technology advancement,
threats to the system’s dependability from soft errors due to noises and radiations,
and hard errors due to NBTI and electromigration have increased dramatically. Past
dependable processor utilizes DMR and TMR organization to tolerate single-event
soft errors as well as hard errors. But in the future process technology, cumulative
multiple soft and hard errors may occur in a single processor. Traditional DMR and
TMR would not be able to accommodate errors of such nature. To mitigate this
problem, an architecture that we call runtime self-reconstruction has been proposed
[102]. The idea utilizes modular- and quick recover-aimed processor cores. It tol-
erates multiple soft errors by a quick recovery, and multiple hard errors by
decoupling a faulty processor core and incorporating a healthy core, respectively.
The rest of this section will be used to describe the details of the architecture and
operation of runtime self-reconstruction.
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6.5.2 Tolerating Soft/Hard Faults with Runtime
Self-reconstruction

6.5.2.1 Concept

Most of the conventional methods mentioned in the last section only tolerate a few
kinds of single-event soft errors and one type of permanent error, so we thought that
they cannot sustain enough reliability under future ultimately scaled semiconductor
process technology. To alleviate this problem, DARA (Dynamic Adaptive redun-
dant Architecture), a processor architecture we propose, utilizes quick error
detection and runtime self-reconstruction. DARA can apply recover operation
before the processor fails by cumulating multiple soft errors. Also, DARA can
alleviate multiple hard errors by cutting off a failed core after a permanent error has
been detected and adding a healthy core. Furthermore, by utilizing runtime
self-reconstruction effectively, DARA can self-reconfigure from TMR into DMR
execution keeping precise processor status after a permanent error has been
detected. This feature gives average power consumption reduction, restraining
degradation of spare resources by hot standby (e.g., NBTI), and reducing resources
for dependability by sharing spare resources under multicore organization.

Figure 6.32 shows the concept of DARA and Fig. 6.33 shows the outline of the
pipeline-stage-level modular execution by carving out a part of the pipeline stage.
DARA employs multicore organization designed with multiple modular redun-
dancy configurations in mind. Each core is equipped with the following functions:

Comparator for error detection
Inter-core communication path connected to the comparator for modular
execution

e Error recovery administrator which summarizes discord result from the
comparator

e Partial register value protection by parity for precise processor status under
dynamic DMR to TMR expansion.

In the current implementation, we utilized 6-stage pipeline stage organization
which consists of instruction fetch (IF), instruction decode (ID), register read (RR),

g Datain . .
s Pipeline module D Disabled core(VDD gating)
(LF] IDRRIEXMAJVE) [ ] Enabled core

“Dataout_,-~

DXl i
e * [oog

1. Normal execution 2. Detect failed core 3. Cut off detected
with temporal TMR failed core

Fig. 6.32 DARA processor core and self-reconstruction
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Fig. 6.33 Modular status and error detection in each stage

execution (EX), memory access (MA), and write back (WB). By parallelizing this
processor core, we can organize DMR/TMR organization. The processor core can
operate alone if we do not require high reliability. We have to accord some area
overhead coming from the additional circuit for comparing the processor core
without reliability. Note that parities which are added to some registers improve
reliability even if the processor core operates alone.

6.5.2.2 DMR Operation

By combining two processor cores described in the previous section, we can
achieve DMR organization. Blocks and buses delineated in solid lines in Fig. 6.33
show active part in DMR organization. Outputs of each stage are once stored in
pipeline register, and compared to the next clock cycle. The comparator and
re-execution controller are built-in individual cores, being duplicated as well. So,
DARA can continue correct operation even if error (especially permanent error like
stack-at-0 fault) has occurred in those parts.

Recovery from a detected error is done like recovery from branch misprediction.
The processor sends Program Counter value which is existing beside the instruction
in error-detected stage to the Program Counter register of IF stage. After that, the
processor restarts with instruction fetch from failed instruction. Under this proce-
dure, there is a possibility that another error takes place. To treat this problem, we
keep precise status before re-execution has started in the pipeline and realize
“re-execution of re-execution procedure” in DARA. In case of re-execution of the
instruction which updates multiple register value, we cannot achieve precise
re-execution with above simple re-execution if the instruction updates a part of
register values. Let us consider the instruction which increments base register value
after memory read as an example. Generally, memory read requires a longer time
than a register value increment so that the order of the register value update
becomes “base register update” and “store memory read result” order. In this case,
if an error occurs under memory read, the base register value has already updated so
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that the processor status becomes wrong if the processor updates the base register
value again. To resolve this problem, we introduced instruction decomposition and
sub Program Counter value to achieve individual recover operation. Above
instruction is decomposed into memory read sub instruction and base register value
increment sub-instruction by this scheme and achieve recover operation from
individual sub Program Counter value allocated to individual sub instructions.

6.5.2.3 DTMR Operation

DARA allows dynamic DMR to TMR expansion so that DARA can migrate into
TMR mode to alleviate permanent error by adding one processor core after an error
has been detected under DMR mode. We call counter permanent error organization
based on above idea as DARA-DTMR organization.

When a permanent error has occurred in DMR mode shown in the previous
section, the permanent error has been observed as a series of soft errors that occur
too frequently. In this case, first, DARA attaches one processor core which has a
copy of the correct processor status and configures a TMR organization (add dotted
line part in Fig. 6.33). Then, DARA starts re-execution and identifies healthy cores
that output the same result. The left one core is treated as a broken core and is
detached as broken so that the system migrates into DMR mode again (Fig. 6.32).
This TMR mode migration requires several hundreds of cycles because it requires
healthy register value transmission to the attached core. On the other hand,
detaching a broken core only requires several cycles including one instruction
re-execution for the broken core detection because it does not require data trans-
mission. It only requires identification of the DMR pair which DARA still utilize.

In DTMR organization, DARA does not supply power to the third core until a
permanent error has been detected. By this characteristic,c, DARA can reduce
average power consumption, subdue degradation (due, e.g., to NBTI) of spare
resources by shutting down the power supply, and sharing the spare resources in
multicore operation. Note that if we cannot tolerate overhead under DMR to TMR
expansion (e.g., real-time applications), we can choose full-time TMR operation in
DARA. DARA does not require OS support under re-execution and reconstruction
procedure. So, we (or OS) only indicate required dependability (e.g., DMR, DTMR,
full-time TMR, etc.) by the configuration of the special register value.

6.5.3 Evaluation and Discussion

6.5.3.1 Circuit Area

DARA contains a comparator and an additional data path in each processor core
module so that it gives additional area overhead. To evaluate this overhead, we
implemented DARA with Hitachi/Renesas SH-2 instruction set. The design is
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synthesized by Synopsis Design Compiler and Rohm 180 nm logic cell library to
evaluate the area. In this implementation, we implement low-capacity L1 cache to
the module itself and implement ECC to register file and caches to keep precise
value.

If we assume the area of a no-counter error processor core to be 100%, the area
of a core in DARA is 135%, DMR organization 217%, and TMR organization
298%, respectively. The reason that that DMR/TMR organization does not become
an integral multiple of the one core of DARA comes from the area of L1 cache
which is not modular because it is covered with ECC and multi-porting. Because of
ECC-covered cache and registers, 61% of the circuit is covered from errors. We
cannot achieve 100% cover rate because we could not eliminate stack-at-0 fault to
the circuits which indicate re-execution. The DARA-DTMR organization uses
TMR upon permanent error detection. So, if we assume that the power consumption
increases in proportion to the area, DARA-DTMR can tolerate permanent error with
72% power consumption of the traditional TMR organization.

6.5.3.2 Error Tolerance Under Alpha Particle Irradiation

To evaluate high-frequency soft error, we executed each benchmark of Stanford
Benchmark Suite for 1000 times under 1.25 V supply voltage and alpha particle
irradiation from Am241/3Mq alpha particle source (Fig. 6.34). Figure 6.35 shows
the number of execution cycles including re-execution operation. The horizontal
axis shows benchmarks, the line chart (with right axis) shows average and distri-
bution of execution cycles, and the bar chart shows the average and distribution of
number of re-execution operation. The re-execution operation occurs 0.34 per
second in average. Due to architectural vulnerability factor (AVF) difference

Fig. 6.34 Manufactured DARA chip and alpha particle irradiation environment
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Fig. 6.35 Execution cycles and number of re-execution under alpha particle irradiation

between benchmark programs, the frequencies of errors differ between benchmark
programs. Typically, AVF comes from instruction mix of the benchmark program
and we found that the Puzzle benchmark contains comparatively many vulnerable
instructions. AVF also affects re-execution operation so that the distribution of the
execution cycle differs between benchmark programs that have similar error rates
and average execution cycles.

6.5.4 Conclusion

Under the concept that utilizes self-reconstruction to tolerate soft error and per-
manent error, we have proposed DARA architecture and evaluated it with trial
manufacturing and alpha particle irradiation. The results show that DARA-DMR
organization works correctly under high soft error rate environment. There are
several processor levels or ALU level DMR or TMR implementation. But DARA
gives further cost-effectiveness and dependability by dynamically reconstructing its
organization under required dependability and given resources.
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Abstract Good connection quality is a most important requirement in telecom-
munication systems. For the public wireless network, however, primary attention
has so far been paid to providing broader bandwidth for rapidly expanding sub-
scriber base. In this chapter, the connectivity of wireless telecommunication is
undertaken as a central issue, while keeping in mind that the next-generation
wireless will take on broader and ubiquitous machine-to-machine (M2M)
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applications, and that the communication traffic will be 1000 times heavier in
10 years. The reliability and dependability will be a must in future wireless com-
munications. The devastation caused by the East Japan Earthquake in March 2011,
when few people in the area could use mobile phones satisfactorily because of the
significant damages in infrastructure, taught a lesson that the wireless connection
has to be maintained even in time of emergency. In this chapter, we will discuss
heterogeneous wireless network that is combination of multiple wireless systems,
e.g., cellular phone system, Wi-Fi, and wireless personal area network (WPAN) for
realizing high-connectivity wireless network. The technology base that we have
developed to enables the dependable heterogeneous network will be discussed in
detail. All Silicon complementary metal oxide semiconductor (CMOS) technology
will be used for analog/radio frequency (RF) circuits and baseband technologies for
carrier frequencies from 700 to 60 GHz. A novel frequency domain equalizer
(FDE) implemented in an application-specific integrated circuit (ASIC) will be a
key component for smooth system handover. A scalable, low-voltage, and adaptive
analog-to-digital (A/D) converter will be discussed as well.

Keywords Dependable Air - Wireless dependability - Wireless local area
network (WLAN) . Mobile broadband wireless access (MBWA)
Quasi-Zenith Satellites (QZS)
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7.1 Evolution of Public Wireless Networks
and Future Challenges

Fumiyuki Adachi, Tohoku University

7.1.1 Wireless Network Evolution

The representative public wireless network is the cellular network. Recently, most
of people always carry one or more wireless terminals to talk with each other and
also to access/collect the information scattered all over the world and/or disseminate
information through the Internet.

Figure 7.1 shows the schematic structure of the wireless cellular network.
A number of base stations (BSs) are deployed in the service area. Users roam from
one place to the other. One important function different from fixed telephone net-
work is the database, called home location register (HLR) of the user equipment
(UE) information including the UE location. The UE location is essential to forward
the incoming call to each UE’s nearest BS. Each UE communicates with its nearest
BS and continuous communication is made by selecting another BS while moving
across the network. More than one UEs can access the same BS using the multiple
access technique [1], e.g., frequency-division multi-access (FDMA), time-division

Internet Telephone
network

\ /

Core network

Home
location
register

HLR —

Base

Fig. 7.1 Cellular network structure
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Fig. 7.2 Evolution of cellular networks

multi-access (TDMA), code-division multi-access (CDMA) or orthogonal
frequency-division multi-access (OFDMA).

Every 10 years, a new technology has been introduced to evolve the wireless
cellular network. In Japan, the first-generation public cellular networks (1G net-
works) with fully automated exchange, nationwide location registration and han-
dover was put into service first in the world in December 1979 (at that time, it was
called car telephone network [2]). 1G networks were based on analog wireless
technology and had a very limited data transmission capability of around few kbps.
Nonetheless, 1G brought about a change from the fixed “point-to-point” commu-
nication a wireless “anytime and anywhere” communication. Cellular networks
have evolved from narrowband networks of around a few 10 kbps (2G networks) to
wideband networks (3G networks) of around a few Mbps, and now on the way to
broadband Long Term Evolution (LTE) [3] networks of 300 Mbps (3.9G networks)
and LTE-Advanced networks (4G networks) (Fig. 7.2).

There was a big technical leap from 2G networks to 3G networks in terms of
data rate capability (Fig. 7.3). 2G networks were designed to provide voice com-
munication services while 3G networks were designed to provide broadband data
services. In 1G and 2G networks, narrowband FDMA and narrowband TDMA were
respectively adopted to efficiently share the limited bandwidth among many UEs. In
3G networks, wideband CDMA was adopted to increase the peak data rate [4]. In
4G, OFDMA and single-carrier FDMA (SC-FDMA) [5] are used.
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Fig. 7.3 Technology innovation towards broadband wireless



7 Connectivity in Wireless Telecommunications 249

Fig. 7.4 Mobile ¢+  (gISIIIIRIoS
communications traffic
prediction (1,000 times o | TTTTTTTTTC %1000

increase in 10 years)

r
{
{

Wireless Technology
Evolution
36/HSPA  3.9G/LTE  4G/LTE-A
(14Mbps) ) (300Mbps)m,(3Gbps)

X1 X 20 X220
2010 2015 2020

Traffic volume

The penetration rate of cellular phones has reached 100% of Japanese population
in around 2012. The wireless networks have become an important and essential
infrastructure to our society. Recently, information to be exchanged over wireless
networks is rapidly shifting from voice/low-speed data to high-speed data, e.g., high
fidelity images, video, etc. Moreover, machine-to-machine (M2M) and
device-to-device (D2D) communication traffic are expected to increase rapidly [6].
A huge number of machines/devices with relatively low data rate traffic are dis-
tributed widely. Therefore, the volume of wireless data traffic is predicted to
increase exponentially about two times per year; it will increase about 1,000 times
in 10 years (Fig. 7.4).

However, the available radio bandwidth and energy are limited. Therefore, the
important technical issues for the forthcoming 5G wireless networks are to sig-
nificantly improve the spectrum-efficiency and the energy-efficiency.

Small-cell networks are expected to simultaneously improve the
spectrum-efficiency and energy-efficiency. The communication range between a UE
and a BS of present cellular networks is around a few kilo meters, whereas it may
be reduced to a few 100 m or less for a small-cell network. The short distance
communication allows utilizing new frequency bands, e.g., millimeter-wave bands,
where broad bandwidths are available.

7.1.2 Technical Issues

The prolonged communication failures over the wide area due to the Great East
Japan Earthquake which attacked East Japan on March 11, 2011 reminded us that
broadband data services is not a sole goal of wireless networks [7]. People take it
for granted that they are connecting with communication networks at any time.
However, once this routine is lost, our society may be brought into a tremendous
chaos. The wireless networks will continuously evolve to provide more and more
broader band data services without any doubt. However, in order to make wireless
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networks to be a dependable infrastructure of our modern society, future wireless
networks should be resilient against disasters.

Currently the different networks such as cellular network, satellite communi-
cation network, Wi-Fi network, etc., are independently deployed and operated. If
they are designed to cooperate in case of disaster, the dependability of communi-
cations networks can significantly improve. A huge volume of emergency traffic,
such as safety confirmation, disaster information, etc., can be carried by any of
surviving networks. This is the concept of the multilayered communications net-
work [8].

In the multilayered communications network, different networks cooperate only
in case of disaster. More attractive network architecture is a heterogeneous archi-
tecture consisting of macro-cell base station (MBS) and a number of small-cell base
stations (SBSs) deployed inside MBS area (Fig. 7.5), where SBS can be a Wi-Fi
access point. MBS takes a role of connection control for all UEs within its coverage
area and SBS is dedicated to provide high-speed data transmission using high
frequency band such as Millimeter wave [9]. The stationary and low-mobility UEs
connect to SBS for high-speed data communication. However, if high mobility UEs
connect to SBS, the handoff among SBSs occurs quite frequently and hence,
increasing signaling overhead for connection control becomes a serious problem.
Thus, high-mobility UEs are connected to MBSs for voice and data communica-
tion. Such a heterogeneous wireless network can simultaneously improve
spectrum-efficiency and energy-efficiency while improving the resiliency against
disasters.

Also device technology needs to be continuously evolved along with network
evolution. Although 4G bandwidth will broaden to about 100 MHz, it does not
necessarily mean the use of consecutive 100 MHz bands. Therefore, linear power
amplifiers with low power consumption and low distortion having more than
100 MHz bandwidth need to be developed. Until the 3G networks, time domain
wireless signal processing has been used. Beyond the 4G wireless networks, the

Macro-cell

Small-cell base

base station station (SBS)
(MBS) m Broadband data
® Connection services for
control stationary and low
B Data services mobility users
for high

mobility users

Fig. 7.5 Heterogeneous wireless network (coexistence of MBS and SBSs deployed inside MBS
area)
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frequency domain wireless signal processing will be used. Low-power, high-speed
devices will be required, such as digital/analog converters and discrete Fourier
transform/inverse discrete Fourier transform (DFT/IDFT) devices with a sampling
frequency of higher than 400 MHz and error correction coder/decoder of peak
throughput of above 1 Gbps.

In the following subsection, an example of the heterogeneous wireless network
will be introduced and its dependability will be discussed.

7.2 Challenges for Dependable Wireless System

Kazuo Tsubouchi, Tohoku University

Suguru Kameda, Tohoku University

Mizuki Motoyoshi, Tohoku University

Akinori Taira, Tohoku University

Noriharu Suematsu, Tohoku University

Tadashi Takagi, Tohoku University

Hiroshi Oguma, National Institute of Technology, Toyama College

7.2.1 History and Technical Trend of Hardware
Technologies for Wireless Network

In Sect. 7.1, the evolution of wireless network technologies has been discussed. In
this section, we will begin by reviewing the hardware based technologies and then
discuss systems aspects in wireless telecommunications with particular emphasis on
dependable connection.

The history and technical trend of cellular phone, personal computer (PC),
network, and semiconductor are shown in Fig. 7.6. From Fig. 7.6, we can see that
growth of cellular phone and PC technologies has been based on the semiconductor
and network technologies. Scaling of complementary metal oxide semiconductor
(CMOS) has developed according to Moore’s Law. Evolutions of network physics
(PHY) technology, transmission control protocol & internet protocol (TCP/IP), and
world wide web (WWW) have led the spread of the Internet. “Wintel” led the PC
technologies and opened the door to the “Internet to the home” in the 1990s. For the
evolution of wireless telecommunications in future, the hardware technologies
based on Silicon technologies will be continue to be indispensable.

As described in Sect. 7.1, in recent years, communication traffic of mobile
wireless terminals have been increasing, which demands higher throughput and
larger capacity characteristics on mobile wireless systems. Moreover, it was a
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Fig. 7.6 History and technical trend of mobile phone, PC, Network, and Semiconductor. Growth
of cellular phone and PC technologies has been based on the semiconductor and network
technologies

painful lesson that most people in the most devastated areas in the great disaster of
the East Japan Earthquake in 2011 were not able to use mobile phones because of
the severe damage in infrastructures. It is desirable to construct a dependable
wireless network which can achieve a high throughput during normal operation and
still provide a communication link in the event of an emergency such as a great
disaster. For such a wireless network, we have proposed “Dependable Air [10-15].”
The Dependable Air is a new concept of wireless network that consists of various
heterogeneous wireless systems adequately and seamlessly connected according to
link conditions to realize larger communication capacity, higher throughput, and
better link connectivity. As an estimation criterion for conventional wireless sys-
tems, frequency usage efficiency has been used. To make more adequate estimation
for recent variety of wireless systems, we have proposed a new figure-of-merit
called “Wireless Dependability [13, 14]” (see Sect. 7.2.3).

The concept of the Dependable Air is shown in Fig. 7.7, where the horizontal
axis is throughput (bit/s) and vertical axis is distance (network cell size) (m),
various wireless systems now in existence and/or being discussed for standard-
ization are plotted. It is desirable to make a wireless network having a higher
throughput with lower cost as well as a larger cell size, simultaneously. There is,
however, a restriction (a solid line), which is plotted by assuming output power of
1 W at 2 GHz from mobile terminals. Here, output power of 1 W is reasonably
determined by considering the effect on human body of electromagnetic radiation.
From Fig. 7.7, we can see that there exists a tradeoff relationship between
throughput and cell size and that performance of various wireless systems now
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Fig. 7.7 Concept of Dependable Air. A solid line is plotted by assuming output power of 1 W at
2 GHz from mobile terminals. There exists a tradeoff relationship between throughput and cell size
and that performance of various wireless systems now existing and/or under standardizing are
approaching this restriction (solid) line. To overcome this restriction, the Dependable Air which
consists of a number of cooperating heterogeneous wireless systems has been proposed

existing and/or under standardizing are approaching this restriction line. To over-
come this restriction and to realize both higher throughput and larger cell size
simultaneously, we have proposed Dependable Air which consists of a number of
cooperating heterogeneous wireless systems.

7.2.2 Dependable Air

The Dependable Air is wireless networks with various heterogeneous wireless
systems which are adequately and seamlessly connected according to link condi-
tions to realize larger communication capacity, higher throughput, and better link
connectivity. Figure 7.8 shows an example of the network configuration of
Dependable Air. A number of heterogeneous wireless systems with higher
throughput but small-cell size such as wireless local area network (WLAN) or
wireless personal area network (WPAN) are installed in a wireless system with
larger cell size but lower throughput such as mobile broadband wireless access
(MBWA). The base station of MBWA controls other base stations of heterogeneous
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Fig. 7.8 Coordinated heterogeneous base station of Dependable Air. A number of heterogeneous
wireless systems such as WLAN and WPAN are installed in MBWA. The base station of MBWA
controls other base stations of heterogeneous wireless systems, in this case WLAN or WPAN
through light or wireless network links

wireless systems, in this case WLAN or WPAN through light or wireless network
links. With a cooperation of these heterogeneous base stations, Dependable Air
wireless network can realize (1) large mobility capability due to wide cell control
and (2) user high throughput due to adequate access. Furthermore by selecting the
optimum access network according to link condition and by adding satellite com-
munication systems such as a location short message communication via
Quasi-Zenith Satellites (QZS), written in Chap. 23, in the event of an emergency,
(3) robust, safe and secure wireless system can be realized.

In the following sections in Chaps. 7, 9 and 23, the hardware and network
technologies for the Dependable Air will be explained;

e Hardware technologies for the Dependable Wireless System (DWS) as multi-
band and multimode mobile terminals for Dependable Air

— RF/antenna system by using all Silicon metal oxide semiconductor
(Si-CMOS) technologies (in Sects. 7.3, 7.4 and 7.5)

— Adaptive and scalable analog-to-digital converter (ADC) (in Sect. 7.6)

— Adaptive digital processing for multiband and multimode broadband wire-
less systems (in Sect. 7.7).

e Network technologies for Dependable Air

— Heterogeneous wireless network technologies (in Sect. 7.8)

— Synchronized wireless system technologies (in Sect. 9.4)

— Extended Dependable Air: Use of satellites in boosting dependability in
wireless communications (in Chap. 23).
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7.2.3 Wireless Dependability

We have proposed Wireless Dependability as a new estimation criterion of wireless
network [13, 14]. It consists of two estimation factors which are gross throughput
(F-value) and a number of simultaneously available users.

7.2.3.1 Gross Throughput (F-Value)

Figure 7.9a shows communication control area which has radius Ly and area
S=rL3. Figure 7.9b shows an example of its throughput profile R(r). Here, R(r) is
the throughput at an arbitrary position » and its value changes due to distance from
the base station and link condition, etc. Then, gross throughput F is given as
follows:

F= /SR(r)dr (7.1)

When we introduce the average throughput in the cell area, Eq. 7.1 become
Eq. 7.2.

F =S8R (7.2)
For simplicity of calculation of R, if we can suppose that R. is given by a
geometric mean of maximum throughput Rp,x and minimum throughput Ry,

Eq. 7.2 becomes as follows

F =Sv/Rmax - Ronin (7.3)

Communication R(r)

controlled area y
Rmax -
r
\ !
le) ¥
Refr -
Riin 4 - o
>
(0] Lo
(a) Communication controlled area. (b) Example of throughput profile R(r).

Fig. 7.9 a Communication cell area of wireless system, b example of throughput profile R(r)
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Fig. 7.10 a Heterogeneous network consisting of a MBWA as a control area and a number of
WLAN cells, b example of throughput profile R(r) of heterogeneous network consisting of a
MBWA as a control area and a number of WLAN cells

Here, we consider that Eq. 7.3 is a new definition for a gross throughput and we
call it “F-value.”

Next, we expand this definition to a network composed of two types of
heterogeneous systems. Figure 7.10a, b show the case where a number of WLAN
cells with higher throughput but smaller cell size are installed in a MBWA cell with
larger cell area but lower throughput. Here, the MBWA base station controls the
other WLAN cells. Then the F-value (Fy,) of the heterogeneous network which
consists of two types of wireless systems is defined as follows:

Fh2=S\/R2,max V Rl,max‘Rl,min (74)

Here, Ry max is maximum throughput of the WLAN system, and R max and R, min
are maximum and minimum throughputs of the MBWA system, respectively.
Equation 7.4 corresponds to the case where Ry max is substituted for Ry,.x and

R et =/ R1, max * R1, min (7.5)

is substituted for Ry, in Eq. 7.3.

From the analogy, we can expand the definition to a network composed of three
types of heterogeneous systems. Figure 7.11a, b show the case where a number of
WLAN and WPAN cells are installed in a MBWA cell. The F-value (Fh3) of
the heterogeneous network which consists of three types of wireless systems is
given by

Fh3=S\/R3,max\/R2,max\/R1,max R, min (7.6)
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Fig. 7.11 a Heterogeneous network consisting of a MBWA as a control area and a number of
WLAN and WPAN cells, b example of throughput profile R(r) of heterogeneous network
consisting of a MBWA as a control area and a number of WLAN and WPAN cells

Here, R3 max 18 maximum throughput of the WPAN system.

In order to realize reasonable approximation for the Eqs. 7.4 and 7.6, WLAN
and WPAN cells have to cover some part of the MBWA cell area. When the gross
area of WLAN cells is A where the maximum throughput of R, .« is achieved and
that of WPAN cells is B where the maximum throughput of Rz .« is achieved, A
and B are given as follows:

é _ \/R2,max\/R1,max 'Rl,min - \/Rl,max 'Rl,min

7.7
S RZ, max ( )
B \/R3,max \/R2,max\/Rl,max 'Rl,min - \/RZ,max\/ Rl,max ‘Rl,min (7 8)

S R3,max

Table 7.1 shows the F-values of the individual systems of MBWA, WLAN, and
WPAN and Dependable Air consisting of heterogeneous wireless systems. Here,
each cell area S (km?) of MBWA, WLAN and WPAN is assumed to be 22, 0.2, and
0.02%, respectively. Each maximum throughput (Mbit/s) of MBWA, WLAN and
WPAN are assumed to be 100, 1000, and 10,000, respectively. The minimum
throughput is assumed to be 1/100 of the maximum throughput of each systems.
Moreover, A/S and B/S, which correspond to gross areas of WLAN and WPAN in
Dependable Air, are assumed to be 0.09 from Eqs. 7.7 and 7.8.

From Table 7.1, we can see that the F-value of homogeneous systems is 40 (km?
Mbit/s) at the highest which is obtained in the system of MBWA and that those of
WLAN and WPAN whose cell areas are smaller than MBWA are decreased in spite
of their higher maximum throughputs. On the other hand, F-value (Fj;) of
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Table 7.1 Example of F. In the table, the maximum throughput R,x (Mbit/s) of MBWA, WLAN
and WPAN are assumed to be 100, 1000 and 10,000, respectively. The minimum throughput R,
(Mbit/s) is assumed to be 1/100 of the maximum throughput of each system

System L Rinax (Mbit/s) Rpin (Mbit/ | F (km®

(km?) s) Mbit/s)
MBWA 22 R1, max =100 Rimix=1 40
WLAN 0.22 R>, max = 1000 Ry mix =10 4
WPAN 0.022 | R3max = 10,000 | Ry 1mix=100 |0.4
Dependable Air 22 R} max = 100 Ry, min =1 400 (Fi2)
(MBWA + WLAN) Ry o = 1000

,max —

Dependable Air 2? R} max = 100 Ry min=1 4000
(MBWA + WLAN + WPAN) Ry = 1000 (Fu3)

R3, max =10, 000

Dependable Air consisting of MBWA and WLAN is 400 (km” Mbit/s) and F-value
(Fn3) of Dependable Air consisting of MBWA, WLAN and WPAN becomes as
high as 4000 (km” Mbit/s).

Figure 7.12 shows the plots of F-value on the Fig. 7.7. The calculated F-values
in Table 7.1 were fitted on Fig. 7.7.

7.2.3.2 Number of Simultaneously Available Users

The traffic congestion at emergency time such as the east Japan earthquake in 2011
is a serious problem. In such a case, it is important to evaluate wireless systems by
the number of users who can communicate at the same time. Here, we discuss about
the parameter Nys; Which is the number of users simultaneously communicating in
a control area of wireless network. The user’s throughput Ry, is defined as follow
by using parameters of a total throughput R, and Ny of a control area.

Ruyser = —= - Ron (79)

Here, ¢ is efficiency by multiple accesses and R, corresponds to a throughput
which is converted from user’s overhead. Next, Eq. 7.10 is derived from Eq. 7.9.

ERy eRyy < eRy

Nuyser = > =
Ruser + Roh Ruser, min + Roh Roh

=Nuser,max (710)
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Fig. 7.12 Plots of F-value on the Fig. 7.7. The calculated F-values in Table 7.1 were overlaid on
Fig. 7.7

Here, the Ryser, min 1S user’s minimum throughput. From Eq. 7.10, it is said that there
exists the maximum number of users Nyser, max-

To increase Nyser, mar» Maximizing of & (¢ > 1) or minimizing of R, (Ronh — 0)
may be acceptable, however for an actual system, there is a limit for these values.
By contrast, it is important to increase Ry for increasing Nyger, max- Dependable Air
network constructed by cooperation of a number of heterogeneous wireless systems
can increase Ryj.

Figure 7.13 shows relationship between Ny, versus Ry for the homogeneous
wireless systems and Dependable Air networks. In the figure, the data of now
existing Long Term Evolution (LTE), IEEE 802.11n and under standardizing IEEE
802.11ad as MBWA, WLAN, and WPAN systems are shown with black lines,
respectively. In the figure, those of Dependable Air networks consisted of a number
of these heterogeneous systems are shown with red lines. From the figure, we can
see that employment of Dependable Air networks makes not only much larger R
but also Nys;. Moreover, by the adding of location short message communication
via QZS in the event of emergency, Nysr Will be further increased.
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Fig. 7.13 Number of users in existing wireless systems and Dependable Air. Dependable Air
networks enable not only much larger Rys; but also Nysr. By the adding of location short message
communication via QZS in the event of emergency, Ny, Will be further increased

7.3 Transceiver Technologies for Dependable Wireless
System

Tadashi Takagi, Tohoku University
Suguru Kameda, Tohoku University
Noriharu Suematsu, Tohoku University
Kazuo Tsubouchi, Tohoku University

7.3.1 Wireless Signal Processing

We have proposed the Dependable Wireless System (DWS) [10-12] as multiband
and multimode mobile terminals for Dependable Air. Since the DWS transmits and
receives wireless signals in the frequency range from 700 MHz to over 60 GHz
band, the DWS requires multiple-carrier-frequency radio frequency (RF) circuits.
Moreover, since the target system uses multiple bandwidths, the DWS has multiple
sampling frequencies for digital processing.

Figure 7.14 shows the structure of the DWS. The key technologies for the
transceiver are as follows:
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Fig. 7.14 Structure of the dependable wireless system

L

1. An RF/antenna system using all silicon complementary metal oxide semicon-
ductor (Si-CMOS) technology: to realize the DWS, we have developed 5- and
60-GHz-band RF circuits using 90 nm Si-CMOS technology.

2. High-speed digital processing: we have developed a novel frequency domain
equalizer (FDE) technology, which is implemented in an application-specific
integrated circuit (ASIC).

3. An adaptive and scalable analog-to-digital converter (ADC) and digital-to-
analog converter (DAC): we have devised a current-mode pipeline ADC, which
is suitable for process miniaturization and a low supply voltage.

In this section, the RF/antenna system technologies are discussed. Baseband
technologies are explained in Sect. 7.7, and ADC technologies are explained in
Sect. 7.6.

7.3.2 Si-CMOS 60-GHz-Band Receiver for Phased Array
Antenna with Seven-Stage Low-Noise Amplifier,
Wideband Mixer, and Five-Bit Baseband Phase
Shifter

By using a millimeter-wave band, we can realize Gbit/s wireless connection
because of the broad bandwidth. However, since the propagation loss of millimeter
waves is high, an antenna with high-directional gain is required. Normally,
high-directional-gain antennas have a narrow beam width, making it difficult to
align the direction of a mobile terminal, especially for handheld devices. A phased
array antenna system is one way for achieving high-directional gain and a wide
beam-scanning area.

In this section, we propose a receiver for 60 GHz broadband communication
[16, 17]. The receiver is designed and fabricated using 90 nm Si-CMOS technology.
A superheterodyne structure with a baseband phase shifter is employed. A low-noise
amplifier (LNA) in the receiver has seven stages whose peak gain frequencies are
equally allocated in the desired bandwidth to achieve a flat gain characteristic. The
60 GHz downconversion mixer has an inductor-capacitor-resistor (LCR) load to
achieve flatness over a 2 GHz bandwidth. The five-bit baseband phase shifter [18, 19]
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Fig. 7.15 Structure of the receiver

consists of a fixed amplifier matrix with five stages. Each stage has a phase shift with
two fixed states. The proposed baseband phase shifter theoretically has no gain
variation or phase error.

7.3.2.1 Design of the Receiver

The structure of the receiver is shown in Fig. 7.15. To connect the single-end output
of the LNA to the differential input of the 60 GHz downconversion mixer, a passive
balun [20] is used. A balun with the same structure is also used for the local
oscillator (LO) input of the mixer. The intermediate frequency (IF) is selected to be
5 GHz. A double-balanced Gilbert cell mixer is used to implement the IQ mixer.
The frequency of the second LO is 10 GHz. The second LO signal is converted to a
5 GHz IQ LO signal by a divide-by-2 frequency divider. The IQ mixer output is
directly connected to the input of a baseband phase shifter with DC coupling. The
phase shifter shifts the phase of the IQ signal. Moreover, it also suppress the
10 GHz image and leakages of the IQ mixer from LO and IF to baseband (BB).
Therefore, no low-pass filter is necessary.

The details of the LNA, the 60 GHz downconversion mixer, and the five-bit
baseband phase shifter are described in the following subsections.

Low-noise amplifier
The structure of the proposed LNA is shown in Fig. 7.16. A seven-stage structure is
employed to achieve a power gain of over 20 dB. Coplanar lines with the ground are
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used for matching. The input of the first stage and the output of the seventh stage are
designed for 50 Q matching. To reduce the size of the matching circuit, a conjugate
matching technique is used for interstage matching. From the second stage to the
sixth stage, the matching center frequencies are adjusted as shown in Fig. 7.17 to
achieve flatness over a wide bandwidth. Horizontal axis shows the frequency in
GHz. Vertical axis shows the voltage gain of each stage. The solid line shows the
power gain of the seven-stage LNA. When using a channel satisfying the IEEE
802.15.3c standard, the gain variations of channels 2—4 are lower than 2 dB. The
simulated noise figure for the LNA is smaller than 6.5 dB in these three channels.

60 GHz downconversion mixer

A double-balanced Gilbert cell was used to design the downconversion mixer.
The RF and LO signals are matched to 50 Q. To realize a wide bandwidth, an LCR
load is used as the output load of the mixer. Figure 7.18 shows the simulation
results of the conversion gain for three cases using an R load, an LC resonance load,
and an LCR load. Here, the LO frequency is 58 GHz, and the RF frequency is
changed from 60 to 66 GHz. The LCR load achieves 1.2 dB gain variation over a
2 GHz bandwidth.
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Five-bit baseband phase shifter

We proposed a five-bit baseband phase shifter using a fixed-gain-amplifier matrix
[18, 19]. The five-bit baseband phase shifter is divided into five stages. In theory,
the gain variation and phase error are 0 for all states of the phase shifter. The
baseband phase shifter has an rms phase shift error of less than 2.2° and an rms gain
variation of less than 0.42 dB. The 3 dB bandwidth is 1.05 GHz.

7.3.2.2 Evaluation Results

The LNA, 60 GHz mixer, and receiver were fabricated using 90 nm mixed-signal
Si-CMOS technology. Figures 7.19, 7.20 and 7.21 shows photographs of the LNA,
the 60 GHz mixer, and the receiver, whose die sizes were 0.49 x 0.68, 0.86 X 0.65,
and 1.0 X 2.9 mm?, respectively. The receiver was evaluated using continuous wave
(CW) and quadrature phase shift keying (QPSK) signals. The CW was used for
conversion gain and noise figure evaluation. The QPSK signal was used for error
vector magnitude (EVM) measurement.

Evaluation using CW

The receiver was evaluated for channels 2, 3, and 4 of the IEEE 802.15.3c¢ standard,
whose frequencies of the first LO are 55.68, 57.64, and 59.8 GHz, respectively. The
frequency of the second LO was fixed to 5 GHz. For each channel, the RF signal

Fig. 7.19 Photograph of L 0.68 mm R
fabricated LNA & Vg Vdd vdd Vg '
,,,,,,,,,,,,,, \ /

S
?

0.49 mm

Input

Stages 1-3 Stages 4-7
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Fig. 7.21 Photograph of fabricated receiver

was swept in the range of +1.2 GHz from the channel center. The outputs of the
receiver are baseband differential I and Q signals. With the RF CW input, these 1Q
signals were CWs with theoretically the same amplitude and a 90° difference in the
phase. The 1Q differential signals comprise four single-end signals of I +,7—, O+,
and Q —. The conversion gain G is calculated as the power difference between the
QO — signal and the input CW signal. The noise figure Fy of the receiver is
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Table 7.2 Power

‘ o Subcircuit Power consumption (mW)
consumption of subcircuits of
. LNA 31.8
receiver
60 GHz mixer core 8.3
60 GHz mixer buffer 6.8
1Q mixer 11.8

Second LO distribution circuit 48.4
Five-bit baseband phase shifter 4.9
Baseband output buffer 14.3

calculated from output noise power density N, at Q —, the conversion gain G, and
the input thermal noise density of —173.8 dBm/Hz (temperature 300 K) as

Fxy=N,,—G—(—173.8) (dB). (7.11)

The receiver consumed a power of 124 mW from a 1.2 V power supply. The
power consumption of the subcircuits is shown in Table 7.2.

Figure 7.22 shows the conversion gain of the receiver. The horizontal axis
shows the frequency in GHz. The vertical axis shows the conversion gain in dB.
The solid lines show the measured results. The dotted lines show the calculated
results. The calculated results were obtained from the measurement results for
individual chips of the LNA, the balun, the 60 GHz mixer, and the baseband phase
shifter and from the simulation results for the IQ mixer. These measurement and
simulation results for the subcircuits are also plotted in the bottom half of Fig. 7.22.
The variation of the gain of the LNA is lower than 1.5 dB for channels 2 and 3. The
variation of the conversion gain of the 60 GHz mixer is 1.9 GHz.

The calculated and measured results were in agreement within 2 dB. Channel 2
had a 3 dB bandwidth of 1.9 GHz. Channel 3 had a 3 dB bandwidth of 1.6 GHz
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Fig. 7.22 Measured conversion gains of receiver and its component circuits. Calculated gains for
receivers are plotted as well
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These 3 dB bandwidths are narrower than the channel bandwidth of 2.16 GHz.
From the gain characteristics of the subcircuits, these 3 dB bandwidths are mostly
affected by the baseband phase shifter. Therefore, to expand the 3 dB bandwidths of
channels 2 and 3, it is necessary to expand the bandwidth of the baseband phase
shifter. Channel 4 has a steep gain characteristic, which is due to the steep gain
characteristic of the LNA.

Figure 7.23 shows the noise figures of the receiver and the LNA. Where the
former is obtained using Eq. 7.11 and the latter is measured by a noise meter using
the Y-factor method. The noise figure of the receiver was almost the same as that of
the LNA. For channel 2, with an average gain of the LNA of 17 dB, the noise figure
of the receiver was degraded in comparison with that of the LNA. For channel 3,
with an average gain of the LNA of 20 dB, the degradation was lower. Moreover,
due to the uncertainly of the gain measurement, there were frequency ranges where
the measured noise figure of the receiver was lower than that of the LNA. The
average noise figures of channels 2 and 3 were 8.6 and 6.9 dB, respectively.

Evaluation using QPSK signal

QPSK signals with a bit rate from 100 Mbit/s to 1 Gbit/s were used to measure the
EVM. The QPSK signals were generated by an arbitrary wave generator (AWG)
then modulated to the RF frequencies of channels 2 and 3. The AWG limited the
maximum bit rate to 1 Gbit/s. Figure 7.24 shows the constellation of the normalized
1Q signal with QPSK bit rates of 100 Mbit/s and 1 Gbit/s. The hollow points are 1Q
outputs of the receiver and the filled points are those of the original signal of the
AWG. From Fig. 7.24a, the IQ signal had very good orthogonality. For a narrow
bandwidth, the EVM of the output of the receiver was —30.3 dB, 2 dB worse than
that of the original signal of —32.4 dB. For 1 Gbit/s QPSK, the original signal had
an EVM of —23.7 dB, while the output signal of the receiver had an EVM of
—17.3 dB. The degradation of the EVM is due to the high bandwidth of the signal.
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However, for the EVM of —17.3 dB, QPSK signal can be demodulated without
error.

Figure 7.25 shows the EVM of the output of the receiver at channels 2 and 3
with bit rates from 100 Mbit/s to 1 Gbit/s. The horizontal axis shows the bit rate of
the QPSK signal in Mbit/s. The vertical axis shows the EVM in dB. The EVM for
channel 3 was roughly proportional to the bit rate, i.e., the higher the bit rate, the
larger the EVM. The EVM for channel 2 was not proportional to the bit rate. This is
due to the nonsmooth gain characteristic of channel 2 as shown in Fig. 7.22. From
Fig. 7.25, the EVMs were smaller than —17 dB for channels 2 and 3. Therefore, the
receiver can demodulate signals with bit rates of up to 1 Gbit/s.
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7.3.3 60-GHz-Band Planar Dipole Array Antenna Using
3-D SiP Structure

Wireless systems using the unlicensed 60 GHz band are indispensable for
ultrahigh-data-rate communication at bit rates of over 1 Gbit/s. IEEE 802.15.3¢c was
published in 2009 for 60 GHz wireless personal area network (WPAN) systems.

Millimeter-wave-band wavelengths are shorter than those in the microwave
band, making the transmission loss relatively large. Antennas should therefore be
integrated with front-end parts. We have previously proposed a 3-D
system-in-package (SiP) front-end module [21-23] and evaluated the antenna
characteristics of a 60-GHz band 3-D SiP front-end module [24-27]. The radiation
pattern of the antenna is static because a single-element antenna is used. However,
the beam direction of the terminal should be oriented toward the access point. To
solve problems of placement and poor portability, beamforming technologies are
attractive solutions for small wireless terminals.

In this section, we propose a novel 60-GHz-band planar dipole array antenna
structure using 3-D SiP technology [26, 27]. Its 2-D array structure is easily inte-
grated with conventional small wireless terminals and it has a beam parallel to the
substrates.

7.3.3.1 Design of the 60-GHz Band Beamforming Array Antenna
Using the 3-D System-in-Package Structure

Figure 7.26 shows a conceptual illustration of a 60-GHz-band planar dipole array
antenna using a 3-D SiP structure. A planar dipole antenna is selected as an element
antenna since the planar dipole antenna has a beam parallel to the substrates.
Several substrates are stacked vertically using 3-D SiP technology [22, 23]. Sol-
dered copper balls support the substrates and are used to transmit the 60 GHz signal
[22, 23]. The planar dipole antenna is located on top of the substrates in the 3-D SiP

N Main beam

Planar dipole antenna

Fig. 7.26 A 60-GHz band planar dipole array antenna using 3-D SiP structure with a beam
parallel to the substrates
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Fig. 7.27 Target area of the 60-GHz-band planar dipole array antenna for beamforming
applications

structure. Four parameters, nx, nz, dx, and dz, are used in our numerical and 3-D
electromagnetic field simulations, where nx and nz are the numbers of element
antennas in the x- and z-directions and dx and dz are the distances between the
element antennas in the x- and z-directions, respectively. We use five vertically
stacked substrates with the planar dipole antennas placed on the top and bottom
substrates as shown in Fig. 7.26. The number of stacked substrates is determined by
nz or dz.

Figure 7.27 shows the target area of the 60-GHz-band planar dipole array
antenna for beamforming applications. The target area is 90° in both the phi and
theta directions. The objective of the design is full coverage of the target area with
an antenna gain of 10 dBi.

Figure 7.28 shows a simulation model of a single-element planar dipole antenna
with a 1.85 mm connector used for numerical analysis of the array antenna. Fig-
ure 7.28a shows an overview of the model, which consists of two parts: the antenna
substrate and a connector. The main beam direction is the +y direction because the
connector and the ground in the substrate act as reflectors. The effect of the
reflectors in the 3-D SiP structure is large for measurement in the 60 GHz band;
thus, the connector is modeled beforehand. We select a planar dipole antenna
located at the center of the substrate as an antenna element. A feed port is set at the
bottom edge of the connector. A 50 € coaxial transmission line is modeled in the
connector, which has a length of 7.9 mm. The connector is simplified by assuming
it to be a perfect electric conductor (PEC). In the simulation, the substrate length /
(the length measured from the top edge of the grounded coplanar waveguide
(GCPW)) is set as a parameter to analyze the relationship between [ and the beam
width. Figure 7.28b shows a front view of the antenna substrate. The width of the
substrate is 9 mm, and a 0.8 mm GCPW is used as a feed line to the antenna.
Figure 7.28c shows a transparent view of the antenna portion, in which both the
inner and bottom layers can be seen. An antenna element is placed on the top and
bottom surface of the substrates. The antenna is fed by a 0.60 mm pair line, which
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Fig. 7.28 Simulation model (a) 1.85 mm connector
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is directly connected to the GCPW. The one-sided antenna length is 1.41 mm. The
3-D electromagnetic field simulation software Microwave Studio (Computer Sim-
ulation Technology Co.) was used to perform the simulation. In the simulation,
MEGTRONG6 substrates (Panasonic Electric Industry Co.) are assumed as the
multilayered substrates. Datasheet values of 3.5 for the relative permittivity and
0.002 for the dielectric loss tangent at 2 GHz are used. The dielectric loss tangent at
60 GHz is defined as 0.002 on the basis of the second-order general dispersion
model, since higher order models realize broadband constant characteristics.
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7.3.3.2 Fabrication of the Proposed Array Antenna Structure

Figure 7.29 shows a block diagram of the 60-GHz-band 4 x 2 planar dipole array
antenna for measurement of the beamforming coverage area. The beamforming
coverage area where the gain exceeds 10 dBi is measured by operating the fabri-
cated array antenna as a receiving antenna. To calculate 3-D radiation patterns, the
amplitude and phase of the received signal in each direction are measured for each
element antenna. Since 60 GHz multichannel measurement of the amplitude and
phase is difficult, eight passive mixers are used for downconverting the received RF
signal to an IF signal at each element antenna. The amplitude and phase of the
downconverted IF signals are measured using multichannel oscilloscopes. The
frequency of the IF signal is 1 MHz to allow observation of both the amplitude and
the phase using a multichannel oscilloscope. Eight passive mixers (HMC-MDB169,
Hittite Microwave Corporation) were used. A conventional T-junction was used to
split the LO signal.

Figure 7.30 shows the structure of the 60-GHz-band 4 X 2 beamforming array
antenna using 3-D SiP technology for measurement of the beamforming coverage
area. Five multilayered substrates, named S1, S2, S3, S4, and S5 from the bottom of
the 3-D SiP structure, are vertically stacked using 3-D SiP technology. Copper ball
interconnections are used in the 3-D SiP structure for 60-GHz-band LO signal
transmission [22, 23] and 1 MHz IF signal transmission. The copper balls are
soldered and fixed, and serve to bond and support the various substrates. The
60-GHz-band LO signal is equally divided into eight passive mixers using
T-junctions in substrates S1, S3, and S5. The antenna spacings dx and dz are 0.50 4¢
and 0.65 Ao, respectively, where substrates S2 and S4 are used to provide a wide dz
spacing. The 1 MHz IF signal is transmitted from a coaxial connector mounted on
both sides of substrate S3 to the multichannel oscilloscopes.

Figure 7.31 shows the 60-GHz-band 4 X2 beamforming array antenna fabri-
cated using 3-D SiP technology for measuring the beamforming coverage area.

Antenna -~ RF in
IF out
Mixer -
T-junction

=

LOin

Fig. 7.29 Block diagram of a 60-GHz-band 4 X 2 planar dipole array antenna for measurement of
beamforming coverage area
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¢ front view of each substrate

The five substrates are vertically stacked using 3-D SiP technology with copper
balls. The planar dipole antennas are located on the top and bottom substrates. The
passive mixers for downconverting the received signal are mounted by conven-
tional gold wire bonding. The input terminal for the LO signal is located at the left
edge of substrate S3, which is the center substrate in the 3-D SiP structure. For the
LO input to substrate S3, a 1.85 mm coaxial connector integrated with a GCPW
transition is used. The LO signal is equally divided by a T-junction and is trans-
mitted to the LO pad of the mixer. Ultrasmall coaxial connectors (W.FL series,
Hirose Electric Co.) are used for IF signal transmission.
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7.4 Broadband RF Circuit for Versatile, Dependable
Wireless Communications

Minoru Fujishima, Hiroshima University

7.4.1 Requirements for RF Circuits in Dependable Wireless
Communications

Wireless communication system sometimes fails to offer uninterrupted connection
due to changes in environment conditions by motion and position of terminals,
which is different from the situation of fixed wireline communication system. In the
case of low-speed wireless communication, it is relatively easy to maintain con-
nectivity against changes in environment conditions even for communication over a
large distance. On the other hand, in high-speed communication it is generally more
difficult to maintain connectivity. Therefore, the dependable wireless system, which
is the main topic of this chapter, requires the RF circuits which offer high-speed
communication in desirable environment conditions and reduced communication
speed in undesirable environment conditions to avoid disconnect in communica-
tion. To build this kind of adaptive system, wireless integrated circuits supporting
multiple communication methods are required. For example, when microwave band
(low frequency) for high connectivity and millimeter-wave band (high frequency
above 30 GHz) for high-speed application beyond one giga-bits per second are
simultaneously available in a wireless communication system, average data rate will
be improved while maintaining connectivity. Namely, to realize high-speed com-
munication service without losing connection reliability, wireless circuits for
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millimeter-wave or even short-millimeter-wave (over 100 GHz) as well as micro-
wave must be integrated. It is noted that low-power operation is always important to
improve battery lifetime, which is inevitable for mobile communication system.
Thus, in this section, two basic building blocks, a low-phase-noise oscillator and a
wideband amplifier, for silicon-integrated circuits applicable to millimeter wave are
discussed using CMOS process. Here, key technologies for an oscillator and an
amplifier are addressed. With regard to an oscillator, generally, phase noise
becomes degraded as frequency is increased. Nevertheless, phase noise below —90
dBc/Hz at 1 MHz offset is required for multi-symbol quadrature modulation. To
overcome this issue, we proposed a novel oscillator utilizing p-type MOSFETs,
which have not been used due to its performance inferior to n-type MOSFETs. With
regard to an amplifier, bandwidth more than 20 GHz is required for over 10 Gbps
communication. For this purpose, many-stage amplifiers with properly designed
matching networks are proposed. In the following sections, technologies for an
oscillator and an amplifier are discussed, which is important to realize high speed
and low power simultaneously in wireless integrated circuits.

7.4.2 Millimeter-Wave Oscillator Using P-Type Transistors

Since silicon integrated circuits have been widely used in home electronics such as
cellular phone, personal computer, television, etc., and still have a great potential of
low cost and low power in home electronics even in millimeter-wave band.
Therefore, we are studying millimeter-wave silicon integrated circuits due to their
potential nature of low cost and low power even though high frequency charac-
teristics of silicon may generally be slightly inferior to those of compound semi-
conductor. Here, we have to consider availability of frequency bands for wireless
communication since radio wave is principally finite resource shared by many
different kinds of applications. To improve communication speed utilizing already
allocated frequency bands, multi-symbol quadrature modulation is a good choice
since they can offer more number of bits per hertz and thus communication
capacity. When multi-symbol quadrature modulation is wused even in
millimeter-wave band, oscillators generating carrier signals should have
low-phase-noise characteristics. It is generally considered that n-type transistors
operate at high speed but generate large noise while p-type transistors operate at
low speed but generate low noise in silicon integrated circuits. From this reason,
n-type transistors were conventionally used for millimeter-wave applications.
However, not only n-type transistors but also p-type transistors are improved in
frequency characteristics due to reduction of channel length and mobility
improvement with strained silicon. Thus, we have studied a millimeter-wave
oscillator with p-type transistors in W-band (75-110 GHz) for applications such as
radars and high-speed communications, for p-type transistors generate less flicker
noise than n-type transistors and are expected to realize low-noise oscillators. We
have fabricated an 80 GHz oscillator comprising of p-type transistors with 65 nm
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CMOS process [28]. Chip microphotograph of the fabricated oscillator with p-type
transistors is shown in Fig. 7.32 and its schematic is shown in Fig. 7.33. Measured
results of phase noise are shown in Fig. 7.34 and comparison of the figures of
merits (FOM) is shown in Fig. 7.35. In this study, we have successfully realized an
80 GHz oscillator with p-type transistors, which shows —92 dBc/Hz at 1 MHz
offset from carrier frequency. Finally, it is shown that the proposed oscillator
demonstrates the best FOM in W-band.

7.4.3 Short-Millimeter-Wave Wideband Silicon Amplifier

Silicon high-speed communication circuits with 60 GHz band becomes promising
candidate realizing more than one giga bit per second and will be implemented in
mass production in the near future thanks to advancement in manufacturing tech-
nology, In fact, as will be shown below, a wide frequency band in excess of
20 GHz will be available in the carrier frequency range above 100 GHz, which
would enable a throughput higher than 10 Gbit/s with low power consumption. Key
technology for realizing it is wideband silicon amplifiers operating at more than
100 GHz. The amplifiers must have flat frequency response in gain and group delay
over 20 GHz frequency band in order to amplify modulated signal without dis-
tortion. Therefore, we aim at realizing wideband amplifier with flat gain and
group-delay response operating at more than 100 GHz.

We have designed multi-stage amplifier operating in D band (110-170 GHz)
which can be allocated for applications for wireless communication [29, 30].
Although frequency response of the MOSFETs has been improved due to minia-
turization of transistor size, transistor gain per stage is still less than 5 dB in a typical
case which is insufficient for the amplifier gain. Thus, a many-stage amplifier is
inevitable for realizing reasonable gain. Here, matching networks connect each gain
stage for impedance transformation to transfer input power to output efficiently.
Matching network has own frequency characteristics determined by circuit parame-
ters. By allocating frequency response properly in the matching networks inserted
between gain stages, wideband amplifier with flat gain and group-delay frequency
response can be realized. By applying this design methodology, we have designed
two types of amplifiers operating at 120 and 140 GHz bands. The amplifiers have
been fabricated with 65 nm CMOS process. Circuit schematic and chip micropho-
tograph are shown in Figs. 7.36 and 7.37, respectively. Measured frequency
responses are shown in Fig. 7.38. Both amplifiers for 120 and 140 GHz bands show
wideband characteristics more than 20 GHz, and the desired flat frequency responses
in gain and group delay have been successfully realized.



278 K. Tsubouchi et al.

E Cascode stage x 1
Common source x 5

140GHz

i Cascode stage x 2

I
]
1
]
120GHz i Sommchsoionc:
:
1
]

Fig. 7.37 Chip
microphotograph of
short-millimeter-wave

amplifiers
120GHz
Input g b

Fig. 7.38 Frequency 10 - 80 E_
responses of — | =
short-millimeter-wave Q 60 %
amplifiers 'c 5[ GroupDelay 400
3 120GHz 120 3
0 0 O

110 120 130

Frequency [GHz]

20 Groyp Dely  1°° 2
@ 10] i 6 S
8 UL v Gain s [40¢
c Of & oS
8 10| 140GHz 128
20 I I R LN I 0 T
100 140 180 °

Frequency [GHz]



7 Connectivity in Wireless Telecommunications 279

7.4.4 Discussions and Further Investigations

In this section, two basic building blocks, a p-type oscillator and many-stage
amplifiers, on millimeter-wave silicon integrated circuits are introduced for real-
izing high-speed communication. One is 80-GHz oscillator with p-type transistors,
which is firstly applied in millimeter-wave operation. The fabricated p-type 80-GHz
oscillator realizes —92 dBc/Hz at 1 MHz offset, which is useful for 16- or
64-quadrature amplitude modulations (QAM) for higher speed communication. The
other one is short-millimeter-wave silicon amplifiers with frequency band over
20 GHz. It is shown that silicon integrated circuits, generally inferior to compound
semiconductor circuits, can still operate in short-millimeter-wave band beyond
100 GHz. Furthermore, it is shown that flat frequency responses in gain and group
delay can be realized by designing matching networks properly. It will be useful for
realizing high-speed communication more than 10 Gbit/s using wide frequency
band more than 20 GHz. The techniques introduced in this section will contribute
to super broadband RF circuits for versatile, dependable wireless communications.
Since we opened a door to future super broadband wireless system, the complete
wireless hardware and system should be studied in the next step.

7.5 All-Si-CMOS Front-End ICs for Multiband
Micro-/Millimeter-Wave Communications

Ryuji Inagaki, Mitsubishi Electric Corporation
Masami Tsuru, Mitsubishi Electric Corporation
Eiji Taniguchi, Mitsubishi Electric Corporation
Hiroshi Fukumoto, Mitsubishi Electric Corporation

7.5.1 Techniques for the Multiband Front-End IC

Recently, various different types of wireless communication systems, such as
Mobile Broadband Wireless Access (MBWA), Wireless Local Area Network
(WLAN), and Wireless Personal Area Network (WPAN), have been used. If a
system is down, a user subscribing only to that specific system is totally cut out of
the communication network, but it will be inconvenient to have many mobile
devices for each communication system. One of methods to solve this problem is to
realize a multiple wireless system, such as described as the Dependable air [12, 13].

Figure 7.39 shows the block diagram of a mobile device for multiple wireless
systems. The main circuits constituting the mobile device are Radio Frequency (RF)
Transmitter/Receiver Module, Digital-Analog (D/A)/Analog-Digital (A/D) con-
verter [31], Transmitter/Receiver Baseband Module [32], etc. The mobile device



280 K. Tsubouchi et al.

Transmitter Receiver

YV wean YW

WLAN <7
V G W

data data

D/A Converter
RF Transmitter Module
|

Transmitter Baseband Modulel

RF Receiver Module
A/D Converter
Receiver Baseband Module

1

Channel Estimation/Select

Fig. 7.39 Block diagram of a mobile device for multiple wireless systems

provides dependable connection because it automatically switches to another
available system even if one system is down. The RF Transmitter/Receiver Module
takes the role of converting a baseband signal to RF signals, and vice versa.
A family of multiband transmitter/receiver front-end Integrated Circuits (ICs) that
can be used for both microwave- and millimeter-wave communications is necessary
for the RF Module.

This section presents the result of the development of the multiband receiver
front-end ICs. In order to realize the multiband receiver front-end IC, small size,
switching function, and low-noise performance are required. The assembly of the
millimeter-wave ICs is also important. For miniaturization, it is effective to use
sub-micron process on Si and to share a part of some receiver front-ends. Each
received signal is switched in the shared circuit. However, the power level of each
received signal differs between the systems. Therefore, it is needed to adjust the
power level using a variable gain amplifier (VGA), because the received signal is
strained by saturation of a mixer of shared circuit and the signal quality is degraded.
In order to achieve a low-noise performance, it is important to develop a high gain
low-noise amplifier (LNA) because it reduces influence of the subsequent circuit
such as the mixer. The LNA has high output power, requiring high saturation
performance for the mixer. The design of the assembly including the flip-bonded
millimeter-wave ICs on a substrate requires careful waveguide engineering to avoid
spurious propagation modes.

The outline of the section is as follows. Section 7.5.2 describes the configuration
of the multiband receiver front-end IC for 5 GHz band and 60 GHz band systems,
such as WLAN and WPAN. Section 7.5.3 presents the circuit components for the
multi-band receiver front-end IC: a high gain LNA, a high saturation transistor pair
type even harmonic mixer (HMIX) for low-noise performance and the 5 GHz band
Intermediate Frequency (IF)-VGA to change the gain. Section 7.5.4 presents sup-
pression of spurious modes in flip-chip assembly. Section 7.5.5 shows measure-
ment results of the fabricated multiband (5 GHz/60 GHz) receiver front-end IC.
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7.5.2 Configuration of the Multiband Receiver
Front-End IC

Figure 7.40 shows a configuration of a 5 GHz/60 GHz receiver front-end IC [33].
The architecture of the receiver front-end IC is a direct conversion configuration at
5 GHz band and a superheterodyne configuration at 60 GHz band. The 5 GHz
front-end and the 60 GHz front-end share an IF-VGA and a quadrature mixer for
reduction of the area of IC.

The 5 GHz front-end consists of a 5 GHz band LNA and a 5 GHz band com-
mon circuit. The 60 GHz front-end consists of the 60 GHz RF front-end and the
5 GHz band common circuit. The 5 GHz band common circuit consists of a switch,
the IF-VGA, the quadrature mixer, a baseband amplifier (AMP), and a 10 GHz
band frequency divider. The 60 GHz RF front-end consists of a 60 GHz band LNA,
a balun, a 60 GHz band HMIX, and a 5 GHz band IF-AMP.

The 60 GHz RF front-end converts 60-5 GHz as IF signal. The IF signal is input
into the quadrature mixer through the switch and the IF-VGA. The power level of
each IF signal differs between the systems. Is needed to adjust the power level using
the VGA because the received signal is strained by saturation of the quadrature
mixer and the signal quality has been degraded.

8GHz "RFIC 5GHz front-end )

5GHz band LNA 5GHz band common circuit '
A/D
Chand | quadrature mixer I=
N/ 60GHz band | 5
HMIX 2 N 3
[ 4o o
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Fig. 7.40 Configuration of the 5 GHz/60 GHz receiver front-end IC
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7.5.3 Circuit Components for the Multiband Receiver
Front-End IC

60 GHz band LNA
A high gain LNA contributes to achieve a low-noise performance because it
reduces influence of the subsequent stage in the circuit, such as the mixer. A cas-
code configuration [34, 35] is used for the high gain LNA. Figure 7.41 shows the
configuration of an inductive matched cascode LNA (four-stage amplifier) [36, 37].
In high frequency band, capacitances of the field-effect transistors (FETs) reduce
the gain of a cascode amplifier. To cancel out the capacitances of FETs [38], an
inductor formed by the microstrip lines (MSL;s) is connected in parallel to the
interstage (node A;_y) of the cascode LNA. The optimum inductance of MSL ;g was
determined analytically in terms of the interstage matching of the cascode amplifier.
Figure 7.42 shows the simulation results of NF,;, as a function of the gate width
(Wg) of the FET. NF,,;, is the minimum of noise figure (NF) that can be obtained
by input matching. The reduction of NF is enabled by reducing the parasitic
resistance and capacitance on the gate of the FET. The simulated NF,;, of the LNA

Fig. 7.41 Configuration of an inductive matched cascode LNA (4-stages amplifier)
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Fig. 7.43 Simulation results 10
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(1-stage amplifier) has an optimum at the gate width Wg of 48 pm. Figure 7.43
shows the simulation results of gain of the cascode LNA (1-stage amplifier) with
and without inductive matching. The Wg of the FET in each LNA is 48 pm. The
gain of the inductive matched cascode LNA is 1 dB higher than without inductive
matching.

Figure 7.44 shows a photograph of the fabricated 60 GHz band LNA in 90 nm
Complementary MOS (CMOS) technology. Figure 7.45 shows the measurement
results of the fabricated 60 GHz band LNA. The bias conditions are Vpp = 1.2 V
and Ipp = 5.6 mA at each stage. The fabricated LNA achieved a gain of 30.8 dB
with an NF of 5.8 dB at 60 GHz. Output 1 dB Compression Point (OP45) was
—2.4 dBm.

60 GHz band HMIX

Figure 7.46 shows the configuration of the 60 GHz band HMIX [39]. The HMIX
has two transistor pairs. Each transistor pair consists of two FETs which have a
common drain and a common source.

The load TL,; at the common source consists of a transmission line of which the
length is a quarter of the RF wavelength. The input RF signal amplitude at the
common source is kept large because of the high input impedance. In addition,
the HMIX realizes high saturation characteristics for the RF input power because
the transistor which is an active device is not used for the input circuits. The output
load TL, at the common drain consists of a transmission line whose length is a
quarter wavelength of the 2nd harmonic (2LO) of the Local Oscillator (LO).
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Fig. 7.45 Measurement
results of the fabricated
60 GHz band LNA

Fig. 7.46 Configuration of
the 60 GHz band HMIX
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Fig. 7.47 Photograph of the
fabricated HMIX
(0.8 mm x 0.8 mm)

Fig. 7.48 Measurement

results of the fabricated — %
HMIX 5 =
° ©

~ ()]

5 c

8 i)

5 14

) ©

w g

3 8

-35 ‘ —TFidB -30
-20 -15 - -5 0

RF power (dBm)

The capacitance C,, is chosen to become a short circuit in the millimeter-wave band
and an open circuit in the IF band. The leakage of the 2LO to IF band output circuit
is reduced due to the high output impedance for the 2L.O. In addition, the 2LO
canceler circuit connected to the common drain suppresses the 2LO that occurs on a
grand terminal and a power supply terminal for the influence of wire bonding.

Figure 7.47 shows a photograph of the fabricated HMIX in 90 nm CMOS
technology. Figure 7.48 shows the measurement results of the fabricated HMIX.
Supply voltage is Vpp = 1.2 V and the consumption power is 1.2 mW. RF is
60 GHz, IF is 5 GHz, and LO frequency is 27.5 GHz. The fabricated HMIX
realized conversion gain of —12.7 dB, NF of 29.6 dB, and Input 1 dB Compression
Point (IP;4g) of —5 dBm at the LO power of 2 dBm.

5 GHz band IF-VGA

Figure 7.49 shows a configuration of the 5 GHz band IF-VGA. The IF-VGA
comprises two-stage amplifiers [40]. The 1st VGA is a stacked differential circuit
with a resistive output load. The 2nd VGA is also a stacked differential circuit with
a reactive output load. 5 GHz band frequency characteristics of the IF-VGA are
optimized by properly tuning the resistive and reactive loads. The current through
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Fig. 7.49 Configuration of the 5 GHz band IF-VGA (bias circuit is not shown)

the load is controlled by the current-controlling FETS, thereby controlling the
amplifier gain. The bias of the FETs of the input is approximately constant rela-
tively high linearity.

Figure 7.50 shows a photograph of the fabricated IF-VGA in 90 nm CMOS
technology. Figure 7.51 shows the measurement results of gain with respect to
Vent_P of the IF-VGA. Supply voltage is Vpp; and Vpp, = 1.2 V and the con-
sumption power is 21.7 mW. The fabricated IF-VGA realized the maximum gain of
10.9 dB and gain control range of 27 dB.

7.5.4 Flip-Chip Assembly

Figure 7.52 shows the upper metal conductor pattern on a substrate for the flip-chip
assembled IC. Figure 7.53 shows a cross section view of the flip-chip assembled IC
and the substrate. The millimeter-wave Si IC has a ground plane, which isolates the
Si substrate from the lower metal layer, because the Si substrate has a large
millimeter-wave loss. The ground plane and the lower metal forms a waveguide,
which is coupled with the IC via holes and Au bumps. As frequency is increased,
various spurious modes arise in the waveguide, degrading the performance of
the IC.

Figure 7.54 shows the calculation results of cutoff frequency of the waveguide
with respect to relative permittivity. The relative permittivity has to be less than 8 in
order that the cutoff frequency of dominant mode is higher than 60 GHz.
Figure 7.55 shows the simulation results of electric fields by HFSS (3D
RF/Electromagnetic simulator). The substrate used in the simulation is alumina
which has a relative permittivity &, of 9.9. The height of the substrate is 0.15 mm
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Fig. 7.50 Photograph of the
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and distance between the holes is 0.87 mm. Figure 7.55a shows the ground plane,
but not the pattern of the transmission line on the flip-chip assembled IC. Fig-
ure 7.55b shows the simulated propagation of 60 GHz shown in the alumina
waveguide.

Figure 7.56 shows a photograph of the flip-chip assembled 60 GHz band LNA.
Ultrasonic vibration was used for flip-chip bonding with Au bumps, 30 pm high.
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Figure 7.57 shows the measurement results of the flip-chip assembled 60 GHz band
LNA. The flip-chip assembled LNA on an alumina substrate has spurious modes.
On the other hand, the flip-chip assembled LNA on a resin substrate (g, =3.8 at
1 GHz) has a gain of 31.1 dB without spurious mode. On-wafer probing gave a
similar result.
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Fig. 7.55 Simulation results of electric field

7.5.5 5 GHz/60 GHz Receiver Front-End IC

Figure 7.58 shows a photograph of the fabricated 5 GHz/60 GHz receiver front-end
IC in 90 nm CMOS technology. Figure 7.59 shows a photograph of the flip-chip
assembled 5 GHz/60 GHz receiver front-end IC on the resin substrate.

Figure 7.60 shows the measurement results of conversion gain and NF of the
60 GHz RF front-end including the 60 GHz band LNA, the HMIX, the balun and
the 5 GHz band IF-AMP. The 60 GHz RF front-end realized conversion gain of
21.3 dB with NF of 7.2 dB at 60 GHz. A LO frequency and RF power are
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Fig. 7.59 Photograph of the
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27.5 GHz and —40 dBm, respectively. Figure 7.61 shows the measurement results
of conversion gain with respect to Vent_P of the 5 GHz common circuit. An IF
frequency is 5.2 GHz, a baseband frequency is 10 MHz, a LO frequency (10 GHz
band) is 10.4 GHz. The 5 GHz common circuit realized the maximum conversion
gain of 12 dB and gain control range of 27 dB.

Table 7.3 shows the measurement results of the fabricated 5 GHz/60 GHz receiver
front-end IC. The input and output port on resin substrate are directly connected with
standard coaxial RF connector. The 5 GHz front-end realized conversion gain of
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Table 7.3 Measurement results of the fabricated 5 GHz/60 GHz receiver front-end IC

Item Unit 5 GHz front-end 60 GHz front-end
RE frequency GHz 52 60.5

LO frequency (30 GHz band) GHz - 27.6

LO frequency (10 GHz band) GHz 10.4 10.4

Baseband frequency MHz 10 10

Vbp \% 1.2 1.2

Ipp mA 78.5 105.8

Conversion gain (Vent_P = 1.2 V) dB 32 32

Noise figure dB 5 8

Output-P1 dB dBm —11.2 -12.5

32 dB with NF of 5 dB and the 60 GHz front-end realized conversion gain of 32 dB
with NF of 8 dB.

7.5.6 Conclusions and Future Works

In this section, the flip-chip assembled 5 GHz/60 GHz receiver front-end IC in
90 nm CMOS technology was introduced for the multiple wireless system, such as
described as the Dependable air.

The receiver front-end IC is switchable between the 5 GHz front-end and the
60 GHz front-end. The architecture of the receiver front-end IC is a direct con-
version at 5 GHz band and a superheterodyne at 60 GHz band. The 5 and 60 GHz
front-end share the VGA for adjustment of power level and the quadrature mixer.

The fabricated 5 GHz/60 GHz receiver front-end IC achieved conversion gain of
32 dB with NF of 5 dB at 5 GHz band and conversion gain of 32 dB with NF of
8 dB at 60 GHz band.

As the future works, in order to cope with a variety of communications appli-
cations, it can be applied to digital-assisted technology that can achieve high per-
formance and high functionality with respect to the front-end IC [41].

7.6 Analog-to-Digital Converters for Versatile
and Multiband Wireless Networks

Akira Matsuzawa, Tokyo Institute of Technology
Masaya Miyahara, High Energy Accelerator Research Organization
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7.6.1 Analog-to-Digital Converters in Dependable Wireless
Network Systems

The Analog-to-Digital Converter (ADC) is the most important analog circuit in
many electrical systems. It sometimes determines the system performance and
electrical power consumption. ADCs have usually been optimized for specific
applications, which have often resulted in limited efficiency and versatility in
design. In this Section we will describe the idea of the “dependable ADC” that can
realize sufficient Signal to Noise Ratio (SNR) and conversion rate required for
versatile wireless applications with lowest power and area. The design is robust
against mismatch of components and scalable with advance in technology as well.

Figures 7.62 and 7.63 plot the SNR and the power dissipation, respectively,
versus the signal bandwidth (BW) for recently published sigma-delta ADCs for
wireless communications [42]. The SNR decreases with increasing BW as follows:

SNR (dB) ~ SNRy — 10log BW (Hz), (7.12)

where SNRy is the SNR at 1 Hz. This equation is very well reflected in the tendency
seen in Fig. 7.62, which suggests that an ADC with an SNR of 62 dB at BW of
20 MHz can be built by using the oversampling method and digital filters. The
power dissipation of the ADC is below 2.5 mW with a BW of 20 MHz, and is
sufficiently low for conventional wireless standards with BW from 1 to 20 MHz.

Fig. 7.62 SNR versus BW of 90 T <
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Fig. 7.63 Power dissipation versus BW of ADCs for wireless systems

7.6.2 Design of Successive Approximation Register ADC

It will be shown in this subsection that the Successive Approximation Register
Analog-to-Digital Converter (SAR ADC) [43] using an internal capacitive
Digital-to-Analog Converter (DAC), a dynamic comparator, and Successive
Approximation Registers (SARs) is suitable for our current purpose. The two
distinguished features of the present SAR ADC is that it has gotten rid of Op-Amps,
which is not suitable for scaling, and that it has no static current flow. The
ultra-low-power operation at the low conversion rate for ubiquitous sensors and
bio-medical applications is becoming very important recently.

However, it has not been easy with the SAR ADC to achieve an SNR above
64 dB at the conversion rate over 50 MS/s with a low-power dissipation of a few
mW. Figure 7.64 shows the developed SAR ADC. The Capacitance DAC (CDAC)
depicted in Fig. 7.64 is single-ended for simplicity while the actual implementation
uses a differential scheme [44]. A Metal Oxide Metal (MOM) capacitor between the
interconnections is used to reduce the occupied area and parasitic capacitances and

Capacitance mismatch CAL Floating capacitance CAL  Split capacitor

I 5 0 0 G 0 0 0 LA 0 N A

S e YNaiiay] EISESeT IS ||

00 0 0
v v

Main CDAC
Fig. 7.64 CDAC in SAR ADC
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to avoid the optional Si processes. Figure 7.65 shows the MOM capacitor and
capacitance densities of the Metal Insulator Metal (MIM) and the MOM capacitors.
The density of the MOM capacitor can be increased with the technology scaling
and becomes higher than that of the MIM capacitor when the technology is lower
than 0.13 pm. In contrast, the density of the MIM capacitor is almost constant with
the technology scaling. A split CDAC is used to reduce the occupied area; however,
it may cause nonlinearity error. We addressed this issue by using adjustable floating
capacitances. Figure 7.66 shows the effect of the calibration correction for the
parasitic capacitance. A large Integral Nonlinearity (INL) error of about 5 LSB
before correction has been suppressed to 1 LSB. The thermal noise is another factor
that reduces the SNR. The kT/C noise is stored in the sampling phase and 2 pF is
selected as the sampling capacitor. Also, a low-noise dynamic comparator, pro-
posed in [45], is used with a relatively large load capacitance of 0.5 pF to suppress
the thermal noise. The self-clocking method is implemented to realize a high-speed
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Fig. 7.67 Timing chart Conversion period
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and low-power operation, as well as to realize the clock-scalable operation. Fig-
ure 7.67 shows the timing chart of the ADC. Only the sampling pulse is required to
initiate the analog-to-digital conversion. After the sampling pulse goes down, the
bit-cycle action is started by the self-clocking method. The end flag becomes high
when the conversion is finished and it can be used for the power off switch to cutoff
the leakage current.

7.6.3 Measurement Result

The SAR ADC has been fabricated in 65 nm CMOS process. Figure 7.68 shows
the layout of developed ADC. The height of the ADC is suppressed to 70 pm for
future development of interleaved ADC to increase the conversion rate. The
occupied area is only 0.03 mm?. Figure 7.69 shows the measured power dissipation
versus sampling frequency for several operating voltages. It can be operated with a
low Vpp of 0.8 V and attains a very high conversion rate of 70 MS/s with a Vpp of
1.2 V. Low-power dissipation of 2.2 mW at 50 MS/s with a Vpp of 1.0 V is
achieved. The consumed power is proportional to the conversion rate perfectly. The
Signal-to-Noise and Distortion Ratio (SNDR) of 60 dB is obtained at the input
signal frequency of 20 MHz with a Vpp of 1.0 V. Table 7.4 summarizes the per-
formance and other 12 bit SAR ADCs [46, 47]. The Figure of Merit (FoM) com-
pares favorably for the present device than others under a Vpp of 1.2 V. A very low
DC FoM of 28 fl/conv. has been achieved. The highest conversion rate of 70 MS/s,
the lowest power dissipation of 2.2 mW, and the smallest occupied area of
0.03 mm? have been achieved.

70pum

Fig. 7.68 Chip micro-photograph
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Table 7.4 Performance summary and comparison

This work Miyahara et al. [45] Liu et al. [46]
Resolution (bit) 12 12 12
Vpp (V) 0.8 1.0 1.2 1.2 1.2
fsample (MHz) 30.0 50.0 70.0 45.0 50.0
Pdissipation (mW) 0.8 22 4.6 3.0 4.2
SNDR (dB) 62.0 64.0 65.0 67.0 71.0
FoM (fJ) Nyg/DC 81/ 62/ 100/ 36/31 36/29
28 33 45
Technology (nm) 65 130 90
Occupied area (mrnz) 0.03 0.06 0.1

— Power dissipation . : B
FoM = S;;amplmgﬂequmyszk (ENOB: effective number of bit)

The ADC can attain the SNR of 62 dB at BW of 20 MHz and 78 dB at BW of
1 MHz, as shown in Fig. 7.70. These SNR values are sufficiently high for the
conventional wireless applications. Furthermore, we can increase the SNR up to
84 dB when a higher oversampling rate is used with Dynamic Element Matching
(DEM) or dither method [47]. Also we can increase the BW by using the inter-
leaving method. Figure 7.71 shows the measured power dissipation when using the
oversampling method. It is seen that this SAR ADC can keep the small power
dissipation, lower than other sigma-delta ADCs, in oversampling operation. Also
further reduction in power dissipation is possible by using optimizing the Vpp.
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Fig. 7.70 SNR versus BW of
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7.6.4 Discussions and Further Investigations

A SAR ADC has been developed to realize a dependable ADC that has frequency,
performance, and power scalable characteristics with very low-power dissipation
and small area in scaled mixed-signal CMOS technology. The fabricated SAR 12
bit ADC in 65 nm CMOS occupies a small area of 0.03 mm?* and demonstrates
low-power dissipations of 2.2/4.6 mW at high conversion rates of 50/70 MS/s.
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It also achieves very low DC FoMs of 28/33 fJ/conv with Vpp of 0.8/1.0 V.
The SNDR is 64 dB and can be increased to 78 dB by the oversampling method.

The measured results support our basic idea of the dependable ADC, as a key
element in future wireless interface. It operates with a low voltage of 0.8 V and it is
suitable for the scaled CMOS technology. It can cover the wide performance range
of SNR and signal bandwidth with the smallest power and occupied area. There-
fore, the developed dependable ADC increases the design efficiency and versatility
for many applications.

Higher SNDR of over the 78 dB and higher conversion rate of over the 70 MS/s
are the next target to cover the higher dynamic range and wider bandwidth for more
versatile and multiband wireless systems. The use of DEM or dither method and
interleaving technique should be investigated.

7.7 Multimode Frequency Domain Equalizer
for Heterogeneous Wireless Systems

Kazuo Tsubouchi, Tohoku University

Suguru Kameda, Tohoku University

Noriharu Suematsu, Tohoku University
Tadashi Takagi, Tohoku University

Makoto Iwata, Kochi University of Technology

7.7.1 Multimode Receiver for Heterogeneous Wireless
Systems

Recently, the demand for broadband services involving wireless communication
systems has increased tremendously. However, wireless systems have a tradeoff
relationship between the bit rate and the coverage area owing to the limited output
power of the transmitter. Since the coverage area of a signal with a high throughput
is smaller, it is difficult to satisfy the requirement for wide coverage and a high
throughput only with one wireless communication system. One of the methods for
solving this problem is to use a heterogeneous wireless system, that integrates
multiple wireless air interfaces, one of which is adaptively selected according to the
propagation environment or the user’s needs. Thus, a heterogeneous wireless sys-
tem can support a high throughput and wide coverage.

One of the key devices used to realize heterogeneous wireless systems is a
multimode receiver. In a heterogeneous wireless system, the multimode receiver
should be able to demodulate the signals of multiple systems, estimate the
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propagation environments of each one of the multiple systems, and optimally
switch to the best system for communication. In this section, we focus on the
frequency domain equalizer (FDE) of a multimode receiver. Frequency domain
equalization is required to compensate for the distortion of a signal by a
frequency-selective channel. In [48, 49], the effect of a single-carrier (SC) FDE was
shown by computer simulation. In our previous studies, an SC-FDE receiver was
implemented on a field-programmable gate array (FPGA) [50, 51], and an
application-specific integrated circuit (ASIC) chip for a SC-FDE was implemented
[12, 32, 52].

In this section, a frequency-selective channel is first described. This channel is
one of the main issues in mobile communication systems. To resolve this issue, an
FDE technique is used. Next, an ASIC chip for a multimode FDE will be described.
To apply a multimode FDE to each system, it is necessary to mount the FDE in a
multimode receiver suitable for multiple wireless systems. The multimode FDE is
used for the demodulation of both SC and multicarrier (MC) signals and optimally
switches the weight calculation according to the system.

7.7.2 Frequency-Selective Channel

As previously stated, a mobile radio channel is composed of many propagation
paths with different time delays. As the data transmission rate increases, the
duration of each symbol becomes much shorter. This means that the delays of
signals arriving via different paths become much larger relative to the symbol
length, with the delay sometimes reaching tens of symbols, leading to significant
intersymbol interference (ISI), which greatly degrades the system performance.
Understanding the mechanism of the mobile radio channel and the degradation of
performance is very important for designing systems that can overcome these
channel impairments. A mathematical model of a broadband radio channel is given
in this section.

A multipath fading channel can be thought of as a time variant filter. Its impulse
response A(z, 1) is described by Eq. 7.13, where L is the number of paths and A; and
7; are the complex gain and delay of each path, respectively.

h(z,1) = ;2; hi(1)5(1 — 7)) (7.13)

An equivalent description of a time-dispersive channel is obtained by applying
the Fourier transform to the channel impulse response, yielding the channel transfer
function given by Eq. 7.14. This equation demonstrates that a time-dispersive
channel is also frequency-selective.
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The amplitudes of this function exhibit large variations (fades) with respect to
both time and frequency. H(f,t) can be seen as the vector sum of all paths with
complex gain /;(t). As the amplitudes and phases of these paths vary rapidly, this
vector sum also changes its value. Because of the large variations in the amplitude
of the channel transfer function in the frequency domain, the channel is called a
frequency-selective channel. For a more intuitive understanding, the amplitude and
phase of a channel transfer function are shown in Figs. 7.72 and 7.73, respectively.

As can be seen in Fig. 7.72, the channel transfer function exhibits some very
deep fades, which distort the received signal, inducing difficulties in the recovery of
the transmit signal.

Understanding how a signal is distorted when it is transmitted through a
frequency-selective channel is important for finding ways to mitigate such distor-
tion. A mathematical expression for a received signal under such conditions is next
given. Here a discrete representation is assumed.
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As previously stated, the channel can be viewed as a time variant filter; therefore,
the received signal r(¢) can be described as the convolution of the transmitted signal
s(t) and the filter impulse response A; as

r(t) = : his(t—1) + (1), (7.15)

where n(t) is noise. Through the Fourier transform of this equation, the following
expression for the received signal in the frequency domain R(n) can be obtained:

R(n)= iiol r(t)exp( — j2an i) (7.16)
=S(n)H(n)+N(n), (7.17)

where S(n) is the spectrum of s(¢) at the n th frequency component and N(n) is the
noise spectrum. This equation is very important as it is one of the basic principles
for an FDE, which will be introduced in the next section.

7.7.3 Design and Implementation of Multimode FDE

7.7.3.1 Single-Mode FDE

First, for easy understanding, the single-mode FDE block diagram [52] is
explained. Figure 7.74 shows the block diagram of a single-mode SC-FDE trans-
mitter. In the transmitter, a pilot p(¢) is inserted in the front of the packet as
illustrated in Fig. 7.75. For a pilot signal, a Chu sequence [53] is used because it has
constant amplitudes in both the time and frequency domains. The data r(¢) are
divided into N-symbol blocks. A guard interval (GI) is added to each block by
copying the last N, symbols. A root-raised cosine (RRC) filter is used in both the
transmitter and receiver to form a raised cosine (RC) filter.

Figure 7.76 shows the block diagram of the SC-FDE receiver. After removing
the GI, the received signal r(¢) is transformed to the frequency domain signal R(n)
through the fast Fourier transform (FFT). A single-tap data equalizer is applied to
the signal R(n) as an equalized signal,

Fig. 7.74 Block diagram of Data
SC-FDE transmitter modulator
MUX]—P[ +Gl ]—P[ RRCF

Pilot (Chu)
generator

MUX: multiplexer
RRCF: root-raised cosine filter



7 Connectivity in Wireless Telecommunications 303

Pl "

I's ~

Lol [ Piot | ol | pata | seeeeeee [ Gl | Data |

(Chu) i N, %e¢— N —>

Fig. 7.75 Packet structure

p(t) R(n)

R(n) demod.

R(n) =w(n)R(n), (7.18)
where
G
w(n)= B+ (7.19)

is the minimum mean square error (MMSE) equalization weight [54], H(n) is the

nth frequency component of the estimated channel transfer function, and ( - )* and
62 denote the complex conjugate and noise power, respectively.

H(n) and o° are estimated using the received pilot p(r). The adopted channel

estimation technique is given in [55]. The block diagram of the channel estimator is
shown in Fig. 7.77. When the pilot signal p(¢) is received, after applying the FFT

Noise
‘ estimator'

FFT

o2

mmse |7
computing

P(n)( 5
Pilot . .
demod. IFFT {Windowing

(Chu)

Fig. 7.77 Block diagram of channel estimator
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operator, the pilot P(n) is demodulated to obtain an estimate of the channel transfer
function. To reduce the influence of noise, a delay-time domain windowing func-
tion is used [56]. The inverse FFT (IFFT) is applied to the channel transfer function
to obtain the channel impulse response and the outside part of the GI is replaced
with zeros. By applying another FFT, an improved estimate of the channel transfer
function H (n) is obtained. The noise power ¢° is estimated as in [57] by using the
outside part of the GI from the channel impulse response. Finally, the estimated

2

H(n) and 6 are used to compute w(n).

MBWA(SC)
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Fig. 7.78 Multimode receiver with multimode FDE

RAM: random access memory

(b) Block diagram of multimode FDE
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7.7.3.2 Multimode FDE

Next we give an overview of adaptive switching between two wireless systems
using a multimode FDE. Figure 7.78a shows an overview of the multimode
receiver with a multimode FDE. The multimode receiver has two input ports. The
two input ports receive the pilot signal which was transmitted to each receiver
through a propagation channel. First, the two pilot signals are inputted into the
propagation estimator in the multimode FDE. The propagation environments esti-
mated from the pilot signals of each wireless system are compared. In this section,
the channel transfer function in the frequency domain was used as the propagation
environment. The multimode FDE performs equalization and demodulation on the
data transmitted from the system with the superior propagation environment. The
optimal wireless system for communication is chosen by the above flow. Since the
propagation environment changes, it is necessary to periodically estimate and
compare the propagation environments using the pilot signal.

Figure 7.78b shows the block diagram of the multimode FDE. The multimode
FDE is able to receive SC and MC signals because there is a feedback path after the
data equalizer. The multimode FDE has two input ports for pilot signals and one
input port for data signals. To enable parallel signal processing for channel esti-
mation and data compensation, there are two scalable FFT blocks. The FFT block
with a reorder function is able to operate as an IFFT block. Each FFT/IFFT block
has four 64-point FFTs. The FFT/IFFT blocks are also able to operate either as two
128-point FFTs or one 256-point FFT. The weight calculator has MMSE and
zero-forcing (ZF) functions.

Figure 7.79 shows the chip layout of a multimode FDE ASIC. For the ASIC
implementation of the multimode FDE, a 180 nm complementary metal oxide

Scalable FFT (64 point x 4)
for compensation

RAM

Weight Calculation + etc.

RAM
r; rfr m!r:i [*-: i .
SRR Scalable FFT (64 point x 4)
‘!f I'!P r!!fl HF r!

ur; r:r; it n; ,1 ;a- . for channel estimation

Size: 4.7mm x 4.7mm

Fig. 7.79 Chip layout of multimode FDE ASIC
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semiconductor (CMOS) process was used. The die and core sizes of the multimode
FDE chip are 22.1 and 17.6 mm?, respectively. The implemented multimode
FDE ASIC operates 48.1 Mbit/s at 100 Msample/s with 660 mW power
consumption.

7.7.4 Evaluation of Multimode FDE ASIC

The implemented multimode FDE ASIC is equipped with channel estimation and
data equalization functions only as shown in Fig. 7.78b. In this evaluation, insuf-
ficient functions for the evaluation are substituted with a MATLAB simulator and an
FPGA chip. Figure 7.80 shows an evaluation block of the multimode FDE ASIC.
Figure 7.81 shows a photograph of the evaluation board for the multimode
FDE ASIC. The MATLAB simulator simulates a transmitter, a radio propagation
channel with additive white Gaussian noise (AWGN), and an analog-to-digital
converter (A/D). The MATLAB simulation result is stored on the FPGA chip. The
stored data are sent to the ASIC and equalized in the ASIC. The equalized data are
then stored in a personal computer (PC) to compute the bit error rate (BER).

The chip was evaluated in a wide-area cellular environment with multipath
fading. Table 7.5 shows the specifications of the measurement system. A four-path
uniform-power Rayleigh fading channel model was used. All the paths arrive
within the GL

Figure 7.82 shows the BER performance in the SC-FDE mode with the MMSE
method. In the RRC filter, the roll-off factor a is 0.2. In this case, the implemented
multimode FDE ASIC operates 12.5 Mbit/s at 100 Msample/s because of the large
FFT/IFFT size. At a BER of 1073, the degradation of Ej, /Ny from the simulation
was 1 dB. The degradation of Ej, /Ny mainly originated from the quantization error
in ASIC implementation.

ASIC: application-specific integrated circuit
FPGA: field-programmable gate array
AWGN: additive white Gaussian noise
A/D: analog-to-digital conversion

! i ASIC i FPGA i

Coﬁgﬁmg «H FDE |<§§—|RAM|<§§—| AD |

Fig. 7.80 Evaluation block of multimode FDE ASIC
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Analog out

ASIC chip on socket

Fig. 7.81 Evaluation board for multimode FDE ASIC

Table 7.5 Specifications of measurement system

Transmission scheme SC-FDE, OFDM (MC)

Equalization criteria MMSE, ZF

Modulation Quadrature phase shift keying (QPSK)
Bit number of A/D 10 bit

Frame composition Pilot 1 block + data 7 blocks

# of FFT points 256

GI length 32 symbols

Channel model Uniform 4-path quasi-static Rayleigh fading
Frame and symbol synchronicity Ideal

Automatic gain control (AGC) Ideal

Evaluation item BER

Figure 7.83 shows the BER performance in the orthogonal frequency-division
multiplexing (OFDM) mode with the ZF method. The implemented multimode
FDE ASIC operates 12.5 Mbit/s at 100 Msample/s in this case. At a BER of 1072,
the degradation of Ej, /Ny from the simulation was less than 1 dB. As a result, the
multimode FDE can be implemented on the ASIC with 1 dB performance
degradation.
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7.7.5 Conclusions and Future Works

In this section, a multimode FDE was discussed as one of the key solutions of the
Dependable Wireless System. A multimode FDE ASIC was designed and imple-
mented using a 180 nm CMOS process and the performance of the multimode
FDE ASIC was evaluated. The die and core sizes of the multimode FDE chip were
22.1 and 17.6 mm?, respectively. The implemented multimode FDE ASIC operated
48.1 Mbit/s at 100 Msample/s with 660 mW power consumption. Under a four-path
uniform-power Rayleigh fading channel condition, the multimode FDE can be
implemented on the ASIC with 1 dB performance degradation at a BER of 1073,
The proposed multimode FDE ASIC design has the potential for use in the
Dependable Wireless System.

Future works are as follows: (1) ASIC implementation by using more fine
CMOS processes to realize low power consumption, a small size, and high fre-
quency, (2) transceiver implementation with RF/analog circuits using the developed
ASIC, and (3) algorithm implementation for a wireless system selector by using the
estimated propagation.
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7.8.1 Coverage Problem of Mobile Networks

First, a coverage problem in present homogeneous mobile broadband wireless
access (MBWA) networks is discussed. To clarify the problem, coverage estimates
for an uplink 64 quadrature amplitude modulation (QAM) signal based on the
received signal level measured in a field trial [58—63] are shown under different
bandwidth conditions. We have reported on a MBWA system field trial with Fast
Low-latency Access with Seamless Handoff Orthogonal Frequency-Division
Multiplexing (FLASH-OFDM), which was carried out at Sendai city in Japan
[58-63]. The following figures are based on the field trial.

Figure 7.84 shows the estimated coverage area of an uplink 64 QAM signal with
an output power of 23 dBm when the signal bandwidth is 1.28 MHz. This figure
shows that the estimated coverage is approximately 300 m. Figure 7.85 shows the
estimated coverage area when the signal bandwidth is 5.12 MHz under the same
terminal output power as in Fig. 7.84. These figures show that the quad bandwidth
condition yields a narrower coverage area. The 64 QAM coverage area is almost
disappears when the signal bandwidth is 5.12 MHz, and 64 QAM has no coverage
area when the signal bandwidths are 10.24 and 20.48 MHz. The above results show
that high-level modulation, which yields high throughput, can only be used in the
area close to the base station (BS). The results are generalized as follows. The
maximum throughput is increased with increasing signal bandwidth; however, the
coverage area of the signal with maximum throughput is narrowed. We consider
that all homogeneous wireless data communication networks with the traditional
cellular configuration have this problem since the signal bandwidth, coverage, and
throughput are common basic parameters in the networks.

Next, we discuss a proposed heterogeneous wireless communication network
using multiple air interfaces that solves the coverage problem. Figure 7.86 shows
the simplified service areas of a conventional homogeneous MBWA network and
the proposed heterogeneous network with MBWA and wireless local area network
(WLAN) air interfaces. The high-throughput area is limited to the cell center in the
homogeneous network. In contrast, high-throughput areas away from the cell center
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Fig. 7.84 Estimated
coverage area of uplink 64
QAM signal with 1.28 MHz
bandwidth. This figure is
based on the received signal
level measured in a field trial
[58-63]. The light blue area
(received signal level of over
—80 dBm) is the estimated
coverage area

Fig. 7.85 Estimated
coverage area of uplink 64
QAM signal with 5.12 MHz
bandwidth. This figure is
based on the received signal
level measured in a field trial
[58-63]. The light blue area
(received signal level of over
—74 dBm) is the estimated
coverage area
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are provided by the WLAN air interface in the proposed network. This means that
the proposed heterogeneous network attains a wider service area with high
throughput than that in the conventional homogeneous network. The other service
areas are provided by the MBWA air interface with relatively low throughput.
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Fig. 7.86 Simplified service O Service area

areas of conventional .
homogeneous network @ High-throughput area of MBWA

(a) and proposed @ High-throughput area of WLAN

heterogeneous network (b)

Low-throughput MBWA area

(a) Conventional (b) Proposed

To provide a wireless data communication service with higher throughput and a wide
coverage area to users of the proposed network, we have proposed two schemes:
(1) a seamless system handover scheme for a heterogeneous wireless network [64,
65] and (2) a hybrid single-carrier and multicarrier technology [66—68].

7.8.2 Seamless System Handover for Heterogeneous
Wireless Network

This section describes the proposed system handover scheme in a heterogeneous
wireless network [64, 65]. Seamless handover is required between wireless net-
works with different air interfaces. An application-layer soft handover scheme,
which is an essential part of the proposed network, is described in this section.

7.8.2.1 Overview of Proposed Handover Scheme

In the proposed scheme, the mobile terminal (MT) has a wide coverage air interface
such as an MBWA and a high-throughput air interface such as a WLAN. Each air
interface has a different physical layer, data link layer, and internet protocol
(IP) layer. All handover functions are implemented in the application layer.

Figure 7.87 illustrates the proposed handover scheme. The MT has multiple
wireless communication cards. Each communication card independently establishes
wireless links with the BS and the access point (AP). The M T selects an appro-
priate air interface from the two interfaces. In the field trial, the simple selection rule
that the MT preferentially selects the WLAN was adopted. The content server
selects the transmission route requested by the MT and transmits data packets along
the route.
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Fig. 7.87 Proposed handover Content server
scheme. In the conventional =
scheme, a user of a mobile
terminal (MT) select R
connection system by manual
operation for optimal system
selection. In the proposed .
scheme, a MT evaluates
channel conditions of MBWA )
and WLAN, and chooses Wide-coverage R
connection system air interface
automatically (MBWA)

High-throughput
\ air interface

(WLAN)

g Mobile terminal (MT)

7.8.2.2 Handover Procedure

The proposed handover procedure is as follows. As an example, the handover
procedure is discussed for the case that an MT moving in the service area of a wide
coverage air interface, such as that used in an MBWA network, moves across
the service area of a high-throughput air interface such as that of a WLAN.
Figure 7.88a shows the MT outside the WLAN service area. The MT establishes a
communication link with the content server using the MBWA air interface. When
the communication link is established, the content server assigns a unique identifier
and identification number to the MT, which are used by the server to identify the
terminal. After the identification is completed, the server communicates with the
terminal using the MBWA air interface. Note that the identification number is not
the IP address. When the IP address is used as an identification number in the
presence of network address translation, the proposed handover scheme cannot be
carried out.

Figure 7.88b shows the MT immediately after it has moved into the WLAN
service area. The MT establishes a communication link with the content server
using the WLAN air interface. By receiving the identifier of the terminal through
the WLAN air interface, the content server understands that the MT using the
MBWA air interface is the same as that using the WLAN air interface. If required,
the server assigns an identifier and an identification number after confirming the
presence of one of them.

Figure 7.88c shows the MT after identification. Since the content server
understands that the terminal using the MBWA air interface is the same as that
using the WLAN air interface, the terminal can use both the communication links.
In our field trial, the terminal selects the WLAN air interface on the basis of the rule
that the MT preferentially selects the WLAN air interface.
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(a) Mobile terminal (MT) outside
WLAN service area. The MT
establishes a communication
link with the content server
using the MBWA air interface.

(b) MT immediately after moving
into WLAN service area.
The MT establishes
a communication link
with the content server
using the WLAN air interface.

(c) MT after identification.
Since the content server
understands that the terminal
using the MBWA air interface
is the same as that using the
WLAN air interface,
the terminal can use both the
communication links.

(d) MT immediately after moving
out of WLAN service area.
The terminal requests the
removal of the WLAN
identification number
via MBWA air interface after
disconnecting the WLAN link.

(e) MT after moving across
WLAN service area. The MT
communicates with the
content server using the
MBWA air interface in the
same way as shown in (a).

Fig. 7.88 The proposed handover procedure. As an example, the handover procedure is discussed
for the case that an MT moving in the service area of a wide coverage air interface, such as that
used in an MBWA network, moves across the service area of a high-throughput air interface such

as that of a WLAN
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Figure 7.88d shows the MT immediately after it has moved out of the WLAN
service area. The terminal requests the removal of the WLAN identification number
via MBWA air interface after disconnecting the WLAN link. The content server
removes the WLAN identification number when the server receives the request for
removal from the terminal or after time-out.

Figure 7.88e shows the MT after moving across the WLAN service area.
The MT communicates with the content server using the MBWA air interface in the
same way as shown in Fig. 7.88.

7.8.2.3 Implementation of Proposed Handover Scheme

To carry out the field trial, we developed application programs for the proposed
handover scheme on the content server and MTs. The developed programs use
multiple sockets to bind each air interface. Figure 7.89 shows the protocol stack of
the multiple sockets. The MT selects an air interface after selecting a socket to send
and receive packets.

7.8.2.4 Benefits of Proposed Handover Scheme
The above handover scheme using multiple sockets has the following benefits for
the proposed heterogeneous wireless network.

(1) Location management at content server:

In the proposed network, only the content server manages the terminal location
information, i.e., the service area the MT is in. The proposed network does not
require present wireless infrastructure such as an MBWA or WLAN to manage the
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location information as a new function for handover. Thus, the present wireless
infrastructure can be applied without modification to the proposed network.

(2) Any air interface applicable to proposed network:

Since the proposed handover scheme does not require the present wireless infras-
tructure to add functions for handover, any wireless interface can be applied to the
proposed network. In our field trial, the IEEE 802.11g and Fast Low-Latency
Access with Seamless Handoff (FLASH) OFDM air interfaces were used; however,
air interfaces such as IEEE 802.11a/b/g/ac/ad, mobile Worldwide Interoperability
for Microwave Access (WiMAX), 3G, Long Time Evolution (LTE), and
LTE-Advanced can also be used to construct the proposed network. If the LTE and
IEEE 802.11ac air interfaces are used, the proposed network can provide a wireless
communication service with high throughput, such as 1 Gbit/s, and a wide coverage
area, such as a cell radius of 1 or 2 km, to users, although the highest throughput is
obtained under a low-mobility condition.

(3) No upgrades of wireless infrastructures and terminals:

Since the handover functions of the proposed scheme are implemented as appli-
cation programs on the content server and MTs, only installation of the handover
programs is required to construct the proposed network. Thus, no upgrades of the
present wireless infrastructures and MTs are required to modify homogeneous
networks to the proposed heterogeneous wireless network. We consider that the
proposed network is suitable for smart phones with two air interfaces for the
following reasons: (1) application software can be installed and (2) the additional
implementation of an air interface is not required.

(4) Air interface selection while keeping packet transmission routes alive:

In the proposed handover scheme, one of the air interfaces can be selected using
multiple sockets while keeping all the packet transmission routes alive. Air interface
selection while keeping the routes alive results in a shorter outage time than that
obtained in the conventional session initiation protocol (SIP)-based application-
layer handover scheme [69] as well as in the soft handover schemes based on
Mobile IPv6 [70] and SIP [71]. Note that the former requires updates of the
infrastructure and terminals, and the latter requires additional equipment for soft
handover. In contrast, the proposed handover scheme requires only installation of
the handover application programs.

7.8.2.5 Field Trial Results

The measurements in the field trial were carried out in a building in the field trial
area. The building was in the service areas of both a MBWA with wide coverage
and a WLAN with high throughput. The MBWA service was experimentally
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Table 7.6 Handover outage  \feagyrement Outage time (ms)
times from the MBWA to the ] ]
WLAN 60

2 166

3 155

4 158

Average 159.8
Table 7.7 Handover outage  \jeasurement Outage time (ms)
times from the WLAN to the
MBWA ! >7

2 44

3 112

4 57

Average 67.5

provided in the field trial area of Sendai city in Japan [58-63]. We deployed a
WLAN access point in the building. The FLASH-OFDM MBWA network was
used as a wide coverage air interface and the IEEE 802.11g WLAN network was
used as a high-throughput air interface. The operating systems of the MT and the
content server were Linux 2.6.9 and 2.6.14, respectively. The application programs
of the proposed scheme on the server and terminal sides were written on Linux.

Table 7.6 shows the measured outage times in the handover from the MBWA to
the WLAN. The number of trials was 4. The measured values ranged from 155 to
166 ms. Table 7.7 shows the measured outage times in the handover from the
WLAN to the MBWA. The measured values ranged from 44 to 112 ms. Tables 7.6
and 7.7 show that the handover outage times from the MBWA to the WLAN and
from the WLAN to the MBWA were approximately 160 and 60 ms, respectively.
Since the same wired network accommodates the MBWA base station and the
WLAN access point, we consider that the difference in the outage time is caused by
the difference in performance between the MBWA and the WLAN such as the
round-trip time. The above results suggest that the proposed heterogeneous wireless
network is feasible since the handover outage time is less than 170 ms, which is
tolerable in commercial services such as accessing web sites, transferring files, and
streaming audio and video contents with buffering.

7.8.3 Hybrid Single-Carrier and Multicarrier Technology

7.8.3.1 Background

Robustness against multipath fading is required to realize high-speed transmission
in next-generation wide-area wireless communications. Since a wider bandwidth
yields more paths in the delay profile, the receivers of next-generation systems are



7 Connectivity in Wireless Telecommunications 317

required to demodulate signals in the presence of many paths. In this situation,
multicarrier (MC) modulation such as OFDM yields a low error rate. Therefore,
many next-generation wireless communication standards have adopted MC
technologies.

However, MC signals have a high peak-to-average power ratio (PAPR). When
the PAPR is high, the power efficiency of the transmitter power amplifier
(PA) becomes low because the PA has to operate with high back-off (margin of
power). In particular, in the uplink, a PA with high power efficiency is required
because of a limitation on the power consumption of the MT. Thus, it is difficult to
use MC signals for long-distance transmission. On the other hand, single-carrier
(SC) signals have a low PAPR and are suitable for long-distance transmission.
Therefore, SC signals are more suitable than MC signals for maintaining a wide
coverage.

Using both SC signals with a wide coverage and MC signals with a high data
rate in a hybrid network, the weaknesses of SC and MC can be overcome. Although
communication methods using both SC and MC signals have been proposed [72,
73], these papers only discussed the combination of SC and MC signals. On the
other hand, in our previous papers, a hybrid SC/MC system with reduced inter-
ference between SC and MC signals was proposed [66] and the uplink throughput
of a hybrid SC/MC system was evaluated [67].

In this section, we discuss multiantenna transmission for the hybrid SC/MC
system [68]. Space division multiplexing (SDM) is suitable for increasing the
throughput when the MT is close to the BS. However, SDM decreases the
throughput when the MT is away from the BS under the condition of constant total
output power of the MT since the output power per antenna is decreased. To
improve the throughput performance of the MT away from the BS, we propose the
adaptive selection of joint frequency domain equalization (FDE)/antenna diversity
[74] or SDM. No additional block in the receiver is required for the adaptive
selection of joint detection or SDM since the selective signal detection of joint
FDE/antenna diversity or SDM is carried out by rewriting a channel matrix, as will
be described later.

Fig. 7.90 Hybrid SC/MC
system with adaptive
multiantenna transmission for
uplink

MT: Mobile Terminal BS: Base Station
MC: Multi Carrier SC: Single Carrier
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7.8.3.2 Hybrid SC/MC System with Adaptive Multiantenna
Transmission Model

In this section, we describe the proposed hybrid SC/MC system with the optimal
selection of SDM or the joint FDE/antenna diversity, which attain high throughput
and wide coverage [68].

Figure 7.90 shows the proposed hybrid SC/MC system with adaptive multi-
antenna transmission. In this paper, the hybrid system is used for the uplink. The
hybrid system prepares transmission schemes for both SC and MC signals in an MT
and switches the transmission scheme depending on the situation. The switching
threshold was based on the received signal-to-noise ratio (SNR) in the BS. If the
received SNR was higher than the threshold, MC transmission was used, but if not,
SC transmission was used. An MT near the BS used MC transmission, and an MT
far from the BS used SC transmission. In the MC transmission, m-ary QAM was
used as the modulation method for high-speed transmission. On the other hand, in
the SC transmission, phase shift keying (PSK) was applied for a low PAPR, which
allowed the PA to use the maximum transmission power. Thus, using both SC
transmission to maintain a wide coverage and MC transmission for high-speed
transmission, we were able to communicate effectively in the uplink.

The maximum throughput can be improved by increasing the number of
antennas using SDM. However, the throughput at the cell edge is decreased because
of the decrease in the transmission power per antenna under the condition that the
total output power of the terminal is constant.

In the proposed hybrid system, multiple access is carried out in the time and
frequency domains, and multiplexing is carried out in the space domain. Fig-
ure 7.91 shows the signal arrangement of multiple access in the proposed hybrid
system. A channel was allocated for each MT with SC or MC transmission. These
channels were allocated orthogonally in the frequency domain and synchronized
within the guard interval (GI) gap as well as that of orthogonal frequency-division
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multiple access (OFDMA). Therefore, signal arrangement was carried out without
interference among the channels.

Figure 7.92 shows the modulator of the proposed system. First, the number of
antennas is selected. The number of transmitter antennas for joint FDE/antenna
diversity is one. On the other hand, SDM uses N, antennas. Before an SC signal is
inputted to a frequency-mapping block, the SC signal is converted from the time
domain to the frequency domain by a discrete Fourier transform (DFT). The
frequency-mapping block specifies an inverse fast Fourier transform (IFFT) point,
which is allocated to each MT. In the IFFT block, a time domain waveform is
generated. Afterwards, to remove interblock interference, a GI is added. In the
generation of SC and MC signals using the above structure, each signal is
orthogonal and efficient communication is possible. An MT sends a pilot signal and
data packets to the BS. In this paper, we used a Chu sequence for the pilot signal.
The BS calculates a channel quality indicator (CQI) using the received pilot signal.
The BS returns CQI information through the downlink and assigns a channel to the
MT. The controller decides the number of antennas, the transmission scheme, and
the modulation scheme for the uplink.

Figure 7.93 shows the demodulator of the proposed system. First, the GI of the
received signal is removed. Second, the time domain waveform is converted into a
frequency domain waveform by FFT processing. Then, in the frequency-demapping
block, each signal element is extracted from each subcarrier. Third, the signal
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detection part corresponds to both SDM and joint FDE/antenna diversity. We
describe the signal detection in detail in [68]. Since the MC signal records each data
symbol in a subcarrier, the symbol is demodulated in the frequency domain. On the
other hand, for an SC signal, an inverse DFT (IDFT) is used to convert it from
the frequency domain into the time domain again. As a result of the above process,
the SC and MC signals transmitted from each MT can be demodulated.

For the case of an SC, if a filter is not used, the SC signal has a steep attenuation
characteristic in the frequency domain and a high PAPR in the time domain. To
reduce the PAPR of the signal, the root-raised cosine filter is used in the SC
modulation and demodulation for spectrum shaping.

7.8.4 Conclusions and Future Works

In this section, the problems of coverage and throughput in homogeneous mobile
broadband wireless access (MBWA) networks were first discussed. We then
showed that heterogeneous wireless communication networks are a viable solution
to these problems. To provide a wireless data communication service with higher
throughput and a wide coverage area to users of the proposed network, we proposed
two schemes in this section: a seamless system handover scheme for heterogeneous
wireless networks and a hybrid single-carrier and multicarrier (SC/MC) technology.
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Future works are as follows: (1) standardization of the seamless system handover

method and (2) transceiver implementation of the hybrid SC/MC technology using
RF/analog circuits.

References

1.

10.

11.

12.

13.

14.

15.

16.

17.

M. Shafi, T. Hattori, S. Ogose (eds.), Fundamentals of multiple access techniques, in Wireless
Communications in the 21st Century (Wiley-IEEE Press, 2002)

. T. Utano, Innovations and impacts of cellular phone systems (in Japanese). IEICE J. 90(5),

350-356 (2007)

. D. Astély et al., LTE: the evolution of mobile broadband. IEEE Commun. Mag. 47(4), 44-51

(2009)

. F. Adachi, M. Sawahashi, H. Suda, Wideband DS-CDMA for next generation mobile

communications systems. IEEE Commun. Mag. 36(9), 56-69 (1998)

. H.G. Myung, J. Lim, D.J. Goodman, Single carrier FDMA for uplink wireless transmission.

IEEE Veh. Technol. Mag. 1(3), 30-38 (2006)

. S.-Y. Lien, K.-C. Chen, Y. Lin, Toward ubiquitous massive accesses in 3GPP

machine-to-machine communications. IEEE Commun. Mag. 49(4), 66-74 (2011)

. The situation of the information and communications in The Great East Japan Earthquake, in

Telecommunications white paper 2011, Ministry of Internal Affairs and Communications
(August 2011)

. F. Adachi et al., R&D project of multilayered communications network—For disaster-

resilient communications, in Proceedings of the 15th International Symposium on Wireless
Personal Multimedia Communications (Taipei, Taiwan, Sept 2012)

. T. Nakamura et al., Trends in small cell enhancements in LTE advanced. IEEE Commun.

Mag. 51(2), 98-105 (2013)

K. Tsubouchi, Strategy of IT device technology for wireless NGN, in 2007 Microwave
Workshops & Exhibition (MWE 2007) (Nov 2007 (invited, keynote, in Japanese))

K. Tsubouchi, Dependable wireless next generation network (NGN): network and device
technologies, in Global Symposium on Millimeter Waves 2009 (GSMM 2009) (April 2009
(invited, keynote))

S. Kameda, Y. Miyake, K. Komatsu, M. Iwata, N. Suematsu, T. Takagi, K. Tsubouchi, ASIC
implementation of multimode frequency domain equalizer for Dependable Air, in 27th
International Technical Conference on Circuits/Systems, Computers and Communications
(ITC-CSCC 2012) (July 2012)

K. Tsubouchi, S. Kameda, N. Suematsu, Dependable Air. IEICE Trans. Electron. J95-C(12),
460-469 (2012) (invited, in Japanese)

T. Takagi, S. Kameda, N. Suematsu, K. Tsubouchi, Dependable Air and wireless
dependability, in 6th Global Symposium on Millimeter-Waves 2013 (GSMM 2013) (April
2013 (invited))

K. Tsubouchi, Extended Dependable Air: heterogeneous wireless network for surface, space
and sea, in Asia-Pacific Microwave Conference 2014 (APMC 2014) (Nov 2014 (invited))
T.T. Ta, K. Gomyo, S. Tanifuji, S. Kameda, T. Takagi, N. Suematsu, K. Tsubouchi, A
Si-CMOS 60 GHz receiver for phased array antenna with 7-stage LNA, wideband mixer and
5-bit baseband phase shifter, in 6th Global Symposium on Millimeter-Waves 2013 (GSMM
2013) (Sendai, Japan, April 2013)

T.T. Ta, S. Tanifuji, A. Taira, S. Kameda, N. Suematsu, T. Takagi, K. Tsubouchi, A
millimeter-wave WPAN adaptive phased array control method using low-frequency part of
signal for self-directed system. IEEE Trans. Microw. Theory Tech. 63(8), 2682-2691 (2015)



322

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

K. Tsubouchi et al.

T.T. Ta, S. Tanifuji, S. Kameda, N. Suematsu, T. Takagi, K. Tsubouchi, A Si-CMOS 5-bit
baseband phase shifter using fixed gain amplifier matrix, in European Microwave Conference
2012 (EuMC 2012) (Amsterdam, Netherland, Oct 2012)

T.T. Ta, S. Tanifuji, S. Kameda, N. Suematsu, T. Takagi, K. Tsubouchi, A calibrationless
Si-CMOS 5-bit baseband phase shifter using a fixed-gain-amplifier matrix. IEICE Trans.
Electron. E96-C(10), 1322-1329 (2013)

T. Takagi, E. Nakayama, T.T. Ta, S. Kameda, N. Suematsu, K. Tsubouchi, A novel planar
type broadband CMOS on-chip balun with relative bandwidth of 158%, in 2012 Asia-Pacific
Microwave Conference (APMC 2012) (Kaohsiung, Taiwan, Dec 2012) pp. 178-180

K. Tsubouchi, M. Yokoyama, H. Nakase, A new concept of 3-dimentional multilayer-stacked
system-in-package for software-defined-radio. IEICE Trans. Electron. E84-C(12), 1730-1734
(2001)

S. Yoshida, S. Tanifuji, S. Kameda, N. Suematsu, T. Takagi, K. Tsubouchi, Copper balls
interconnection technology for 60 GHz band 3-D system-in-package modules, in 2070
Asia-Pacific Microwave Conference (APMC 2010) (Yokohama, Japan, Dec 2010)

S. Yoshida, S. Tanifuji, S. Kameda, N. Suematsu, T. Takagi, K. Tsubouchi, 60-GHz band
copper ball vertical interconnection for MMW 3-D system-in-package front-end modules.
IEICE Trans. Electron. E95-C(7), 1276-1284 (2012)

S. Yoshida, S. Kameda, T. Takagi, K. Tsubouchi, Radiation characteristics of a planar
monopole antenna integrated with a 60 GHz band WPAN module using organic substrates, in
4th European Conference on Antennas and Propagation (EuCAP 2010), C33PI1-5
(Barcelona, Spain, April 2010)

N. Suematsu, S. Yoshida, S. Tanifuji, S. Kameda, T. Takagi, K. Tsubouchi, A 60 GHz-band
3-dimensional system-in-package transmitter module with integrated antenna. IEICE Trans.
Electron. E95-C(7), 1141-1146 (2012) (invited)

S. Yoshida, Y. Suzuki, T.T. Ta, S. Kameda, N. Suematsu, T. Takagi, K. Tsubouchi, A
60-GHz band planar dipole array antenna using 3-D SiP structure in small wireless terminals
for beamforming applications. IEEE Trans. Antennas Prop. 61(7), 3502-3510 (2013)

N. Suematsu, Y. Suzuki, S. Yoshida, S. Tanifuji, S. Kameda, T. Takagi, K. Tsubouchi, A
60-GHz-band 2 x 4 planar dipole array antenna module fabricated by 3-D SiP technology, in
10P Conference Series: Materials Science and Engineering, Vol. 61 (2014) 012036 (2014
(invited))

S. Tanimori, K. Katayama, M. Motoyoshi, K. Takano, M. Fujishima, 80 GHz 12.2 mW
p-MOS cross-coupled CMOS LC oscillator, in 2012 International Meeting for Future of
Electron Devices, Kansai (IMFEDK) (May 2012) pp. 1-2

M. Motoyoshi, R. Fujimoto, K. Takano, M. Fujishima, 140 GHz CMOS amplifier with group
delay variation of 10.2 ps and 0.1 dB bandwidth of 12 GHz. IEICE Electron. Express 8(4),
1192-1197 (2011)

A. Orii, K. Katayama, M. Motoyoshi, K. Takano, M. Fujishima, 118 GHz CMOS amplifier
with group delay variation of 11.2 ps and 3 dB bandwidth of 20.4 GHz, in 2012 International
Meeting for Future of Electron Devices, Kansai (IMFEDK) (May 2012) pp. 1-2

A. Matsuzawa, High speed and low power ADC design with dynamic analog circuits, in /EEE
ASICON 2009 (Changsha, China, 20-23 Oct 2009)

Y. Miyake, K. Komatsu, H. Oguma, N. Izuka, S. Kameda, M. Iwata, N. Suematsu, T. Takagi,
K. Tsubouchi, ASIC implementation of multimode frequency domain equalizer for
heterogeneous wireless system, in 2013 IEEE 24th International Symposium on Personal
Indoor and Mobile Radio Communications (PIMRC 2013) (2013)

R. Inagaki, T. Tanaka, M. Tsuru, E. Taniguchi, H. Fukumoto, S. Kameda, N. Suematsu, A.
Taira, T. Takagi, K. Tsubouchi, A 5 GHz/60 GHz receiver front-end IC in 90 nm CMOS
technology, in EuMW 2014 (Italia, 6-10 Oct 2014)

Y. Natsukari, M. Fujishima, 36 mW 63 GHz CMOS differential low-noise amplifier with
14 GHz bandwidth, in 2009 Symposium on VLSI Circuits Design of Technical Papers, 24—4
(2009), pp. 252-253



7 Connectivity in Wireless Telecommunications 323

35.

36.

37.

38.

39.

40.

41.
42.

43.
44,
45.
46.

47.

438.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

S. Pellerano, Y. Palaskas, K. Soumyanath, A 64 GHz LNA with 15.5 dB Gain and 6.5 dB NF
in 90 nm CMOS. IEEE J. Solid-State Circuits 43(7), 1542—1552 (2008)

B. Heydari, P. Reynaert, E. Adabi, M. Bohsali, B. Afshar, M.A. Arbabian, A.M. Niknejad, A
60-GHz 90-nm CMOS cascode amplifier with interstage matching, in /JEEE EuMIC, (2007),
pp- 88-91

B. Razavi, A mm-wave CMOS heterodyne receiver with on-chip LO and divider. in /IEEE
Journal of Solid-State Circuits Conference (ISSCC 2007) (2007)

M. Tsuru, T. Tanaka, R. Inagaki, E. Taniguchi, M. Nakayama, S. Kameda, N. Suematsu,
T. Takagi, K. Tsubouchi, Flip-chip assembly 60 GHz CMOS receiver front-end, in IMWS
2012 (China, 18-20 Sept 2012)

E. Taniguchi et al., A 60 GHz-band CMOS transistor-pair type even-harmonic mixer utilizing
M4 transmission line. IEICE Technical Report. (Japanese Edition), Microwaves 109(342),
53-57 (2009)

R.G. Meyer, W.D. Mack, A DC to 1-GHz differential monolithic variable-gain amplifier.
IEEE J. Solid-State Circuits 26(11), 1673-1680 (1991)

B. Murmann, Digitally assisted analog circuits. IEEE Micro 26(2), 38—47 (2006)

A. Matsuzawa, Digitally-Assisted Analog and RF CMOS Circuit Design for Software-Defined
Radio (Springer, 2011)

F. Ohnheuser, Analog-Digital Converters for Industrial Applications Including as Introduc-
tion to Digital-Analog Converters (Springer, 2015)

S. Lee, H. Kawaraguchi, T. Hirato, M. Miyahara, A. Matsuzawa, A 12 b 50/70 MS/s 2.2/4.6
mW 0.03 mm? CMOS SAR ADC for a frequency, performance, and power scalable ADC, in
SSDM (Sept 2013)

M. Miyahara, Y. Asada, D. Paik, A. Matsuzawa, A-SSCC (Nov 2008) pp. 269-272

W. Liu, P. Huang, Y. Chiu, ISSCC, Feb 2010, pp. 380-381

T. Morie, T. Miki, K. Matsukawa, Y. Bando, T. Okumoto, K. Obata, S. Sakiyama, S. Dosho,
ISSCC (Feb 2013) pp. 272-273

D. Falconer, S.L. Ariyavisitakul, A. Benyamin-Seeyar, B. Edison, Frequency-domain
equalization for single-carrier broadband wireless systems. IEEE Commun. Mag. 40, 58-66
(2002)

F. Adachi, G. Garg, S. Takaoka, K. Takeda, Broadband CDMA techniques, special issue on
modulation, coding and signal processing. IEEE Wireless Commun. Mag. 12(2), 8-18 (2005)
V. Gheorghiu, S. Kameda, T. Takagi, K. Tsubouchi, F. Adachi, Implementation of single
carrier packet transmission with frequency domain equalization, in /[EEE VTC 2008-Fall (Sept
2008)

V. Gheorghiu, S. Kameda, T. Takagi, K. Tsubouchi, F. Adachi, Implementation of frequency
domain equalizer for single carrier transmission, in WiCOM 2008 (Oct 2008)

K. Komatsu et al., ASIC implementation of frequency domain equalizer for single carrier
transmission, in The XXX General Assembly and Scientific Symposium of the International
Union of Radio Science (URSI-GASS 2011) (Aug 2011)

D.C. Chu, Polyphase codes with good period correlation properties. IEEE Trans. Inf. Theory
18, 531-532 (1972)

S. Hara, R. Prasad, Multicarrier Techniques for 4G Mobile Communications (Artech House,
2003)

H. Gacanin et al., Pilot-assisted channel estimation for OFDM/TDM with frequency-domain
equalization, in IEEE 62nd Vehicular Technology Conference (VIC 2005-Fall) (Sept 2005)
S. Coleri et al., Channel estimation techniques based on pilot arrangement in OFDM systems.
IEEE Trans. Broad. 48(3), 362-370 (2002)

K. Takeda, F. Adachi, SNR estimation for pilot-assisted frequency-domain MMSE channel
estimation, in 2005 IEEE Vehicular Technology Society Asia Pacific Wireless Communication
Symposium (APWCS 2005) (Aug 2005)

H. Oguma, S. Kameda, N. Izuka, Y. Asano, Y. Yamazaki, T. Takagi, K. Tsubouchi,
Measured downlink throughput performance of MBWA system in urban area, in /[EEE
International Symposium on Wireless Communication Systems (ISWCS 2008) (2008)



324

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

K. Tsubouchi et al.

N. Izuka, Y. Asano, Y. Yamazaki, H. Oguma, S. Kameda, T. Takagi, K. Tsubouchi, First-ever
report on MBWA system field trial: interference issue in sectored cell layout, in /EEE
Vehicular Technology Conference (VIC 2008-Fall) (2008)

S. Kameda, H. Oguma, N. Izuka, Y. Asano, Y. Yamazaki, T. Takagi, K. Tsubouchi,
Feasibility study of downlink transmission with 256 QAM based on results of MBWA system
field trial, in European Wireless (EW 2009) (2009)

H. Oguma, S. Kameda, N. Izuka, Y. Asano, Y. Yamazaki, T. Takagi, K. Tsubouchi, Uplink
throughput performance of FH-OFDMA improved by 16 QAM: effect estimation and
validation in MBWA system field trial, in IEEE Personal, Indoor and Mobile Radio
Communications Symposium (PIMRC 2009) (2009)

H. Oguma, S. Kameda, N. Izuka, Y. Asano, Y. Yamazaki, T. Takagi, K. Tsubouchi, Coverage
estimation of uplink 16 QAM signal up to 20 MHz bandwidth based on field trial results of
FH-OFDMA system, in I[EEE Wireless Communications and Networking Conference (WCNC
2010) (2010)

S. Kameda, H. Oguma, N. Izuka, Y. Asano, Y. Yamazaki, N. Suematsu, T. Takagi,
K. Tsubouchi, Measured downlink throughput performance of MBWA system in urban area.
IEICE Trans. Commun. E96-B(1), 329-334 (2013)

S. Kameda, H. Oguma, N. Izuka, F. Yamagata, Y. Asano, Y. Yamazaki, S. Tanifuji,
N. Suematsu, T. Takagi, K. Tsubouchi, Proposal of heterogeneous wireless communication
network with soft handover in application layer: Feasibility study based on field trial results,
in 6th International ICST Conference on Cognitive Radio Oriented Wireless Networks and
Communications (CrownCom 2011) (June 2011)

S. Kameda, H. Oguma, N. Izuka, F. Yamagata, Y. Asano, Y. Yamazaki, S. Tanifuji,
N. Suematsu, T. Takagi, K. Tsubouchi, Proposal of heterogeneous wireless network with
handover in application layer: feasibility study based on field trial results. IEICE Trans.
Commun. E95-B(4), 1152-1160 (2012)

I. Kashiwamura, S. Tomita, K. Komatsu, N. Tran, H. Oguma, N. Izuka, S. Kameda,
T. Takagi, K. Tsubouchi, Investigation on single-carrier and multi-carrier hybrid system for
uplink, in /[EEE 20th Personal, Indoor and Mobile Radio Communication (PIMRC 2009)
(Tokyo, Japan, Sept 2009)

S. Tomita, Y. Miyake, I. Kashiwamura, K. Komatsu, N. Tran, H. Oguma, N. Izuka,
S. Kameda, T. Takagi, K. Tsubouchi, Hybrid single-carrier and multi-carrier system:
improving uplink throughput with optimally switching modulation, in /IEEE 21th Personal,
Indoor and Mobile Radio Communincation (PIMRC 2010) (Istanbul, Turkey, Sept 2010)
Y. Miyake, K. Kobayashi, K. Komatsu, S. Tanifuji, H. Oguma, N. Izuka, S. Kameda,
N. Suematsu, T. Takagi, K. Tsubouchi, Hybrid single-carrier and multi-carrier system:
widening uplink coverage with optimally selecting SDM or joint FDE/antenna diversity, in
The 14th International Symposium on Wireless Personal Multimedia Communications
(WPMC 2011) (France, Oct 2011)

H. Schulzrinne, E. Wedlund, Application-layer mobility using SIP. ACM SIGMOBILE
Mobile Comput. Commun. Rev. 4(3), 47-57 (2000)

H. Rutagemwa, S. Pack, X. Shen, J.W. Mark, Cross-layer design and analysis of wireless
profiled TCP for vertical handover, in [EEE International Conference on Communications
(ICC 2007) (2007)

S. Salsano, L. Veltri, G. Martiniello, A. Polidoro, Seamless vertical handover of VoIP calls
based on SIP session border controllers, in IEEE International Conference on Communica-
tions (ICC 2006) (2006)

M. Tanno, Y. Kishiyama, H. Taoka, N. Miki, K. Higuchi, A. Morimoto, M. Sawahashi,
Layered OFDMA radio access for IMT-advanced, in IEEE 68th Vehicular Technology
Conference (VIC 2008) (Calgary, Canada, Sept 2008)

K. Ban, Transmitting, receiving device, and wireless communication system, Japanese Patent
Application 2008-42492 (Feb 2008) (in Japanese)

F. Adachi, H. Tomeba, K. Takeda Frequency-domain equalization for broadband
single-carrier multiple access. IEICE Trans. Commun. E92-B(5), 1441-1456 (2009)



Chapter 8 )
Connectivity in Electronic Packaging e

Hiroki Ishikuro, Tadahiro Kuroda, Atsutake Kosuge,
Mitsumasa Koyanagi, Kang Wook Lee, Hiroyuki Hashimoto
and Makoto Motoyoshi

Abstract This chapter deals with the issue of packaging and interconnects in
electronic systems. An electronic system in general consists of multiple subsystem
modules in certain form of packages and electrical interconnects between them.
A module, in turn, consists of multiple VLSI chips and interconnects. Interconnects
often become bottleneck of the performance of electronic systems because the
performance gap between the bus bandwidth and processor core speed has
increased as the process technology scales. Development in the performance of
systems has thus been accompanied by the development of interconnects as well as
VLSI chips. Exactly like what happened in the VLSI, the technology of packaging
and interconnects has developed tremendously in terms of bandwidths, power
dissipation, form factors (physical dimensions), and so forth. In fact, it has always
been one of the central issues in the design of systems, involved sophisticated
engineering, and required attention from the perspective of dependability. Sec-
tion 8.1 gives an overview of the requirements for packaging and interconnects and
highlights wireless technology for packaging as an emerging technology for
packaging or integrating complex systems. Section 8.2 introduces wireless inter-
connect and compares it with conventional wired interconnect in a few practical
examples. Section 8.3 describes the through-silicon via (TSV) in three-dimensional
(3D) integration of silicon VLSI from the perspective of performance and
dependability and introduces the concept of redundant vias.
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8.1 Requirements for Dependable Electronic Packaging

Tadahiro Kuroda, Keio University
Atsutake Kosuge, Keio University

8.1.1 Historical Perspective

The integrated circuit was invented in response to the “tyranny of numbers” in
device interconnection. In 1946, the ENIAC general-purpose electronic computer
developed in the United States was constructed of 100,000 components with five
million hand-soldered connections. The number of connections increases geomet-
rically with system scale. At that time, Texas Instruments had been studying a
micromodule scheme in which devices were mounted at high density on a circuit
board, but Jack Kirby came up with a revolutionary idea that went far beyond that.
Kirby’s idea was “monolithic integration”, where all of the devices would be
integrated on a single semiconductor substrate. Since then, the integration scale of
integrated circuits has grown exponentially. Today, billions of transistors can be
integrated along with kilometers of wiring that has hundreds of billions of con-
nections, all on one small chip. We have reached the point where a large-scale
system can be integrated on a single chip, which is known as System-on-Chip
(SoC) technology.

However, integrated circuit miniaturization is approaching a limit. On one hand,
the amount of data being handled is increasing as we enter the Internet of Things
(IoT) era, and an even higher level of computing performance is required for big
data analysis. Now that we can no longer rely simply on higher levels of integration
on a single chip, we need a revolutionary solution such as connections between
chips within a package and connections between boards outside of packages.

Connectors have been widely used to interconnect the modules that make up a
system. To give just a few examples, they have been used to interconnect a
smartphone’s display and motherboard or a computer’s processor and external
memory, or to make a connection to an automobile’s electronic control unit (ECU).
Connectors were originally considered to be a highly dependable product as
reflected by their extensive use in the aircraft industry. However, a drop in
dependability has become evident with the trend toward inexpensive, small and
light, and high-frequency-band connectors creating a serious problem for designers
as described below in more detail. This section begins by outlining interconnect
requirements. It then analyzes the problems with conventional mechanical
(crimp-type) connectors and introduces electronic noncontact connectors that are
expected to solve those problems. The key to dependability is now an innovative
shift from mechanical connections to electronic connections. Specific applications
and their related problems and solutions are presented in Chap. 21.
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8.1.2 Interconnect Requirements

Interconnect requirements can be broadly divided into (1) high reliability and
durability, (2) compact/low-profile and advanced design, and (3) high-speed and
multi-electrode/high-density configuration.

8.1.2.1 High Reliability and Durability

Equipment and devices used in automobiles, trains, aircraft, and spacecraft must be
highly reliable and durable. This requirement can be broken down into the fol-
lowing four points.

(1) Vibration/shock resistant: Connectors for automobiles, aircraft, spacecraft,
etc. can be subjected to large vibrations while they are moving or flying or at
takeoff or launch. Even a momentary disconnection of an electrode (instanta-
neous interruption) can lead to a serious incident. A robust protection mecha-
nism is needed to prevent such instantaneous interruptions even when large
external forces or accelerations are applied to connectors.

(2) Resistant and durable in relation to temperature and humidity: The engine
compartment of an automobile is subjected to high temperatures and high
humidity. A spacecraft, meanwhile, is subjected to a wide range of tempera-
tures when launched from ground level into the atmosphere and outer space.
Connectors must also be highly durable and resistant to such severity and
drastic changes in environment.

(3) Good insulation: Voltages in automobiles may reach 200 V and higher in
addition to 5, 12, and 40 V levels. There are many cases, however, in which the
modules in an automobile are not grounded in common, so good insulation is
required between them.

(4) Insertion/extraction durability: The frequent insertion and extraction of cable
plugs into and from connectors used for charging as in mobile devices can
cause extreme wear in the metallic terminals of those connectors. Connectors
such as these must be highly robust against repeated plug insertion and
extraction.

8.1.2.2 Compact/Low-Profile and Advanced Design/Operability

Printed circuit boards in mobile devices need to be made as small as possible to
provide space to accommodate larger batteries and extended operation time.
Advanced designs and improvements in operability are required here.

(1) Compact/low profile: Connectors can take up the largest volume among
mounted components. Smaller connectors mean smaller circuit boards.
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(2) Advanced design and improved operability: Mobile devices often include
sliding or folding modules to achieve compact housing. Such a degree of
freedom can be obtained by combining connectors with flexible cables.
However, the mechanical stress at the point of connection is an issue, and it is
difficult to achieve high-speed communications with such a configuration.
There is therefore a need for a means of connection that can accommodate
movable modules while preventing increases in mechanical stress or drops in
communication speed.

8.1.2.3 High-Speed and Multi-electrode/High-Density Configuration

There is a strong requirement for high-speed, multi-electrode, and high-density data
communications between computers and servers

(1) High speed: Backplane connections on a server must be capable of high-speed
data communications and hot swapping. Recent specifications for servers call
for data communication speeds on the terabyte-per-second order. There is also a
strong requirement for uninterrupted operation in server applications. Shutting
down the system every time a module needs to be replaced reduces the system’s
availability factor. Hot swapping enables modules to be replaced without
interrupting system operation.

(2) Multi-electrode/high density: Signal wiring in CPUs, FPGAs, and other
integrated components can consist of several hundred wires. However,
arranging a large number of small pins in a high-density configuration makes
the component susceptible to mechanical stress and damage. Degradation in
signal quality caused by signal leaking between signal wires can also be a
problem here. There is therefore a need for a connection system that can
practically eliminate mechanical stress and signal leaking.

8.1.3 Problems with Conventional Mechanical Connectors

Conventional connectors employ a mechanical system in which spring action is
used to hold electrodes in place (Fig. 8.1). This and the fact that electrodes are
exposed create problems in reliability.

8.1.3.1 Low Reliability and Durability

The structure of conventional connectors is such that exposed electrodes mate with
each other to conduct electricity. This makes it easy for electrodes to break down
and for reliability to suffer.
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Vibration/shock resistance: Vibrations can cause two mating electrodes to
separate thereby causing an instantaneous interruption that prevents the passage
of signals or provision of power. The end result is a loss of information or
function. A solid protection mechanism is therefore needed to keep two mating
electrodes firmly in place so that no instantaneous interruptions occur, but this
can lead to large and heavy connectors.

Environmental durability: Due to the fact that electrodes are exposed,
high-temperature and high-humidity conditions and the effects of chemicals in
the environment can cause them to corrode. In addition, the presence of dirt or
dust between electrodes can increase contact resistance and degrade
high-frequency characteristics.

Insertion/extraction durability: Given a structure in which exposed electrodes
come into physical contact with each other, mating electrodes will be subject to
frictional wear every time an insertion or extraction occurs making it easy for
connectors to break down.

8.1.3.2 Large Size, High Profile

Connectors incorporate a housing element to protect the signal electrodes and
facilitate the mechanical mating of electrodes (Fig. 8.1). Although progress is being
made in the small-scale integration of electronic components, it is difficult to do so
for connectors. Downsizing electrodes increases the difficulty of ensuring stable
contacts thereby limiting the extent of miniaturization.
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8.1.3.3 Low Speed, Low Density

In conventional connectors, impedance matching is difficult at the point of
mechanical contact, and signal leaking in narrow-pitch and many-pin configurations
is a problem.

(1) Deterioration in signal quality: In the connector section of a circuit board,
arranging the GND plane (return path) nearby is troublesome because of
geometrical constraints, and this makes impedance matching difficult. This, in
turn, causes signal reflections to occur, which limits the bandwidth in data
communications. In addition, adopting a coaxial configuration to achieve good
impedance matching will increase the physical volume of the connector.

(2) Signal leaking: Signal electrodes can be arranged in a narrow pitch to support
the many-signal wiring formats of integrated components like CPUs and
FPGAs, but doing so generates crosstalk between electrodes. To prevent such
crosstalk, a GND pin could be inserted between electrodes, but such a scheme
would require twice as many connector pins as the number of signals.

8.1.4 Wireless Interconnect

Wireless interconnect technology has been investigated as one method for
improving the dependability of interconnections. Typical examples of applying this
technology are introduced below.

8.1.4.1 Overview

As the name implies, wireless interconnect technology enables signals and electric
power to be transmitted between modules via wireless means. Specifically, it
enables signals and electric power to be transmitted over a short distance of several
mm via antennas or couplers. The advantage of a wireless interconnection is that it
involves no mechanical mating or exposed electrode, meaning high resistance to
mechanical wear and environmental fluctuations. In addition, a wireless intercon-
nection is inherently contactless, so it is difficult for data communications to be
affected by vibrations. It also means no instantaneous interruptions, which negates
the need for a vibration-resistant mechanism, and since there is also no need for
housing, a compact, low-profile, and lightweight configuration can be achieved
opening the way to advanced designs and improved operability. Impedance
matching can also be achieved with a wireless interconnection thereby enabling
wider bandwidths and faster data communications.
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8.1.4.2 Wireless Interconnect Systems

Wireless interconnections can be achieved by using radio frequency (RF)/mil-
limeter waves, coil/capacitor lumped-constant coupling, or -electromagnetic
distributed-constant coupling. The main features of each of these systems are
described below.

(D

2

RF/millimeter waves: Inter-module communication technology for achieving
interconnections at a distance of several cm by RF/millimeter waves is being
researched and developed (Fig. 8.2) [1-4]. The use of millimeter waves makes
it possible to obtain wideband characteristics and achieve high-speed com-
munications. This technology, however, has a problem in energy consumption.
While the energy consumption of ordinary wired transceivers is less than 10
pl/b, that of a transceiver using RF/millimeter waves is about 100 pJ/b or ten
times greater.

Inductive/capacitive coupling: Systems using magnetic-field (inductive) or
electric-field (capacitive) near-field coupling are being researched (Fig. 8.3).
Inductive coupling uses coils [5—7] while capacitive coupling uses capacitors
[8]. In near-field communications, signal power attenuation is proportional to
the cube of the distance.

As a result, signal leaking is minimal. Near-field coupling can also obtain a
wider bandwidth compared to what is possible with antennas. Complicated
modulation/demodulation is unnecessary, and transmission and reception can
be achieved through digital circuits. This means that a level of energy con-
sumption less than by using RF/millimeter waves. On the other hand, signal
reflection can occur since matched termination cannot be performed. The data
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Fig. 8.2 Wireless interconnection by millimeter wave technology



332 H. Ishikuro et al.
Magnetic field Electric field
) ) A_E
chip chip
Module 2 Module 2 _\_(3
Coi i P
Capacitor __ : X
10 10 :
chip chip _\_E
Module 1 Module 1
vy
(a) Inductive coupling (b) Capacitive coupling
Fig. 8.3 Wireless interconnection by inductive/capacitive coupling

3

Fig.

rate is consequently limited to values no greater than 5 Gb/s and it is necessary
to position the I/O chips near the coupler.

Transmission line coupler (TLC): This technology is being researched as a
means of achieving electromagnetic coupling in stacked transmission lines
(Fig. 8.4) [9-12]. A TLC is advantageous because it can connect and branch
signals without altering the characteristic impedances of the transmission lines.
It can greatly improve the quality of communications. Transmission speeds of
12 Gb/s at a distance of 1 mm have been reported [9]. Here, however, signal
energy drops as a result of electromagnetic coupling and DC signal components
are lost, so amplification and restoration of those components are necessary at
the receiver. Methods for achieving impedance matching and for achieving
high-speed, low-energy communications are being researched (see Chap. 23).

Transmission line coupler (TLC)

8.4 Wireless interconnection by transmission line coupler (TLC)
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8.1.4.3 Wireless Power Delivery

Power can be delivered wirelessly using magnetic coupling (see Chap. 24). This
makes it unnecessary to equip a module with a power supply while also enabling
connections to small modules. An electromagnetic induction system and electro-
magnetic resonance system for wireless power delivery are being researched. If the
target of power delivery is an integrated circuit as opposed to a battery, the power
supply current can change quickly and considerably due to load fluctuations, so
high-speed power-delivery control is needed. Modulation control for suppressing
unwanted radiation is being researched [13-15].

8.1.4.4 Problems and Countermeasures When Applying Wireless
Interconnect Technology to Actual Systems

A major issue in wireless interconnect technology is the need for electromagnetic
compatibility (EMC) measures. Effects and countermeasures for each of the items
below are summarized.

(1) Noise resistance: Compared with conventional connectors, wireless intercon-
nections can be easily affected by noise since received-signal power is low.
Coding systems, the frequency band used, modulation/demodulation systems,
and error detection and correction systems are being researched to improve
noise resistance in wireless interconnections [12].

(2) Unwanted radiation, intra-system EMC problem: Couplers and antennas
emit radio waves. This simple fact naturally raises concerns about Radio law
compliance, interference with other wireless systems in the same cabinet or on
the same chip, and mutual interference between wireless power-delivery and
data communication systems. Research is being performed on means of
reducing noise emissions through the use of industrial, scientific, and medical
(ISM) radio bands, modulation control and coding techniques, etc. [12, 13].

8.1.5 Conclusion

The research and practical use of wireless interconnects have begun with the aim of
improving the dependability of inter-module connections. Interest is growing, in
particular, in noncontact connectors using near-field coupling.
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8.2 Wireless Interconnect for Dependable Electronic
Packaging

Hiroki Ishikuro, Keio University
Tadahiro Kuroda, Keio University

8.2.1 Demand of Wireless Interconnect for Electronic
Packaging

The engineering of putting memory, processor, and other components together by
mounting them on boards and connecting them each other to form a system is called
packaging and has often been a challenge requiring a comprehensive and balanced
approach covering systems performance, power dissipation, geometrical sizes,
maintainability, costs, and so forth.

Required bus bandwidth between LSI chips such as processor and memory
becomes wider and wider in recent electronic systems. In the conventional
system-on-a-board, the performance of the processor core has been improved by
70% per year. However, the improvement of I/O bandwidth has stayed at 28% per
year [16]. As a result, the performance gap between the bus bandwidth and pro-
cessor core speed has increased as the technology is scaled.

Conventional wired interface suffers from the effect of parasitic inductance of
bond wire and parasitic capacitance of ESD protection devices, resulting in limited
bandwidth and increased power consumption. Wired connector for connection
between modules also limits the bus bandwidth because it causes signal reflection
by impedance mismatch and degrades signal quality. The other disadvantage of
wired interface is high fabrication and assembly cost.

If wireless interconnect can be utilized for the interface or connector, various
kinds of merits are obtained. Since the parasitic components can be reduced, the
bandwidth can be increased, and in some cases, power consumption can be
reduced. Assembly cost can also be decreased and flexibility of system configu-
ration is improved because the package or module can easily be attached and
detached. Dependable issue can be relaxed because mechanical metal contacts are
eliminated. Wireless interconnect also brings waterproof and dust-resistant property
to electronic systems.

8.2.2 Applications of Dependable Wireless Interconnect

There are many applications which can utilize the merits of wireless interconnect.
Figure 8.5 shows some examples of such applications.
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3D system integration such as memory stacking [17], processor to memory link
[18], and processor stacking [19] will enable high-performance, small size systems.
Wireless interposer [20] will bring about flexibility to the chip assembling.
Through-silicon-via (TSV) [21, 22] or through-package-via (TPV) is being inten-
sively studied for wired interconnect in 3D system integration. However, the fab-
rication cost is high and yield of the assembly would be decreased by the contact
failure, which increase the total module cost. If wireless interconnect can be used
for 3D system integration, the fabrication and assembly cost can be dramatically
decreased. Furthermore, it will allow system configurations to be more versatile and
flexible and help reduce the turnaround time for system development.

Noncontact connector is another interesting wireless application. As described
previously, the conventional connector has mechanical contacts. There is impe-
dance mismatch at the contact which becomes the cause of signal reflection and
limits the bandwidth by inter-symbol interference [23], which is eliminated in
wireless connectors. The other problem of the conventional connector is that the
form factor of a connector is determined by the contracting mechanism. Even a
smallest connector is about 1 mm high to keep enough pressure at the contact
surface. The wireless technique used for noncontact connector can be applied for
noncontact bus probing in software debugging [24] as well.

Three types of couplers can be used for wireless proximity interconnect. The first
one is an inductive coupling [25, 26] which uses small size inductors as a coupler.
The second one uses capacitive coupling [27] between two metal plates. The third
one is electromagnetic near-field coupling between transmission lines [9].
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Since the magnetic field can penetrate into the silicon chip, inductive coupling
technique can be used for face-up chip stacking and suited for scalable 3D inte-
gration. Inductive coupling can be used for noncontact connector as well. Capac-
itive coupling uses simple metal plates and can be easily patterned onto the silicon
or PCB. However, electric field is easily shielded by silicon wafer, and therefore,
capacitive coupling can only be used for face-to-face connections. Both inductive
and capacitive couplings use lumped components (inductors or capacitors); their
self-resonant frequency determines the bandwidth of the channel. Especially, if they
are used for noncontact connector, the components will roughly be a millimeter in
size for a practical coupling strength. The self-resonant frequency would therefore
fall in several GHz, limiting the maximum data rate within around several Gb/s. On
the other hand, if transmission lines with characteristic impedance matched with the
impedance of feeding line are used for noncontact coupler, bandwidths wider than
10 GHz can be attained with millimeter dimensions, as described below in more
detail.

8.2.3 Design of Wireless Interconnect Interfaces

8.2.3.1 Coupler Design

Figure 8.6 shows the conceptual view of the wireless interconnects which use
lumped elements (inductive coupling) (a) and transmission lines (b). As previously
mentioned, for the inductor sized about a millimeter, the resonance at several GHz
limits the bandwidth of coupling. On the other hand, the frequency response of the
transmission line coupler (TLC) is flat in a wide frequency range up to 10 GHz and
higher (Fig. 8.7¢).

For the same transmission distance, the size of the inductor is smaller than the
TLC. As a result, inductors can be arranged in dense array as shown in Fig. 8.6.
Figure 8.7 shows the relation between the inductor size and self-resonant fre-
quency. The characteristics of an inductor patterned on flexible printed circuit
(FPC) board and fabricated on silicon chip are shown. Since the parasitic capaci-
tance between the inductor and silicon substrate is larger than between the inductor
and FPC, the self-resonant frequency of on-chip inductor is lower than that of
inductor on FPC board. If the required data rate is 1 Gbps, the width of the pulse
signal used for communication should be shorter than 1 ns. The spectrum of the 1
ns band-limited pulse signal ranges from DC to 1 GHz. To prevent a ringing in the
received signal, the self-resonant frequency should be several times higher than the
spectrum of the pulse. Therefore, the size of the FPC inductor and on-chip inductor
should be smaller than 1 mm and 0.6 mm, respectively. The size determines the
communication distance between the inductors. There is thus a tradeoff between the
data rate and communication distance.

Figure 8.8 shows simulated characteristics of TLC. The transmission lines of
transmitter and receiver both have a differential structure. The frequency response
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Fig. 8.8 Transmission line coupler and dependence of frequency response on design parameters

of the coupler is determined by three major design parameters. The length (L) of the
coupler determines the bandwidth of the coupler. The width (W) and spacing (S) of
the transmission lines determine the characteristic impedance and misalignment
tolerance.

As shown in Fig. 8.8, if the coupler length is 6 mm, the bandwidth of the
coupler is around 10 GHz, which is much wider than in the inductive coupling link.
Even for an offset between the transmitter side and receiver side of 500 pm, the
coupling coefficient (S,;) decreases only by 1.7 dB. Even when the distance
between the coupler is changed, the coupling bandwidth of the coupler remains
unchanged. These results demonstrate that the TLC has enough tolerance against
misalignment and distance variation, and can be used for wireless interconnect.

8.2.3.2 Transceiver Circuit Design

Implementation of the transceiver circuit for wireless interconnect is simple. Unlike
transceivers used in wireless telecommunications, the transceiver for wireless
interconnect does not involve either carrier or intermediate frequencies so that local
oscillator can be eliminated, which makes it possible to use a simple circuit with
low power operation.

There are two signaling schemes (Fig. 8.9). One is for synchronous detection
and the other is for asynchronous detection. In both schemes, the receiver receives
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Fig. 8.9 Signaling for high-speed wireless interconnect

pulse signal because the coupler cannot transfer low-frequency component of the
transmitted signal.

In the synchronous scheme, the current pulses are generated by a transmitter
circuit and fed into the coupler. The polarity of the pulse is determined by the
transmitting binary data. That is, a positive pulse is generated if the transmitting
data is “1” and a negative pulse is generated if the data is “0”. On the receiver side,
the pulse polarity is detected by a comparator at the timing of RX clock edge which
is synchronized with the transmitter clock by a clock recovery circuit. Since both
the transmitter and receiver (clocked comparator) consume power only at the rising
edge of the clock, the transceiver operates at low power with a high noise immu-
nity. However, precise timing control is required to decide the polarity of the
received short pulses.

In the asynchronous scheme, a current signal whose waveform is same as the
transmitting NRZ data is fed into the transmitter coil, inducing pulses on the
receiver side at the transition points of the transmitted data. The original NRZ data
can be recovered by using a hysteresis comparator. Since the data can be recovered
asynchronously, the precise clock timing control for data recovery is not required.
On the other hand, the receiver circuit is always active and can be disturbed by the
noise. The power consumption is larger compared with the synchronous receiver.

8.2.4 System Examples of Wireless Interconnect

8.24.1 Wireless Bus Probe System with Inductive Coupling Link

Figure 8.10 shows a detachable wireless interface developed in the authors’ group
[24] for the purpose of processor bus monitoring in firmware debugging. The
wireless probe consists of inductors that are patterned in a flexible circuit board
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(FCB) and a transceiver IC. In this experiment, an MCU chip housed in a
1-mm-thick SSOP package was chosen as the target LSI. The target LSI also
contains a pulse transceiver with on-chip inductors formed by the top metal layer.
An asynchronous channel for clock link and synchronous channels for full-duplex
data up/downlinks are integrated. System clock of the target LSI is transmitted to
the wireless probe, recovered by a hysteresis comparator, and then used for data
synchronization in probe IC. The inductors in the FCB and the target LSI are
1.0 mm and 0.6 mm?, respectively. Considering that the self-resonant frequency is
2 GHz, the pulse width is set to 1 ns.

To extend the communication range under the size limitation of the inductor,
received signals are amplified by 30 dB using a 2-stage complementary differential
amplifier prior to the comparator. DC offsets of the amplifier and the comparator
could cause a serious problem during signal detection. In this receiver, a 6-bit
current steering DAC is used for the offset cancellation.

In Fig. 8.11, measured received pulse waveform (a) and alignment tolerance
(b) are shown. The received waveform has distinct double peaks with a small
ringing, confirming that it can be easily decoded back into the original signals. The
alignment tolerance of 0.5 mm is sufficient to allow hand attachment of the probe.
Since this application does not require a wide bandwidth, the data rate of the
interface is set at 20 Mbps. Detachable wireless interface with much wider total
bandwidth (2.5 Gbps) has been also reported [26].

8.2.4.2 Wideband Wireless Interconnect with TLC for Memory Card

Figure 8.12 shows the chip micrograph and the evaluation module of wireless
interface for a wideband noncontact connector [9]. A test chip fabricated in 90 nm
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CMOS process integrates a transmitter and a receiver. The transmission line coupler
was designed to have a 3 dB bandwidth from 2.6 to 9 GHz. The coupling coef-
ficient (S,;) of the designed link at 1 mm is —16 dB.

The system BER is evaluated at various data rates. The transceiver successfully
achieves BER < 107"° at 125 Gb/s with d =0.5mm and 12 Gb/s with
d = 1 mm. To evaluate the interference due to the wireless power delivery at
13.56 MHz, a 20 mm X 20 mm coil is built outside the data link on the same FPC
boards. The measured bathtub curves with and without power delivery are pre-
sented in Fig. 8.13. With a current of 75 mA ;s at 13.56 MHz surrounding the data
channel, the timing margin with power delivery is slightly smaller but still suffi-
cient. This confirms that the directional coupling link can be implemented together
with power-delivery inductors.
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8.3 Connectivity Issues in 3D Integration

Mitsumasa Koyanagi, Tohoku University

Kang Wook Lee, Tohoku University

Hiroyuki Hashimoto, Tohoku University
Makoto Motoyoshi, Tohoku MicroTech Co., Ltd

8.3.1 Connectivity in 3D Integration

The signal propagation delay and the power consumption by the interconnections
seriously increase as the LSI capacity and packing density increase in conventional
2D LSIs. In addition, I/O circuits in LSI tend to consume more power to rapidly
drive the output pins and the external wiring with large capacitances and induc-
tances in package and printed circuit boards. As a result, it becomes more and more
difficult to achieve high performance and low power consumption in 2D LSIs. To
overcome these concerns in conventional 2D LSIs caused by scaling-down the
device size, it is indispensable to introduce the concept of 3D integration into 2D
integration. The problems in 2D LSIs can be solved by vertically stacking several
chips and connecting them with the through—silicon vias (TSV’s) after dividing a
large chip into several smaller chips as shown in Fig. 8.14. The 3D integration
provides many advantages such as short interconnect length and high connectivity,
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high packing density, high performance, and low power consumption. In 3D LSIs, a
huge number of short vertical interconnections can be easily formed using TSVs
which are suited for parallel processing. In addition, the 3D integration enables a
heterogeneous integration in which various kinds of device chips with different
sizes, different devices, and different materials are vertically stacked. Therefore,
chip stacking using the TSV has been attracting considerable attention from many
researchers in the LSI device and package technology areas [28-35]. We can easily
reduce the wiring length, the pin capacitance, the chip size, and the microbump
pitch by employing 3-D LSIs and consequently we can increase the signal pro-
cessing speed and decrease the power consumption. 3-D LSIs are also useful for
increasing the wiring connectivity within a chip. It, therefore, becomes possible to
produce new LSIs with high connectivity such as real-time image processing chips,
neuromorphic chips, memory-merged processor chips, and intelligent memory
chips by using 3-D LSIs [36-39]. However, several connectivity issues have to be
solved to achieve reliable 3D LSIs.

8.3.2 Reliability Issues of Connectivity in 3D Integration

Several thinned LSI chips with TSVs and metal microbumps are vertically stacked
in a 3D LSI as shown in Fig. 8.15 [40, 41]. We have various kinds of reliability
issues in 3D integration as shown in Fig. 8.16. The 3D integration technology is
classified into three categories by TSV fabrication process, namely, the via-first,
via-middle, and via-last. The via-middle and back-via type via-last methods are
widely used to fabricate 3D LSIs. Deep trenches are formed by RIE (Reactive Ion
Etching) after the transistor formation in the via-middle process. These deep tren-
ches are filled with Cu by electroplating after forming the oxide liner, barrier metal
layer, and Cu seed layer inside trenches. Then, the multilevel metallization layers
are formed on the TSVs after Cu CMP (Chemical Mechanical Polishing). The LSI
wafer with Cu-TSVs is temporarily bonded onto a support wafer after the formation
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Fig. 8.16 Reliability issues in 3D LSI

of metal (CuSn or CuSnAg) microbumps, and then thinned from the backside by
the mechanical grinding and CMP. Metal microbumps are again formed on the
bottom of Cu-TSVs after exposing them. Then, the support wafer is de-bonded
from the thinned LSI wafer and thinned chips with Cu-TSVs and metal microbumps
are vertically stacked. In such via-middle process, serious issue of Cu pop-up
occurs in the BEOL process step since the Cu-TSVs are exposed to the thermal
treatment at higher than 350 °C [42]. A rapid crystal grain growth occurs in Cu of
TSV at the annealing temperature higher than 350 °C which causes the Cu pro-
trusion upward in TSV as shown in Fig. 8.17a. Such Cu pop-up gives rise to
serious damages to lower level metallization layers and low-k interlayer dielectrics
and consequently causes serious reliability issues of connectivity in 3D LSIs. We
also have to be careful with Cu contamination from the Cu-TSV and the backside
surface in the via-middle process since the process temperature is higher than that of
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Fig. 8.17 Connection failures associated with TSVs in 3D LSI

back-via process [43-45]. The Cu diffusion constant in Si and oxide rapidly
increases as the process temperature increases.

In the back-via process, Cu-TSVs are fabricated after the Si substrate thinning.
The LSI wafer with metal microbumps is temporarily bonded onto a support wafer
and then the deep trench is formed from the backside by RIE after thinning the Si
substrate. After that, the interlayer dielectric under the first-level metallization
exposed at the bottom of deep trench is etched off by RIE to expose the first-level
metallization layer (M1) and then the oxide liner is deposited. This process step is
followed by the selective etching of oxide liner at the bottom of deep trench to
expose again the first-level metallization layer (M1). Then, the deep trench is filled
with Cu by electroplating after the formation of barrier metal layer and Cu seed
layer. Metal microbumps are also formed on the Cu-TSV at the backside. Then,
thinned chips with Cu-TSVs and metal microbumps are vertically stacked after the
support wafer is de-bonded. In such back-via process, serious issue of Si “notch”
occurs in the deep trench formation by RIE since the interlayer dielectric under the
first-level metallization is exposed after the deep Si trench etching. This exposed
interlayer dielectric is charged up during over-etching, and consequently the Si
substrate around the bottom of deep trench is side-etched to cause Si “notch” as
shown in Fig. 8.17b. Another difficult process step is the oxide liner removal at the
bottom of deep trench. The oxide liner at the bottom of deep trench has to be
selectively removed by RIE without damaging the oxide liner at the trench sidewall.
Highly anisotropic plasma etching is necessary for the selective removal of the
oxide liner at the bottom of deep trench. These “notch” and the oxide liner
remaining at the bottom of deep trench cause serious reliability issues of connec-
tivity in 3D LSLs as well. Mechanical stress induced by Cu-TSVs and metal
microbumps, and crystal defects and crystal structure changes produced by thinning
the Si substrate are also big concerns in 3D LSIs [46, 47]. Both tensile and
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compressive stresses are induced by Cu-TSVs and metal microbumps. These
mechanical stresses cause significant changes in transistor current. The current
change increases as the distance between the transistor and TSV or metal micro-
bump is reduced. Therefore, transistors should not be placed inside a specific area
around a TSV or a metal microbump which is called a keep-out zone (KOZ) to
minimize the current change by mechanical stresses. Crystal defects and crystal
structure changes produced by thinning the Si substrate decrease the minority
carrier lifetime.

In order to solve these reliability issues of connectivity in 3D integration, it is
indispensable to employ TSV self-test and self-repair circuits [48]. Vertical con-
nections using TSVs should be repaired avoiding the faulty TSVs by the TSV repair
techniques as shown in Fig. 8.18. Various TSV repair technologies such as the
multiplexed TSV technique and the redundant TSV technique have been proposed
so far [21, 49]. More TSVs are required for each signal pin in the multiplexed TSV
technique. For example, the double TSV or quadruple TSV needs two or four times
TSVs compared to single TSV. Meanwhile, extra switching circuits are necessary
for the redundant TSV technique. The overall TSV stacking yield is plotted as a
function of TSV failure rate in Fig. 8.19 [50]. As is obvious in the figure, the
stacking yield is significantly improved by introducing the multiplexed TSV
technique and the redundant TSV technique. In addition, it turns out that the
quadruple TSV gives rise to the highest stacking yield among all of TSVs shown.
For large-pitch TSVs, TSV with repair circuit has much smaller area impact than
double or quadruple TSV although it needs additional circuits for repair in order to
assign signals uniquely to an appropriate TSV. As shown in Fig. 8.19, the redun-
dant TSV technique with larger selectors, especially 16 signals of 20 TSVs, pro-
vides much higher stacking yield as compared to 4 signals of 6 TSVs or 8 signals of
10 TSVs although wider switches are needed to implement the selector.

The quadruple TSVs are useful for bonding pads because it is difficult to
implement repair circuit for input/output pads or power/ground pads. On the other

Signal 1
Signal 2

-Si

Fig. 8.18 Self-test and self-repair for TSVs by boundary scan
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hand, TSVs with repair circuit using the selectors for 16 signals of 20 TSVs are
preferred for internal signals and adopted to achieve higher repairability and lower
area cost without using extra redundant TSVs.

8.3.3 Circuit Design Issues of Connectivity in 3D
Integration

We can significantly increase the connectivity and the data bandwidth using TSVs
in 3D LSIs decreasing the total wiring length. To maximize such advantages in 3D
LSIs, the resistance and capacitance of TSV should be minimized. The power
delivery to upper or lower layers in 3D LSIs is performed through TSVs, and hence
resistances of TSVs for power line and ground line should be as small as possible to
guarantee power integrity (PI) and signal integrity (SI). It is preferable to employ
Cu-TSVs with larger diameter as those for power line and ground line since the
TSV resistance decreases. It is also effective to connect several TSVs in parallel to
decrease the TSV resistance. On the other hand, capacitances of TSVs for signals
should be reduced as much as possible to increase the data transfer speed through
TSVs. It is also effective to reduce TSV capacitances for decreasing the power
consumption of TSV driver circuits. The diameter and length of TSV should be
decreased increasing the oxide liner thickness in order to reduce TSV capacitance as
shown in Fig. 8.20a. The delay time of TSV driver circuit is plotted as a function of
TSV length in Fig. 8.20b where the oxide liner thickness is changed as a parameter.
The TSV diameter is 5 pm. The driver circuits were optimized for each technology
node. It is obvious from the figure that the delay time decreases down to 100 ps by
employing TSVs with the diameter less than 5 pm, the length less than 50 pm, and
the oxide liner thicker than 0.5 pm. This means that an extremely high data
bandwidth of more than 1 TBps can be achieved by parallel data bus with a
thousand of TSVs. In such 3D LSIs with high data bandwidth, the clock skew is
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another crucial issue since the clock delivery among many layers in 3D LSI is also
performed through TSVs as shown in Fig. 8.21. Therefore, careful design to
minimize the clock skew is indispensable in 3D LSIs introducing delay circuits.
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Tomohiro Yoneda, Yoshihiro Nakabo, Nobuyuki Yamasaki,
Masayoshi Takasu, Masashi Imai, Suguru Kameda, Hiroshi Oguma,
Akinori Taira, Noriharu Suematsu, Tadashi Takagi

and Kazuo Tsubouchi

Abstract This chapter deals with the issue of timing and synchronicity, which is
fundamental in the architecture design of computer, communication, and control
systems. In fact, if a signal took too long to travel from one point in a system to
another exceeding the predetermined length of time, then the system would involve
an error, fault, or failure. An electromechanical robot would lose intended integrity in
coordinated limb motions without responsive signals arriving in time from elsewhere
in its distributed hard real-time control system. Successful delivery of a universal
clock signal would be indispensable for distributed coupled computer-and-
communication systems for real-time financial transactions. Section 9.1 describes
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the requirements in hard real-time control system such as industrial and humanoid
robots. Section 9.2 is a proposal of a computer architecture for hard real-time control
that is capable of pre-emptive multiple-thread computation on demand and
noise-immune communications between distributed sensor—actuator nodes. This
architecture, called RMTP (Real-Time Multithread Processor), has been imple-
mented in compact 3-D modules and made available for academic uses along with the
design tools. Section 9.3 describes asynchronous networks which can efficiently and
reliably connect on-chip and off-chip functions in a distributed system against timing
errors. The use of a global synchronization in public wireless telecommunication is
proposed in Sect. 9.4 to provide dependable connectivity and maximized throughput
using the satellites and cellular base stations with heterogeneous air interfaces.

Keywords Cyber-physical system « Feedback control « D-RMTP
Prioritized SMT execution + IPC control . Networks-on-chip
Asynchronous circuits + Synchronized SS-CDMA - Nanosecond order clock
synchronization

9.1 Responsiveness for Hard Real-Time Control

Yoshihiro Nakabo, National Institute of Advanced Industrial Science and Tech-
nology (AIST)

9.1.1 Dependability of Real-Time Control Systems

In this section, we discuss dependability in communication and control. With
respect to the safety of communication and control, there is a framework for
functional safety of IEC 61508 [1] as criteria of dependability of systems. On the
other hand, real-time property becomes a major problem of dependability for the
time response of the systems. We discuss how dependability ensures safety and
time response to communication and control systems.

There are two types of real-time system which takes priority in response time:
soft real-time and hard real-time. The hard real-time system is that the system has
no meaning to respond or fall into a dangerous or undesirable state as a system
when a certain response time or deadline has passed. On the other hand, the soft
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real-time system is that the system responses faster to the deadline, more valuable
for its application.

For example, in a mobile robot, recognition and avoidance of obstacles are hard
real-time requirements, because these have no meaning after the collision occurs.
But the user interface is a soft real-time requirement, because the user can wait for a
response, even if it is delayed.

In real-time systems, it becomes a priority problem whether to take the logical
correctness or a temporal accuracy. As shown in the termination or computability
problems of computer systems ideally represented by a Turing machine, whether a
calculation will be completed within a time determined cannot be proved theoret-
ically. Therefore, a real-time requirement is difficult to ensure in nature, there is no
choice but to achieve proximity of the outputs by putting various constraints
depending on the conditions of execution contexts. It can be said that the hard
real-time property is giving more priority to the accuracy in time than the cor-
rectness of the calculation.

9.1.2 Requirements of Real Time

To ensure the dependability of the systems, definition and analysis of requirements
are important where what kind of dependability is required and why the system
needs real time. In the functional safety standards [1], exhaustive risk assessment to
analyze any risks exist in the system is set to be performed first to avoid an
undesirable or unsafe condition of the system.

The systems which require real time are a simultaneous and accurate time data
acquisition system or man—machine interface of remote control, a virtual reality
system, and a digital control system which performs feedback control in the real
world. In such systems, for examples in a data acquisition system, jitter of the
sampling time appears to be a data error. In the case of a feedback control system, if
error detection which is determined as a safety requirement was delayed, then error
handling will be delayed and finally the risk must increase. These systems can be
called as a cyber-physical system of which the system interfaces with the computer
world and the physical world. And the gap between the computer based on the
order of its commands and the physical world consisting of a continuous time turns
out to be a dependability problem.

9.1.3 Realization of Real-Time Systems

Once the request is determined, designer of the system must consider how to realize
the requirements in next. In the implementation of dependable service systems, a
safe state is first required to be defined. In order to avoid risk or undesirable
conditions, it is necessary to define what states are safe and the system should be
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Fig. 9.1 a Fail operational (left figure) and b fail safe (right figure)

designed to remain always in that safe state. The fail-operational system is the
system whose safety is not secured if it is not properly controlled (Fig. 9.1a). The
fail-safe system is the system which can transit to the safe state despite the loss of
control (Fig. 9.1b). Fail-operational systems are more difficult to realize than
fail-safe systems.

For examples, an aircraft in flight or robots of the inverted pendulum type, such
as the Segway, are the fail-operational systems because they cannot reach to their
safe state when their control is lost and it is not possible to control such a system in
soft real-time.

To compare the methods of implementing hard real-time and soft real-time
computer systems [2], static allocation of computer resources and time-triggered
communication can guarantee deterministic behavior and certain response time for
the hard real-time system. On the other hand, behavior of the system with
event-triggered communication and/or dynamic resource allocation inevitably
become stochastic so that the communication must only be the best effort in a strict
sense and it only satisfies soft real time in such systems.

9.1.4 An Application of Feedback Control System

A block diagram of a feedback control system is shown in Fig. 9.2. If a system is
controlled by a computer, it must be a digital control system, in which the output is
sampled at regular intervals to feedback the result of calculation to control the target
system. As an example of a feedback control system, a robot handling system by
visual tracking [3] is shown in Fig. 9.3.

From the sampling theorem, it is theoretically derived that twice the natural
frequency (or response frequency) of the target is required as the frequency
response of the digital control system. In the second row in Fig. 9.4, the original
waveform can no longer be reproduced because the sampling period is longer than
the oscillation period of the target so that the folding occurred. In a robot control,
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Input Control Target

Output
— 5
(ex. Hand-arm robot)

Sensing and Sampling
(ex. Vision system)

Fig. 9.2 Block diagram of a feedback control system

Fig. 9.3 Visual feedback control system (lower left in the photo is a tracking camera which
captures a position of a white ball in front which is attached to the tip of a rod moved randomly by
a person. And a black-colored hand-arm robot is controlled by a hard real-time control system
aimed to grab the ball quickly)

such as shown in Fig. 9.3, a frequency of about 10 times the response frequency of
the control target is required for the dependable digital control [4] as a rule of
thumb.

9.1.5 Predictability of System Behavior

In the previous sections, we have introduced the dependability and real-time
requirements and the realization methods of the computer systems, control systems,
and application service systems. We have seen that the hard real time to realize the



356 T. Yoneda et al.

WY v

Fig. 9.4 An example of the folding in sampling theorem [wave signal and sampling points (red
dots) in time domain (left figure) and its amplitude in frequency domain (right figure)]

safe state required by the system risk assessment can be realized by deterministic
behavior and/or sampling time of 10 times faster response of the control target.
However, today, in a large-scale system called system of systems (SoS), from the
hierarchy of every different levels of view of the systems, there exist the situations
that even a deterministic system needs to be captured stochastically as a whole
system (Fig. 9.5). Too large-scale control software and/or widely distributed net-
work, for example, accumulates error and uncertainty which cannot be observed,
and its deterministic behavior will be lost.

As shown in Fig. 9.6, on the other hand, by applying sufficient costs for
developing and testing, and also prohibiting changes of completed systems, such as
aircrafts or industrial plants, even an extra large-scale system can be built deter-
ministic. Or, as an example in embedded systems, e.g., car electrical systems, extra
large numbers of sample of system behavior in a closed environment lead to
dependability ensured by constructing a predictable system even by its stochastic
behavior. When designing or developing the system, it is important to choose
available and appropriate approach to achieve necessary (or unnecessity of)
required dependability levels.
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Fig. 9.6 Predictability and various behaviors of the system

9.1.6 Summary

We have discussed hard real time and soft real time of dependable systems from the
viewpoint of requirements and realization, deterministic, or stochastic behaviors of
the system. The outlook for future implementations of the system is also described.
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9.2 Microprocessor Architecture for Real-Time
Processing

Nobuyuki Yamasaki, Keio University
Masayoshi Takasu, Keio University

9.2.1 Dependable Responsive Multithreaded Processor

A distributed real-time system including a humanoid robot integrates a set of
hardware and software components designed with the time constraints for specific
control functions. All computation and communication in the system require
priority-based control to satisfy their time constraints because most real-time task
scheduling algorithms require priority-based preemption [5]. Dependability is also
required because they are used as a part of social infrastructure and expected to run
continuously without errors. Dependable Responsive Multithreaded Processor
(D-RMTP) [6] introduces responsive multithreaded processing unit (RMT PU) and
Responsive Link [7] for this purpose. The RMT PU provides prioritized SMT
(simultaneous multithreading) execution, IPC (instructions per clock cycle) control,
context caches, and 2D vector processing units, for real-time processing.

A complicated robot has required high time resolution and robustness. However,
traditional complicated robots become complex due to the hardware and software
complexities, and hence these robots have low time resolution and un-robustness.
We try to design and implement hardware and software platforms with high time
resolution and robustness by hardware—software codesign for such robots as shown
in Fig. 9.7.

Figure 9.8 shows the requirements and solutions for a humanoid robot. A leg
module [8], which is a part of a humanoid robot, requires severe time constraint,
high throughput, high current/voltage, noise tolerant, and heat dissipation. How-
ever, it is difficult for existing processors to satisfy these requirements at a time. In
order to satisfy the requirements, we research and develop a new processor, called
Dependable Responsive Multithreaded Processor (D-RMTP) [6].

We illustrate the design and implementation of the D-RMTP for distributed
real-time systems. Generally, these systems require real-time execution and
real-time communication, in which tasks have the time constraints. The goal is to
replace non-real-time microprocessors and networks with the D-RMTPs that have
the RMT PU and Responsive Link [7], ISO/IEC 24740:2008 communication
standard, to improve dependability. Small controllers with the D-RMTPs are
embedded at every joint of the robot and are interconnected via Responsive Link
for distributed control. Therefore, the D-RMTP is designed to meet severe require-
ments in terms of footprint, latency, scalability, real-time capability, and dependability.
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Fig. 9.8 Requirements and solutions to a typical robotic application

The detail of how to apply the D-RMTP to robotic applications and implement
real-time operating systems on the D-RMTP is described in Chap. 24. Also, the
detail of Responsive Link is described in Chap. 4, Sect. 4.

We propose a multifaceted approach that introduces priority-based control with
dependability for both the computation and communication so that the D-RMTP
can meet the various requirements. The D-RMTP SoC (system-on-chip) integrates
RMT processing unit (RMT PU) for real-time processing, Responsive Link for
real-time communication, and various I/O peripherals (see Fig. 9.9).
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Fig. 9.9 Block diagram of D-RMTP SoC

In various I/O peripherals of the D-RMTP, PCI-X is an I/O interface to PC, SPI
is mainly used to connect with A/D and D/A converters for sensing and control,
IEEE 1394 is mainly used to capture digital camera information, UART is used for
control and console, Flash I/F is used to connect with a nonvolatile flash memory,
PWM-in and PWM-out encoders are used to control AC/DC motors, 32-bit external
bus is connected with ROM and other I/O devices, Ethernet MAC is used to
connect with Internet, SpaceWire is used to communicate with I/Os in spacecraft,
and Responsive Link is used to communicate with other D-RMTPs in real time.

The D-RMTP integrates 32-Kbytes level-1 instruction and data caches and a
64-Kbyte SRAM for on-chip memory. The D-RMTP SiP integrates 128-Mbyte
DRAM as main memory. In general, the access latency of SRAM is shorter than
that of DRAM. Therefore, small size operating systems such as favour OS that is
our original real-time OS and pITRON OS [9] are executed in SRAM, and large
size operating systems such as Linux are executed in DRAM due to size constraint.

Here, we introduce some unique architectures used in the D-RMTP SoC.
Real-time execution is a key requirement for real-time systems, and the multi-
faceted approach combines the following four hardware mechanisms: prioritized
SMT execution, context cache, instructions per cycle (IPC) control, and 2D vector
processing units.
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9.2.2 Prioritized SMT Execution

Generally, real-time systems are controlled by real-time scheduling algorithms
including earliest deadline first [10] and rate monotonic [10]. In these algorithms,
priorities are assigned to tasks according to their time constraints and they are
executed in priority order. The RMT PU has eight prioritized hardware threads and
can execute eight tasks in priority order without context switching [11]. These
priorities are held as a part of context information and expressed in eight bits (i.e.,
the supported priority level is 256 levels). An eight-bit priority is sufficient for most
complex rate-monotonically scheduled systems [12]. Figure 9.10 illustrates a block
diagram of the RMT PU, in which priority control is applied to the functional units
surrounded by dashed boxes.

The system applies priority control to all levels in the RMT PU and assigns
hardware resources to a hardware thread with higher priority. This mechanism
enables hardware to execute real-time threads, which are conventionally scheduled
and executed by a real-time operating system, so far and results in load reduction of
the operating system.

Figure 9.11 illustrates the sample scheduling of eight prioritized hardware
threads. The eight prioritized tasks are executed simultaneously among all ready
tasks in priority order.

RMT Processing Unit (RMT PU)
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- PC Control Unit
Instruction Fetch Thread ; I
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MMU 3 elector
L Thread Control
<__J Instruction E Decoder Unit
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Fig. 9.10 Block diagram of RMT PU
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Fig. 9.11 Example of scheduling eight prioritized hardware threads

9.2.3 Context Cache

In the D-RMTP, a context switch occurs to switch tasks when there are more than
eight threads. Generally, a software-based context switch causes a lot of overhead
to save and restore the contexts including register files and program counters into
memory. A real-time scheduling algorithm determines tasks to be executed
according to priority assigned to them, which may invoke many context switches,
and their overhead decreases schedulability.

To reduce the context switch overhead when there are more than eight threads,
the D-RMTP introduces a hardware-based context switch mechanism, called con-
text cache that is an SRAM-based cache memory that can save 32 hardware thread
contexts including GP registers, FP registers, status registers, and program counters.
If there are less than or equal to 40 threads on the D-RMTP, every context switch is
completed within four clock cycles by using the context cache.

9.2.4 IPC Control

Although most real-time scheduling algorithms rely on task’s worst-case execution
time (WCET), WCET analyses are increasingly pessimistic due to the complexity
of recent systems, and such pessimistic WCET analyses decrease schedulability.
The IPC control mechanism introduces a new approach that does not rely on WCET
analyses but directly controls each thread’s speed (IPC). The IPC control mecha-
nism limits the number of instructions per a given control period. The control
period is specified as the number of clock cycles, and the number of instructions to
be executed within the control period is also set by a software scheduler. A fetch
unit in the RMT PU controls instruction fetches to execute the preset number of
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instructions within the control period. The RMT PU terminates the instruction fetch
until next control period when the number of fetched instructions reaches the target
one, and then instructions of the thread with the next highest priority will be
fetched.

Although the original IPC control relies on the heuristic algorithm [13], the
D-RMTP equips the improved version of the IPC control based on the propor-
tional-integral—-derivative (PID) control theory because it is well established and
various parameter tuning methods are available for each of use. The IPC control
mechanism with PID control is performed on the basis of the following formula:

t
d
output = Kpe(t) + K; / e(r)dr+ Kp % e(t)
0

e(t) =rtarget — input

where Kp is a proportional gain, K is an integral gain, Kp is a derivative gain,
target is a target IPC, input is the number of committed instructions, and output is
the upper limit of the instruction fetch. On start-up, the gain coefficients are given
default value (Kp=1/2,K1=1/8,Kp=1/4) by hardware. Default parameters are
optimized for commonly used applications of humanoid robots. After start-up, the
gain coefficients can be reconfigured by software. A user can determine the gain
factors by using existing methods, for example, the Ziegler—Nichols method [14].

Predictability of task’s execution time greatly varies by the presence or absence
of IPC control. Figure 9.12 illustrates IPC of multithreaded execution without IPC
control. Benchmarks including md5, gzip, sort, and matrix are assigned to each
hardware thread and the priority order is mdS < gzip < sort < matrix. IPC of each
thread widely fluctuates without IPC control, which causes a considerable reduction
of predictability of task’s execution time. Figure 9.13 illustrates IPC of multithread
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Fig. 9.12 IPC of multithread execution without IPC control
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Fig. 9.13 IPC of multithread execution with IPC control

execution with IPC control. IPC of each thread is steady and predictability of task’s
execution time is improved. In some parts of Fig. 9.13, IPC is below target IPC
within a certain control period but is over within the next control period. When a
fetch unit cannot achieve target IPC within a control period, it tries to make up for
insufficient IPC within the next control period, and hence average IPC is nearly
equal to target IPC.

No context switch is required to execute up to eight threads in the RMT PU, and
the IPC control enables a cycle-level precise execution speed control of each task.
Since a motor control task is completed within a few hundred cycles, this mech-
anism achieves a fine-grained motor control of less than 10 ps.

9.2.5 Vector Processing Unit

Current real-time applications require high computing performance for multimedia
processing including image processing, voice processing, etc. Therefore, flexible
and powerful 2D vector operation units for multimedia processing are designed
[15]. Since multiple threads are executed in parallel in the RMT PU, some of them
may want to perform vector operations at the same time. Thus, shared vector
registers by multiple threads are designed. Figure 9.14 shows a block diagram of a
vector processing unit.

An integer vector processing unit consists of two integer vector execution units.
An integer vector execution unit consists of eight 32-bit integer SIMD units.
A 32-bit integer SIMD unit can execute a 32-bit integer operation, two 16-bit
integer operations, or four 8-bit integer operations. Therefore, the integer vector
processing unit can execute 64 8-bit integer operations per clock cycle. Two integer
vector execution units share 32-bit 512-entry integer vector registers.
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Similarly, an FP vector processing unit consists of two FP vector execution
units. An FP vector execution unit consists of four 64-bit FP SIMD units. A 64-bit
FP SIMD unit can execute a 64-bit IEEE754 FP operation or two 32-bit
IEEE754 FP operations. Therefore, the FP vector processing unit can execute 16
32-bit IEEE754 operations per clock cycle. Two FP vector execution units share
64-bit 512-entry FP vector registers.

Each vector execution unit can be independently used by different threads
simultaneously. A thread can use all vector processing units at the same time.

Many soft real-time applications repeat the same operations including the
multiply—add operation. In addition, the issue rate of the lower priority threads that
executes soft real-time applications including a multimedia application may become
lower. A compound operation mechanism is designed so that a programmer can
define a series of vector operations performed repeatedly. A compound operation,
which consists of the series of vector operation and becomes a long latency
instruction, can execute multiple vector operations at a time. Therefore, the number
of instructions of the program can be reduced to execute the vector instructions and
to control vector units. The utilization of vector units can also increase.
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9.2.6 Summary

This section summarizes the features of the D-RMTP including RMT execution,
context cache, IPC control, and 2D vector processing units. Thanks to these fea-
tures, the requirements including severe time constraint and high throughput can be
satisfied to build a humanoid robot.

9.3 Asynchronous Networks-on-Chip

Tomohiro Yoneda, National Institute of Informatics
Masashi Imai, Hirosaki University

In a system level, one basic approach to designing a dependable hardware platform
is to use redundancy. A network-on-chip (NoC) architecture makes it easy, because
many identical components such as processors can be connected easily and effi-
ciently in an NoC. On the other hand, in a circuit level, due to various variations
such as process, voltage, and temperature (PVT) variations in advanced process
technologies, it becomes difficult to design efficient synchronous circuits. One
solution to this problem is to design circuits based on local handshaking instead of
relying on global clocks. This type of circuits is called asynchronous circuits. This
chapter introduces a combination of the NoC and asynchronous circuit approaches,
which has great potential for a dependable hardware platform in advanced process
technologies.

9.3.1 Asynchronous Circuits

Synchronous circuits use global clocks for synchronizing the store timing of each
register component. On the other hand, no global clocks are used in asynchronous
circuits, because the register store operations are synchronized by local hand-
shaking between those registers. Figure 9.15 shows an asynchronous circuit that
performs an operation to the data stored in registers REG1 and REG2, and stores the
result into register REG3. The request signal from the previous stage indicates that
new data are available at the inputs of REG1 and REG2. On the other hand, the
acknowledgment signal from the next stage indicates that the current data kept in
the registers are no longer needed. Thus, when a handshake controller receives both
of these signals, it gives a trigger signal to REG1 and REG?2 in order to store new
data into those registers. Simultaneously, an acknowledgment signal is sent to the
previous stage in order to indicate that the current data have already been stored at
this stage, and so they can be updated in the previous stage. Finally, a request signal
is sent to the next stage through a delay element as shown in the figure. The delay
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value of this delay element is matched to that of the combinational circuit between
the registers. Thus, the handshake controller in the next stage can use it as a request
signal for that stage, which allows REG3 to store the stable (and so correct) result
from the combinational circuit.

9.3.2 Packet Switching in Networks-on-Chip (NoCs)

Figure 9.16 shows a two-dimensional (2D) mesh NoC structure, where Core, R,
and NI represent a computational core, a router, and a network interface,
respectively.

In NoCs, a message to be sent is divided into a set of packets in a source
computational core, and those packets are sent to the router that is connected to the
computational core through the network interface, as well as the destination
information. Each packet is further divided into a set of flits in a network interface,
where a flit is a unit handled at the same time in routers and network links, and the
flits are propagated in a network as shown in Fig. 9.17. As mentioned below, a
head flit and a tail flit are used, besides carrying data, to occupy a route in the
network and to release the occupied route, respectively. A data flit just carries data.

Each router executes a routing algorithm, when it receives a head flit and decides
the output link which the head flit is sent to. This route is occupied for this
particular packet. Thus, when the following data or tail flits arrive, they are sent to
the same output link without executing the routing algorithm. This route is released
when the tail flit goes through this router. It can happen that several different
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packets want to go through the same network link. When a head flit of a packet
arrives, and the output link that the head flit wants to go through is already occupied
by another packet, this head flit should wait until the route is released. Even if an
output link is not yet occupied, it is possible that several head flits are simultane-
ously trying to occupy the same output link. Thus, each output link (or port) in a
router has an arbiter that chooses one request among many requests. This style of
packet routing method is called wormhole switching. When the whole flits arrive at
the destination network interface, they are reconstructed into a packet, and the
whole packets are reconstructed into a message, which is sent to the computational
core.

9.3.3 Advantages of Asynchronous NoCs

NoCs can be implemented based on either synchronous or asynchronous design
style. The advantages of asynchronous NoCs are as follows.

(1) In synchronous circuits, global clocks should be distributed into the entire
chip. Especially for high-speed clocks, this causes a situation where some
register elements have different clock timings due to the clock propagation
delays, which is called a clock skew problem. Furthermore, such global clocks
should be continuously supplied to every router, even if some routers are not
handling packets for some amount of time. This unnecessarily increases the
power dissipation. On the other hand, in asynchronous circuit implementation,
no global clocks are used, and the exact portion of the circuits that actually
handle the packets consumes the power, thanks to the local handshaking
scheme. Thus, the asynchronous NoCs are free from the above problems.

(2) The elements in a chip have performance and delay variation due to various
reasons. Furthermore, environmental changes in, for example, supply voltages
and temperature as well as performance degradation due to aging cause delay
variation. In synchronous implementations, the clock frequencies should be
decided considering the worst case in these variations. Asynchronous imple-
mentation is robust to uniform variation and/or degradation, because the local
handshaking and the data path circuits are similarly affected by the uniform
changes. In cases that random variation or degradation should be considered, or
the estimation of data path delays is not easy due to, for example, long
transmission wires with large delays, data path encoding schemes can be used.
One of such a scheme used for a link is shown in Fig. 9.18. This is called LEDR
(Level-encoded dual-rail) scheme [16], where one-bit information is repre-
sented by using two wires, and two different encodings are used in odd and
even cycles (see Sect. 9.3.4.3 for details). Thanks to this encoding scheme, the
receiver side can detect the exact timing when the codewords arrive and can
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3

generate the request signal based on the detection. Thus, in spite of any large
delay or delay variation, the data transmission is performed correctly.

In a simple wormhole switching, a routing computation is performed, when a
head flit arrives at a router, in order to decide which output link the flit is sent
to. For complicated routing algorithms such as a dependable routing algorithm
(e.g., Chap. 19, Sect. 3), the computational cost for this routing computation is
not small. On the other hand, when the succeeding data and tail flits arrive, they
are immediately passed to the output link already decided by their head flit.
Thus, the cost of handling them is much smaller than that for the head flit. In a
simple implementation of a synchronous circuit, the clock cycle is determined
based on the most time-consuming steps. Hence, it can happen that the cycle
decided for the routing computation is too long for data and tail flits. The upper
part of Fig. 9.19 shows an example of computational costs of a synchronous
router needed for each cycle and flit. The x-axis is a timescale. In this example,
it is assumed that the synchronous router has four pipeline stages, and the
second pipeline stage for the routing computation decides the clock cycle. The
router is idle for some time on the other stage. Furthermore, when handling data
and tail flits, more idle time is spent, because the clock cycle is fixed by the
routing computation stage. An asynchronous router, however, does not have
such a constraint. That is, the time needed for each pipeline stage depends on
the actual computational cost, and thus, the (dummy) routing computation stage
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for data and tail flits can end quickly. The lower part of Fig. 9.19 shows this
situation, where an asynchronous router with 3 stage pipeline is assumed. Note
that this number of pipeline stages (i.e., 3) is just one example, but the pipeline
stages of asynchronous routers may tend to be shorter than those of syn-
chronous ones, because so much fine grain pipelines are not usually needed in
asynchronous routers. As shown in the figure, handling the head flit may take
longer time, but the other flits can be handled very quickly. Although some
time overhead for handshaking is needed, the total time for handling a head flit,
data flits, and a tail flit can be reduced in the asynchronous router. Note that this
also reduces the packet blocking times by releasing the occupied routes quickly.

9.3.4 Implementation of Asynchronous Routers

In this section, several techniques for implementing asynchronous routers are
introduced mainly from [17]. These ideas are used to build actual chips for various
applications (e.g., [18-21]).
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9.3.4.1 Asynchronous Pipelines

Although several implementations for asynchronous pipelines are proposed, this
section introduces an implementation called MOUSETRAP [22], which is simple
but has high performance.

Figure 9.20 shows the MOUSETRAP pipeline stages. Let us focus on Stage N.
A transparent latch propagates the input values to its output, when Gy input is 1,
and holds its values, when Gy input is 0. Let transparent mode denote the former
situation, and hold mode denote the latter. The bold arrows in the figure represent
the data paths. In addition to them, control signals (e.g., reqy) are also put into
inputs of transparent latches, which are output as doney and so on. The structural
feature of the MOUSETRAP pipeline is that it is very simple, i.e., its control circuit
consists of only one EXNOR (Exclusive NOR) gate and one bit of transparent latch.

This MOUSETRAP pipeline behaves as follows. In the initial state, reqy, doney,
and acky are 0, and so Gy = 1. Thus, the transparent latch of Stage N is in the
transparent mode. Eventually, reqy changes from O to 1 to indicate that the data
from the combinational circuit are stable. Since the latch is in the transparent mode,
this change is propagated to doney, which changes G from 1 to 0. This causes the
latch to go into the hold mode, and datay (as well as the data from the combina-
tional circuit in the previous stage) is stored and kept in this latch. At the same time,
doney is propagated to the previous stage as acky_;, which allows the previous
stage to destroy the current data and update its data. These two actions, i.e., the
transparent latch moves to the hold mode and datay is destroyed, are caused by the
change of doney, but for the correct behavior of MOUSETRAP pipeline, the former
should happen earlier than the latter. This is one timing constraint for the circuit
delays of the MOUSETRAP pipelines to be satisfied.

Furthermore, doney as well as the data stored in the transparent latch is prop-
agated to the next stage through the delay element and the combinational circuit.
The next stage similarly stores and holds the data and sends back its done as acky to
Stage N. This causes acky to change from 0O to 1, and Gy becomes 1. Since this
latch is now in the transparent mode, its output can be updated for the next data.

@(’./{N—] @(M : @t
Delay Delay Delay
element ;| element element
o I : o—
> > » D
Transparent Combinational Transparent Combinational { Transparent Combinational
latch circuit latch circuit latch circuit

Stagey,

Fig. 9.20 MOUSETRAP pipeline
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Note that reqy has been 1 for the previous data, and now it changes from 1 to O to
indicate that the next data is available at datay. Since acky is already 1, this change
causes Gy to be 0, and the latch holds this new data. In this way, the control signals
such as req and ack indicate their information by the transition of the values (i.e.,
the changes from O to 1 and from 1 to 0). This handshake protocol is called
two-phase signaling.

In the above scenario, the transparent latch is already in the transparent mode,
when the new reqy change happens. If the new reqy arrives in a situation that the
data in Stage N are still used by the next stage and so should be kept, the regy
change is simply blocked by the transparent latch that is in the hold mode. In this
case, when acky arrives and the latch becomes transparent, reqy is accepted, and the
latch immediately goes into the hold mode again.

The MOUSETRAP pipelines are used in many portions of asynchronous routers,
such as the queues of the input channels and the pipeline stages in the routing
computation.

9.3.4.2 Asynchronous Arbiters

When several units want to use the same resource simultaneously, their requests
should be arbitrated. An arbiter is used for this purpose, i.e., it chooses one request
among the several requests, and gives a grant for using the resource to the corre-
sponding unit. As for a synchronous arbiter, the requests are given in synchro-
nization with a clock signal, which means that the request signals are stable when
the decision is made. Thus, a priority-based approach or a token-based approach
can be easily implemented. On the other hand, for an asynchronous arbiter, the
request signal can change at arbitrary timing, and the earliest one should be chosen.
It is in general not easy due to a phenomenon called metastability (see below) to
handle such request signals that can happen at the same time.

Figure 9.21a shows a core circuit block for an asynchronous arbiter. Assume
(R1, R2) = (0, 0) initially. Then, (V1, V2) is (1, 1). Now, if R1 goes to 1, then V1
becomes 0, and even if R2 goes to 1, V1 remains 0. V1 can go to 1 only when R1
goes back to 0. After that, V2 reacts to the change of R2. Therefore, this circuit can
be considered to be a two-input asynchronous arbiter, where V1 and V2 are the
inverted signals for grants. This circuit, however, has a big problem. When R1 and
R2 go to 1 at almost the same time, V1 and V2 also try to go to 0, and these changes
are propagated to the input sides of the gates. As a result, those outputs take
unstable voltages between 0 and 1. This is called metastability, and theoretically it
is unknown when this situation ends. If these unstable voltages are sent back as
grant signals, the circuits that receive these signals may behave incorrectly. Thus,
this should be avoided.

Fortunately, since this phenomenon actually lasts for a very short time, an
approach that the arbiter outputs are kept O during the metastability lasts is a
practical solution. Figure 9.21b uses a metastability detection circuit to implement
this idea [23] and is called ME (Mutual exclusion) element. The two NMOS



374 T. Yoneda et al.

(a) (b)

RI Vi RI

V2 V2

R2 R2

Gl G2

Fig. 9.21 Two input asynchronous arbiters

transistors detect the intermediate voltages at V1 and V2, and keeps G1 and G2
almost 0 voltage level until V1 and V2 go to either logical value O or 1. Thanks to
this metastability detection, even if R1 and R2 go to 1 at the same time, only either
G1 or G2 goes to 1 after the metastability has gone. This is a two-input asyn-
chronous arbiter.

Asynchronous arbiters with more inputs can be constructed by connecting
several ME elements. Several implementations are proposed. See [24-26] for more
details.

9.3.4.3 Encoded Links

The encoded link shown in Fig. 9.18 is actually implemented with an encoding
circuit, a code detector, and a control circuit, as shown in Fig. 9.22.

The encoding circuit applies two different encoding schemes depending on the
number of transmission (or cycles), as shown in Fig. 9.18. In the first transmission,
third transmission, fifth transmission, and so on, which are denoted by odd cycles,
the codeword for the value 0 is (01), and that for the value 1 is (10). In even cycles
(i.e., second transmission, fourth transmission, and so on), the codewords for the
value 0 and 1 are (00) and (11), respectively. Here, remember that req S shown in
Fig. 9.22, which is a request signal indicating that the input data is available,
changes from 0 to 1 in odd cycles, and from 1 to O in even cycles. Thus, the
encoding circuit uses EXOR gates and obtains (d, d @ req S) for an input bit d, in
order to perform these two encodings. That is, in the odd cycles, the values 0 and 1
are encoded to (0, 1) and (1, 0), because req S becomes 1. In the even cycles when
req S changes to 0, they are encoded to (0, 0) and (1, 1). The encoded signals are
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Fig. 9.22 Implementation of an encoded link

stored into the D-flipflop (DFF) at the falling edge of the control signal, where the
control signal is generated in a similar way as the MOUSETRAP pipeline. Note that
a DFF instead of a transparent latch is used for this data path. This is to prevent
unstable data that are being encoded from propagating to the link. If a transparent
latch is used here, it is in the transparent mode when ack is given, and thus, the
output of the encoding circuit is directly propagated to the receiver side. Consider a
case that all bits of the input data change from 0O to 1 temporally in an even cycle
before req signal changes. Due to the delays of the EXOR gates, the encoding
circuit produces (1, 0) for each bit for a very short time, and then produces (1, 1).
These changes appear in the link, and they may be recognized as a complete
codeword in an odd cycle in the receiver side, which is incorrect. Thus, the output
of the encoding circuit should be propagated to the link, only when the encoding
operation that follows the req signal change completes. The implementation shown
in Fig. 9.22 uses a delay element, whose delay value is matched to the delay of the
encoding circuit, to guarantee that the output of the encoding circuit is stored into
DFF certainly after its encoder output becomes stable.

The code detector applies an EXOR gate for each signal pair that conveys
codewords. When every signal pair has a codeword, their output is (11...1) in odd
cycles and (00...0) in even cycles. They are sent to an n-input C-element (a gate
with “C” in Fig. 9.22), where n is the number of the signal pairs. A C-element
produces 1 when all of its inputs are 1, and produces 0 when all of its inputs are O.
Otherwise, the C-element keeps the current output. Thus, it is a kind of a memory
element. Hence, exactly when every signal pair of the link shows a codeword, the
code detector produces 1 in odd cycles and produces 0 in even cycles. Since this
output can be used as a request signal for the two-phase signaling, it is connected to
a MOUSETRAP pipeline stage as shown in Fig. 9.22 (Compare the rightmost
part of Fig. 9.22 and a MOUSETRAP pipeline stage shown in Fig. 9.20).
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The acknowledgment signal from this MOUSETRAP pipeline stage is sent to the
sender side through the link. Note that decoding codewords are very simple as
shown in the figure. This is because the encoding scheme is done by (d, d @ req S),
and so, the data itself is propagated in one of the signal pairs.

9.3.5 Some Quantitative Comparisons

This section shows some quantitative comparisons of a synchronous router and an
asynchronous router, in order that readers can feel some difference in the nature of
those designs. For this purpose, the following two simple NoCs have been
designed.

Topology: 2 X 2 mesh.

Flit size: 32 (data) + 2 (flit attribute) bits.

Routing algorithm: dependable and adaptive algorithm (see Chap. 19, Sect. 3
for details).

Pipeline stages: 5 (synchronous version) and 4 (asynchronous version).
Process technology: 130 nm bulk CMOS.

Router distance on a chip: 2 mm.

Through the Verilog simulation of the placed and routed designs, the areas,
performance, and power consumption of those two designs are compared. Note that
this is one experimental trial without any intensive optimization in both designs.
Thus, one cannot conclude from only these results any general tendencies between
synchronous and asynchronous design styles.

The whole asynchronous NoC (containing four routers) includes 14,694 logic
elements, while the synchronous one includes 29,225 logic elements. The area of a
single router on a chip occupies 305 um X 305 um in the asynchronous version
and 370 yum X 370 um in the synchronous version. The breakdown of the used
logic elements is shown in Fig. 9.23. This result is mainly because transparent
latches used in asynchronous pipelines are simpler than flipflops used in syn-
chronous design, and also the synchronous router has one more pipeline stage than
the asynchronous design.

The average throughput of each router (after obtaining routing paths) is
262 MHz for an asynchronous router and 208 MHz for a synchronous one. This
causes the performance difference between two versions as shown in Fig. 9.24,
where “Flit latency” means the difference of the time when a flit is injected into an
ideal input queue of the source router and the time when it arrives at the destination
router. In this experiment, a random traffic pattern is assumed, and each packet has
eight flits. As shown here, the asynchronous version has about twice the perfor-
mance of the synchronous one.

Finally, Fig. 9.25 shows the power consumption of two designs for various
packet injection rates. This reveals that the asynchronous router consumes power
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Fig. 9.24 Performance comparison

only when activities actually happen. In contrast, the synchronous router dissipates
considerable power independently of the activities. It is easily guessed that the
clock distribution circuits and the clock input sub-circuits of registers consume such
power, because those circuits continuously work even if no valid data flow occurs.

9.3.6 Summary

This chapter has introduced some details of an asynchronous NoC. An NoC is a
useful approach to constructing a dependable hardware platform using redundancy.
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Furthermore, by implementing NoC routers in an asynchronous design style, the
robustness against various variations is obtained. In addition, asynchronous
implementations have potential that they achieve better performance and consume
less power compared to the corresponding synchronous ones. Chapter 19 shows an
application of this asynchronous NoC to a safety-critical automotive control system.
It is intended for readers who are interested in further details of more practical and
complicated examples.

9.4 Timing and Synchronicity for Dependable Wireless
Network

Suguru Kameda, Tohoku University

Hiroshi Oguma, National Institute of Technology, Toyama College
Akinori Taira, Tohoku University

Noriharu Suematsu, Tohoku University

Tadashi Takagi, Tohoku University

Kazuo Tsubouchi, Tohoku University

Communication traffic in wireless systems in the next 10 years is predicted to be
1000 times heavier than it is today. It is difficult to overcome this problem only by
using conventional cellular networks. Therefore, the next-generation wireless
communication network will evolve into a system that consists of multiple hetero-
geneous wireless network systems (see Sects. 7.1 and 7.2 for details), which allows
for increased throughput and connectivity through flexible and versatile routing.
One of the main issues of heterogeneous wireless networks is seamless handover
between heterogeneous wireless systems, which requires precise timing and highly
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accurate synchronization. In the system handover process, connection loss and
throughput degradation are serious problems.

First of all, wireless communication networks have so far been designed without
using a common clock signal because of very long distances between terminals and
base stations, so terminals and base stations of wireless communication systems are
designed assuming asynchronous clocks. For communicating, it is necessary to
synchronize between the terminal and the base station at the start of communica-
tion. Since overhead time for synchronization is necessary, throughput of wireless
system would degrade. Especially in heterogeneous wireless networks, the asyn-
chronous problem is more serious because more initial synchronization is
necessary.

Moreover, asynchronicity of wireless systems causes the interference between
wireless channels. For example, in uplink of code division multiple access (CDMA)
systems, the timing jitter between CDMA channels causes co-channel interferences
leading to the degradation of the throughput of uplink with timing jitters.

To solve the abovementioned asynchronous problem, we have discussed a
universal clock synchronized wireless system that uses high-accuracy positioning
signals from Global Navigation Satellite Systems (GNSS) such as the Global
Positioning System (GPS) and the Quasi-Zenith Satellite System (QZSS), which is
a Japan-specific satellite system [27]. Since terminals and base stations in wireless
networks have a common clock, high-throughput heterogeneous wireless network
with reliable system handover will be realized.

In this section, at first, we will discuss the issues of timing and synchronicity for
next-generation dependable wireless networks. Next, we will evaluate the syn-
chronization accuracy of GNSS by field tests. Finally, we will explain an overview
of global networks and computing systems with highly accurate clock synchro-
nization with GNSS. Three possibilities of applications using highly accurate clock
synchronization will be explained: (1) A large capacity satellite communication
system using QZSS, (2) A heterogeneous wireless system with a network selection
scheme using positioning information, and (3) Computer coordination using
ns-order clock synchronization.

9.4.1 Synchronization for Wireless Communication Systems

9.4.1.1 Synchronization in Conventional Systems

In this subsection, we will begin by looking at the synchronization scheme used in
conventional wireless communication systems as shown in Fig. 9.26. Although a
wireless terminal usually has a reference oscillator, its accuracy is sometimes
insufficient because the frequency offset causes the degradation of reception per-
formance and increases co-channel interference. So in usual wireless system, the
carrier signal is recovered on the receiver by using received signals from trans-
mitters. The carrier recovery, including frequency synchronization and phase
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synchronization, is processed mainly in radio frequency (RF) and/or intermediate
frequency (IF). After the recovery of a received carrier signal, an automatic fre-
quency control (AFC) is used for stabilizing reference signals in the receiver.

The received signal is very noisy because the signal includes additive white
Gaussian noise (AWGN) and interference. Since a wireless channel normally
consists of multiple paths (direct wave plus some reflected waves), the received
signal is affected by fading. Therefore, it is necessary for carrier recovery to con-
sider these effects.

In baseband circuits, the clock signal is used for chip,' symbol, and frame
synchronizations. Chip synchronization, also called despread, is the synchroniza-
tion method of spreading code for spread spectrum (SS) CDMA technology.
Symbol synchronization is for the demodulation of the received signal. Frame
synchronization is a process that detects headers of framed data streams. For these
synchronization processes, especially chip synchronization, a high-accuracy clock
is needed. For the third-generation (3G) cellular system of wideband CDMA using
3.84 Mchips/s, a timing accuracy of 260 ns is necessary for chip synchronization.

Moreover, in conventional wireless systems, there is no synchronization between
terminals of wireless system. For example, in the uplink of a cellular system, since
the transmission timing from terminals is not synchronized and the distances
between terminals and base station are not constant, the receiving timing at the base
station is not synchronized. The asynchronicity between terminals is a very serious
issue in the case of system handover of heterogeneous wireless systems.

9.4.1.2 Synchronization in Universal Clock Synchronized Wireless
Network

To solve the abovementioned problem, we propose the universal clock synchro-
nized wireless network, called the synchronized spread spectrum code division
multiple access (synchronized SS-CDMA) [28-33]. Since terminals and base sta-
tions in the network of synchronized SS-CDMA have a universal clock signal, they
can synchronize by using the universal clock signal with each other. At the time of a
communication start, terminals and base stations can synchronize in less time than
that of asynchronous wireless network. Since overhead time for synchronization is
not necessary, throughput of wireless system does not degrade.

Moreover, since the terminals can get highly accurate location information by
using the GNSS signal, each terminal can calculate its own location and time
precisely and synchronize its own clock and frequency to those of the QZSS. The
terminal transmits it in synchronization with other terminals. As a result, in the
system handover process, it can decrease connection loss and throughput
degradation.

"The “chip” is a pulse of a direct-sequence spread spectrum (DSSS) code.
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Figure 9.27 shows the synchronization scheme of the synchronized SS-CDMA.
In the proposed scheme, the carrier and clock recovery methods use high-accuracy
positioning signals from GNSS such as the GPS and the QZSS. The received GNSS
signals are not noisy because there are less interferences and fewer multiple paths.
Therefore, by using global synchronization via satellites, it can be done much more
easily and with highly accurate to recover carrier and clock signals.

For getting highly accurate timing and location information, the terminal needs
at least four received positioning signals from GNSS satellites. Moreover, since one
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Fig. 9.27 Synchronization in the synchronized spread spectrum code division multiple access
(synchronized SS-CDMA) scheme (the universal clock synchronized wireless network). In the
proposed scheme, the carrier and clock recovery methods use high-accuracy positioning signals
from GNSS such as QZSS and GPS
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satellite of QZSS always appears near the zenith above the region of Japan, the
QZSS can contribute to the accuracy of location and timing information.

Recently, the positioning signal of QZSS has reached a high accuracy of sub-
meter class. For the positioning accuracy of 2 m, the timing accuracy will be 6.7 ns.
Therefore, by using positioning signal, the synchronized wireless network will be
realized.

9.4.2 System Synchronization by Using Global Navigation
Satellite System (GNSS)

In this subsection, the timing synchronization accuracy of GNSS will be discussed.
At first, the synchronization method by using GNSS will be explained. Next, the
experimental evaluations of the timing synchronization accuracy will be shown.

9.4.2.1 Synchronization Method by Using GNSS

Figure 9.28 shows the block diagram of synchronized SS-CDMA terminal. Each
terminal adjusts the transmit timing and carrier frequency using the location and
timing information, which are derived from the received positioning signals of
GNSS satellites.

Figure 9.29 shows the mechanism of timing synchronization on the receiver. All
terminals calculate their own propagation time and adjust the transmit timing so as
to set the reception timing at the same time. There are two factors in the timing error
of the synchronized SS-CDMA: (1) timing error among terminals and (2) trans-
mission timing jitter depending on the position error. The target timing error of the

Fig. 9.28 Block diagram of QZSS/QPS
synchronized SS-CDMA
terminal Positioning

signal \§
| Position/Time

calculation

Data

Freq. Control
Timing Control
Spreading
Coding/Mod.
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synchronized SS-CDMA is tentatively set at 50 ns for realizing large capacity
QZSS SS-CDMA short-message communication system written in Sect. 9.4.3.1.
This target timing error of 50 ns is the precision that is feasible at 100% of
accommodation rate of the QZSS SS-CDMA short-message communication system
(see Sect. 23.2 and Ref. [29] for details).

In Sects. 9.4.2.2 and 9.4.2.3, experimental evaluations of two errors will be
explained.

9.4.2.2 Measurement of Timing Error Among Terminals by Using
GPS Oscillator

In this subsection, for realizing the synchronized SS-CDMA, timing error among
terminals (written in Fig. 9.29) will be evaluated by using a clock signal output
from a GPS oscillator module. Figure 9.30 shows a GPS oscillator module (Furuno
GF-180TC) [34]. Output of the GPS oscillator module is a clock signal called 1
pulse per second (1PPS). This module has a temperature compensated crystal
oscillator (TCXO). Although GF-180TC was developed for the base station at first,
we evaluated this as an oscillator on the mobile terminals in this measurement.

Figure 9.31 shows the measurement system of the clock jitter between two GPS
oscillators. In this evaluation, a clock jitter is assumed as a difference of 1PPS clock
signal. Figure 9.31a shows the block diagram of the measurement system. The
antenna connected with the GF-180TC (A) was in open sky conditions. In the case
of Fig. 9.31a, there was a radar absorbent material near the antenna connected with
the GF-180TC (B) for reducing number of visible satellites. The clock jitter can be
observed by a measurement of the difference of 1PPS signal between two
GF-180TC oscillators. Figure 9.31b shows a photograph of the measurement sys-
tems without radar absorbent material.
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Fig. 9.30 GPS oscillator module (Furuno GF-180TC) [34]. The GF-180TC has a temperature
compensated crystal oscillator (TCXO)

Figure 9.32 shows a cumulative distribution function (CDF) of the number
through the visible satellites of GF-180TC. The horizontal axis is the number of
visible satellites through the GF-180TC. The vertical axis is CDF. The number of
visible satellites can be monitored by the control information of the GF-180TC. The
number of visible satellites in the presence of the radar absorbent material is smaller
than without the radar absorbent material.

Figure 9.33 shows an example of the clock jitter measurement on two GPS
oscillators. The horizontal axis is time. The vertical axis is amplitude. In the fol-
lowing evaluations, the ideal timing, e.g., Coordinated Universal Time (UTC), is
assumed as the middle value of the jitter between two 1PPS signals. So, the 1PPS
relative error from the ideal timing is assumed as shown in Fig. 9.33.

— 1PPS signal

<7<_ Open sky — Control information - -
.~ GPS Oscillators
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(A) ' & Measurement systems
|:E GF-180TC Oscilloscope -
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(a) Block diagram of measurement (b) Photograph of the measurement
system of clock jitter system without a rader absorbent ma-

terial

Fig. 9.31 Measurement system of clock jitter between two GPS oscillators
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Figure 9.34 shows the CDFs of the measurement timing error. In the case of
Fig. 9.34a, both oscillators were in open sky (w/o radar absorbent materials), so this
evaluation is for an individual difference of oscillators. The horizontal axis is 1PPS
relative error. The vertical axis is CDF. The maximum value of timing error is
10.0 ns. The timing error in the case of a CDF of 0.9 is 5.0 ns. In the case of
Fig. 9.34b, there was a radar absorbent material with GF-180TC (B). The maxi-
mum value of timing error is 38.0 ns. The timing error in the case of a CDF of 0.99

is 20.0 ns.
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Figure 9.35 shows the CDF of the measurement timing error with elevation
angle masks (w/o radar absorbent materials for GF-180TC (B)). The elevation angle
masks correspond to the sky view factor. In the case of elevation angle masks of 0°,
20°, and 30°, the sky view factor is 100% (open sky condition), 60%, and 44%,
respectively. In the case of a sky view factor of 60% and 44%, the maximum value
of timing error is 19.0 ns and 26.5 ns, respectively.
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9.4.2.3 Measurement of Transmission Timing Jitter Depending
on Position Error by Using QZSS and GPS

In this subsection, for realizing the synchronized SS-CDMA, the transmission
timing jitter depending on the position error (written in Fig. 9.29) will be evaluated
by using a QZSS/GPS receiver. Figure 9.36 contains photographs of the mea-
surement system of the positioning error by using QZSS and GPS. Figure 9.36a is a
photograph of the QZSS/GPS receiver (Core CD311 [35]). The receiver can receive
the high-accuracy L1-band submeter-class augmentation with integrity function
(L1-SAIF) signal of the QZSS. Figure 9.36b shows a photograph of the measure-
ment environment.

Figure 9.37 shows the measurement results of the positioning errors.
Figure 9.37a, b, c shows the elevation angle masks of 0°, 20°, and 30°, respec-
tively. The measurement times of Fig. 9.37a—c are 30 min each. Each plot is

(a) (b)

Antenna

Note PC

Antenna .

Core CD311
Core CD311

Fig. 9.36 Photographs of the measurement system of the positioning error by using QZSS and
GPS
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Fig. 9.37 Measurement results of the positioning error

determined by averaging values every 5 min. As shown in Fig. 9.37a, in the case of
a sky view factor of 100% (elevation angle mask of 0°, open sky condition), the
maximum value of positioning error is less than 2 m.

The transmission timing error can be calculated from the position error. Fig-
ure 9.38 shows the CDF of the transmission timing control error calculated from
Fig. 9.37 with elevation angle masks. In the case of a sky view factor of 100%,
60%, and 44%, the maximum value of the timing error is 5.1 ns, 12.1 ns, and
13.7 ns, respectively.

Table 9.1 shows the receive timing error in the receivers. As shown in Fig. 9.29,
the total timing error in the receivers is given by the summation of timing errors
among terminals (from Fig. 9.35) and the transmission timing error due to posi-
tioning error (from Fig. 9.38). In the case of a sky view factor of 100%, 60%, and
44%, the maximum value of the timing error is 15.1 ns, 31.1 ns, and 40.2 ns,
respectively, which is smaller than the target timing error of the synchronized
SS-CDMA of 50 ns for realizing large capacity satellite communication system
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CDF

Transmit timing control error [ns]

Fig. 9.38 CDF of the transmission timing control error

Table 9.1 Receive timing error in the receivers

Elevation angle mask 0=0° 0=20° 0=30°
Sky view factor (%) 100 60 40
Timing error among terminals (7;) (ns) 10.0 19.0 26.5
Transmission timing error due to positioning error (Tj,) (ns) 5.1 12.1 13.7
Receive timing error in receiver (T +Tj) (ns) 15.1 31.1 40.2

using QZSS written in Sect. 9.4.3.1 (see Sect. 23.2 and Ref. [29] for details). The
evaluations described above thus provides the basic proof of the concept, that the
highly accurate positioning signal from GNSS can be used for the synchronized
SS-CDMA. More detailed discussions of the concept and accuracy of SS-CDMA
using GNSS are underway.

9.4.3 Timing Dependability for Global Network
and Computing Systems

Since the nanosecond (ns) order clock synchronization using QZSS and GPS can be
realized as shown in Sect. 9.4.2, the next-generation global network and computing
systems will be able to upgrade by using a high-accuracy clock synchronization
with GNSS. Figure 9.39 shows an overview of global network and computing
systems with highly accurate clock synchronization with GNSS. In this subsection,
three possibilities of applications using a high-accuracy clock synchronization will
be explained.
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(Subsection 9.4.3.3)
ITS automatic driving)

Internet QZSS/GPS

Hetero-network
controller

M (satellite communication )

% (Subsection 9.4.3.1)

Seamless system handover
(Subsection 9.4.3.2) (Heterogeneous wireless system
cooperation leading by terminals)

Fig. 9.39 Overview of global network and computing systems with highly accurate clock
synchronization with GNSS

9.4.3.1 Large Capacity Satellite Communication System Using QZSS

By using ns-order clock synchronization, high-efficiency wireless communication
can be realized. For example, the large capacity satellite communication using
QZSS will be discussed in Chap. 23 of this book.

When a great disaster occurs, terrestrial infrastructure could be seriously dam-
aged. Thus, satellite communication has an important role to keep a minimum
reliable connection. QZSS is expected to provide a high-accuracy positioning
service and allows two-way communication which includes the terminal location
and short messages. We propose the SS-CDMA scheme which realizes direct
access from terminals to the satellite, and simultaneous multiuser transmission
using large spreading factor SS codes. In this system, keeping orthogonality among
users in the time and frequency domain is the most important issue. The detail of
this system will be explained in Sect. 23.2.

9.4.3.2 Heterogeneous Wireless System with Network Selection
Scheme Using Positioning Information

It is self-evident that the next-generation wireless network will evolve to the
heterogeneous wireless network as shown in Sect. 9.4.1. The main issue of
heterogeneous wireless networks is seamless system handover. In Fig. 9.39, an
example of the seamless system handover method is drawn.

By using location information with clock synchronization, we proposed a
high-reliability and high-efficiency network selection scheme. In the proposed



9 Responsiveness and Timing 391

scheme, users select a cell using their location and the channel quality information.
The channel quality information at each location is provided for the cell selection.
User terminals can guess the channel quality information by measuring only their
locations. In other words, the best connection is automatically identified by using
the location information. Furthermore, this channel quality information is the
average of the signal strength and the traffic load information. Therefore, users can
suppress the cell selection error and select a cell in response to the real-time traffic
load variation. The details of this scheme will be explained in Sect. 23.3.

9.4.3.3 Computer Coordination Using ns-Order Clock
Synchronization

It is important for a number of applications on the Internet to be able to have and
share highly accurate clock signals. Although the accuracy of clocks of network
nodes is now millisecond (ms) order, high-accuracy clocks such as microsecond
(ps) or ns-order will be needed in the near future.

By using ns-order clock synchronization with GNSS, all network nodes (com-
puters), including small size mobile terminals, will be able to synchronize with
universal clock such as the UTC. Coordination between computers will be able to
upgrade by using universal clock synchronization. For example, worldwide syn-
chronized transaction and distributed computing will be realized by using
high-accuracy positioning signals provided from QZSS and GPS.

As a result, the applications of computer coordination using clock synchro-
nization will be widely used in the near future. In Fig. 9.39, examples of computer
coordination using ns-order clock synchronization are depicted; (1) e-commerce
with ns-order timing control high-speed transaction, and (2) automatic driving with
ns-order timing control and highly accurate location control.
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Chapter 10 )
Malicious Attacks on Electronic Systems Skl
and VLSIs for Security

Takeshi Fujino, Daisuke Suzuki, Yohei Hori, Mitsuru Shiozaki,
Masaya Yoshikawa, Toshiya Asai and Masayoshi Yoshimura

Abstract In this chapter, we briefly review malicious attacks that have been
attempted on security-critical systems employing a variety of methods, and discuss
cryptographic functions embedded in VLSIs to be used in systems which require
dependability in terms of protection against attackers. Recent cryptographic algo-
rithms such as AES or RSA are computationally safe in the sense that it is prac-
tically impossible to reveal the key information from a pair of plain and cipher texts
if a key with a sufficient length is used. An attacker would therefore try to reveal the
cryptographic keys by exploiting possible implementation flaws in the security
LSIs. For example, attempts have been made to modify the control flow of a
program and read out the key data. Other types of attacks have used side-channel
information such as power traces or electromagnetic emission from the LSIs.
Therefore, of the utmost importance in security LSIs is “tamper resistance” or
robust key-protection mechanisms. In Sect. 10.1, the role of LSIs in the integrity of
security-critical systems is presented and a review is given over reported incidents
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of malicious attacks. Section 10.2 discusses typical tampering methods against
cryptographic circuits in more detail. Tamper-resistant security hardware design
and verification methods are introduced in Sects. 10.3 and 10.4. The vulnerability
of scan-based test scheme is discussed in Sect. 10.5. A testing environment called
SASEBO (http://www.toptdc.com/product/sasebo/) for evaluation of security LSIs
is introduced in Sect. 10.6.

Keywords Cryptographic circuits « Fault analysis attacks « Side-channel attacks
Tamper resistance

10.1 The Role of Security LSI and the Example
of Malicious Attacks

Takeshi Fujino, Ritsumeikan University
Daisuke Suzuki, Mitsubishi Electric Corporation

10.1.1 The Role of Security Function and System Example

The five functions: Confidentiality, Integrity, Availability, Authenticity, and
Accountability are essential components in computer security [1]. These compo-
nents except availability are depicted in Fig. 10.1. Confidentiality is the function
that protects the system from having its data stolen (e.g., by eavesdropping).
Authenticity is the function that permits authorized access, while rejecting unau-
thorized (and thereby preventing spoofing). Integrity prohibits attempts to alter the
system and/or the data stored in the system. Accountability validates or justifies the
behavior of the system (so that repudiation, for example, is invalidated). Avail-
ability is the function that enables the use of the system at any time.

An example of systems, as in the bank-card, credit-card, or corporate work
environment, where smart cards are used for controlling access to a central server is
illustrated in Fig. 10.2. A user enters into the system through an authentication
process (1) using the card, a client computer to the server computer, and a key, KA,
which is kept secret between user and the owner of the system. The data on the
central storage is encrypted by the user’s encryption keys, KE, and a user has an
access to it within the limitations of authorization the owner give him/her.

The secret key information is not directly exchanged to avoid the risks of
eavesdropping. The challenge—response authentication protocol is used instead as
indicated by step (1) in Fig. 10.2. When the client requests authentication to the
server, a “challenge,” which is a random number generated on the server, is
delivered to the client. The client then encrypts the “challenge” with the authen-
tication key, KA, and sends it back to the server as the “response.” The server, upon
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Fig. 10.2 The system example using computer security functions

confirmation that the “challenge” encrypted by the server by the same key KA it
possesses proves identical to the “response”, the client, or the user, is authenticated.

Going further to use the system, the user accesses the data on the server he/she
has been authorized to access by using another encryption key, KE, as indicated by
step (2) in Fig. 10.2. The data he/she wants to store on the central storage is
encrypted by the client before being transmitted. Conversely, the encrypted data on
the storage is downloaded from the server and decrypted by the client when the user
wants to read it out.
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10.1.2 Attack Incidents to Security LSIs

Attack incidents reported to date on commercial security LSIs can be categorized
into two groups. In the first group, it was the vulnerabilities of cryptographic
algorithms or protocols embedded in the security LSI that have been exploited by
attackers. The attack on the MIFARE classic [2] that is shown here. MIFARE
classic that is a contact-less smart card supplied from NXP Semiconductors, is a
well-known example. A proprietary encryption algorithm Crypto-1 created by NXP
was used on the card. Though the security of Crypto-1 partly relied on the secrecy
of the algorithm, however, the confidential algorithm was exposed by reverse
engineering. Possibilities of theft and cloning of the card information have been
reported in a subsequent research [3]. A similar incident was reported on the remote
keyless entry system on automobiles supplied from Microchip Technology [4].

The second category of attack incidents has to do with improper “implementa-
tions” of cryptographic algorithms. In such cases, the security functions can be
vulnerable even if the cryptographic algorithms and protocols are secure. An
“implementation” attack was reported on PlayStation 3 (PS3) supplied from Sony
Computer Entertainment [5]. The ECDSA (Elliptic Curve Digital Signature
Algorithm) used in PS3 was considered sufficiently strong against cryptanalysis,
and thus it was listed in 2013 among the Japanese E-Government recommended
ciphers [6]. The key extraction attack succeeded because a parameter, which should
have been different for each operation, was fixed in the implementation of PS3.

The “side-channel attacks” that also exploit vulnerabilities in implementation,
can be successful even when there is no such flaw in algorithm implementation. The
incidents of the attacks are listed in Table 10.1. In order to counteract “side-channel
attacks”, therefore, sufficient care has to be taken in the design and verification of
cryptographic circuits.

10.1.3 Cryptographic Circuits and Other Components

When attackers try to reveal a secret key, the main target on the security LSI would
be the cryptographic circuit. In addition, the bus and memory circuits can be
alternative targets because the key data is transferred or stored in these circuits.

(a) The symmetric-key cryptography and its operation

The symmetric-key cryptography scheme is one of the most popular algorithms to
keep the data secret. The ancient Caesar cipher falls in this category. The sender and
the receiver share a common secret data called the symmetric key before
exchanging data. The sender encrypts a plaintext with the symmetric key and
produce a ciphertext. On the other hand, the receiver decrypts the ciphertext with
the same symmetri