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Preface

The field of microwave engineering has undergone a radical transformation in recent years as the Defense
and Government work effort that once dominated the industry is now exceeded by commercial wireless
efforts. The explosive growth of commercial wireless markets has not only altered the Defense/non-
Defense work balance, but also brought about significant shifts in the perspective and focus of working
microwave and RF engineers. Engineering emphasis has changed from optimum performance design to
design for manufacturing, from one-of-a-kind parts to high volume production, from performance at
all cost to minimum cost with acceptable performance, from widest possible bandwidth to regulated
narrow band, etc. Even engineers and researchers working in the traditional high performance, low
volume microwave markets have seen a shift in emphasis of their work as every effort is made to reduce
cost through the re-use of commercial-off-the-shelf (COTS) parts. Although the physics and mathematics
of microwave and RF engineering is the same, the job of the typical microwave engineer has changed
dramatically. The modern microwave and RF engineer is expected to be knowledgeable of customer
expectations, market trends, manufacturing technologies, and factory models to a degree that is unprec-
edented in the history of RF/microwave engineering. Unfortunately, the 40+ years of close association
of the microwave industry solely with Defense/Government agencies has left a legacy of microwave
literature that is narrowly focused on high performance, low volume applications and is deficient in many
areas of critical importance today. This handbook comes at a time when there is an emerging interest in
a broader range of microwave material with more balance than that which has been previously available.

The purpose of The RF and Microwave Handbook is to provide a single-volume comprehensive refer-
ence for modern microwave and RF engineers. The articles that comprise the handbook provide impor-
tant information for practicing engineers in industry, government, and academia. The intended audience
also includes microwave and other electrical engineers requiring information outside of their area of
expertise as well as managers, marketers, and technical support workers who need better understanding
of the fields driving and affected by their decisions.

The book is organized into nine chapters, with all but the first chapter consisting of several articles
on related topics. The first chapter consists of a single introductory article that provides important
definitions and spectral information. Two appendices containing useful information for practicing micro-
wave engineers are also included. By design, there is some overlap of information presented in some of
the chapters. This allows the reader to investigate a topic without needing to make numerous references
to other portions of the handbook. A complete table of contents is presented at the front of the book to
provide the reader with a means of locating desired information as easily and rapidly as possible. Finally,
all of the articles provide the reader with additional references to related expert literature.
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Introduction

1.1 Overview of Microwave and RF Engineering
Patrick Fay 1.2 Frequency Band Definitions
University of Notre Dame 1.3 Applications

1.1 Overview of Microwave and RF Engineering

Modern microwave and radio frequency (RF) engineering is an exciting and dynamic field, due in large
part to the symbiosis between recent advances in modern electronic device technology and the current
explosion in demand for voice, data, and video communication capacity. Prior to this revolution in
communications, microwave technology was the nearly exclusive domain of the defense industry; the
recent and dramatic increase in demand for communication systems for such applications as wireless
paging, mobile telephony, broadcast video, and tethered as well as untethered computer networks is
revolutionizing the industry. These systems are being employed across a broad range of environments
including corporate offices, industrial and manufacturing facilities, and infrastructure for municipalities,
as well as private homes. The diversity of applications and operational environments has led, through
the accompanying high production volumes, to tremendous advances in cost-efficient manufacturing
capabilities of microwave and RF products. This, in turn, has lowered the implementation cost of a host
of new and cost-effective wireless as well as wired RF and microwave services. Inexpensive handheld GPS
navigational aids, automotive collision-avoidance radar, and widely available broadband digital service
access are among these. Microwave technology is naturally suited for these emerging applications in
communications and sensing, since the high operational frequencies permit both large numbers of
independent channels for the wide variety of uses envisioned as well as significant available bandwidth
per channel for high speed communication.

Loosely speaking, the fields of microwave and RF engineering together encompass the design and
implementation of electronic systems utilizing frequencies in the electromagnetic spectrum from approx-
imately 300 kHz to over 100 GHz. The term “RF” engineering is typically used to refer to circuits and
systems having frequencies in the range from approximately 300 kHz at the low end to between 300 MHz
and 1 GHz at the high end. The term “microwave engineering”, meanwhile, is used rather loosely to refer
to design and implementation of electronic systems with operating frequencies in the range of from 300
MHz to 1 GHz on the low end to upward of 100 GHz. Figure 1.1 illustrates schematically the electro-
magnetic spectrum from audio frequencies through cosmic rays. The RF frequency spectrum covers the
medium frequency (MF), high frequency (HF), and very high frequency (VHF) bands, while the micro-
wave portion of the electromagnetic spectrum extends from the upper edge of the VHF frequency range
to just below the THz radiation and far-infrared optical frequencies (approximately 0.3 THz and above).
The wavelength of free-space radiation for frequencies in the RF frequency range is from approximately
1 m (at 300 MHz) to 1 km (at 300 kHz), while those of the microwave range extend from 1 m to the
vicinity of 1 mm (corresponding to 300 GHz) and below.
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FIGURE 1.1 Electromagnetic frequency spectrum and associated wavelengths.

The boundary between “RF” and “microwave” design is both somewhat indistinct as well as one that is
continually shifting as device technologies and design methodologies advance. This is due to implicit conno-
tations that have come to be associated with the terms “RF” and “microwave” as the field has developed. In
addition to the distinction based on the frequency ranges discussed previously, the fields of RF and microwave
engineering are also often distinguished by other system features as well. For example, the particular active
and passive devices used, the system applications pursued, and the design techniques and overall mindset
employed all play a role in defining the fields of microwave and RF engineering. These connotations within
the popular meaning of microwave and RF engineering arise fundamentally from the frequencies employed,
but often not in a direct or absolute sense. For example, because advances in technology often considerably
improve the high frequency performance of electronic devices, the correlation between particular types of
electronic devices and particular frequency ranges is a fluid one. Similarly, new system concepts and designs
are reshaping the applications landscape, with mass market designs utilizing ever higher frequencies rapidly
breaking down conventional notions of microwave-frequency systems as serving “niche” markets.

The most fundamental characteristic that distinguishes RF engineering from microwave engineering
is directly related to the frequency (and thus the wavelength) of the electronic signals being processed.
For low-frequency and RF circuits (with a few special exceptions such as antennae), the signal wavelength
is much larger than the size of the electronic system and circuit components. In contrast, for a microwave
system the sizes of typical electronic components are often comparable (i.e., within approximately 1 order
of magnitude) to the signal wavelength. This gives rise to a reasonable working definition of the two
design areas based on the underlying approximations used in design. Since in conventional RF design,
the circuit components and interconnections are generally small compared to a wavelength, they can be

modeled as lumped elements for which Kirchoff’s voltage and current laws apply at every instant in time.
Parasitic inductances and capacitances are incorporated to accurately model the frequency dependencies,
but these quantities can, to good approximation, be treated as lumped elements. For microwave frequen-
cies, however, the finite propagation velocity of electromagnetic waves can no longer be neglected. For
these frequencies, the time delay associated with signal propagation from one end of a component to the
other is an appreciable fraction of the signal period, and thus lumped-element descriptions are no longer
adequate to describe the electrical behavior. A distributed-element model is required to accurately capture
the electrical behavior, in contrast to RF models. The time delay associated with finite wave propagation
velocity that gives rise to the distributed circuit effects is a distinguishing feature of the mindset of
microwave engineering. An alternative viewpoint is based on the observation that microwave engineering
lies in a “middle ground” between traditional low-frequency electronics and optics, as shown in Fig. 1.1.
As a consequence of RE, microwaves, and optics simply being different regimes of the same electromag-
netic phenomena, there is a gradual transition between these regimes. The continuity of these regimes
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results in constant reevaluation of the appropriate design strategies and trade-offs as device and circuit
technology advances. For example, miniaturization of active and passive components often increases the
frequencies at which lumped-element circuit models are sufficiently accurate, since by reducing component
dimensions, the time delay for propagation through a component is proportionally reduced. As a conse-
quence, lumped-element components at “microwave” frequencies are becoming increasingly common in
systems previously based on distributed elements due to significant advances in miniaturization, even
though the operational frequencies remain unchanged. Component and circuit miniaturization also leads
to tighter packing of interconnects and components, potentially introducing new parasitic coupling and
distributed-element effects into circuits that could previously be treated using lumped-element RF models.

The comparable scales of components and signal wavelengths has other implications for the designer
as well, since neither the ray-tracing approach from optics nor the lumped-element approach from RF
circuit design are valid in this middle ground. In this regard, microwave engineering can also be consid-
ered to be “applied electromagnetic engineering,” as the design of guided-wave structures such as
waveguides and transmission lines, transitions between different types of transmission lines, and antennae
all require analysis and control of the underlying electromagnetic fields. The design of these guided-wave
structures is treated in detail in Section 9.3.

The distinction between RF and microwave engineering is further blurred by the trend of increasing
commercialization and consumerization of systems using what have been traditionally considered to be
microwave frequencies. Traditional microwave engineering, with its historically military applications, has
long been focused on delivering performance at any cost. As a consequence, special-purpose devices
intended solely for use in high performance microwave systems and often with somewhat narrow ranges
of applicability were developed to achieve the required performance. With continuing advances in silicon
microelectronics, including SiGe heterojunction bipolar transistors (HBTs) and conventional scaled
CMOS, microwave frequency systems can now be reasonably implemented using the same devices as
conventional low-frequency baseband electronics. In addition, the commercialization of low-cost III-V
compound semiconductor electronics, including ion-implanted metal-semiconductor field-effect tran-
sistors (MESFETs), pseudomorphic high electron mobility transistors (PHEMTs), and III-V HBTs, has
dramatically decreased the cost of including these elements in high-volume consumer systems. This
convergence, with silicon microelectronics moving ever higher in frequency into the microwave spectrum
from the low-frequency side and compound semiconductors declining in price for the middle of the
frequency range, blurs the distinction between “microwave” and “RF” engineering, since “microwave”
functions can now be realized with “mainstream” low-cost electronics. This is accompanied by a shift
from physically large, low-integration-level hybrid implementations to highly integrated solutions based
on monolithic microwave integrated circuits (MMICs). This shift has a dramatic effect not only on the
design of systems and components, but also on the manufacturing technology and economics of pro-
duction and implementation as well. A more complete discussion of the active device and integration
technologies that make this progression possible is included in Chapter 7.

Aside from these defining characteristics of RF and microwave systems, a number of physical effects
that are negligible at lower frequencies become increasingly important at high frequencies. Two of these
effects are the skin effect and radiation losses. The skin effect is caused by the finite penetration depth
of an electromagnetic field into conducting material. This effect is a function of frequency; the depth of
penetration is given by &, = Tofio’ where y is the permeability, fis the frequency, and 0 is the conductivity
of the material. As the expression indicates, §, decreases with increasing frequency, and so the electro-
magnetic fields are confined to regions increasingly near the surface as the frequency increases. This
results in the microwave currents flowing exclusively along the surface of the conductor, significantly
increasing the effective resistance (and thus the loss) of metallic interconnects. Further discussion of this
topic can be found in Sections 9.2 and 9.6.1. Radiation losses also become increasingly important as the
signal wavelengths approach the component and interconnect dimensions. For conductors and other
components of comparable size to the signal wavelengths, standing waves caused by reflection of the
electromagnetic waves from the boundaries of the component can greatly enhance the radiation of
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electromagnetic energy. These standing waves can be easily established either intentionally (in the case
of antennae and resonant structures) or unintentionally (in the case of abrupt transitions, poor circuit
layout, or other imperfections). Careful attention to transmission line geometry, placement relative to
other components, transmission lines, and ground planes, as well as circuit packaging is essential for
avoiding excessive signal attenuation and unintended coupling due to radiative effects.

A further distinction in the practice of RF and microwave engineering from conventional electronics
is the methodology of testing. Due to the high frequencies involved, the capacitance and standing-wave
effects associated with test cables and the parasitic capacitance of conventional test probes make the use
of conventional low-frequency circuit characterization techniques impractical. Although advanced mea-
surement techniques such as electro-optic sampling can sometimes be employed to circumvent these
difficulties, in general the loading effect of measurement equipment poses significant measurement
challenges for debugging and analyzing circuit performance, especially for nodes at the interior of the
circuit under test. In addition, for circuits employing dielectric or hollow guided-wave structures, voltage
and current often cannot be uniquely defined. Even for structures in which voltage and current are well-
defined, practical difficulties associated with accurately measuring such high-frequency signals make this
difficult. Furthermore, since a DC-coupled time-domain measurement of a microwave signal would have
an extremely wide noise bandwidth, the sensitivity of the measurement would be inadequate. For these
reasons, components and low-level subsystems are characterized using specialized techniques. These
approaches are treated in detail in Chapter 4.

1.2 Frequency Band Definitions

The field of microwave and RF engineering is driven by applications — originally for military purposes
such as radar and, more recently, for commercial, scientific, and consumer applications. As a consequence
of this diverse applications base, microwave terminology and frequency band designations are not entirely
standardized, with various standards bodies, corporations, and other interested parties all contributing
to the collective terminology of microwave engineering. Figure 1.2 shows graphically some of the most
common frequency band designations, with their approximate upper and lower bounds. As can be seen,
some care must be exercised in the use of the “standard” letter designations; substantial differences in
the definitions of these bands exist in the literature and in practice. Diagonal hashing at the ends of the
frequency bands in Fig. 1.2 indicates variations in the definitions by different groups and authors; dark
regions in the bars indicate frequencies for which there appears to be widespread agreement in the
literature. The double-ended arrows appearing above some of the bands indicate the IEEE definitions
for these bands. Two distinct definitions of K-band are in use; the first of these defines the band as the
range from 18 GHz to approximately 26.5 GHz, while the other definition extends from 10.9 to 36 GHz.
Both of these definitions are illustrated in Fig. 1.2. Similarly, L-band has two overlapping frequency range
definitions; this gives rise to the large “variation” regions shown in Fig. 1.2. In addition, some care must
be taken with these letter designations, as the IEEE and U.S. military specifications both define an L-
band, but with very different frequencies. The IEEE L-band resides at the low end of the microwave
spectrum, while the military definition of L-band is from 40 to 60 GHz. The IEEE designations (L-W)
are presently used widely in practice and the technical literature, with the newer U.S. military designations
(A-N) having not yet gained widespread popularity outside of the military community.

1.3 Applications

The field of microwave engineering is currently experiencing a radical transformation. Historically, the
field has been driven by applications requiring the utmost in performance with little concern for cost or
manufacturability. These systems have been primarily for military applications, where performance at
nearly any cost could be justified. The current transformation of the field involves a dramatic shift from
defense applications to those driven by the commercial and consumer sector, with an attendant shift in
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military frequency band designations.!

focus from design for performance to design for manufacturability. This transformation also entails a
shift from small production volumes to mass production for the commercial market, and from a focus
on performance without regard to cost to a focus on minimum cost while maintaining acceptable
performance. For wireless applications, an additional shift from broadband systems to systems having
very tightly regulated spectral characteristics also accompanies this transformation.
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For many years the driving application of microwave technology was military radar. The small wave-
length of microwaves permits the realization of narrowly focused beams to be achieved with antennas
small enough to be practically steered, resulting in adequate resolution of target location. Long-distance
terrestrial communications for telephony as well as satellite uplink and downlink for voice and video
were among the first commercially viable applications of microwave technology. These commercial
communications applications were successful because microwave-frequency carriers (f.) offer the possi-
bility of very wide absolute signal bandwidths (Af) while still maintaining relatively narrow fractional
bandwidths (i.e., Af/f.). This allows many more voice and data channels to be accommodated than would
be possible with lower-frequency carriers or baseband transmission.

Among the current host of emerging applications, many are based largely on this same principle,
namely, the need to transmit more and more data at high speed, and thus the need for many commu-
nication channels with wide bandwidths. Wireless communication of voice and data, both to and from
individual users as well as from users and central offices in aggregate, wired communication including
coaxial cable systems for video distribution and broadband digital access, fiber-optic communication
systems for long- and short-haul telecommunication, and hybrid systems such as hybrid fiber-coax
systems are all poised to take advantage of the wide bandwidths and consequently high data carrying
capacity of microwave-frequency electronic systems. In addition to the explosion in both diversity and
capability of microwave-frequency communication systems, radar systems continue to be of importance
with non-military and non-navigational applications including radar systems for automotive collision
avoidance and weather and atmospheric sensing becoming increasingly widespread.

In addition to these “traditional” microwave applications, other fields of electronics are increasingly
encroaching into the microwave frequency range. Examples include wired data networks based on coaxial
cable or twisted-pair transmission lines with bit rates of over 1 Gb/s, fiber-optic communication systems
with data rates well in excess of 10 Gb/s, and inexpensive personal computers and other digital systems
with clock rates of over 1 GHz. The continuing advances in the speed and capability of conventional
microelectronics is pushing traditional circuit design ever further into the microwave frequency regime.
These trends promise to both invigorate and reshape the field of microwave engineering in new and
exciting ways.

References

1. Collin, R. E., Foundations for Microwave Engineering, McGraw-Hill, New York, 1992, 2.

2. Harsany, S. C., Principles of Microwave Technology, Prentice-Hall, Upper Saddle River, NJ, 1997, 5.

3. Laverghetta, T. S., Modern Microwave Measurements and Techniques, Artech House, Norwood, MA,
1988, 479.

4. Rizzi, P. A., Microwave Engineering, Prentice-Hall, Englewood Cliffs, NJ, 1988, 1.

5. Reference Data for Radio Engineers, ITT Corp., New York, 1975.

©2001 CRC Press LLC



Flikkema, Paul G. et al. "Microwave and RF Product Applications"
The RF and Microwave Handbook

Editor in Chief Mike Golio

Boca Raton: CRC Press LL C,2001



Microwave and RF
Product Applications

Paul G. Flikkema

Northern Arizona University

Andy D. Kucar

4U Communications Research, Inc.

2.1

Brian Petry
3Com Corporation

Saf Asghar

Advanced Micro Devices, Inc.

2.2

Jim Paviol
Intersil

Carl Andren

Intersil

2.3

John Fakatselis
Intersil

Thomas M. Siep

Texas Instruments

Ian C. Gifford
M/A-Com, Inc.

Ramesh K. Gupta
COMSAT Laboratories

24

25

Nils V. Jespersen

Lockheed Martin Space Electronics
and Communications

Benjamin B. Peterson
U.S. Coast Guard Academy

James L. Bartlett 2.6

Rockwell Collins

James C. Wiltse
Georgia Tech

Melvin L. Belcher, Jr.
Georgia Tech

2.7

©2001 CRC Press LLC

Cellular Mobile Telephony

A Brief History ¢ The Cellular Concept ¢ Networks for
Mobile Telephony « Standards and Standardization Efforts ¢
Channel Access * Modulation « Diversity Spread Spectrum,
and CDMA ¢ Channel Coding, Interleaving, and Time
Diversity « Nonlinear Channels ¢ Antenna Arrays * Summary
Nomadic Communications

Prologue ¢ A Glimpse of History « Present and Future
Trends * Repertoire of Systems and Services ¢ Airwaves
Management ¢ Operating Environment ¢ Service Quality «
Network Issues and Cell Size » Coding and Modulation ¢
Speech Coding ¢ Macro and Micro Diversity ¢« Multiple
Broadcasting and Multiple Access ¢ System Capacity ¢
Conclusion

Broadband Wireless Access: High Rate, Point

to Multipoint, Fixed Antenna Systems

Fundamental BWA Properties « BWA Fills Technology Gaps *
BWA Frequency Bands and Market Factors ¢ Standards
Activities » Technical Issues: Interfaces and Protocols ¢
Conclusion

Digital European Cordless Telephone
ApplicationAreas « DECT/ISDN Interworking « DECT/GSM
Interworking ¢« DECT DataAccess * How DECT Functions ¢
Architectural Overview

Wireless Local Area Networks (WLAN)

WLAN RF ISM Bands « WLAN Standardization at 2.4 GHz:
IEEE 802.11b « Frequency Hopped (FH) vs. Direct Sequence
Spread Spectrum (DSSS) ¢ Direct Sequence Spread Spectrum
(DSSS) Energy Spreading « Modulation Techniques and Data
Rates « Carrier Sense Multiple Access/Collision Avoidance
(CSMA/CA) « Packet Data Frames in DSSS « IEEE 802.11
Network Modes ¢ 5 GHz WLAN « RF Link Considerations ¢
WLAN System Example: PRISM® 11

Wireless Personal Area Network Communications: An
Application Overview

Applications for WPAN Communications ¢ The Nature of
WPAN Services * WPAN Architecture « WPAN Protocol
Stack « History of WPANSs and P802.15 « Conclusions
Satellite Communications Systems

Evolution of Communications Satellites « INTELSAT System
Example ¢ Broadband and Multimedia Satellite Systems ¢
Summary



Josh T. Nessmith 2.8  Satellite-Based Cellular Communications

Georgia Tech Driving Factors ¢ Approaches ¢ Example Architectures ¢
Trends

Robert D. Hayes 2.9  Electronic Navigation Systems

RDH Incorporated The Global Positioning System (NAVSTAR GPS) ¢« Global

Madhu S. Gupta Navigation Satellite System (GLONASS) ¢ LORAN C History

and Future « Position Solutions from Radionavigation Data *

San Diego State University Error Analysis  Error Ellipses (Pierce, 1948) + Over-

Arye Rosen Determined Solutions ¢ Weighted Least Squares ¢ Kalman
Drexel University F”t_ers i

2.10 Avionics
Harel D. Rosen Navigation, Communications, Voice and Data
UMDN]/Robert Wood Johnson 211 Radar

Medical School Continuous Wave Radar « Pulse Radar

Stuart D. Edwards 2.12 Electronic Warfare and Countermeasures

Radar and Radar Jamming Signal Equations ¢ Radar Antenna
Vulnerable Elements « Radar Counter-Countermeasures ¢
Chaff

2.13 Automotive Radar
Classification « History of Automotive Radar Development ¢
Speed-Measuring Radar ¢ Obstacle-Detection Radar *
Adaptive Cruise Control Radar ¢ Collision Anticipation
Radar ¢ RD Front-End for Forward-Looking Radars ¢ Other
Possible Types of Automotive Radars * Future Developments

2.14 New Frontiers for RF/Microwaves in Therapeutic
Medicine
RF/Microwave Interaction with Biological Tissues ¢
RF/Microwaves in Therapeutic Medicine « Conclusions

Conway Stuart Medical, Inc.

2.1 Cellular Mobile Telephony
Paul G. Flikkema

The goal of modern cellular mobile telephone systems is to provide services to telephone users as
efficiently as possible. In the past, this definition would have been restricted to mobile users. However,
the cost of wireless infrastructure is less than wired infrastructure in new telephone service markets.
Thus, wireless mobile telephony technology is being adapted to provide in-home telephone service, the
so-called wireless local loop (WLL). Indeed, it appears that wireless telephony will become dominant
over traditional wired access worldwide.

The objective of this section is to familiarize the RF/microwave engineer with the concepts and termi-
nology of cellular mobile telephony (“cellular™), or mobile wireless networks. A capsule history and a
summary form the two bookends of the section. In between, we start with the cellular concept and the
basics of mobile wireless networks. Then we take a look at some of the standardization issues for cellular
systems. Following that, we cover the focus of the standards battles: channel access methods. We then take
a look at some of the basic aspects of cellular important to RF/microwave engineers: first, modulation,
diversity, and spread spectrum; then coding, interleaving, and time diversity; and finally nonlinear channels.
Before wrapping up, we take a glimpse at a topic of growing importance: antenna array technology.

A Brief History

Mobile telephone service was inaugurated in the U.S. in 1947 with six radio channels available per city.
This evolved into the manual Mobile Telephone System (MTS) used in the 1950s and 1960s. The year
1964 brought the Improved MTS (IMTS) systems with eight channels per city with — finally — no
telephone operator required. Later, the capacity was more than doubled to 18. Most importantly, the
IMTS introduced narrowband frequency modulation (NBFM) technology. The first cellular service was
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introduced in 1983, called AMPS (Advanced Mobile Phone Service). Cities were covered by cells averaging
about 1 km in radius, each serviced by a base station. This system used the 900 MHz frequency band
still in use for mobile telephony. The cellular architecture allowed frequency reuse, dramatically increasing
capacity to a maximum of 832 channels per cell.

The age of digital, or second-generation, cellular did not arrive until 1995 with the introduction of
the IS-54 TDMA service and the competing IS-95 CDMA service. In 1996-1997, the U.S. Federal
Communications Commission auctioned licenses for mobile telephony in most U.S. markets in the so-
called PCS (Personal Communication System) bands at 1.9 GHz. These systems use a variety of standards,
including TDMA, CDMA, and the GSM TDMA standard that originated in Europe. Outside the U.S., a
similar evolution has occurred, with GSM deployed in Europe and the PDC (Personal Digital Cellular)
system in Japan. In other countries there has been a pitched competition between all systems. While not
succeeding in the U.S., so-called low-tier systems have been popular in Europe and Japan. These systems
are less robust to channel variations and are therefore targeted to pedestrian use. The European system
is called DECT (Digital European Cordless Telephony) and the Japanese system is called PHS (Personal
Handyphone System).

Third-generation (or 3G) mobile telephone service will be rolled out in the 2001-2002 time frame.
These services will be offered in the context of a long-lived standardization effort recently renamed IMT-
2000 (International Mobile Telecommunications—2000) under the auspices of the Radio Communications
Standardization Sector of the International Telecommunications Union (ITU-R; see http://www.itu.int).
Key goals of IMT-2000 are:13

1. Use of a common frequency band over the globe.

2. Worldwide roaming capability.

3. Transmission rates higher than second-generation systems to handle new data-over-cellular appli-
cations.

Another goal is to provide the capability to offer asymmetric rates, so that the subscriber can download
data much faster than he can send it.

Finally, it is hoped that an architecture can be deployed that will allow hardware, software, and network
commonality among services for a range of environments, such as those for vehicular, pedestrian, and
fixed (nonmoving) subscribers. While also aiming for worldwide access and roaming, the main technical
thrust of 3G systems will be to provide high-speed wireless data services, including 144 Kbps service to
subscribers in moving vehicles, 384 Kbps to pedestrian users, 2 Mbps to indoor users, and service via
satellites (where the other services do not reach) at up to 32 Kbps for mobile, hand-held terminals.

The Cellular Concept

At first glance, a logical method to provide radio-based communication service to a metropolitan area
is a single, centrally located antenna. However, radio-frequency spectrum is a limited commaodity, and
regulatory agencies, in order to meet the needs of a vast number of applications, have further limited
the amount of RF spectrum for mobile telephony. The limited amount of allocated spectrum forced
designers to adopt the cellular approach: using multiple antennas (base stations) to cover a geographic
area, each base station covers a roughly circular area called a cell. Figure 2.1 shows how a large region
can be split into seven smaller cells (approximated by hexagons). This allows different base stations to
use the same frequencies for communication links as long as they are separated by a sufficient distance.
This is known as frequency reuse, and allows thousands of mobile telephone users in a metropolitan area
to share far fewer channels.

There is a second important aspect to the cellular concept. With each base station covering a smaller
area, the mobile phones need less transmit power to reach any base station (and thus be connected with
the telephone network). This is a major advantage, since, with battery size and weight a major impediment
to miniaturization, the importance of reducing power consumption of mobile phones is difficult to
overestimate.
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FIGURE 2.1 A region divided into cells. While normally the base stations are placed at the center of the cells, it is
also possible to use edge-excited cells where base stations are placed at vertices.

If two mobile units are connected to their respective base stations at the same frequency (or more
generally, channel), interference between them, called co-channel interference, can result. Thus, there is
a trade-off between frequency reuse and signal quality, and a great deal of effort has resulted in frequency
assignment techniques that balance this trade-off. They are based on the idea of clustering: taking the
available set of channels, allocating them in chunks to each cell, and arranging the cells into geographically
local clusters. Figure 2.2 shows how clusters of seven cells (each allocated one of seven mutually exclusive

FIGURE 2.2 Cell planning with cluster size of 7. The number in each cell indexes the subset of channels allocated
to the cell. Other cluster sizes, such as 4, 7, or 12 can be used.
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channel subsets) are used to cover a large region; note that the arrangement of clusters maximizes the
reuse distance — the distance between any two cells using the same frequency subset. Increasing the
reuse distance has the effect of reducing co-channel interference.

Although it might seem attractive to make the cells smaller and smaller, there are diminishing returns.
First, smaller cell sizes increase the need for management of mobile users as they move about. In other
words, smaller cell sizes require more handoffs, where the network must transfer users between base
stations. Another constraint is antenna location, which is often limited by available space and esthetics.
Fortunately, both problems can be overcome by technology. Greater handoff rates can be handled by
increases in processing speed, and creative antenna placement techniques (such as on lamp posts or sides
of buildings) are allowing higher base station densities.

Another issue is evolution: how can a cellular system grow with demand? Two methods have been
successful. The first is cell splitting: by dividing a cell into several cells (and adjusting the reuse pattern),
a cellular service provider can increase its capacity in high-demand areas. The second is sectoring: instead
of a single omnidirectional antenna covering a cell, a typical approach is to sectorize the cell into N;
regions, each served by an antenna that covers an angular span of 21/N; (N, = 3 is typical). Note that
both approaches increase handoff rates and thus require concurrent upgrading of network management.
Later we will describe smart antennas, the logical extension to sectorization.

Networks for Mobile Telephony

A communication network that carries only voice — even a digital one — is relatively simple. Other
than the usual digital communication system functions, such as channel coding, modulation, and syn-
chronization, all that is required is call setup and takedown. However, current and future digital mobile
telephony networks are expected to carry digital data traffic as well.

Data traffic is by nature computer-to-computer, and requires that the network have an infrastructure
that supports everything from the application (such as Web browsing) to the actual transfer of bits. The
data is normally organized into chunks called packets (instead of streams as in voice), and requires a much
higher level of reliability than digitized voice signals. These two properties imply that the network must
also label the packets, and manage the detection and retransmission of packets that are received in error.
It is important to note that packet retransmission, while required for data to guarantee fidelity, is not
possible for voice because it would introduce delays that would be intolerable in a human conversation.

Other functions that a modern digital network must perform include encryption and decryption (for
data security) and source coding and decoding. The latter functions minimize the amount of the channel
resource (in essence, bandwidth) needed for transferring the information. For voice networks this involves
the design of voice codecs (coder/decoders) that not only digitize voice signals, but strip out the redundant
information in them. In addition to all the functions that wired networks provide, wireless networks
with mobile users must also provide mobility management functions that keep track of calls as subscribers
move from cell to cell.

The various network functions are organized into layers to rationalize the network design and to ease
internetworking, or the transfer of data between networks.!! RF/microwave engineering is part of the
physical layer that is responsible for carrying the data over the wireless medium.

Standards and Standardization Efforts

The cellular industry is, if anything, dense with lingo and acronyms. Here we try to make sense of at
least some of the important and hopefully longer-lived terminology.

Worldwide, most of the cellular services are offered in two frequency bands: 900 and 1900 MHz. In
each of the two bands, the exact spectrum allocated to terrestrial mobile services varies from country to
country. In the U.S. cellular services are in the 800 to 900 MHz band, while similar services are in the
800 to 980 MHz band in Europe under the name GSM900. (GSM900 combines in one name a radio
communication standard — GSM, or Global System for Mobile Communications — and the frequency
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band in which it is used. We will describe the radio communication, or air interface, standards later). In
the mid-1990s, the U.S. allocated spectrum for PCS (Personal Communication Services) from 1850 to
2000 MHz; while many thought PCS would be different from cellular, they have converged and are
interchangeable from the customer’s perspective. Similarly, in Europe GSM1800 describes cellular services
offered using the 1700 to 1880 MHz band.

The 1992 World Administrative Radio Conference (WARC '92) allocated spectrum for third-generation
mobile radio in the 1885 to 1980 and 2110 to 2160 MHz bands. The ITU-Rs IMT-2000 standardization
initiative adopted these bands for terrestrial mobile services. Note that the IMT-2000 effort is an umbrella
that includes both terrestrial and satellite-based services — the latter for areas where terrestrial services
are unavailable.

Please note that all figures here are approximate and subject to change in future WARCs; please consult
References 2 and 13 for details.

The cellular air interface standards are designed to allow different manufacturers to develop both base
station and subscriber (mobile user handset) equipment. The air interface standards are generally different
for the downlink (base station to handset) and uplink (handset to base station). This reflects the asym-
metry of resources available: the handsets are clearly constrained in terms of power consumption and
antenna size, so that the downlink standards imply sophisticated transmitter design, while the uplink
standards emphasize transmitter simplicity and advanced receive-side algorithms. The air interface stan-
dards address channel access protocols as well as traditional communication link design parameters such
as modulation and coding. These issues are taken up in the following sections.

Channel Access

In a cellular system, a fixed amount of RF spectrum must somehow be shared among thousands of
simultaneous phone conversations or data links. Channel access is about (1) dividing the allocated RF
spectrum into pieces and (2) allocating the pieces to conversations/links in an efficient way.

The easiest channel access method to envision is FDMA (Frequency Division Multiple Access), where
each link is allocated a sub-band (i.e., a specific carrier frequency; see Fig. 2.3). This is exactly the access
method used by first generation (analog) cellular systems. The second generation of cellular brought two
newer channel access methods that were enabled by progress in digital process technology. One is TDMA
(Time Division Multiple Access), wherein time is divided into frames, and links are given short time slots
in each frame (Fig. 2.4). FDMA and TDMA can be seen as time/frequency duals, in that FDMA subdivides
the band into narrow sub-bands in the frequency domain, while TDMA subdivides time into slots, during
which a link (within a cell) uses the entire allocated bandwidth.

A

User k

- >
Time

FIGURE 2.3 FDMA depicted on the time-frequency plane, with users assigned carrier frequencies, or channels.
Not shown are guard bands between the channels to prevent interference between users’ signals.
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FIGURE 2.4 Depiction of TDMA on the time-frequency plane. Users are assigned time slots within a frame. Guard
times (not shown) are needed between slots to compensate for timing inaccuracies.

The second generation of cellular also brought CDMA (Code Division Multiple Access). In CDMA,
all active links simultaneously use the entire allocated spectrum, but sophisticated codes are used that
allow the signals to be separated in the receiver.! We will describe CDMA in more depth later.

It should be noted that both TDMA- and CDMA-based cellular systems also implicitly employ FDMA,
although this is rarely mentioned. The reason is that the cellular bands are divided into smaller bands
(a form of FDMA), and both TDMA and CDMA are used within these sub-bands.

In the U.S., the TDMA and CDMA standards are referred to by different acronyms. The TDMA
standard originally was called 1S-54, but with enhancements became 1S-136. The CDMA standard was
called 1S-95, and has been re-christened as cdmaOne by its originator, Qualcomm. These standards were
created under the auspices of the Telecommunications Industry Association (TIA) and the Electronic
Industries Alliance (EIA).

In Europe, the second generation brought digital technology in the form of the GSM standard, which
used TDMA. (The GSM acronym originally referred to Group Special Mobile, but was updated to capture
its move to worldwide markets.) Japan also chose TDMA in its first digital offering, called PDC (Personal
Digital Cellular).

The three multiple access approaches use different signal properties (frequency, time, or code) to allow
the distinguishing of multiple signals. How do they compare? In the main, as we move from FDMA to
TDMA to CDMA (in order of their technological development), complexity is transferred from the RF
section to the digital section of the transmitters and receivers. The evolution of multiple access techniques
has tracked the rapid evolution of digital processing technology as the latter has become cheaper and
faster. For example, while FDMA requires a tunable RF section, both TDMA and CDMA need only a
fixed-frequency front end. CDMA relieves one requirement of TDMA — strict synchronization among
the various transmitters — but introduces a stronger requirement for synchronization of the receiver to
the received signal. In addition, the properties of the CDMA signal provide a natural means to exploit
the multipath nature of the digital signal for improved performance. However, these advantages come
at the cost of massive increases in the capability of digital hardware. Luckily, Moore’s Law (i.e., that
processing power roughly doubles every 18 months at similar cost) still remains in effect as of the turn
of the century, and the amount of processing power that will be used in the digital phones in the 21st
century will be unimaginable to the architects of the analog systems developed in the 1970s.

1t is fashionable to depict CDMA graphically using a “code dimension” that is orthogonal to the time-frequency
plane, but this is an unfortunate misrepresentation. Like any signals, CDMA signals exist (in fact, overlap) in the
time-frequency plane, but have correlation-based properties that allow them to be distinguished.
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Modulation

The general purpose of modulation is to transform an information-bearing message signal into a related
signal that is suitable for efficient transmission over a communication channel. In analog modulation,
this is a relatively simple process: the information-bearing analog (or continuous-time) signal is used to
alter a parameter (normally, the amplitude, frequency, or phase) of a sinusoidal signal (or carrier, the
signal carrying the information). For example, in the NBFM modulation used in the AMPS system, the
voice signal alters the frequency content of the modulated signal in a straightforward manner.

The purpose of digital modulation is to convert an information-bearing discrete-time symbol sequence
into a continuous-time waveform. Digital modulation is easier to analyze than analog modulation, but
more difficult to describe and implement.

Modulation in Digital Communication

Before digital modulation of the data in the transmitter, there are several processing steps that must be
applied to the original message signal to obtain the discrete-time symbol sequence. A continuous-time
message signal, such as the voice signal in telephony, is converted to digital form by sampling, quanti-
zation, and source coding. Sampling converts the original continuous-time waveform into discrete-time
format, and quantization approximates each sample of the discrete-time signal using one of a finite
number of levels. Then source coding jointly performs two functions: it strips redundancy out of the
signal and converts it to a discrete-time sequence of symbols.

What if the original signal is already in discrete-time (sampled format), such as a computer file? In
this case, no sampling or quantization is needed, but source coding is still used to remove redundancy.

Between source coding and modulation is a step critical to the efficiency of digital communications:
channel coding. This is discussed later; it suffices for now to know that it converts the discrete-time
sequence of symbols from the source coder into another (better) discrete-time symbol sequence for input
to the modulator. Following modulation, the signal is upconverted, filtered (if required), and amplified
in RF electronics before being sent to the antenna. All the steps described are shown in block-diagram
form in Fig. 2.5. In the receiver, the signal from the antenna, following filtering (again, if required), is
amplified and downconverted prior to demodulation, channel decoding, and source decoding (see
Fig. 2.5).

What is the nature of the digital modulation process? The discrete-time symbol sequence from the
channel coder is really a string of symbols (letters) from a finite alphabet. For example, in binary digital
modulation, the input symbols are 0’'s and 1’s. The modulator output converts those symbols into one
of a finite set of waveforms that can be optimized for the channel.

While it is the finite set of waveforms that distinguishes digital modulation from analog modulation,
that difference is only one manifestation of the entire paradigm of digital communication. In a good digital
communication design, the source coder, channel coder, and modulator all work together to maximize
the efficient use of the communication channel; even two of the three are not enough for good performance.

Transmitter
Info Source ) Channel N M odu- N RF Elec- A
Source Coder Coder lator tronics ~
Wireless Medium
Desti- | Source || Channel - Demod- | RF Elec- ‘A
nation Decoder Decoder ulator tronics ~
Recelver

FIGURE2.5 Communication system block diagram for wireless communication. In the wireless medium, multipath
propagation and interference can be introduced. For system modeling purposes, the two blocks of RF electronics are
combined with the wireless medium to form the wireless channel — a channel that distorts the signal, and adds
noise and interference. The other blocks are designed to maximize the system performance for the channel.
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Selection of Digital Modulation Formats
There are several (often conflicting) criteria for selection of a modulation scheme. They are:

* BER (bit error rate) performance
+ in wireless, particularly in cellular mobile channels, the scheme must operate under conditions
of severe fading
+ cellular architectures imply co-channel interference
+ Typically, a BER of 102 or better is required for voice telephony, and 10-° or better is required
for data.

+ Spectral (or bandwidth) efficiency (measured in bits/s/Hz)
+ Power efficiency (especially for hand-held/mobile terminals)
* Implementation complexity and cost

In the U.S. cellular market, complexity is of special importance: with the number of standards growing,
many handsets are now dual- and triple-mode; for example, a phone might have both GSM and 3G
capability. While some hardware can be shared, multimode handsets clearly place additional constraints
on the allowable complexity for each mode.

Classification of Digital Modulation Schemes

Broadly, modulation techniques can be classified into two categories.

Linear methods include schemes that use combinations of amplitude and phase modulation of a pulse
stream. They have higher spectral efficiencies than constant-envelope methods (see the following), but
must use more-expensive (or less efficient) linear amplifiers to maintain performance and to limit out-
of-band emissions.

Examples of linear modulation schemes include PSK (phase-shift keying) and QAM (quadrature
amplitude modulation). QAM can be viewed as a generalization of PSK in that both the amplitude and
the phase of the modulated waveform are altered in response to the input symbols.

Constant-envelope methods are more complicated to describe, but usually are sophisticated methods
based on frequency modulation. Their key characteristic is a constant envelope (resulting in a constant
instantaneous signal power) regardless of the source symbol stream. They allow use of less expensive ampli-
fication and/or higher amplification efficiencies (e.g., running amplifiers in the nonlinear region), at the
expense of out-of-band emissions. Historically, they are limited to spectral efficiencies of about 1 bit/s/Hz.

Examples of constant envelope methods include FSK (frequency-shift keying) and more sophisticated
methods such as MSK and GMSK (these will be described shortly). These methods can be thought of as digital
(finite alphabet) FM in that the spectrum of the output signal is varied according to the input symbol stream.

The spectral occupancy of a modulated signal (per channel) is roughly

S, = B+24f,

where B is the bandwidth occupied by signal power spectrum and Af is the maximum one-way carrier
frequency drift.2 We can express the bandwidth

where R, is the channel data rate (in bits/s) and e is the spectral efficiency (in bits/s/Hz). Combining, we obtain

:&+2Af.
€

S

o

2This drift can be caused by oscillator instability or Doppler due to channel time variations.
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Thus, to minimize spectral occupancy (thus maximizing capacity in number of users) we can:

1. Reduce R, by lowering the source coding rate (implying more complexity or lower fidelity), or
2. Improve the spectral efficiency of the modulation (implying higher complexity), or
3. Improve the transmitter/receiver oscillators (at greater cost).

Modulation, Up/Downconversion, and Demodulation

To transmit a string of binary information symbols (or bits — zeros and ones), {b,, b, b,, ...}, we can
represent a 1 by a positive-valued pulse of amplitude one, and a 0 by a negative pulse of the sample
amplitude. This mapping from the bit value at time #, b,, to amplitude a, can be accomplished using

a,=2b -1

To complete the definition, we define a pulse of unit amplitude with start time of zero and stop time of
T as p,(#). Then the modulated signal can be efficiently written as

)= S afe-n)

n

This signal is at baseband — centered at zero frequency — and is therefore unsuitable for wireless
communication media. However, this signal can be upconverted to a desired RF by mixing with a sinusoid
to get the passband signal

)= foons) o) o)

n

where f, is the carrier frequency.
Multiplying a sinusoid by +1 is identical to changing its phase between 0 and Tt radians, so we have

x(t) = cosEanct +Z dnpr(t —nT)E;

where we assign 4, = 0 when a,, = -1 and d, = Ttwhen a, = 1. This equation shows that we are simply
shifting the phase of the carrier between two different values: this is BPSK (binary phase-shift keying).
Why not use more than two phase values? In fact, four are ordinarily used for better efficiency: pairs
of bits are mapped to four different phase values, 0, £7¥2, and 1t For example, the CDMA standards
employ this scheme, known as quaternary PSK (QPSK).
In general, the baseband signal will be complex-valued, which leads to the general form of upconversion

from baseband to passband:
x(t) = \2 D{u(t)ejznfft} ,

where the /2 factor is simply to maintain a consistency in measurement of signal power between passband
and baseband. The motivation of using the baseband representation of a signal is twofold: first, it retains
the amplitude and phase of the passband signal, and is thus independent of any particular carrier frequency;
second, it provides the basis for modern baseband receiver implementations that use high-speed digital
signal processing. The baseband representation is also known as the complex envelope representation.

BPSK and QPSK are linear modulation methods; in contrast, FSK is a constant-envelope modulation
scheme. For binary FSK (BFSK), there are two possible signal pulses, given at baseband by
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uo(t) = Ae_’mﬁpT(t), ul(t) = AejmﬂpT(t),

where A is the amplitude. Notice that we have two (complex) tones separated by Af. MSK (minimum-
shift keying) and GMSK (Gaussian prefiltered MSK) are special forms of FSK that provide greater spectral
efficiency at the cost of higher implementation efficiency. The GSM standard and its next-generation
version, currently known as EDGE (for Enhanced Data Rates for Global Evolution), use GMSK.

At the receiver, the RF signal is amplified and downconverted with appropriate filtering to remove
interference and noise. The downconverted signal is then passed to the demodulator, whose function is
to detect (guess in an optimum way) what symbol stream was transmitted. Following demodulation (also
referred to as detection), the symbol stream is sent to subsequent processing steps (channel decoding
and source decoding) before delivery to the destination.

At this point it is typical to consider the BERs and spectral efficiencies of various digital modulation
formats, modulator and demodulator designs, and the performance of different detection strategies for
mobile cellular channels. This is beyond the scope of this section, and we direct the reader to a good
book on digital communications (e.g., References 1, 4, 6, 7, 8) for more information.

Diversity, Spread Spectrum, and CDMA

A mobile wireless channel causes the transmitted signal to arrive at the receiver via a number of paths
due to reflections from objects in the environment. If the channel is linear (including transmit and receive
amplifiers), a simple modeling approach for this multipath channel is to assume that it is specular, i.e.,
each path results in a specific amplitude, time delay, and phase change. If the channel is also at least
approximately time-invariant, its impulse response under these conditions can be expressed as®

A

h(t) = ;axefehé(t —TA),

where a,, T,, and 6, are, respectively, the amplitude, time delay, and phase for the A-th path.
Let the transmitted signal be

s(t) = Z a, fn(t),

n

a sequence of pulses f,(f) each modulated by a transmitted symbol a, at a symbol rate of 1/T. When
transmitted via a specular multipath channel with A paths, the received signal — found by the convolution
of the transmitted signal and the channel impulse response — is

A
y(t) = Z O(AejOA s(t —TA).
=0
For simplicity, consider sending only three symbols a_j, a,, a,. Then the received signal becomes
1 A

y(t) = Za” ;O(Aejelf”(t —T}\).

n=-1 =0

3Here &(¢) denotes the Dirac delta function.
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Two effects may result: fading and intersymbol interference. Fading occurs when superimposed
replicas of the same symbol pulse nullify each other due to phase differences. Intersymbol interference
(ISI) is caused by the convolutive mixing of the adjacent symbols in the channels. Fading and ISI may
occur individually or together depending on the channel parameters and the symbol rate T-! of the
transmitted signal.

Let us consider in more detail the case where the channel delay spread is a significant fraction of T,
i.e., T, is close to, but smaller than T. In this case, we can have both fading and 1SI, which, if left untreated,
can severely compromise the reliability of the communication link. Direct-sequence spread-spectrum
(DS/SS) signaling is a technique that mitigates these problems by using clever designs for the pulses f,(z).
These pulse designs are wide bandwidth (hence “spread spectrum”), and the extra bandwidth is used to
endow them with properties that allow the receiver to separate the symbol replicas.

Suppose we have a two-path channel, and consider the received signal for symbol a,. Then the DS/SS
receiver separates the two replicas

7o - jé —
Oge Oapfo(t TO), ae 1aofo(t Tl).

Then each replica is adjusted in phase by multiplying it by e~/®, A = 0, 1 yielding (since zz* = |2?)

aoaof(t—to), (Xlaof(t—Tl).

Now all that remains is to delay the first replica by T, — 1, 50 they line up in time, and sum them, which gives

(o, +a oo s ).

Thus DS/SS can turn the multipath channel to advantage — instead of interfering with each other, the
two replicas are now added constructively. This multipath combining exploits the received signal’s inherent
multipath diversity, and is the basic idea behind the technology of RAKE reception* used in the CDMA
digital cellular telephony standards.

It is important to note that this is the key idea behind all strategies for multipath fading channels: we
somehow exploit the redundancy, or diversity of the channel (recall the multiple paths). In this case, we
used the properties of DS/SS signaling to effectively split the problematic two-path channel into two
benign one-path channels. Multipath diversity can also be viewed in the frequency domain, and is in
effect a form of frequency diversity. As we will see later, frequency diversity can be used in conjunction
with other forms of diversity afforded by wireless channels, including time diversity and antenna diversity.

CDMA takes the spread spectrum idea and extends it to the separation of signals from multiple
transmitters. TO see this, suppose M transmitters are sending signals simultaneously, and assume for
simplicity that we have a single-path channel. Let the complex (magnitude/phase) gain for channel m
be denoted by B¢. Finally, the transmitters use different spread-spectrum pulses, denoted by f0(z). If
we just consider the zeroth transmitted symbols from each transmitter, we have the received signal

)= iﬁ(m)agw i-+,)

m=1

where the time offset ¢,, indicates that the pulses do not necessarily arrive at the same time.

4The RAKE nomenclature can be traced to the block diagram representation of such a receiver — it is reminiscent
of a garden rake.
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The above equation represents a complicated mixture of the signals from multiple transmitters. If
narrowband pulses are used, they would be extremely difficult — probably impossible — to separate.
However, if the pulses are spread-spectrum, then the receiver can use algorithms to separate them from
each other, and successfully demodulate the transmitted symbols. Of course, these ideas can be extended
to many transmitters sending long strings of symbols over multipath channels.

Why is it called CDMA? It turns out that the special properties of the signal pulses f¢)(¢) for each
user (transmitter) m derive from high-speed codes consisting of periodic sequences of chips c{™ that
modulate chip waveforms ¢ (). One way to envision it is to think of ¢ () as a rectangular pulse of duration
T. = T/IN. The pulse waveform for user m can then be written

z

-1

f('")(t) = c,({”’)q>(t —ch).

0

P
1]

The fact that we can separate the signals means that we are performing code-division multiple access —
dividing up the channel resource by using codes. Recall that in FDMA this is done by allocating frequency
bands, and in TDMA, time slots. The pulse waveforms in CDMA are designed so that many users’ signals
occupy the entire bandwidth simultaneously, yet can still be separated in the receiver. The signal-
separating capability of CDMA is extremely important, and can extend beyond separating desired signals
within a cell. For example, the 1S-95 CDMA standard uses spread-spectrum pulse designs that enable
the receiver to reject a substantial amount of co-channel interference (interference due to signals in other
cells). This gives the 1S-95 system (as well as its proposed 3G descendants) its well-known property of
universal frequency reuse.

The advantages of DS/SS signals derive from what are called their deterministic correlation properties.
For an arbitrary periodic sequence {c{("}, the deterministic autocorrelation is defined as

N-1

F-2 544

where i denotes the relative shift between two replicas of the sequence. If {c{"} is a direct-sequence
spreading code, then

W)\ i=0
(p()(l):@ 1<‘i‘<N.

This “thumbtack” autocorrelation implies that relative shifts of the sequence can be separated from each
other. Noting that each chip is a fraction of a symbol duration, we see that multipath replicas of a symbol
pulse can be separated even if their arrival times at the receiver differ by less than a symbol duration.

CDMA signal sets also exhibit special deterministic cross-correlation properties. Two spreading codes
{c}, {c(™} of a CDMA signal set have the cross-correlation property

PR I G
i)=Y Al =m0, 1=m,0<)i <N,
() N;Ckck %)’ li: <H<N

Thus, we have a set of sequences with zero cross-correlations and “thumbtack” autocorrelations. (Note
that this includes the earlier autocorrelation as a special case.) The basic idea of demodulation for CDMA
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is as follows: if the signal from user m is desired, the incoming received signal — a mixture of multiple
transmitted signals — is correlated against {c("}. Thus multiple replicas of a symbol from user m can
be separated, delayed, and then combined, while all other users’ signals (i.e., where [ # ) are suppressed
by the correlation.

Details of these properties, their consequences in demodulation, and descriptions of specific code
designs can be found in References 3, 4, 7, and 10.

Channel Coding, Interleaving, and Time Diversity

As we have mentioned, channel coding is a transmitter function that is performed after source coding,
but before modulation. The basic idea of channel coding is to introduce highly structured redundancy
into the signal that will allow the receiver to easily detect or correct errors introduced in the transmission
of the signal.

Channel coding is fundamental to the success of modern wireless communication. It can be considered
the cornerstone of digital communication, since, without coding, it would not be possible to approach
the fundamental limits established by Shannon’s information theory.%*?

The easiest type of channel codes to understand are block codes: a sequence of input symbols of length k
is transformed into a code sequence (codeword) of length n > k. Codes are often identified by their
rate R, where R = k/n < 1. Generally, codes with a lower rate are more powerful. Almost all block codes
are linear, meaning that the sum of two codewords is another codeword. By enforcing this linear structure,
coding theorists have found it easier to find codes that not only have good performance, but have
reasonably simple decoding algorithms as well.

In wireless systems, convolutional codes are very popular. Instead of blocking the input stream into
length-k sequences and encoding each one independently, convolutional coders are finite-state sequential
machines. Therefore they have memory, so that a particular output symbol is determined by a contiguous
sequence of input symbols. For example, a rate-1/2 convolutional coder outputs two code symbols for
each information symbol that arrives at its input. Normally, these codes are also linear.

Error-correcting codes have enough power so that errors can actually be corrected in the receiver. Systems
that use these codes are called forward error-control (FEC) systems. Error-detecting codes are simpler, but
less effective: they can tell whether an error has occurred, but not where the error is located in the received
sequence, so it cannot be corrected.

Error-detecting codes can be useful when it is possible for the receiver to request retransmission of a
corrupted codeword. Systems that employ this type of feedback are called ARQ, or Automatic Repeat-
reQuest systems.

As we have seen, the fading in cellular systems is due to multipath. Of course, as the mobile unit and
other objects in the environment move, the physical structure of the channel changes with time, causing
the fading of the channel to vary with time. However, this fading process tends to be slow relative to the
symbol rate, so a long string of coded symbols can be subjected to a deep channel fade. In other words,
the fading from one symbol to the next will be highly correlated. Thus, the fades can cause a large string
of demodulation (detection) errors, or an error burst. Thus, fading channels are often described from
the point of view of coding as burst-error channels.

Most well-known block and convolutional codes are best suited to random errors, that is, errors that
occur in an uncorrelated fashion and thus tend to occur as isolated single errors. While there have been
a number of codes designed to correct burst errors, the theory of random error-correcting codes is so
well developed that designers have often chosen to use these codes in concert with a method to “ran-
domize” error bursts.

This randomization method, called interleaving, rearranges, or scrambles, the coded symbols in order
to minimize this correlation so that errors are isolated and distributed across a number of codewords.
Thus, a modest random-error correcting code can be combined with interleaving that is inserted between
the channel coder and the modulator to shuffle the symbols of the codewords. Then, in the receiver, the
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de-interleaver is placed between the demodulator and the decoder is reassemble the codewords for
decoding.

We note that a well-designed coding/interleaving system does more than redistribute errors for easy
correction: it also exploits time diversity. In our discussion of spread-spectrum and CDMA, we saw how
the DS/SS signal exploits the frequency diversity of the wireless channel via its multipath redundancy.
Here, the redundancy added by channel coding/interleaving is designed so that, in addition to the usual
performance increase due to just the code — the coding gain — there is also a benefit to distributing the
redundancy in such a way that exploits the time variation of the channel, yielding a time diversity gain.

In this era of digital data over wireless, high link reliability is required. This is in spite of the fact that
most wireless links have a raw bit error rate (BER) on the order of 1 in 1000. Clearly, we would like to
see an error rate of 1 in 10%2 or better. How is this astounding improvement achieved? The following
two-level approach has proved successful. The first level employs FEC to correct a large percentage of
the errors. This code is used in tandem with a powerful error-detecting algorithm to find the rare errors
that the FEC cannot find and correct. This combined FEC/ARQ approach limits the amount of feedback
to an acceptable level while still achieving the necessary reliability.

Nonlinear Channels

Amplifiers are more power-efficient if they are driven closer to saturation than if they are kept within
their linear regions. Unfortunately, nonlinearities that occur as saturation is approached lead to spectral
spreading of the signal. This can be illustrated by observing that an instantaneous (or memoryless)
nonlinearity can be approximated by a polynomial. For example, a quadratic term effectively squares the
signal; for a sinusoidal input this leads to double-frequency terms.

A more sophisticated perspective comes from noting that the nonlinear amplification can distort the
symbol pulse shape, expanding the spectrum of the pulse. Nonlinearities of this type are said to cause AM/AM
distortion. Amplifiers can also exhibit AM/PM conversion, where the output phase of a sinusoid is shifted
by different amounts depending on its input power — a serious problem for PSK-type modulations.

A great deal of effort has gone into finding transmitter designs that allow more efficient amplifier
operation. For example, constant-envelope modulation schemes are insensitive to nonlinearities, and
signaling schemes that reduce the peak-to-average power ratio (PAPR) of the signal allow higher levels.
Finally, methods to linearize amplifiers at higher efficiencies are receiving considerable attention.

Modeling and simulating nonlinear effects on system performance is a nontrivial task. AM/AM and
AM/PM distortions are functions of frequency, so if wideband amplifier characterization is required, a
family of curves is necessary. Even then the actual wideband response is only approximated, since these
systems are limited in bandwidth and thus have memory. More accurate results in this case can be
obtained using Volterra series expansions, or numerical solutions to nonlinear differential equations.
Sophisticated approaches are becoming increasingly important in cellular as supported data rates move
higher and higher. More information can be found in References 1 and 5 and the references therein.

Antenna Arrays

We have seen earlier how sectorized antennas can be used to increase system performance. They are one
of the most economical forms of multielement antenna systems, and can be used to reduce interference
or to increase user capacity. A second use of multielement systems is to exploit the spatial diversity of
the wireless channel. Spatial diversity approaches assume that the received antenna elements are immersed
in a signal field whose strength varies strongly with position due to a superposition of multipath signals
arriving via various directions. The resulting element signal strengths are assumed to be at least somewhat
statistically uncorrelated. This spatial uncorrelatedness is analogous to the uncorrelatedness over time or
frequency that is exploited in mobile channels.

One of the simplest approaches is to use multiple (normally omnidirectional in azimuth) antenna
elements at the receiver, and choose the one with the highest signal-to-noise ratio. More sophisticated
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schemes combine — rather than select just one of — the element signals to further improve the signal-
to-noise ratio at the cost of higher receiver complexity. These approaches date from the 1950s, and do
not take into account other interfering mobile units. These latter schemes are often grouped under the
category of antenna diversity approaches.

More recently, a number of proposals for systems that combine error-control coding mechanisms with
multiple elements have been made under the name of space-time coding. One of the main contributions
of these efforts has been the recognition that multiple-element transmit antennas can, under certain
conditions, dramatically increase the link capacity.

Another approach, beamforming or phased-array antennas, is also positioned to play a role in future
systems under the new moniker smart antennas. Space-time coding and smart antenna methods can be
seen as two approaches to exploiting the capabilities of multiple-input/multiple-output (MIMO) systems.
However, in contrast to space-time coding approaches, strong inter-element correlation based on the
direction of arrival of plane waves is assumed in smart antennas. The basic idea of smart antennas is to
employ an array of antenna elements connected to an amplitude- and phase-shifting network to adaptively
tune (steer electronically) the antenna pattern based on the geographic placement of mobile units. Much
of the groundwork for smart antenna systems was laid in the 1950s in military radar research. The ultimate
goal of these approaches can be stated as follows: to track individual mobile units with optimized antenna
patterns that maximize performance (by maximizing the ratio of the signal to the sum of interference and
noise) minimize power consumption at the mobile unit, and optimize the capacity of the cellular system.
One can conjecture that the ultimate solution to this problem will be a class of techniques that involve joint
design of channel coding, modulation, and antenna array processing in an optimum fashion.

Summary

Almost all wireless networks are distinguished by the characteristic of a shared channel resource, and
this is in fact the key difference between wireless and wired networks. Another important difference
between wired and wireless channels is the presence of multipath in the latter, which makes diversity
possible. What is it that distinguishes cellular from other wireless services and systems? First, it historically
has been designed for mobile telephone users, and has been optimized for carrying human voice. This
has led to the following key traits of cellular:

« efficient use of spectrum via the cellular concept;

« system designs, including channel access mechanisms, that efficiently handle large numbers of
uniform — i.e., voice — links; and

difficult channels: user mobility causes fast variations in channel signal characteristics compared
with other wireless applications such as wireless local area networks.

We close by mentioning two apparent trends. First, as we mentioned at the outset of this article,
wireless local loop services, where home telephone subscribers use wireless phones — and the “last mile”
is wireless rather than copper — are a new application for mobile wireless technology. Secondly, at this
time there is a great deal of effort to make next-generation cellular systems useful for data networking
in addition to voice. Certainly, the amount of data traffic on these networks will grow. However, one of
the largest questions for the next ten years is whether mobile wireless will win the growing data market,
or if new data-oriented wireless networks will come to dominate.
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2.2 Nomadic Communications

Andy D. Kucar

Nomadic peoples of desert oases, tropical jungles, steppes, tundras, and polar regions have shown a
limited interest in mobile radio communications, at the displeasure of some urbanite investors in mobile
radio communications. The focus of this contribution with a delegated title Nomadic Communications
is on terrestrial and satellite mobile radio communications used by urbanites while roaming urban
canyons or golf courses, and by suburbanites who, every morning, assemble their sport utility vehicles
and drive to urban jungles hunting for jobs. The habits and traffic patterns of these users are important
parameters in the analysis and optimization of any mobile radio communications system. The mobile
radio communications systems addressed in this contribution and illustrated in Fig. 2.6 include:

1. the first generation analog cellular mobile radio systems such as North American AMPS, Japanese
MCS, Scandinavian NMT, and British TACS. These systems use analog voice data and frequency
modulation (FM) for the transmission of voice, and coded digital data and a frequency shift keying
(FSK) modulation scheme for the transmission of control information. Conceived and designed
in the 1970s, these systems were optimized for vehicle-based services such as police and ambulances
operating at possibly high vehicle speeds. The first generation analog cordless telephones include
CT0and CT1 cordless telephone systems, which were intended for use in the household environment;

2. the second generation digital cellular and personal mobile radio systems such as Global System for
Mobile Communications (GSM), Digital AMPS > 1S-54/136, DCS 1800/1900, and Personal Digital
Cellular (PDC), all Time Division Multiple Access (TDMA), and 1S-95 spread spectrum Code
Division Multiple Access (CDMA) systems. All mentioned systems employ digital data for both
voice and control purposes. The second generation digital cordless telephony systems include CT2,
CT2Plus, CT3, Digital Enhanced Cordless Telephone (DECT), and Personal Handyphone System
(PHS); wireless data mobile radio systems such as ARDIS, RAM, TETRA, Cellular Digital Packet
Data (CDPD), IEEE 802.11 Wireless Local Area Network (WLAN), and recently announced Blue-
tooth; there are also projects known as Personal Communication Network (PCN), Personal Com-
munications Systems (PCS) and FPLMTS > UMTS > IMT-2000 > 3G, where 3G stands for the
third generation systems. The second generation systems also include satellite mobile radio systems
such as INMARSAT, OmniTRACS, MSAT, AUSSAT, Iridium, Globalstar, and ORBCOMM.

After a brief prologue and historical overview, technical issues such as the repertoire of systems and
services, the airwaves management, the operating environment, service quality, network issues and cell
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FIGURE 2.6 A Model of Fixed and Mobile, Satellite and Terrestrial Systems.

size, channel coding and modulation, speech coding, diversity, multiple broadcasting (FDMB, TDMB,
CDMB), and multiple access (FDMA, TDMA, CDMA) are briefly discussed.

Many existing mobile radio communications systems collect some form of information on network
behavior, users’ positions, etc., with the purpose of enhancing the performance of communications,
improving handover procedures and increasing the system capacity. Coarse positioning is usually achieved
inherently, while more precise positioning and navigation can be achieved by employing LORAN-C
and/or GPS, GLONASS, WAAS signals, or some other means, at an additional, usually modest, increase
in cost and complexity.

Prologue

Mobile radio systems provide their users with opportunities to travel freely within the service area while
being able to communicate with any telephone, fax, data modem, and electronic mail subscriber anywhere
in the world; to determine their own positions; to track the precious cargo; to improve the management
of fleets of vehicles and the distribution of goods; to improve traffic safety; to provide vital communication
links during emergencies, search and rescue operations, to browse their favorites Websites, etc. These
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TABLE 2.1 Glossary of Terms

AMPS Advanced Mobile Phone Service

ASIC Application Specific Integrated Circuits

BER Bit Error Rate

CAD Computer Aided Design

CB Citizen Band (mobile radio)

CDMA Spread spectrum Code Division Multiple Access

CEPT Conference of European Postal and Telecommunications (Administrations)
CT Cordless Telephony

DOC Department of Communications (in Canada)

DSP Digital Signal Processing

FCC Federal Communications Commission (in USA)

FDMA Frequency Division Multiple Access
FPLMTS  Future Public Land Mobile Telecommunications Systems

GDSS Global Distress Safety System

GOES Geostationary Operational Environmental Satellites
GPS Global Positioning System

GSM Groupe Spécial Mobile (now Global System for Mobile communications)
ISDN Integrated Service Digital Network

ITU International Telecommunications Union

MOS Mean Opinion Score

MMIC Microwave Monolithic Integrated Circuits

NMC Network Management Center

NMT Nordic Mobile Telephone (system)

PCN Personal Communications Networks

PCS Personal Communications Systems

PSTN Public Switched Telephone Network

SARSAT  Search And Rescue Satellite Aided Tracking system
SERES SEarch and REscue Satellite

TACS Total Access Communication System

TDMA Time Division Multiple Access

WAAS Wide Area Augmentation System

WARC World Administrative Radio Conference

WRC World Radiocommunications Conference

Source: 4U Communications Research Inc., 2000.06.10~00:09, Updated: 2000.05.03

tieless (wireless, cordless) communications, the exchange of information, and the determination of posi-
tion, course, and distance traveled are made possibly by the unique property of the radio to employ an
aerial (antenna) for radiating and receiving electromagnetic waves. When the user’s radio antenna is
stationary over a prolonged period of time, the term fixed radio is used. A radio transceiver capable of
being carried or moved around, but stationary when in operation, is called a portable radio. A radio
transceiver capable of being carried and used, by a vehicle or by a person on the move, is called mobile
radio, personal and/or handheld device. Individual radio users may communicate directly, or via one or
more intermediaries, which may be passive radio repeater(s), base station(s), or switch(es). When all
intermediaries are located on the Earth, the terms terrestrial radio system and radio system have been
used. When at least one intermediary is a satellite borne, the terms satellite radio system and satellite
system have been used. According to the location of a user, the terms land, maritime, aeronautical, space,
and deep-space radio systems have been used. The second unique property of all terrestrial and satellite
radio systems is that they share the same natural resource — the airways (frequency bands and space).
Recent developments in microwave monolithic integrated circuit (MMIC), application specific integrated
circuit (ASIC), analog/digital signal processing (A/DSP), and battery technology, supported by computer-
aided design (CAD) and robotics manufacturing allow the viable implementation of miniature radio
transceivers at radio frequencies as high as 6 GHz, i.e., at wavelengths as short as about 5 cm. Up to these
frequencies additional spectra have been assigned to mobile services; corresponding shorter wavelengths
allow a viable implementation of adaptive antennas necessary for improvement of the quality of transmission
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and spatial frequency spectrum efficiency. The continuous flux of market forces (excited by the possibilities
of a myriad of new services and great profits), international and domestic standard forces (who manage a
common natural resource — the airwaves), and technology forces (capable of creating viable products)
acted harmoniously and created a broad choice of communications (voice and data), information, and
navigation systems, which propelled the explosive growth of mobile radio services for travelers.

A Glimpse of History

Late in the 19th century, Heinrich Rudolf Hertz, Nikola Tesla, Alexander Popov, Edouard Branly, Oliver
Lodge, Jagadis Chandra Bose, Guglielmo Marconi, Adolphus Slaby, and other engineers and scientists
experimented with the transmission and reception of electromagnetic waves. In 1898 Tesla made a
demonstration in Madison Square Garden of a radio remote controlled boat; later the same year Marconi
established the first wireless ship-to-shore telegraph link with the royal yacht Osborne. These events are
now accepted as the birth of the mobile radio. Since that time, mobile radio communications have
provided safe navigation for ships and airplanes, saved many lives, dispatched diverse fleets of vehicles,
won many battles, generated many new businesses, etc.

Satellite mobile radio systems launched in the seventies and early eighties use ultrahigh frequency
(UHF) bands around 400 MHz and around 1.5 GHz for communications and navigation services.

In the fifties and sixties, numerous private mobile radio networks, citizen band (CB) mobile radio,
ham operator mobile radio, and portable home radio telephones used diverse types and brands of radio
equipment and chunks of airwaves located anywhere in the frequency band from near 30 MHz to 3 GHz.
Then, in the seventies, Ericsson introduced the Nordic Mobile Telephone (NMT) system, and AT&T Bell
Laboratories introduced Advanced Mobile Phone Service (AMPS). The impact of these two public land
mobile telecommunication systems on the standardization and prospects of mobile radio communications
may be compared with the impact of Apple and IBM on the personal computer industry. In Europe
systems like AMPS competed with NMT systems; in the rest of the world, AMPS, backed by Bell
Laboratories’ reputation for technical excellence and the clout of AT&T, became de facto and de jure the
technical standard (British TACS and Japanese MCS-L1 are based on). In 1982, the Conference of
European Postal and Telecommunications Administrations (CEPT) established Groupe Spécial Mobile
(GSM) with the mandate to define future Pan-European cellular radio standards. On January 1, 1984,
during the phase of explosive growth of AMPS and similar cellular mobile radio communications systems
and services, came the divestiture (breakup) of AT&T.

Present and Future Trends

Based on the solid foundation established in 1970s the buildup of mobile radio systems and services at
the end of the second millennium is continuing at an annual rate higher than 20%, worldwide. Terrestrial
mobile radio systems offer analog and digital voice and low- to medium-rate data services compatible
with existing public switching telephone networks in scope, but with poorer voice quality and lower data
throughput. Wireless mobile radio data networks are expected to offer data rates as high as a few Mbit/s
in the near future and even more in the portable environment.

Equipment miniaturization and price are important constraints on the systems providing these ser-
vices. In the early fifties, mobile radio equipment used a considerable amount of a car’s trunk space and
challenged the capacity of car’s alternator/battery source while in transmit mode. Today, the pocket-size,
=100-gram handheld cellular radio telephone, manual and battery charger excluded, provides a few hours
of talk capacity and dozens of hours in the standby mode. The average cost of the least expensive models
of battery powered cellular mobile radio telephones has dropped proportionally and has broken the $100
U.S. barrier. However, one should take the price and growth numbers with a grain of salt, since some
prices and growth itself might be subsidized. Many customers appear to have more than one telephone,
at least during the promotion period, while they cannot use more than one telephone at the same time.
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These facts need to be taken into consideration while estimating growth, capacity, and efficiency of recent
wireless mobile radio systems.

Mobile satellite systems are expanding in many directions: large and powerful single unit geostationary
systems; medium-sized, low orbit multi-satellite systems; and small-sized, and low orbit multi-satellite
systems, launched from a plane, see [Kucar, 1992], [Del Re, 1995]. Recently, some financial uncertainties
experienced by a few technically advanced LEO satellite systems, operational and planned, slowed down
explosive growth in this area. Satellite mobile radio systems currently offer analog and digital voice, low
to medium rate data, radio determination, and global distress safety services for travelers.

During the last five years numerous new digital radio systems for mobile users have been deployed.
Presently, users in many countries have been offered between 5 and 10 different mobile radio commu-
nications systems to choose from. There already exists radio units capable of operating on two or more
different systems using the same frequency band or even using a few different frequency bands. Overviews
of mobile radio communications systems and related technical issues can be found in [Davis, 1984],
[Cox, 1987], [Mahmoud, 1989], [Kucar, 1991], [Rhee, 1991], [Steele, 1992], [Chuang, 1993], [Cox, 1995],
[Kucar, 1991], [Cimini, March 1999], [Mitola, 1999], [Cimini, July 1999], [Ariyavisitakul, 1999], [Cimini,
November 1999], [Oppermann, 1999] and [Oppermann, 2000].

Repertoire of Systems and Services

The variety of services offered to travelers essentially consists of information in analog and/or digital
form. Although most of today’s traffic consists of analog or digital voice transmitted by analog frequency
modulation FM (or phase modulation PM), or digital quadrature amplitude modulation (QAM)
schemes, digital signaling, and a combination of analog and digital traffic, might provide superior
frequency reuse capacity, processing, and network interconnectivity. By using a powerful and affordable
microprocessor and digital signal processing chips, a myriad of different services particularly well suited
to the needs of people on the move could be realized economically. A brief description of a few elementary
systems/services currently available to travelers follows. Some of these elementary services can be com-
bined within the mobile radio units for a marginal increase in the cost and complexity with respect to
the cost of a single service system; for example, a mobile radio communications system can include a
positioning receiver, digital map, Web browser, etc.

Terrestrial systems. In a terrestrial mobile radio network labeled Mobiles T in Fig. 2.6, a repeater was
usually located at the nearest summit offering maximum service area coverage. As the number of users
increased, the available frequency spectrum became unable to handle the increase traffic, and a need for
frequency reuse arose. The service area was split into many subareas called cells, and the term cellular
radio was born. The frequency reuse offers an increased overall system capacity, while the smaller cell
size can offer an increased service quality, but at the expense of increased complexity of the user’s terminal
and network infrastructure. The trade-offs between real estate complexity, and implementation dynamics
dictate the shape and the size of the cellular network. Increase in the overall capacity calls for new
frequency spectra, smaller cells, which requires reconfiguration of existing base station locations; this is
usually not possible in many circumstances, which leads to suboptimal solutions and even less efficient
use of the frequency spectrum.

The satellite systems shown in Fig. 2.6 employ one or more satellites to serve as base station(s) and/or
repeater(s) in a mobile radio network. The position of satellites relative to the service area is of crucial
importance for the coverage, service quality, price, and complexity of the overall network. When a satellite
encompass the Earth in 12-hour, 24-hour etc. periods, the term geosynchronous orbit has been used. An
orbit inclined with respect to the equatorial plane is called an inclined orbit; an orbit with an inclination
of about 90° is called a polar orbit. A circular geosynchronous 24-hour orbit in the equatorial plane
(0° inclination) is known as the geostationary orbit (GSO), since from any point on the surface of the Earth,
the satellite appears to be stationary; this orbit is particularly suitable for land mobile services at low
latitudes, and for maritime and aeronautical services at latitudes of < [80]°. Systems that use geostationary
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satellites include INMARSAT, MSAT, and AUSSAT. An elliptical geosynchronous orbit with the inclination
angle of 63.4° is known as Tundra orbit. An elliptical 12-hour orbit with the inclination angle of 63.4° is
known as Molniya orbit. Both Tundra and Molniya orbits have been selected for coverage of the Northern
latitudes and the area around the North Pole — for users at those latitudes the satellites appear to wander
around the zenith for a prolonged period of time. The coverage of a particular region (regional coverage),
and the whole globe (global coverage), can be provided by different constellations of satellites including
ones in inclined and polar orbits. For example, inclined circular orbit constellations have been used by
GPS (18 to 24 satellites, 55 to 63° inclination), Globalstar (48 satellites, 47° inclination), and Iridium (66
satellites, 90° inclination — polar orbits) system. All three systems provide global coverage. ORBCOM
system employs Pegasus launchable low-orbit satellites to provide uninterrupted coverage of the Earth
below +60° latitudes, and an intermittent, but frequent coverage over the polar regions.

Satellite antenna systems can have one (single beam global system) or more beams (multibeam spot
system). The multibeam satellite system, similar to the terrestrial cellular system, employs antenna direc-
tivity to achieve better frequency reuse, at the expense of system complexity.

Radio paging is a non-speech, one-way (from base station toward travelers), personal selective calling
system with alert, without message, or with defined messages such as numeric or alphanumeric. A person
wishing to send a message contacts a system operator by public switched telephone network (PSTN),
and delivers his message. After an acceptable time (queuing delay), a system operator forwards the message
to the traveler, by radio repeater (FM broadcasting transmitter, VHF or UHF dedicated transmitter,
satellite, or cellular radio system). After receiving the message, a traveler’s small (roughly the size of a
cigarette pack) receiver (pager) stores the message in its memory, and on demand either emits alerting
tones or displays the message.

Global Distress Safety System (GDSS) geostationary and inclined orbit satellites transfer emergency
calls sent by vehicles to the central earth station. Examples are: COSPAS, Search And Rescue Satellite
Aided Tracking system, SARSAT, Geostationary Operational Environmental Satellites GOES, and SEarch
and REscue Satellite SERES). The recommended frequency for this transmission is 406.025 MHz.

Global Positioning System (GPS), [ION, 1980, 1984, 1986, 1993]. U.S. Department of Defense Navstar
GPS 24-29 operating satellites in inclined orbits emit L band (L1 = 1575.42 MHz, L2 = 1227.6 MHz) spread
spectrum signals from which an intelligent microprocessor—based receiver extracts extremely precise time
and frequency information, and accurately determines its own three-dimensional position, velocity, and
acceleration, worldwide. The coarse accuracy of < 100 m available to commercial users has been demon-
strated by using a handheld receiver. An accuracy of meters or centimeters is possible by using the precise
(military) codes and/or differential GPS (additional reference) principals and kinematic phase tracking.

Glonass is Russia’s counterpart of the U.S’s GPS. It operates in an FDM mode and uses frequencies
between 1602.56 MHz and 1615.50 MHz to achieve goals similar to GPS.

Other systems have been studied by the European Space Agency (Navsat), and by West Germany
(Granas, Popsat, and Navcom). In recent years many payloads carrying navigation transponders have
been put on board of GSO satellites; corresponding navigational signals enable an increase in overall
availability and improved determination of users positions. The comprehensive project, which may
include existing and new radionavigation payloads, has also been known as the Wide Area Augmentation
System (WAAS).

LORAN-C is the 100 kHz frequency navigation system that provides a positional accuracy between 10
and 150 m. A user’s receiver measures the time difference between the master station transmitter and
secondary station signals, and defines his hyperbolic line of position. North American LORAN-C coverage
includes the Great Lakes, Atlantic, and Pacific Coast, with decreasing signal strength and accuracy as the
user approaches the Rocky Mountains from the east. Recently, new LORAN stations have been aug-
mented, worldwide. Similar radionavigation systems are the 100 kHz Decca and 10 kHz Omega.

Dispatch two-way radio land mobile or satellite systems, with or without connection to the PSTN,
consist of an operating center controlling the operation of a fleet of vehicles such as aircraft, taxis, police
cars, tracks, rail cars, etc.
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TABLE 2.2 The Comparison of Dispatch WAN/LAN Systems

Parameter uUs Sweden Japan Australia CDPD IEEE 802.11
TX freq, MHz
Base 935-941  76.0-77.5  850-860 865.00-870.00 869-894  2400-2483
851-866 415.55-418.05 2470-2499
Mobile 896-902  81.0-82.5 905-915 820.00-825.00 824-849  2400-2483
806-821 406.10-408.60 2470-2499
Duplexing method sfFDD? sFDD sFDD sfFDD FDD TDD
Channel spacing, kHz ~ 12.5 25.0 125 25.0 30.0 1000
25.00 125
Channel rate, kb/s <9.6 1.2 1.2 < 19.2 1000
# of Traffic channel 480 60 799 200 832 79
600
Modulation type:
\oice FM FM FM FM
Data FSK MSK-FM ~ MSK-FM  FSK GMSK DQPSK

2 sfFDD stands for semi-duplex, full duplex, Frequency Division Duplex.

Similar systems are used in the Netherlands, U.K., USSR, and France.

ARDIS is a commercial system compatible with U.S. specs. 25 kHz spacing; 2FSK, 4FSK, <19.2 kb/s.
MOBITEX/RAM is a commercial system compatible with U.S. specs. 12.5 kHz spacing; GMSK, 8.0 kb/s.
Source: 4U Communications Research Inc., 2000.06.10~00:09, c:/tab/dispatch.sys

A summary of some of the existing and planned terrestrial mobile radio systems, including MOBITEX
RAM and ARDIS, is given in Table 2.2.

OmniTRACS dispatch system employs a Ku-band geostationary satellite located at 103° W to provide
two-way digital message and position reporting (derived from incorporated satellite-aided LORAN-C
receiver), throughout the contiguous U.S. (CONUS).

Cellular radio or public land mobile telephone systems offer a full range of services to the traveler
similar to those provided by PSTN. The technical characteristics of some of the existing and planned
systems are summarized in Table 2.3.

Vehicle Information System and Intelligent Highway Vehicle System are synonyms for the variety of
systems and services aimed toward traffic safety and location. This includes: traffic management, vehicle
identification, digitized map information and navigation, radio navigation, speed sensing and adaptive
cruise control, collision warning and prevention, etc. Some of the vehicle information systems can easily
be incorporated in mobile radio communications transceivers to enhance the service quality and capacity
of respective communications systems.

Airwaves Management

The airwaves (frequency spectrum and the space surrounding us) are a limited natural resource shared
by several different radio users (military, government, commercial, public, amateur, etc.). Its sharing
(among different users, services described in the previous section, TV and sound broadcasting, etc.),
coordination, and administration is an ongoing process exercised on national, as well as on international
levels. National administrations (Federal Communications Commission (FCC) in the U.S., Department
of Communications (DOC), now Industry Canada, in Canada, etc.), in cooperation with users and
industry, set the rules and procedures for planning and utilization of scarce frequency bands. These plans
and utilizations have to be further coordinated internationally.

The International Telecommunications Union (ITU) is a specialized agency of the United Nations,
stationed in Geneva, Switzerland, with more than 150 government and corporate members, responsible
for all policies related to Radio, Telegraph, and Telephone. According to the ITU, the world is divided
into three regions: Region 1 — Europe, including the Soviet Union, Outer Mongolia, Africa, and the
Middle East west of Iran; Region 2 — the Americas, and Greenland; and Region 3 — Asia (excluding
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TABLE 2.3 Comparison of Cellular Mobile Radio Systems in Bands Below 1 GHz

System Name

AMPS MCS L1 NMT NMT R.com TACS 1S-54 1S-95 PDC
Parameter NAMPS  MCS L2 900 450 2000 C450 UK GSM 1S-136 USA Japan
TX freq, MHz
Base 869-894  870-885  935-960  463-468  424.8-428  461-466  935-960  890-915 869-894  869-894  810-826
Mobile 824-849  925-940  890-915  453-458  414.8-418  451-456  890-915  935-960 824-849  824-849  890-915
Max b/m eirp, dBW  22/5 19/7 2217 19/12 20.10 22/12 22/8 27/9 27/9 /-7 /5
Multiple access F F F F F F F FIT FIT F/C FIT
Duplex method FDD FDD FDD FDD FDD FDD FDD FDD FDD FDD FDD
Channel bw, kHz 30.0 25.0 125 25.0 12.5 20.0 25.0 200.0 30.0 1250 25
10.0 12.5 10.0 12.5
Channels/RF 1 1 1 1 1 1 1 8 3 42 3
Channels/band 832 600 1999 200 160 222 1000 125 % 8 832 x3 nx42 640 x 3
2496 1200
Voice/Traffic: analog analog analog analog analog analog analog RELP VSELP CELP VSELP
comp. or kb/s 211 21 21 21 211 21 21 13.0 8.0 <9.6 6.7
modulation PM PM PM PM PM PM PM GMSK 1v4  B/OQ 4
kHz and/or kb/s +12 +5 +5 +5 25 +4 9.5 270.833 48.6 1228.8 42,0
Control: digital digital digital digital digital digital digital digital digital digital digital
modulation FSK FSK FFSK FFSK FFSK FSK FSK GMSK 4 B/OQ 4
bb waveform Manch. Manch. NRzZ NRZ Manch. NRZ NRZ NRz NRzZ
NRZ NRZ
kHz and/or kb/s +8.0/10 +4.5/0.3 +35/1.2  £35/12  *1.7/12 +25/53  +6.4/8.0  270.833 48.6 1228.8 42.0
Channel coding: BCH BCH B1 Hag. B1 Hag. Hag. BCH BCH RS Conwv. Conv. Conv.
base — mobile (40,28) (43,31) burst burst (19,6) (15,7) (40,28) (12,8) 172 6/11 9/17
mobile — base (48,36) a.(43,31)  burst burst (19,6) (15,7) (48,36) (12,8) 1/2 1/3 9/17
p.(11,07)

Note: Multiple Access: F = Frequency Division Multiple Access (FDMA), F/T = Hybrid Frequency/Time DMA, F/C = Hybrid Frequency/Code DMA.

T4 corresponds to the 174 shifted differentially encoded QPSK with a = 0.35 square root raised—cosine filter for 1S-136 and a = 0.5 for PDC.

B/OQ corresponds to the BPSK outbound and OQPSK modulation scheme inbound.

comp. or kb/s stands for syllabic compandor or speech rate in kb/s; kHz and/or kb/s stands for peak deviation in kHz and/or channel rate kb/s.

1S-634 standard interface supports AMPS, NAMPS, TDMA and CDMA capabilities.
1S-651 standard interface supports A GSM capabilities and A+ CDMA capabilities.

Source: 4U Communications Research Inc., 2000.06.10~00:09
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parts west of Iran and Outer Mongolia), Australia, and Oceania. Historically, these three regions have
developed, more or less independently, their own frequency plans, which best suit local purposes. With
the advent of satellite services and globalization trends, the coordination between different regions
becomes more urgent. Frequency spectrum planning and coordination is performed through ITU’s bodies
such as: Comité Consultatif de International Radio (CCIR), now ITU-R, International Frequency
Registration Board (IFRB), now ITU-R, World Administrative Radio Conference (WARC), and Regional
Administrative Radio Conference (RARC).

ITU-R, through it study groups, deals with technical and operational aspects of radio communications.
Results of these activities have been summarized in the form of reports and recommendations published
every four years, or more often, [ITU, 1990]. IFRB serves as a custodian of a common and scarce natural
resource — the airwaves; in its capacity, the IFRB records radio frequencies, advises the members on
technical issues, and contributes on other technical matters. Based on the work of ITU-R and the national
administrations, ITU members convene at appropriate RARC and WARC meetings, where documents
on frequency planning and utilization, the Radio Regulations, are updated. The actions on a national
level follow, see [RadioRegs, 1986], [WARC, 1992], [WRC, 1997]. The far-reaching impact of mobile
radio communications on economies and the well-being of the three main trading blocks, other devel-
oping and third world countries, and potential manufacturers and users, makes the airways (frequency
spectrum) even more important.

The International Telecommunications Union (ITU) recommends the composite bandwidth-space-
time domain concept as a measure of spectrum utilization. The spectrum utilization factor U=B-S- T
is defined as a product of the frequency bandwidth B, spatial component S, and time component T. Since
mobile radio communications systems employ single omnidirectional antennas, their S factor will be
rather low; since they operate in a single channel arrangement, their B factor will be low; since new
digital schemes tend to operate in a packet/block switching modes which are inherently loaded with a
significant amount of overhead and idle traffic, their T factor will be low as well. Consequently, mobile
radio communications systems will have a poor spectrum utilization factors.

The model of a mobile radio environment, which may include different sharing scenarios with fixed
service and other radio systems, can be described as follows. Objects of our concern are events (for
example, conversation using a mobile radio, measurements of amplitude, phase and polarization at the
receiver) occurring in time {u°}, space {1}, u?, u®}, spacetime {u°, ul, u?, u®}, frequency {u*}, polarization
{v5, u8}, and airwaves {u®, ut, v?, v, u*, u®, ub}, see Table 2.4. The coordinate {u*} represents frequency
resource, i.e., bandwidth in the spacetime {u, u?, u?, u®}. Our goal is to use a scarce natural resource —
the airwaves in an environmentally friendly manner.

TABLE 2.4 The Multidimensional Spaces Including the Airwaves

u®  time

ul

u?  space spacetime

ud airwaves
u*  frequency/bandwidth

ud L

Iy polarization

u?

u®  Doppler

u?  users: government/military, commercial/public, fixed/mobile, terrestrial/satellite ...

Source: 4U Communications Research Inc. 2000.06.10~00:09, c:/tab/airwaves.1
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When users/events are divided (sorted, discriminated) along the time coordinate »°, the term time
division is employed for function f(u°). A division f(u*) along the frequency coordinate u* corresponds
to the frequency division. A division f(u°, u*) along the coordinates (12, u*) is usually called a code division
or frequency hopping. A division f(u!, u?, x°) along the coordinates (u!, 2, u®) is called the space division.
Terrestrial cellular and multibeam satellite radio systems are vivid examples of the space division concepts.
Coordinates {u°, 4®} may represent two orthogonal polarization components, horizontal and vertical or
right-handed and left-handed circular; a division of users/events according to their polarization compo-
nents may be called the polarization division. Any division f(u®, u!, v2, 13, u*, u®, u®) along the coordinates
(10, ut, u?, ud, ut, uS, ub) may be called the airwaves division. Coordinates {u’, u8, 4%} may represent velocity
(or Doppler frequency) components; a division of users/events according to their Doppler frequencies
similar to the moving target indication (MTI) radars may be called the Doppler frequency division. \We
may also introduce coordinate {u*} to represent users, divide the airways along the coordinate {u}
(military, government, commercial, public, fixed, mobile, terrestrial, satellite, and others) and call it the
users division. Generally, the segmentations of frequency spectra to different users lead to uneven use
and uneven spectral efficiency factors among different segments.

In analogy with division, we may have time, space, frequency, code, airwaves, polarization, Doppler,
users, {u9, ... , u®} access and diversity. Generally, the signal space may be described by m coordinates
{f, ..., w1} Let each signal component has k degrees of freedom. At the transmitter site, each signal
can be radiated via n; antennas, and received at n; receiver antennas. There is a total of n = n; + n,
antennas, two polarization components, and L multipath components, i.e., paths between transmitter
and receiver antennas. Thus, the total number of degrees of freedom m = k x n x 2 x L. For example, in
a typical land mobile environment 16 multipath components can exist; if one wants to study a system
with four antennas on the transmitter side and four antennas on the receiver side, and each antenna may
employ both polarizations, then the number of degrees of freedom equals 512 x k. By selecting a proper
coordinate system and using inherent system symmetries, one might be able to reduce the number of
degrees of freedom to a manageable quantity.

Operating Environment

A general configuration of terrestrial FS radio systems, sharing the same space and frequency bands with
FSS and/or MSS systems, is illustrated in Fig. 2.6. The emphasis of this contribution is on mobile systems;
however, it should be appreciated that mobile systems may be required to share the same frequency band
with fixed systems. A satellite system usually consists of many earth stations, denoted Earth Station O ...
Earth Station 2 in Fig. 2.6, one or many space segments, denoted Space Segment 0 ... Space Segment N,
and in the case of a mobile satellite system different types of mobile segments denoted by ¢ and & in
the same figure. Links between different Space Segments and mobile users of MSS systems are called
service links; links connecting Space Segments and corresponding Earth Stations are called feeder links.
FSS systems employ Space Segments and fixed Earth Station segments only; corresponding connections
are called service links. Thus, technically similar connections between Space Segments and fixed Earth
Station segments perform different functions in MSS and FSS systems and are referred to by different
names. Administratively, the feeder links of MSS systems are often referred to as FSS.

Let us briefly assess spectrum requirements of an MSS system. There exist many possibilities of how
and where to communicate in the networks shown in Fig. 2.6. Each of these possibilities can use different
spatial and frequency resources, which one needs to assess for sharing purposes. For example, a mobile
user ¢ transmits at frequency f, using a small hemispherical antenna toward Space Segment 0. This
space segment receives a signal at frequency f;, transposes it to frequency F,.,, amplifies it and transmits
it toward Earth Station 0. This station processes the signal, makes decisions on the final destination,
sends the signal back toward the same Space Segment 0, which receives the signal at frequency f,,.,. This
signal is transposed further to frequency F,,, and is emitted via inter-satellite link (ISL, toward Space
Segment 1, which receives this signal, processes it, transposes it, and emits toward the earth and mobile
A at frequency F,. In this process a quintet of frequencies (fy, F, .o, f,n+00 Fior F1) iS Used in one direction.
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Once the mobile & receives the signal, its set rings and sends back the signal in reverse directions at a
different frequency quintet (or a different time slot, or a different code, or any combination of time,
code, and frequency), thus establishing the two-way connection. Obviously, this type of MSS system uses
significant parts of the frequency spectrum.

Mobile satellite systems consist of two directions with very distinct properties. A direction from an
Earth Station, also called a hub or base station, which may include a Network Management Center (NMC),
toward the satellite space segment and further toward a particular mobile user is known as the forward
direction. In addition, we will call this direction the dispatch direction, broadcast direction, or division
direction, since the NMC dispatches/broadcasts data to different users and data might be divided in
frequency (F), time (T), code (C), or a hybrid (H) mode. The opposite direction from a mobile user
toward the satellite space segment and further toward the NMC is known as the return direction. In
addition, we will call this direction the access direction, since mobile users usually need to make attempts
to access the mobile network before a connection with NMC can be established; in some networks the
NMC may poll the mobile users, instead. A connection between NMC and a mobile user, or between
two mobile users, may consist of two or more hops, including inter-satellite links, as shown in Fig. 2.6.

While traveling, a customer — a user of a cellular mobile radio system — may experience sudden
changes in signal quality caused by his movements relative to the corresponding base station and sur-
roundings, multipath propagation, and unintentional jamming such as man-made noise, adjacent chan-
nel interference, and co-channel interference inherent in cellular systems. Such an environment belongs
to the class of nonstationary random fields, on which experimental data is difficult to obtain; their
behavior hard to predict and model satisfactorily. When reflected signal components become comparable
in level to the attenuated direct component, and their delays comparable to the inverse of the channel
bandwidth, frequency selective fading occurs. The reception is further degraded due to movements of a
user relative to reflection points and the relay station, causing Doppler frequency shifts. The simplified
model of this environment is known as the Doppler Multipath Rayleigh Channel.

The existing and planned cellular mobile radio systems employ sophisticated narrowband and wide-
band filtering, interleaving, coding, modulation, equalization, decoding, carrier and timing recovery, and
multiple access schemes. The cellular mobile radio channel involves a dynamic interaction of signals
arriving via different paths, adjacent and co-channel interference, and noise. Most channels exhibit some
degree of memory, the description of which requires higher order statistics of — spatial and temporal —
multidimensional random vectors (amplitude, phase, multipath delay, Doppler frequency, etc.) to be
employed.

A model of a multi-hop satellite system that incorporates interference and nonlinearities is illustrated
and described in Fig. 2.7. The signal flow in the forward/broadcast direction, from Base to Mobile User,
is shown on the left side of the figure; the right side of the figure corresponds to the reverse/access
direction. For example, in the forward/broadcast direction, the transmitted signal at the Base, shown in
the upper left of the figure, is distorted due to nonlinearities in the RF power amplifier. This signal
distortion is expressed via differential phase and differential gain coefficients DP and DG, respectively.
The same signal is emitted toward the satellite space segment receiver denoted as point 2; here, noise N,
interference I, delay 1, and Doppler frequency ,f symbolize the environment. The signals are further
processed, amplified and distorted at stage 3, and radiated toward the receiver, 4. Here again, noise N,
interference I, delay t, and Doppler frequency ,,f symbolize the environment. The signals are translated
and amplified at stage 5 and radiated toward the Mobile User at stage 6; here, additional noise N,
interference I, delay t, and Doppler frequency , f characterize the corresponding environment. This model
is particularly suited for a detailed analysis of the link budget and for equipment design purposes. A system
provider and cell designer may use a statistical description of a mobile channel environment, instead.

An FSS radio channel is described as the Gaussian; the mean value of the corresponding radio signal
is practically constant and its value can be predicted with a standard deviation of a fraction of a dB. A
terrestrial mobile radio channel could exhibit dynamics of about 80 dB and its mean signal could be
predicted with a standard deviation of 5 to 10 dB. This may require the evaluation of usefulness of existing
radio channel models and eventual development of more accurate ones.
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FIGURE 2.7 Signals and Interference in a Multihop Satellite System. jx}(f, t, T) represents signals x = r, s, where
r is the received and s is the sent/transmitted signal, x represents the dispatch/forward direction and x represents
access/return direction; p is the polarization of the signal at location g and the number of signal components ranges
from 1 to M; f, t, T are frequency, time and delay of a signal at the location g, respectively. DP, DG are Differential
Phase and Differential Gain (include AM/AM and AM/PM); N, I, T, ,f are the noise, interference, absolute delay and
Doppler frequency, respectively.

Cell engineering and prediction of service area and service quality in an ever-changing mobile radio
channel environment, is a very difficult task. The average path loss depends on terrain microstructure
within a cell, with considerable variation between different types of cells (i.e., urban, suburban, and rural
environments). A variety of models based on experimental and theoretic work have been developed to
predict path radio propagation losses in a mobile channel. Unfortunately, none of them are universally
applicable. In almost all cases, excessive transmitting power is necessary to provide adequate system
performance.

The first generation mobile satellite systems employ geostationary satellites (or payload piggy-backed
on a host satellite) with small 18 dBi antennas covering the whole globe. When the satellite is positioned
directly above the traveler (at zenith), a near constant signal environment, known as Gaussian channel,
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is experienced. The traveler’s movement relative to the satellite is negligible (i.e., Doppler frequency is
practically zero). As the traveler moves — north or south, east or west — the satellite appears lower on
the horizon. In addition to the direct path, many significant strength-reflected components are present,
resulting in a degraded performance. Frequencies of these components fluctuate due to movement of
traveler relative to the reflection points and the satellite. This environment is known as the Doppler Ricean
Channel. An inclined orbit satellite located for a prolonged period of time above 45° latitude north and
106° longitude west, could provide travelers all over the U.S. and Canada, including the far North, a
service quality unsurpassed by either geostationary satellite or terrestrial cellular radio. Similarly, a satellite
located at 45° latitude north and 15° longitude east, could provide travelers in Europe with improved
service quality.

Inclined orbit satellite systems can offer a low start-up cost, a near Gaussian channel environment,
and improved service quality. Low orbit satellites, positioned closer to the service area, can provide high
signal levels and short (a few milliseconds long) delays, and offer compatibility with the cellular terrestrial
systems. These advantages need to be weighted against network complexity, inter-satellite links, tracking
facilities, etc.

Terrestrial mobile radio communications systems provide signal dynamics of about 80 dB and are able
to penetrate walls and similar obstacles, thus providing inside building coverage. Satellite mobile radio
communications systems are power limited and provide signal dynamics of less than 15 dB; the signal
coverage is, in most cases, limited to the outdoors.

Let us compare the efficiency of a Mobile Satellite Service (MSS) with the Fixed Satellite Service (FSS);
both services are assumed to be using the GSO space segments. A user at the equator can see the GSO
arc reaching £81°; if satellites are spaces 2° apart along the GSO, then the same user can reach 81 satellites
simultaneously. An MSS user employs a hemispherical antenna having gain of about 3 dBi; consequently,
he can effectively use only one satellite, but prevent all other satellite users from employing the same
frequency. An FSS user employs a 43 dBi gain antenna that points toward a desired satellite. By using the
same transmit power as an MSS user, but employing larger and more expensive antenna, this FSS user
can effectively transmit about 40 dB (ten thousand times) wider bandwidth, i.e., 40 dB more information.
The FSS user can, by adding 3 dB more power into an additional orthogonal polarization channel, reuse
the same frequency band and double the capacity. Furthermore, the same FSS user can use additional
antennas to reach each of 81 available satellites, thus increasing the GSO are capacity by 80 times.
Consequently, the FSS is power-wise 10,000 times more efficient and spatially about 160 times more
efficient than corresponding MSS. Similar comparisons can be made for terrestrial systems. The conve-
nience and smallness of today’s mobile systems user terminals is traded for low spatial and power efficiency,
which may carry a substantial economic price penalty. The real cost of a mobile system seems to have
been subsidized by some means beyond the cost of cellular telephone and traffic charges (both often $0).

Service Quality

The primary and the most important measure of service quality should be customer satisfaction. The
customer’s needs, both current and future, should provide guidance to a service offerer and an equipment
manufacturer for both the system concept and product design stages. In the early stages of the product
life, mobile radio was perceived as a necessary tool for performing important tasks; recently, mobile/per-
sonal/handheld radio devices are becoming more like status symbols and fashion. Acknowledging the
importance of every single step of the complex service process and architecture, attention is limited here
to a few technical merits of quality:

1. Guaranteed quality level is usually related to a percentage of the service area coverage for an
adequate percentage of time.

2. Data service quality can be described by the average bit error rate (e.g., BER < 10-%), packet BER
(PBER < 10?), signal processing delay (1 to 10 ms), multiple access collision probability (< 20%),
the probability of a false call (false alarm), the probability of a missed call (miss), the probability
of a lost call (synchronization loss), etc.
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3. Voice quality is usually expressed in terms of the mean opinion score (MOS) of subjective evalu-
ations by service users. MOS marks are: bad = 0, poor = 1, fair = 2, good = 3, and excellent = 4.
MOS for PSTN voice service, pooled by leading service providers, relates the poor MOS mark to
asingle-to-noise ratio (S/N) in a voice channel of S/N = 35 dB, while an excellent score corresponds
to S/N > 45 dB. Currently, users of mobile radio services are giving poor marks to the voice quality
associated with a S/N = 15 dB and an excellent mark for S/N > 25 dB. It is evident that there is
significant difference (20 dB) between the PSTN and mobile services. If digital speech is employed,
both the speech and the speaker recognition have to be assessed. For more objective evaluation
of speech quality under real conditions (with no impairments, in the presence of burst errors
during fading, in the presence of random bit errors at BER = 107, in the presence of Doppler
frequency offsets, in the presence of truck acoustic background noise, in the presence of ignition
noise, etc.), additional tests such as the diagnostic acceptability measure DAM, diagnostic rhyme
test DRT, Youden square rank ordering, Sino-Graeco-Latin square tests, etc., can be performed.

Network Issues and Cell Size

To understand ideas and technical solutions offered in existing schemes, and in future systems one needs
also to analyze the reasons for their introduction and success. Cellular mobile services are flourishing at
an annual rate higher than 20%, worldwide. The first generation systems, (such as AMPS, NMT, TACS,
MCS, etc.), use frequency division multiple access FDMA and digital modulation schemes for access,
command and control purposes, and analog phase/frequency modulation schemes for the transmission
of an analog voice. Most of the network intelligence is concentrated at fixed elements of the network
including base stations, which seem to be well suited to the networks with a modest number of medium
to large-sized cells. To satisfy the growing number of potential customers, more cells and base stations
were created by the cell splitting and frequency reuse process. Technically, the shape and size of a particular
cell is dictated by the base station antenna pattern and the topography of the service area. Current
terrestrial cellular radio systems employ cells with 0.5 to 50 km radius. The maximum cell size is usually
dictated by the link budget, in particular the grain of a mobile antenna and available output power. This
situation arises in a rural environment, where the demand on capacity is very low and cell splitting is
not economical. The minimum cell size is usually dictated by the need for an increase in capacity, in
particular in downtown cores. Practical constraints such as real estate availability and price, and con-
struction dynamics limit the minimum cell size to 0.5 to 2 km. However, in such types of networks, the
complexity of the network and the cost of service grow exponentially with the number of base stations,
while the efficiency of present handover procedures becomes inadequate. Consequently, the second
generation of all-digital schemes, which handle this increasing idle traffic more efficiently, were intro-
duced. However, handling of the information, predominantly voice, has not been improved significantly,
if at all.

In the 1980s extensive studies of then existing AMPS- and NMT-based systems were performed, see
Davis et al. (1984) and Mahmoud et al. (1989), and the references therein. Based on particular service
quality requirements, particular radio systems and particular cell topologies, few empirical rules had
been established. Antennas with an omnidirectional pattern in a horizontal direction, but with about
10 dBi gain in vertical direction provide the frequency reuse efficiency of Ny, = 1/12. It was anticipated
that base station antennas with similar directivity in a vertical direction and 60° directivity in a horizontal
direction (a cell is divided into six sectors) can provide the reuse efficiency Ny, = 1/4, which results
in a threefold increase in the system capacity; if CDMA is employed instead of FDMA, an increase in
reuse efficiency Nypya = /4 — Nepya = 2/3 may be expected. However, this does not necessarily mean
that a CDMA system is more efficient than a FDMA system. The overall efficiency very much depends
on spatiotemporal dynamics of a particular cell and the overall network.

Recognizing some of limitations of existing schemes and anticipating the market requirements, the
research in time division multiple access (TDMA) schemes aimed at cellular mobile and DCT services,
and in code division multiple access (CDMA) schemes aimed toward mobile satellite systems and cellular
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and personal mobile applications, followed with introduction of nearly ten different systems. Although
employing different access schemes, TDMA (CDMA) network concepts rely on a smart mobile/portable
unit that scans time slots (codes) to gain information on network behavior, free slots (codes), etc.,
improving frequency reuse and handover efficiency while hopefully keeping the complexity and cost of
the overall network at reasonable levels. Some of the proposed system concepts depend on low gain
(0 dBi) base station antennas deployed in a license-free, uncoordinated fashion; small size cells (10 to
1000 m in radius) and an emitted isotropic radiated power of about 10 mW (+10 dBm) per 100 kHz
are anticipated. A frequency reuse efficiency of N = 1/9 to N to 1/36 has been projected for DCT systems.
N = 1/9 corresponds to the highest user capacity with the lowest transmission quality, while N = 1/36
has the lowest user capacity with the highest transmission quality. This significantly reduced frequency
reuse capability of proposed system concepts, will result in significantly reduced system capacity, which
needs to be compensated for by other means including new spectra.

In practical networks, the need for a capacity (and frequency spectrum) is distributed unevenly in
space and time. In such an environment, the capacity and frequency reuse efficiency of the network may
be improved by dynamic channel allocation, where an increase in the capacity at a particular hot spot
may be traded for a decrease in the capacity in cells surrounding the hot spot, the quality of the
transmission, and network instability. The first generation mobile radio communications systems used
omnidirectional antennas at base stations. Today, three-sector 120°-wide cells are typical in a heavy traffic
urban environment, while entry-level rural systems employ omnidirectional antennas; the most demand-
ing environments with changing traffic patterns employ adaptive antenna solutions, instead.

To cover the same area (space) with smaller and smaller cells, one needs to employ more and more base
stations. A linear increase in the number of base stations in a network usually requires an (n(n — 1)/2)
increase in the number of connections between base stations, and increase in complexity of switches and
network centers. These connections can be realized by fixed radio systems (providing more frequency
spectra available for this purpose), or, more likely, by a cord (wire, cable, fiber, etc.).

An increase in overall capacity is attributed to

* increase in available bandwidth, particularly above 1 GHz, but to the detriment of other services,
« increased use of adaptive antenna solutions which, through spatial filtering, increase capacity and
quality of the service, but at a significant increase in cost,

+ trade-offs between service quality, vehicular vs. pedestrian environments, analog vs. digital voice,
etc.

The first generation geostationary satellite system antenna beam covers the entire Earth (i.e., the cell
radius equals =6500 km). The second generation geostationary satellites use large multibeam antennas
providing 10 to 20 beams (cells) with 800 to 1600 km radius. Low orbit satellites such as Iridium use up
to 37 beams (cells) with 670 km radius. The third generation geostationary satellite systems will be able
to use very large reflector antennas (roughly the size of a baseball stadium), and provide 80 to 100 beams
(cells) with a cell radius of =200 km. If such a satellite is tethered to a position 400 km above the Earth,
the cell size will decrease to =2 km in radius, which is comparable in size with today’s small size cell in
terrestrial systems. Yet, such a satellite system may have the potential to offer an improved service quality
due to its near optimal location with respect to the service area. Similar to the terrestrial concepts, an
increase in the number of satellites in a network will require an increase in the number of connections
between satellites and/or Earth network management and satellite tracking centers, etc. Additional factors
that need to be taken into consideration include price, availability, reliability, and timeliness of the launch
procedures, a few large vs. many small satellites, tracking stations, etc.

Coding and Modulation

The conceptual transmitter and receiver of a mobile system may be described as follows. The transmitter
signal processor accepts analog voice and/or data and transforms (by analog and/or digital means) these
signals into a form suitable for a double-sided suppressed carrier amplitude modulator [also called
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quadrature amplitude modulator (QAM)]. Both analog and digital input signals may be supported, and
either analog or digital modulation may result at the transmitter output. Coding and interleaving can
also be included. Very often, the processes of coding and modulation are performed jointly; we will call
this joint process codulation. A list of typical modulation schemes suitable for transmission of voice
and/or data over Doppler-affected Ricean channel, which can be generated by this transmitter is given
in Table 2.5. Details on modulation, coding, and system issues can be found in Kucar (2000), Proakis,
(1983), Sklar, (1988), and Van Trees, (1968-1971).

Existing cellular radio systems such as AMPS, TACS, MCS, and NMT employ hybrid (analog and
digital) schemes. For example, in access mode, AMPS uses a digital codulation scheme (BCH coding and
FSK modulation), while in information exchange mode, the frequency-modulated analog voice is merged
with discrete SAT and/or ST signals and occasionally blanked to send a digital message. These hybrid
codulation schemes exhibit a constant envelope and as such allow the use of power efficient radio
frequency (RF) nonlinear amplifiers. On the receiver side, these schemes can be demodulated by an
inexpensive, but efficient limiter/discriminator device. They require modest to high C/N = 10 — 20 dB,
are very robust in adjacent (a spectrum is concentrated near the carrier) and co-channel interference (up
to C/I = 0 dB, due to capture effect) cellular radio environment, and react quickly to the signal fade
outages (no carrier, code, or frame synchronization). Frequency-selective and Doppler-affected mobile
radio channels will cause modest to significant degradations known as the random phase/frequency
modulation. By using modestly complex extended threshold devices C/N as low as 5 dB can provide
satisfactory performance.

Tightly filtered codulation schemes, such as 4 QPSK additionally filtered by a square root, raised-
cosine filter, exhibit a nonconstant envelope that demands (quasi) linear, less D.C. power efficient
amplifiers to be employed. On the receiver side, these schemes require complex demodulation receivers,
a linear path for signal detection, and a nonlinear one for reference detection — differential detection
or carrier recovery. When such a transceiver operates in a selective fading multipath channel environment,
additional countermeasures (inherently sluggish equalizers, etc.) are necessary to improve the perfor-
mance — reduce the bit error rate floor. These codulation schemes require modest C/N = 8 — 16 dB and
perform modestly in adjacent and/or co-channel (up to C/I = 8 db) interference environment.

Codulation schemes employed in spread spectrum systems use low-rate coding schemes and mildly
filtered modulation schemes. When equipped with sophisticated amplitude gain control on the transmit
and receive side, and robust rake receiver, these schemes can provide superior C/N =4 -10dB and C/I <
0 dB performance. Unfortunately, a single transceiver has not been able to operate satisfactorily in a
mobile channel environment. Consequently, a few additional signals have been employed to achieve the
required quality of the transmission. These pilot signals significantly reduce the spectrum efficiency in
the forward direction and many times in the reverse direction. Furthermore, two combined QPSK-like
signals have up to (4 x 4) different baseband levels and may look like a 16QAM signal, while three
combined QPSK-like signals may look like a 64QAM signal. These combined signals, one information
and two pilot signals, at user’s transmitter output, for example, exhibit high peak factors and total power
that is by 3 to 5 dB higher than the C/N value necessary for a single information signal. Additionally,
inherently power inefficient linear RF power amplifiers are needed; these three signal components of a
CDMA scheme may have been optimized for minimal cross-correlation and ease of detection. As such,
the same three signals may not necessarily have states in the QAM constellation that optimize the peak-
to-average ratio, and vice versa.

Speech Coding

Human vocal tract and voice receptors, in conjunction with language redundancy (coding), are well
suited for face-to-face conversation. As the channel changes (e.g., from telephone channel to mobile radio
channel), different coding strategies are necessary to protect against the loss of information.
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TABLE 2.5 Modulation Schemes, Glossary of Terms

Abbreviation

Description

Remarks/Use

ACSSB
AM

APK
BLQAM
BPSK
CPFSK
CPM
DEPSK
DPM
DPSK
DSB-AM
DSB-SC-AM
FFSK
FM

FSK
FSOQ
GMSK
GTFM
HMQAM
1F
LPAM
LRC
LREC
LSRC
MMSK
MPSK
MQAM
MQPR
MQPRS
MSK
m-h
OQPSK
PM

PSK
QAM
QAPSK
QPSK
QORC
SQAM
SQPSK
SQORC
SSB
S3MQAM
TFM

TSI QPSK
VSB
WQAM
XPSK
/4 DQPSK
3MQAM
4AMQAM
12PM3

Amplitude Companded Single SideBand

Amplitude Modulation

Amplitude Phase Keying modulation
Blackman Quadrature Amplitude Modulation

Binary Phase Shift Keying

Continuous Phase Frequency Shift Keying

Continuous Phase Modulation

Differentially Encoded PSK (with carrier recovery)

Digital Phase Modulation

Differential Phase Shift Keying (no carrier recovery)
Double SideBand Amplitude Modulation

Double SideBand Suppressed Carrier AM

Fast Frequency Shift Keying = MSK

Frequency Modulation
Frequency Shift Keying

Frequency Shift Offset Quadrature modulation
Gaussian Minimum Shift Keying

Generalized Tamed Frequency Modulation
Hamming Quadrature Amplitude Modulation
Intersymbol Jitter Free = SQORC

L-ary Pulse Amplitude Modulation

LT symbols long Raised Cosine pulse shape

LT symbols long Rectangularly EnCoded pulse shape
LT symbols long Spectrally Raised Cosine scheme
Modified Minimum Shift Keying = FFSK

M-ary Phase Shift Keying

M-ary Quadrature Amplitude Modulation
M-ary Quadrature Partial Response
M-ary Quadrature Partial Response System = MQPR

Minimum Shift Keying
multi-h CPM

Offset (staggered) Quadrature Phase Shift Keying

Phase Modulation
Phase Shift Keying

Quadrature Amplitude Modulation

Quadrature Amplitude Phase Shift Keying
Quadrature Phase Shift Keying =4 QAM
Quadrature Overlapped Raised Cosine
Staggered Quadrature Amplitude Modulation
Staggered Quadrature Phase Shift Keying
Staggered Quadrature Overlapped Raised Cosine

Single SideBand

Staggered class 3 Quadrature Amplitude Modulation

Tamed Frequency Modulation
Two-Symbol-Interval QPSK
Vestigial SideBand

Weighted Quadrature Amplitude Modulation

Crosscorrelated PSK

174 shift DQPSK with a = 0.35 raised cosine filtering
Class 3 Quadrature Amplitude Modulation

Class 4 Quadrature Amplitude Modulation

12 state PM with 3 bit correlation

Satellite transmission
Broadcasting

Spread spectrum systems

Includes digital schemes
NMT data and control
Broadcasting, AMPS, voice
AMPS data and control

GSM voice, data, and control

A subclass of DSB-SC-AM
Radio-relay transmission

Low capacity radio
4PSK = QPSK

Low capacity radio

Low and High capacity radio

TV
Includes most digital schemes

1S-54 TDMA voice and data

Source: 4U Communications Research Inc., 2000.06.10~00:09, c:/tab/modulat.tab
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In (analog) companded PM/FM mobile radio systems, speech is limited to 4 kHz, compressed in
amplitude (2:1), pre-emphasized, and phase/frequency modulated. At a receiver, inverse operations are
performed. Degradation caused by these conversions and channel impairments results in lower voice
quality. Finally, the human ear and brain have to perform the estimation and decision processes on the
received signal.

In digital schemes for sampling and digitizing of an analog speech (source) are performed first. Then,
by using knowledge of properties of the human vocal tract and the language itself, a spectrally efficient
source coding is performed. A high rate 64 kb/s, 56 kb/s, and AD-PCM 32 kb/s digitized voice complies
with ITU-T recommendations for toll quality, but may be less practical for the mobile environment. One
is primarily interested in 8 to 16 kb/s rate speech coders, which might offer satisfactory quality, spectral
efficiency, robustness, and acceptable processing delays in a mobile radio environment. A glossary of the
major speech coding schemes is provided in Table 2.6.

TABLE 2.6 Digitized Voice. Glossary of Terms

Abbreviation Description Remarks/Use
ADM Adaptive Delta Modulation

ADPCM Adaptive Differential Pulse Code Modulation Digital telephony, DECT
ACIT Adaptive Code sub-band exclted Transform GTE

APC Adaptive Predictive Coding

APC-AB APC with Adaptive Bit allocation

APC-HQ APC with Hybrid Quantization

APC-MQL APC with Maximum Likelihood Quantization

AQ Adaptive Quantization

ATC Adaptive Transform Coding

BAR Backward Adaptive Reencoding

CELP Code Excited Linear Prediction 1S-95

CVSDM Continuous Variable Slope Delta Modulation

DAM Diagnostic Acceptability Measure

DM Delta Modulation A/D conversion
DPCM Differential Pulse Code Modulation

DRT Diagnostic Rhyme Test

DSl Digital Speech Interpolation TDMA FSS systems
DSP Digital Signal Processing

HCDM Hybrid Companding Delta Modulation

LDM Linear Delta Modulation

LPC Linear Predictive Coding

MPLPC Multi Pulse LPC

MSQ Multipath Search Coding

NIC Nearly Instantaneous Companding

PCM Pulse Code Modulation Digital Voice
PVXC Pulse Vector eXcitation Coding

PWA Predicted Wordlength Assignment

QMF Quadrature Mirror Filter

RELP Residual Excited Linear Prediction GSM

RPE Regular Pulse Excitation

SBC Sub Band Coding

TASI Time Assigned Speech Interpolation TDMA FSS systems
TDHS Time Domain Harmonic Scalling

VAPC Vector Adaptive Predictive Coding

VCELP Vector Code Excited Linear Prediction

VEPC \oice Excited Predictive Coding

VQ Vector Quantization

VQL Variable Quantum Level coding

VSELP Vector-Sum Excited Linear Prediction 1S-136, PDC
VXC Vector eXcitation Coding

Source: 4U Communications Research Inc., 2000.06.10~00:09, c:/tab/voice.tab
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TABLE 2.7 Comparison of Cordless Telephone (CT) Systems

System Name

Parameter CTO CTy/+ ICT CT2/+ CT3 DECT CDMA PHT
TX freq, MHz
Base 22,26,30,31,46,48,45 914/885 254 864-8,994-8  944-948 1880-1900 1895-1907
Mobile 48,41,39,40,69,74,48 960/932 380 864-8,944-8 944-948 1880-1990 1895-1907
Multiple access FDMA FDMA FDMA F/ITDMA TDMA TDMA CDMA F/TDMA
band
Duplexing FDD FDD FDD TDD TDD TDD FDD TDD
method
Ch. spacing, 1.7,20,25,40 25 12.5 100 1000 1728 1250 300
kHz
Channel rate, 72 640 1152 1228.80 384
kb/s
Channels/RF 1 1 1 1 8 12 32 4
Channels/band 10,12,15,20,25 40,80 89 20 2 5 20
Burst/frame 172 1/16 1/10 n/a 1/5
length, ms
Modulation FM FM FM GFSK GMSK GMSK B/QPSK 4
type
Coding Cyclic, RS CRC 16 CRC 16 Conv 1/2,1/3
Transmit power, <10 <80 <100 <10 <80
mw
Transmit power 2 1 1 many many
steps
TX power 16 0 0 >80
range, dB
Vocoder type analog analog analog ADPCM ADPCM  ADPCM CELP  ADPCM
Vocoder rate, fixed 32 fixed 32 fixed 32 <9.6 fixed 32
kb/s
Max data rate, 32 ISDN 144 ISDN 144 9.6 384
kb/s
Processing 0 0 0 2 16 16 80
delay, ms
Minimum 1/25 1/15 1/15 1/4
Average 1.15 1/07 1/07 2/3
Maximum 1/02 1/02 1/02 3/4
100 x 1 10 x 8 6 x 12 4x32
Minimum 4 5-6 5-6 32 (08)
Average 7 11-12 11-12 85 (21)
Maximum 50 40 40 96 (24)

Note: [1] The capacity (in the number of voice channels) for a single isolated cell. |2] The capacity in parenthes may correspond
to a 32 kbit/s vocoder. [3] Reuse efficiency. [4] Theoretical number of voice channels per cell and 10 MHz. [5] Practical number
of voice channels per 10 MHz. Reuse efficiency and associate capacities reflect our own estimates.

Source: 4U Communications Research Inc., 2000.06.10~00:09 c:/tab/cordless.sys

At this point, a partial comparison between analog and digital voice should be made. The quality of
64 kb/s digital voice, transmitted over a telephone line, is essentially the same as the original analog voice
(they receive nearly equal MOS). What does this near equal MOS mean in a radio environment? A mobile
radio conversation consists of one (mobile to home) or a maximum of two (mobile to mobile) mobile
radio paths, which dictate the quality of the overall connection. The results of a comparison between
analog and digital voice schemes in different artificial mobile radio environments have been widely
published. Generally, systems that employ digital voice and digital codulation schemes seem to perform
well under modest conditions, while analog voice and analog codulation systems outperform their digital
counterparts in fair and difficult (near threshold, in the presence of strong co-channel interference)
conditions. Fortunately, present technology can offer a viable implementation of both analog and digital
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systems within the same mobile/portable radio telephone unit. This would give every individual a choice
of either an analog or digital scheme, better service quality, and higher customer satisfaction. Trade-offs
between the quality of digital speech, the complexity of speech and channel coding, as well as D.C. power
consumption have to be assessed carefully, and compared with analog voice systems.

Macro and Micro Diversity

Macro diversity. Let us observe the typical evolution of a cellular system. In the beginning, the base station
may be located in the barocenter of the service area (center of the cell). The base station antenna is
omnidirectional in azimuth, but with about 6 to 10 dBi gain in elevation, and serves most of the cell area
(e.g., > 95%). Some parts within the cell may experience a lower quality of service because the direct path
signal may be attenuated due to obstruction losses caused by buildings, hills, trees, etc. The closest neigh-
boring (the first tier) base stations serve corresponding neighboring area cells by using different sets of
frequencies, eventually causing adjacent channel interference. The second closest neighboring (the second
tier) base stations might use the same frequencies (frequency reuse) causing co-channel interference. When
the need for additional capacity arises and/or a higher quality of service is required, the same nearly circular
area may be divided into three 120°-wide sectors, six 60°-wide sectors, etc., all served from the same base
station location; now, the same base station is located at the edge of respective sectors. Since the new sectorial
antennas provide 5 dB and 8 dB larger gains than the old omnidirectional antenna, respectively, these
systems with new antennas with higher gains have longer spatial reach and may cover areas belonging to
neighboring cells of the old configuration. For example, if the same real estate (base stations) is used in
conjunction with 120° directional (in azimuth) antennas, the new designated 120°-wide wedge area may
be served by the previous base station and by two additional neighboring base stations now equipped with
sectorial antennas with longer reach. Therefore, the same number of existing base stations equipped with
new directional antennas and additional combining circuitry may be required to serve the same or different
number of cells, yet in a different fashion. The mode of operation in which two or more base stations serve
the same area is called the macro diversity. Statistically, three base stations are able to provide better coverage
of an area similar in size to the system with a centrally located base station. The directivity of a base station
antenna (120° or even 60°) provides additional discrimination against signals from neighboring cells,
therefore, reducing adjacent and co-channel interference (i.e., improving reuse efficiency and capacity).
Effective improvement depends on the terrain configuration, and the combining strategy and efficiency.
However, it requires more complex antenna systems and combining devices.
Micro diversity is when two or more signals are received at one site (base or mobile):

1. Space diversity systems employ two or more antennas spaced a certain distance apart from one
another. A separation of only A/2 = 15 cm at f = 1 GHz, which is suitable for implementation on
the mobile side, can provide a notable improvement in some mobile radio channel environments.
Muicro space diversity is routinely used on cellular base sites. Macro diversity, where in our example
the base stations were located kilometers apart, is also a form of space diversity.

2. Field-component diversity systems employ different types of antennas receiving either the electric
or the magnetic component of an electromagnetic signal.

3. Frequency diversity systems employ two or more different carrier frequencies to transmit the same
information. Statistically, the same information signal may or may not fade at the same time at
different carrier frequencies. Frequency hopping and very wide band signaling can be viewed as
frequency diversity techniques.

4. Time diversity systems are primarily used for the transmission of data. The same data is sent
through the channel as many times as necessary, until the required quality of transmission is
achieved automatic repeat request (ARQ). Would you please repeat your last sentence is a form of
time diversity used in a speech transmission.

The improvement of any diversity scheme is strongly dependent on the combining techniques
employed, i.e., the selective (switched) combining, the maximal ratio combining, the equal gain
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combining, the feedforward combining, the feedback (Granlund) combining, majority vote, etc., see
[Jakes, 1974].

Continuous improvements in DSP and MMIC technologies and broader availability of ever-improving
CAD electromagnetics tools is making adaptive antenna solutions more viable than ever before. This is
particularly true for systems above 1 GHz, where the same necessary base station antenna gain can be
achieved with smaller antenna dimensions. An adaptive antenna could follow spatially shifting traffic
patterns, adjust its gain and pattern, and consequently improve the signal quality and capacity.

Multiple Broadcasting and Multiple Access

Communications networks for travelers have two distinct directions: the forward link — from the base
station (via satellite) to all travelers within the footprint coverage area, and the return link — from a
traveler (via satellite) to the base station. In the forward direction a base station distributes information
to travelers according to the previously established protocol, i.e., no multiple access is involved; this way
of operation is also called broadcasting. In the reverse direction many travelers make attempts to access
one of the base stations; this way of operation is also called access. This occurs in so-called control channels,
in a particular time slot, at a particular frequency, or by using a particular code. If collisions occur,
customers have to wait in a queue and try again until success is achieved. If successful (i.e., no collision
occurred), a particular customer will exchange (automatically) the necessary information for call setup.
The network management center (NMC) will verify the customer’s status, his credit rating, etc. Then,
the NMC may assign a channel frequency, time slot, or code, on which the customer will be able to
exchange information with his correspondent.

The optimization of the forward and reverse links may require different coding and modulation
schemes and different bandwidths in each direction.

In forward link, there are three basic distribution (multiplex broadcasting) schemes: one that uses
discrimination in frequency between different users and is called frequency division multiplex broadcasting
(FDMB); another that discriminates in time and is called time division multiplex broadcasting (TDMB);
and the last having different codes based on spread spectrum signaling, which is known as code division
multiplex broadcasting (CDMB). It should be noted that hybrid schemes using a combination of basic
schemes can also be developed. All existing mobile radio communications systems employ an FDM
component; consequently, only FDMB schemes are pure, while the other two schemes are hybrid, i.e.,
TDMB/FDM and CDMB/FDM solutions are used; the two hybrid solutions inherit complexities of both
parents, i.e., the need for an RF frequency synthesizer and a linear amplifier for single channel per carrier
(SCPC) FDM solution, and the need for TDM and CDM overhead, respectively.

In reverse link, there are three basic access schemes: one that uses discrimination in frequency between
different users and is called frequency division multiple access (FDMA); another that discriminates in time
and is called time division multiple access (TDMA); and the last having different codes based on spread
spectrum signaling, which is known as code division multiple access (CDMA). It should be noted that
hybrid schemes using combinations of basic schemes can also be developed.

A performance comparison of multiple access schemes is a very difficult task. The strengths of FDMA
schemes seem to be fully exploited in narrowband channel environments. To avoid the use of equalizers,
channel bandwidths as narrow as possible should be employed, yet in such narrowband channels, the
quality of service is limited by the maximal expected Doppler frequency and practical stability of fre-
guency sources. Current practical limits are about 5 kHz.

The strengths of both TDMA and CDMA schemes seem to be fully exploited in wideband channel
environments. TDMA schemes need many slots (and bandwidth) to collect information on network
behavior. Once the equalization is necessary (at bandwidths > 20 kHz), the data rate should be made as
high as possible to increase frame efficiency and freeze the frame to ease equalization; yet, high data rates
require high RF peak powers and a lot of signal processing power, which may be difficult to achieve in
handheld units. Current practical bandwidths are about 0.1 to 1.0 MHz. All existing schemes that employ
TDMA components are hybrid, i.e., the TDMA/FDM schemes in which the full strength of the TDMA
scheme is not fully realized.
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CDMA schemes need large spreading (processing) factors (and bandwidth) to realize spread spectrum
potentials; yet, high data rates require a lot of signal processing power, which may be difficult to achieve
in handheld units. Current practical bandwidths are up to about 5 MHz. As mentioned before, a single
transceiver has not been able to operate satisfactorily in a mobile channel environment. Consequently,
a few CDMA elementary signals, information and pilot ones, may be necessary for successful transmis-
sion. This multisignal environment is equivalent to a MQAM signaling scheme with a not necessarily
optimal state constellation. Significant increase in the equipment complexity is accompanied with a
significant increase in the average and peak transmitter power. In addition, an RF synthesizer is needed
to accommodate the CDMA/FDM mode of operation.

Narrow frequency bands seem to favor FDMA schemes, since both TDMA and CDMA schemes require
more spectra to fully develop their potentials. However, once the adequate power spectrum is available,
the later two schemes may be better suited for a complex (micro) cellular network environment. Multiple
access schemes are also message sensitive. The length and type of message, and the kind of service will
influence the choice of multiple access, ARQ, frame and coding, among others.

System Capacity

The recent surge in the popularity of cellular radio and mobile service in general, has resulted in an
overall increase in traffic and a shortage of available system capacity in large metropolitan areas. Current
cellular systems exhibit a wide range of traffic densities, from low in rural areas to overloaded in downtown
areas with large daily variations between peak hours and quiet night hours. It is a great system engineering
challenge to design a system that will make optimal use of the available frequency spectrum, while offering
amaximal traffic throughput (e.g., Erlangs/MHz/service area) at an acceptable service quality, constrained
by the price and size of the mobile equipment. In a cellular environment, the overall system capacity in
agiven service area is a product of many (complexly interrelated) factors including the available frequency
spectra, service quality, traffic statistics, type of traffic, type of protocol, shape and size of service area,
selected antennas, diversity, frequency reuse capability, spectral efficiency of coding and modulation
schemes, efficiency of multiple access, etc.

In the seventies, so-called analog cellular systems employed omnidirectional antennas and simple or
no diversity schemes offering modest capacity, which satisfied a relatively low number of customers.
Analog cellular systems of the nineties employ up to 60° sectorial antennas and improved diversity
schemes. This combination results in a three- to fivefold increase in capacity. A further (twofold) increase
in capacity can be expected from narrowband analog systems (25 kHz — 12.5 kHz) and nearly threefold
increase in capacity from the 5 kHz-wide narrowband AMPS, however, slight degradation in service
quality might be expected. These improvements spurned the current growth in capacity, the overall
success, and the prolonged life of analog cellular radio.

Conclusion

In this contribution, a broad repertoire of terrestrial and satellite systems and services for travelers is
briefly described. The technical characteristics of the dispatch, cellular, and cordless telephony systems
are tabulated for ease of comparison. Issues such as operating environment, service quality, network
complexity, cell size, channel coding and modulation (codulation), speech coding, macro and micro
diversity, multiplex and multiple access, and the mobile radio communications system capacity are
discussed.

Presented data reveals significant differences between existing and planned terrestrial cellular mobile
radio communications systems, and between terrestrial and satellite systems. These systems use different
frequency bands, different bandwidths, different codulation schemes, different protocols, etc. (i.e., they
are not compatible).

What are the technical reasons for this incompatibility? In this contribution, performance dependence
on multipath delay (related to the cell size and terrain configuration), Doppler frequency (related to the
carrier frequency, data rate, and the speed of vehicles), and message length (may dictate the choice of
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multiple access) are briefly discussed. A system optimized to serve the travelers in the Great Plains may
not perform very well in mountainous Switzerland; a system optimized for downtown cores may not be
well suited to a rural radio; a system employing geostationary (above equator) satellites may not be able
to serve travelers at high latitudes very well; a system appropriate for slow moving vehicles may fail to
function properly in a high Doppler shift environment; a system optimized for voice transmission may
not be very good for data transmission, etc. A system designed to provide a broad range of services to
everyone, everywhere, may not be as good as a system designed to provide a particular service in a
particular local environment — as a decathlete world champion may not be as successful in competitions
with specialists in particular disciplines.

However, there are plenty of opportunities where compatibility between systems, their integration,
and frequency sharing may offer improvements in service quality, efficiency, cost and capacity (and
therefore availability). Terrestrial systems offer a low start-up cost and a modest per user in densely
populated areas. Satellite systems may offer a high quality of service and may be the most viable solution
to serve travelers in scarcely populated areas, on oceans, and in the air. Terrestrial systems are confined
to two dimensions and radio propagation occurs in the near horizontal sectors. Barostationary satellite
systems use the narrow sectors in the user’s zenith nearly perpendicular to the Earth’s surface having the
potential for frequency reuse and an increase in the capacity in downtown areas during peak hours. A
call setup in a forward direction (from the PSTN via base station to the traveler) may be a very cumber-
some process in a terrestrial system when a traveler to whom a call is intended is roaming within an
unknown cell. However, this may be realized earlier in a global beam satellite system.
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2.3 Broadband Wireless Access: High Rate, Point to Multipoint,
Fixed Antenna Systems

Brian Petry

Broadband Wireless Access (BWA) broadly applies to systems providing radio communications access to
a core network. Access is the key word because a BWA system by itself does not form a complete network,
but only the access part. As the “last mile” between core networks and customers, BWA provides access
services for a wide range of customers (also called subscribers), from homes to large enterprises. For
enterprises such as small to large businesses, BWA supports such core networks as the public Internet,
Asynchronous Transfer Mode (ATM) networks, and the Public Switched Telephone Network (PSTN).
Residential subscribers and small offices may not require access to such a broad set of core networks —
Internet access is likely BWA's primary access function. BWA is meant to provide reliable, high throughput
data services as an alternative to wired access technologies.

This article presents an overview of the requirements, functions, and protocols of BWA systems and
describes some of today’s efforts to standardize BWA interfaces.

Fundamental BWA Properties

Currently, the industry and standards committees are converging on a set of properties that BWA systems
have, or should have, in common. A minimal BWA system consists of a single base station and a single
subscriber station. The base station contains an interface, or interworking function (IWF), to a core
network, and a radio “air” interface to the subscriber station. The subscriber station contains an interface
to a customer premises network and of course, an air interface to the base station. Such a minimal system
represents the point-to-point wireless transmission systems that have been in use for many years. Inter-
esting BWA systems have more complex properties, the most central of which is point-to-multipoint
(P-MP) capability. A single base station can service multiple subscriber stations using the same radio
channel. The P-MP property of BWA systems feature omnidirectional or shaped sector radio antennas
at the base station that cover a geographic and spectral area that efficiently serves a set of customers given
the allocation of radio spectrum. Multiple subscriber stations can receive the base station’s downstream
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transmissions on the same radio channel. Depending on the density and data throughput requirements
of subscribers in a given sector, multiple radio channels may be employed, thus overlaying sectors. The
frequency bands used for BWA allow for conventional directional antennas. So, in the upstream trans-
mission direction, a subscriber’s radio antenna is usually highly directional, aimed at the base station.
Such configuration of shaped sectors and directional antennas allow for flexible deployment of BWA
systems and helps conserve radio spectrum by allowing frequency bands to be reused in nearby sectors.

With such P-MP functions and a sectorized approach, more BWA properties unfold and we find that
BWA is similar to other other well-known access systems. A BWA deployment is cellular in nature, and
like a cellular telephone deployment, requires complicated rules and guidelines that impact power trans-
mission limits, frequency reuse, channel assignment, cell placement, etc. Also, since subscriber stations
can share spectrum in both the upstream and downstream directions, yet do not communicate with each
other using the air interface, BWA systems have properties very similar to hybrid fiber coaxial (HFC)
access networks that coexist with cable television service. HFC networks also employ a base station (called
a head end) and subscriber stations (called cable modems). And subscriber stations share channels in
both downstream and upstream directions. Such HFC networks are now popularized by both proprietary
systems and the Data-over-Cable System Interface Specifications (DOCSIS) industry standards [1]. In
the downstream direction, digital video broadcast systems have properties similar to BWA. They employ
base stations on the ground or onboard satellites: multiple subscribers tune their receivers to the same
channels. With properties similar to cellular, cable modems, and digital video broadcast, BWA systems
borrow many technical features from them.

BWA Fills Technology Gaps

Since BWA is access technology, it naturally competes with other broadband, high data rate access
technologies, such as high data rate digital cellular service, digital subscriber line (DSL) on copper
telephone wires, cable modems on coaxial TV cables, satellite-based access systems, and even optical
access technologies on fiber or free space. To some, the application of BWA overlaps with these access
technologies and also appears to fill in the gaps left by them. Following are some examples of technology
overlaps where BWA fills in gaps.

High data rate digital cellular data service will be available by the time this book is published. This
service is built “on top of ” digital cellular telephone service. The maximum achievable data rate for these
new “third generation” digital cellular systems is intended to be around 2.5 Mbps. At these maximum
speeds, high data rate cellular competes with low-end BWA, but since BWA systems are not intended to
be mobile, and utilize wider frequency bands, a BWA deployment should be able to offer higher data
rates. Furthermore, a BWA service deployment does not require near ubiquitous service area coverage.
Before service can be offered by mobile cellular services, service must be available throughout entire
metropolitan areas. But for BWA, service can be offered where target customers are located before covering
large areas. Thus, in addition to higher achievable data rates with BWA, the cost to reach the first
subscribers should be much less.

Current DSL technology can reach out about 6 km from the telephone central office, but the achievable
data rate degrades significantly as the maximum distance is reached. Currently, the maximum DSL data
rate is around 8 Mbps. Asymmetric DSL (ADSL) provides higher data rates downstream than upstream,
which is ideal for residential Internet access, but can be limiting for some business applications. BWA
can fill in by providing much higher data rates further from telephone central offices. BWA protocols
and deployment strategies enable the flexibility necessary to offer both asymmetric and symmetric
services.

HFC cable modem technology, which is also asymmetric in nature, is ideal for residential subscribers.
But many subscribers — potentially thousands — often share the same downstream channels and contend
heavily for access to a limited number of available upstream channels. A key advantage of HFC is
consistent channel characteristics throughout the network. With few exceptions, the fiber and coaxial
cables deliver a consistent signal to subscribers over very long distances. BWA fills in, giving a service

©2001 CRC Press LLC



provider the flexibility to locate base stations and configure sectors to best service customers who need
consistent, high data rates dedicated to them.

Satellite access systems are usually unidirectional, whereas less available bidirectional satellite-based
service is more expensive. Either type of satellite access is asymmetric in nature: unidirectional service
requires some sort of terrestrial “upstream,” and many subscribers contend for the “uplink” in bidirec-
tional access systems. Satellites in geostationary Earth orbits (GEO) impose a minimum transit delay of
240 ms on transmissions between ground stations. Before a satellite access system can be profitable, it
must overcome the notable initial expense of launching satellites or leasing bandwidth on a limited
number of existing satellites by registering many subscribers. Yet, satellite access services offer extremely
wide geographic coverage with no infrastructure planning, which is especially attractive for rural or
remote service areas that DSL and cable modems do not reach. Perhaps high data rate, global service
coverage by low Earth orbiting (LEO) satellites will someday overcome some of GEO’s limitations. BWA
fills in by allowing service providers to locate base stations and infrastructure near subscribers that should
be more cost effective and impose less delay than satellite services.

Optical access technologies offer unbeatable performance in data rate, reliability, and range, where
access to fiber-optic cable is available. But in most areas, only large businesses have access to fiber. New
technology to overcome this limitation, and avoid digging trenches and pulling fiber into the customer
premises is free space optical, which employs lasers to extend between a business and a point where fiber
is more readily accessible. Since BWA base stations could also be employed at fiber access points to reach
non-fiber-capable subscribers, both BWA and free space optical require less infrastructure planning such
as digging, tunneling, and pulling cables under streets. Although optical can offer an order of magnitude
increase in data rate over the comparatively lower frequency/higher wavelength BWA radio communi-
cations, BWA can have an advantage in some instances because BWA typically has a longer range and its
sector-based coverage allows multiple subscribers to be serviced by a single base station.

Given these gaps left by other broadband access technologies, even with directly overlapping compe-
tition in many areas, the long-term success of BWA technology is virtually ensured.

BWA Frequency Bands and Market Factors

Globally, a wide range of frequency bands are available for use by BWA systems. To date, systems that
implement BWA fall into roughly two categories: those that operate at high frequencies (roughly 10 to
60 GHz) and those that operate at low frequencies (2 to 11 GHz). Systems in the low frequency category
may be further subdivided into those that operate in licensed vs. unlicensed bands. Unlicensed low
frequency bands are sometimes considered separately because of the variations of emitted power restric-
tions imposed by regulatory agencies and larger potential for interference by other “unlicensed” technol-
ogies. The high frequencies have significantly different characteristics than the low frequencies that impact
the expense of equipment, base station locations, range of coverage, and other factors. The key differing
characteristics in turn impact the type of subscriber and types of services offered as will be seen later in
this article.

Even though available spectrum varies, most nationalities and regulatory bodies recognize the vicinity
of 30 GHz, with wide bands typically available, for use by BWA. In the United States, for instance, the
FCC has allocated Local Multipoint Distribution Service (LMDS) bands for BWA. That, coupled with
the availability of radio experience, borrowed from military purposes and satellite communications,
influenced the BWA industry to focus their efforts in this area. BWA in the vicinity of 30 GHz is thus
also a target area for standardization of interoperable BWA systems. Available spectrum for lower fre-
quencies, 2 to 11 GHz, varies widely by geography and regulatory body. In the United States, for instance,
the FCC has allocated several bands called Multipoint/Multichannel Distribution Services (MDS) and
licensed them for BWA use. The industry is also targeting the lower spectrum, both licensed and
unlicensed, for standardization.

Radio communications around 30 GHz have some important implications for BWA. For subscriber
stations, directional radio antennas are practical. For base stations, so are shaped sector antennas. But
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two key impairments limit how such BWA systems are deployed: line-of-site and rain. BWA at 30 GHz
almost strictly requires a line-of-sight path to operate effectively. Even foliage can prohibitively absorb
the radio energy. Some near line-of-sight scenarios, such as a radio beam that passes in close proximity
to reflective surfaces like metal sheets or wet roofs, can also cause significant communications impair-
ments. Rain can be penetrated, depending on the distance between subscriber and base station, the
droplet size, and rate of precipitation. BWA service providers pay close attention to climate zones and
historical weather data to plan deployments. In rainy areas where subscribers require high data rate
services, small cell sizes can satisfy a particular guaranteed service availability. Also, to accommodate
changing rain conditions, BWA systems offer adaptive transmit power control. As the rate of precipitation
increases, transmit power is boosted as necessary. The base station and subscriber station coordinate with
each other to boost or decrease transmit power.

Impairments aside, equipment cost is an important issue with 30 GHz BWA systems. As of today, of
all the components in a BWA station, the radio power amplifier contributes most to system cost.
Furthermore, since the subscriber antenna must be located outdoors (to overcome the aforementioned
impairments), installation cost contributes to the equation. A subscriber installation consists of an indoor
unit (IDU) that typically houses the digital equipment, modem, control functions, and interface to the
subscriber network, and an outdoor unit (ODU), which typically houses the amplifier and antenna.
Today these factors, combined with the aforementioned impairments, typically limit the use of 30 GHz
BWA systems to businesses that both need the higher-end of achievable data rates and can afford the
equipment. BWA technology achieves data rates delivered to a subscriber in a wide range, 2 to 155 Mbps.
The cost of 30 GHz BWA technology may render the lower end of the range impractical. However, many
people project the cost of 30 GHz BWA equipment to drop as the years go by, to the point where residential
service will be practical.

In the lower spectrum for BWA systems, in the range of approximately 2 to 11 GHz, line-of-sight and
rain are not as critical impairments. Here, a key issue to contend with is interference due to reflections,
also called multipath. A receiver, either base station or subscriber, may have to cope with multiple copies
of the signal, received at different delays, due to reflections off buildings or other large objects in a sector.
So, different modulation techniques may be employed in these lower frequency BWA systems, as opposed
to high frequency systems, to compensate for multipath. Furthermore, if the additional expense can be
justified, subscribers and/or base stations, could employ spatial processing to combine the main signal
with its reflections and thus find a stronger signal that has more data capacity than the main signal by
itself. Such spatial processing requires at least two antennas and radio receivers. In some cases, it may
even be beneficial for a base station to employ induced multipath, using multiple transmit antennas,
perhaps aimed at reflective objects, to reach subscribers, even those hidden by obstructions, with a better
combined signal than just one.

Unlike BWA near 30 GHz, BWA in the lower spectrum today has the advantage of less expensive
equipment. Also, it may be feasible in some deployments for the subscriber antenna to be located indoors.
Further, the achievable data rates are typically lower than at 30 GHz, with smaller channel bandwidths,
in the range of about 2 to 15 Mbps. Although some promise 30 GHz equipment costs will drop, these
factors make lower frequency BWA more attractive to residences and small businesses today.

Due to the differing requirements of businesses and residences and the different capabilities of higher
frequency BWA vs. lower, the types of service offered is naturally divided as well. Businesses will typically
subscribe to BWA at the higher frequencies, around 30 GHz, and employ services that carry guaranteed
quality of service for both data and voice communications. In the business category, multi-tenant office
buildings and dwellings are also lumped in. At multi-tenant sites, multiple paying subscribers share one
BWA radio and each subscriber may require different data or voice services. For data, Internet Protocol
(IP) service is of prime importance, but large businesses also rely on wide area network technologies like
asynchronous transfer mode (ATM) and frame relay that BWA must efficiently transport. To date, ATM’s
capabilities offer practical methods for dedicating, partitioning, and prioritizing data flows, generally
called quality of service (QoS). But as time goes on (perhaps by this reading) IP-based QoS capabilities
will overtake ATM. So, for both residential and business purposes, IP service will be the data service of
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choice in the future. Besides data, businesses rely on traditional telephony links to local telephone service
providers. Business telephony services, for medium-to-large enterprises, utilize time division multiplexed
(TDM) telephone circuits on copper wires to aggregate voice calls. Some BWA systems have the means
to efficiently transport such aggregated voice circuits. Due to the economic and performance differences
between low frequency BWA and high frequency BWA, low frequency BWA generally carries residential-
and small business-oriented services, whereas high frequency BWA carries small- to large-enterprise
services.

Since BWA equipment for the lower frequencies may be less expensive and less sensitive to radio
directionality, and therefore more practical to cover large areas such as residential environments, sub-
scriber equipment can potentially be nomadic. Nomadic means that the equipment may be moved quickly
and easily from one location to another, but is not expected to be usable while in transit. Whereas at the
higher frequencies, with more expensive subscriber equipment, the decoupling of indoor and outdoor
units, the highly directional nature of radio communications in that range, and subscriber-oriented
services provisioned at the base station, subscriber stations are fixed. Once they are installed, they do not
move unless the subscriber terminates service and re-subscribes somewhere else.

Standards Activities

Several standards activities are under way to enable interoperability between vendors of BWA equipment.
The standardization efforts are primarily focused on an interoperable “air interface” that defines how
compliant base stations interoperate with compliant subscriber stations. By this reading, some of the
standards may have been completed — the reader is encouraged to check the status of BWA standardiza-
tion. Some standards groups archive contributions by industry participants and those archives, along with
the actual published standards, provide important insights into BWA technology. Currently, most activity
is centered around the Institute for Electronics and Electrical Engineers (IEEE) Local Area Network/Met-
ropolitan Area Network (LAN/MAN) Standards Committee (LMSC), which authors the IEEE 802 series
of data network standards. Within LMSC, the 802.16 working group authors BWA standards. The other
notable BWA standards effort, under the direction of the European Telecommunications Standards Insti-
tute (ETSI), is a project called Broadband Radio Access Networks/HyperAccess (BRAN/HA). The IEEE
LMSC is an organization that has international membership and has the means to promote their standards
to “international standard” status through the International Organization for Standardization (ISO) as
does ETSI. But ETSI standards draw from a European base, whereas LMSC draws from a more international
base of participation. Even so, the LMSC and BRAN/HA groups, although they strive to develop standards
each with a different approach, have many common members who desire to promote a single, international
standard. Hopefully, the reader will have discovered that the two groups have converged on one standard
that enables internationally harmonized BWA interoperability.

To date, the IEEE 802.16 working group has segmented their activities into three main areas: BWA
interoperability at bands around 30 GHz (802.16.1), a recommended practice for the coexistence of BWA
systems (802.16.2) and BWA interoperability for licensed bands between 2 and 11 GHz (802.16.3). By
the time this book is published, more standards activities may have been added, such as interoperability
for some unlicensed bands. The ETSI BRAN/HA group is focused on interoperability in bands around
30 GHz.

Past standards activities were efforts to agree on how to adapt existing technologies for BWA: cable
modems and digital video broadcast. A BWA air interface, as similar to DOCSIS cable modems as possible,
was standardized by the radio sector of the International Telecommunications Union (ITU) under the
ITU-R Joint Rappateur’s Group (JRG) 9B committee [2]. The Digital Audio-Video Council (DAVIC) has
standardized audio and video transport using techniques similar to BWA [3]. Similarly, the Digital Video
Broadcasting (DVB) industry consortium, noted for having published important standards for satellite
digital video broadcast, has also published standards, through ETSI, for terrestrial-based digital television
broadcast over both cable television networks and wireless. DVB has defined the means to broadcast
digital video in both the “low” (<10 Gbps) and “high” (>10 Gbps) BWA spectra [4, 5]. These standards
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enabled interoperability of early BWA deployment by utilizing existing subsystems and components.
Technology from them provided a basis for both the IEEE LMSC and ETSI BRAN/HA standardization
processes. However, the current IEEE and ETSI efforts strive to define protocols with features and nuances
more particular to efficient BWA communications.

Technical Issues: Interfaces and Protocols

A BWA access network is perhaps best described by its air interface: what goes on between the base
station and subscriber stations. Other important interfaces exist in BWA systems, such as:

* interfaces to core networks like ATM, Frame Relay, IP, and PSTN

« interfaces to subscriber networks like ATM, Ethernet, Token Ring, and private branch exchange
(PBX) telephone systems

the interface between indoor unit (IDU) and outdoor unit (ODU)

interfaces to back-haul links, both wired and wireless, for remote base stations not co-located with
core networks

* air interface repeaters and reflectors

These other interfaces are outside the scope of this article. However, understanding their requirements
is important to consider how a BWA air interface can best support external interfaces, particularly how
the air interface supports their unique throughput, delay, and QoS requirements.

Protocols and Layering

Network subsystems following the IEEE LMSC reference model [6] focus on the lower two layers of
the ISO Basic Reference Model for Open Systems Interconnection [7]. The air interface of a BWA system
is also best described by these two layers. In LMSC standards, layers one and two, the physical and data
link layers, are typically further subdivided. For BWA, the important subdivision of layer 2 is the medium
access control (MAC) sublayer. This layer defines the protocols and procedures by which network nodes
contend for access to a shared channel, or physical layer. In a BWA system, since frequency channels
are shared among subscriber stations in both the downstream and upstream directions, MAC layer
services are critical for efficient operation. The physical layer (PHY) of a BWA system is responsible for
providing a raw communications channel, employing modulation and error correction technology
appropriate for BWA.

Other critical functions, some of which may reside outside the MAC and PHY layers, must also be
defined for an interoperable air interface: security and management. Security is divided two areas: a
subscriber’s authorized use of a base station and associated radio channels and privacy of transported
data. Since the communications channel is wireless, it is subject to abuse by intruders, observers, and
those seeking to deny service. BWA security protocols must be well defined to provide wire-like security
and allow for interoperability. Since to a great extent, HFC cable TV access networks are very similar to
BWA regarding security requirements, BWA borrows heavily from the security technology of such cable
systems. Similarly, interoperable management mechanisms and protocols include the means to provision,
control and monitor subscribers stations and base stations.

The Physical Layer

The physical layer (PHY) is designed with several fundamental goals in mind: spectral efficiency, reli-
ability, and performance. However, these are not independent goals. We can not have the best of all three
because each of those goals affects the others: too much of one means too little of the others. But reliability
and performance levels are likely to be specified. And once they are specified, spectral efficiency can be
somewhat optimized. One measure of reliability is the bit error ratio (BER), the ratio of the number of
bit errors to the number of non-errored bits, delivered by a PHY receiver to the MAC layer. The physical
layer must provide for better than 10-6 BER, and hopefully closer to 10-°. The larger error ratio may only
be suitable for some voice services, whereas a ratio closer to the lower end of the range is required for
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reliable data services that could offer equivalent error performance as local area networks (LANS).
Reliability is related to availability. Business subscribers often require contracts that guarantee a certain
level of availability. For instance, a service provider may promise that the air interface be available to
offer guaranteed reliability and performance 99.99% (also called “four nines”) of the time.

Performance goals specify minimum data rates. Since, in BWA systems, the spectrum is shared by
subscribers, and allocation of capacity among them is up to the MAC layer, the PHY is more concerned
with the aggregate capacity of a single radio channel in one sector of a base station than for capacity to
a given subscriber. But if one subscriber would offer to purchase all the available capacity, the service
provider would undoubtedly comply. For instance, a capacity goal currently set by the BRAN/HA
committee is 25 Mbps on a 28 MHz channel. Without considering deployment scenarios, however, PHY
goals are meaningless. Obviously, higher capacity and reliability could be better achieved by shorter,
narrower sectors (smaller cells) rather than wider, longer sectors (larger cells). And the same sized sector
in a rainy, or obstructed, terrain offers less guaranteed capacity than one in the flattest part of the desert.
In any case, the industry seems to be converging on a goal to provide at least 1 bps/Hz capacity in an
approximately 25 MHz wide channel with a BER of 10-%. Many deployments should be able to offer
much greater capacity.

In addition to such fundamental goals, other factors affect the choice of PHY protocols and procedures.
One is duplex mode. The duplex mode can affect the cost of equipment, and some regulatory bodies
may limit the choice of duplex mode in certain bands. Three duplex modes are considered for BWA:
frequency division duplex (FDD), time division duplex (TDD), and half-duplex FDD (H-FDD). In FDD,
a radio channel is designated for either upstream- or downstream-only use. Some bands are regulated
such that a channel could only be upstream or downstream, thus requiring FDD if such bands are to be
utilized. In TDD mode, one channel is used for both upstream and downstream communications. TDD-
capable BWA equipment thus ping-pongs between transmit and receive mode within a single channel;
all equipment in a sector is synchronized to divisions between transmit and receive. TDD is useful for
bands in which the number of available, or licensed, channels is limited. TDD also allows for asymmetric
service without reconfiguring the bandwidth of FDD channels. For instance, a service provider may
determine that a residential deployment is more apt to utilize more downstream bandwidth than
upstream. Then, rather than reallocating or sub-channeling FDD channels, the service provider can
designate more time in a channel for downstream communications than upstream. Additionally, TDD
equipment could potentially be less expensive than FDD equipment since components may be shared
between the upstream and downstream paths and the cost of a duplexor may be eliminated. However,
the third option, H-FDD, is a reasonable compromise between TDD and FDD. In H-FDD mode, a
subscriber station decides when it can transmit and when it can receive, but cannot receive while
transmitting. But the base station is usually full duplex, or FDD. For subscriber stations, H-FDD equip-
ment can achieve the same cost savings as TDD, and offers the flexibility of asymmetric service. But
H-FDD does not require all subscribers in a sector to synchronize on the same allocated time between
transmit and receive.

Another important factor affecting spectral efficiency, upgradability, and flexible deployment scenarios,
is adaptive modulation. In BWA, the channel characteristics vary much more widely than wired access
systems. Rain, interference and other factors can affect subscriber stations individually in a sector, whereas
in wired networks, such as HFC cable TV, the channel characteristics are consistent. Thus, to make good
use of available bandwidth in favorable channel conditions, subscribers that can take advantage of higher
data rates should be allowed to do so. And when it rains in one portion of a sector, or other impairments
such as interference occur, subscriber stations can adapt to the channel conditions by reducing the data
rate (although transmit power level adjustment is usually the first adaptive tool BWA stations use when
it rains). Besides adapting to channel conditions, adaptive modulation facilitates future deployment of
newer modulation techniques while retaining compatibility with currently installed subscriber stations.
When the service provider upgrades a base station and offers better modulation to new customers, not
all subscriber stations become obsolete. To achieve the most flexibility in adaptive modulation, BWA
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employs “per-subscriber” adaptive modulation to both downstream and upstream communications. Per-
subscriber means that each subscriber station can communicate with the base station using a different
modulation technique, within the same channel. Some BWA equipment offers per-subscriber adaptive
modulation in both the downstream and upstream directions. But other equipment implements a
compromise that allows for equipment or components, similar to cable modems or digital video broadcast
systems, to require all subscribers to use the same modulation in the downstream direction at any one
point in time. Most BWA equipment implements adaptive modulation in the upstream direction. The
overriding factor for the PHY layer, with regard to adaptive modulation, is burst mode. Adaptive mod-
ulation generally requires burst mode communications at the PHY layer. Time is divided into small units
in which stations transmit independent bursts of data. If the downstream employs per-subscriber adaptive
modulation, the base station transmits independent bursts to the subscribers. Each burst contains enough
information for the receiver to perform synchronization and equalization. However, if per-subscriber
adaptive modulation is not employed in the downstream direction, the base station can transmit in
continuous mode, in very large, continuous chunks, each chunk potentially containing data destined for
multiple subscribers. In burst mode downstream communications, the base station informs subscriber
stations, in advance, which burst is theirs. In this way, a subscriber station is not required to demodulate
each burst to discover which bursts are for the station, but only to demodulate the “map.” The base
station encodes the map using the least common denominator modulation type so all subscriber stations
can decode it. Conversely, continuous mode downstream, in which per-subscriber adaptive modulation
is not used, requires all subscriber stations to demodulate prior to discovering which portions of data
are destined for the station. So, per-subscriber adaptive modulation in the downstream affords more
flexibility, but a continuous mode downstream may also be used. The standards efforts currently are
attempting to work out how both downstream modes may be allowed and yet still have an interoperable
standard.

Burst size and the choice of continuous downstream mode in turn affect the choice of error correction
coding. Some coding schemes are more efficient with large block sizes, whereas others are more efficient
with smaller block sizes.

The fundamental choice of modulation type for BWA varies between the upper BWA bands (~30 GHz)
and lower bands (~2 to 11 GHz). In the upper bands, the industry seems to be converging on Quadrature
Phase Shift Keying (QPSK) and various levels of Quadrature Amplitude Modulation (QAM). These
techniques may also be used in the lower bands, but given the multipath effects that are much more
prevalent in the lower bands, BWA equipment is likely to employ Orthogonal Frequency Division
Multiplexing (OFDM) or Code Division Multiple Access (CDMA) technology that have inherent prop-
erties to mitigate the effects of multipath and spread transmit energy evenly throughout the channel
spectrum.

The Medium Access Control Layer

The primary responsibility of the Medium Access Control Layer (MAC) is to allocate capacity among
subscriber stations in a way that preserves quality-of-service (QoS) requirements of the services it
transports. For instance, traditional telephony and video services could require a constant, dedicated
capacity with fixed delay properties. But other data transport services could tolerate more bursty capacity
allocations and a higher degree of delay variation. ATM service is notable for its QoS definitions [8].
Although not mature as of this writing, the Internet Protocol (IP) QoS definitions are also notable [9,10].
Though QoS-based capacity allocation is a complex process, the BWA MAC protocol defines the mech-
anisms to preserve QoS as it transports data. Yet the MAC protocol does not fully define how MAC
mechanisms are to be used. At first glance, this does not seem to make sense, but it allows the MAC
protocol to be defined in as simple terms as possible and leave it up to implementations of base stations
and subscriber stations how to best utilize the mechanism that the protocol defines. This approach also
allows BWA vendors to differentiate their equipment and still retain interoperability. To simplify capacity
allocation, the smarts of QoS implementation reside in the base station, since it is a central point in a
BWA sector and is in constant communication with all of the subscriber stations in a sector. The base
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station is also administered by the service provider, and therefore can serve as the best point of control
to keep subscribers from exceeding their contractual capacity limitations and priorities.

Capacity Allocation Mechanisms — An overview of the mechanisms employed by the MAC layer to
allocate capacity follows. In the downstream direction, the MAC protocol informs subscriber stations
what data belongs to what subscriber by means of per-subscriber addressing and within a subscriber, by
per-data-flow addressing. All subscribers in a sector “listen” to the downstream data flow and pick off
transmissions belonging to them. If the downstream channel employs per-subscriber adaptive modula-
tion, some subscriber stations may not be able to decode the modulation destined to other subscribers.
In this case, the base station informs subscribers what bursts it should observe, with a downstream “map.”
The downstream map indicates what offsets in a subsequent transmission may contain data for the
specified subscriber. The MAC must communicate this information to the PHY layer to control its
demodulation.

For upstream capacity allocation and reservation, the MAC employs slightly more complicated
schemes. The upstream channel is the central point of contention: all subscriber stations in a channel
are contending for access to transmit in the upstream channel. Some subscribers require constant periodic
access, others require bursty access with minimum and maximum reservation limits. Still other data
flows may not require any long-standing reservations but can request a chunk of capacity when needed
and survive the inherent access delay until the base station satisfies the request. On top of these varying
data flow requirements, which are specified by subscriber stations and granted by the base station,
priorities increase complications. The base station administers both priorities and QoS parameters of
each data flow in each subscriber station. How a base station keeps track of all the flows of subscribers
and how it actually meets the reservation requirements is usually beyond the scope of the BWA air
interface in standards documents. But base stations likely employ well-known queuing algorithms and
reservation lists to ensure that it assigns capacity fairly and meets subscribers’ contractual obligations.
Yet, as mentioned earlier, room is left for BWA base station vendors to employ proprietary “tricks” to
differentiate their equipment from others. To communicate capacity allocation to subscribers, the base
station divides time into multi-access frames (e.g., on the order of 1 to 5 milliseconds) in which multiple
subscribers are assigned capacity. To accomplish this, a fixed allocation unit, or time slot, is defined. So,
the upstream channel is divided into small, fixed-length time slots (e.g., on the order of 10 microseconds)
and the base station periodically transmits a “map” of slot assignments to all subscribers in a channel.
The slot assignments inform the subscriber stations which slots are theirs for the upcoming multi-access
frame.

Periodically, a set of upstream slots is reserved for “open contention.” That is, any subscriber is
authorized to transmit during an open contention period. A subscriber can utilize open contention for
initial sign-on to the network (called “registration”), to transmit a request for upstream capacity, or even
to transmit a small amount of data. Since a transmission may collide with that of another subscriber
station, a collision avoidance scheme is used. A subscriber station initiates transmission in a randomly
chosen open contention slot, but cannot immediately detect that its transmission collided with another.
The only way a subscriber station can determine if its transmission collided is if it receives no acknowl-
edgment from the base station. In this case, the subscriber backs off a random number of open contention
slots before attempting another transmission. The process continues, with the random number range
getting exponentially larger on each attempt, until the transmission succeeds. The random back-off
interval is typically truncated at the sixteenth attempt, when the subscriber station starts over with its
next attempt in the original random number range. This back-off scheme is called “truncated binary
exponential back-off,” and is employed by popular MAC protocols such as Ethernet [11].

To mitigate the effects of potentially excessive collisions during open contention, the MAC protocol
defines a means to request bandwidth during assigned slots in which no collision would happen. For
instance, active subscriber stations may receive from the base station a periodic slot for requesting capacity
or requesting a change in a prior reservation. This form of allocation-for-a-reservation-request is called
a “poll.” Also, the MAC protocol provides a means to “piggy-back” a request for capacity with a normal
upstream data transmission. Subscriber stations that have been inactive may receive less frequent polls
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from the base station so as to conserve bandwidth. So, with a means for contentionless bandwidth
reservation, the only time subscriber stations need to use the open contention window is for initial
registration.

Slot-based reservations require that the base stations and subscribers be synchronized. Of course, the
base station provides a timing base for all subscriber stations. To achieve accurate timing, subscriber
stations need to determine how far they are from the base station so their transmissions can be scheduled
to reach the base station at the exact point in time, relative to each other. The procedure to determine
this distance, which is not really a measured linear distance, but a measurement of time, is called “ranging.”
Each subscriber station, coordinating with the base station, performs ranging during its registration
process.

To maintain efficient use of bandwidth and accommodate PHY requirements of transmit power
control, and flexible duplex modes, the MAC protocol performs even more gyrations. If interested, the
reader is encouraged to read BWA MAC protocol standards, or drafts in progress, to learn more.

Automatic Repeat Request (ARQ) Layer

Some BWA systems trade off the bandwidth normally consumed by the PHY’s error correction coding
for the potential delays of ARQ protocol. An ARQ protocol employs sequence numbering and retrans-
missions to provide a reliable air link between base station and subscriber. ARQ requires more buffering
in both the base station and subscriber station than systems without ARQ. But even with a highly-coded
PHY, some subscriber stations may be located in high interference or burst-noise environments in which
error correction falls apart. In such situations, ARQ can maintain performance, or ensure the service
meets contractual availability and reliability requirements. Standards groups seem to be converging on
allowing the use of ARQ, but not requiring it. The MAC protocol is then specified so that when ARQ is
not used, no additional overhead is allocated just to allow the ARQ option.

Conclusion

This article has provided an overview of how BWA fits in with other broadband access technologies. It
was also a short primer on BWA protocols and standards. To learn more about BWA, the reader is
encouraged to read currently available standards documents, various radio communications technical
journals, and consult with vendors of BWA equipment.
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2.4 Digital European Cordless Telephone
Saf Asghar

Cordless technology, in contrast to cellular radio, primarily offers access technology rather than fully
specified networks. The digital European cordless telecommunications (DECT) standard, however, offers
a proposed network architecture in addition to the air interface physical specification and protocols but
without specifying all of the necessary procedures and facilities. During the early 1980s a few proprietary
digital cordless standards were designed in Europe purely as coexistence standards. The U.K. government
in 1989 issued a few operator licenses to allow public-access cordless known as telepoint. Interoperability
was a mandatory requirement leading to a common air interface (CAI) specification to allow roaming
between systems. This particular standard (CT2/CALl), is described elsewhere in this book. The European
Telecommunications Standards Institute (ETSI) in 1988 took over the responsibility for DECT. After
formal approval of the specifications by the ETSI technical assembly in March 1992, DECT became a
European telecommunications standard, ETS300-175 in August 1992. DECT has a guaranteed pan-
European frequency allocation, supported and enforced by European Commission Directive 91/297. The
CT2 specification has been adopted by ETSI alongside DECT as an interim standard I-ETSI 300 131
under review.

Application Areas

Initially, DECT was intended mainly to be a private system, to be connected to a private automatic branch
exchange (PABX) to give users mobility, within PABX coverage, or to be used as a single cell at a small
company or in a home. As the idea with telepoint was adopted and generalized to public access, DECT
became part of the public network. DECT should not be regarded as a replacement of an existing network
but as created to interface seamlessly to existing and future fixed networks such as public switched
telephone network (PSTN), integrated services digital network (ISDN), global system for mobile com-
munications (GSM), and PABX. Although telepoint is mainly associated with CT2, implying public
access, the main drawback in CT2 is the ability to only make a call from a telepoint access point. Recently
there have been modifications made to the CT2 specification to provide a structure that enables users to
make and receive calls. The DECT standard makes it possible for users to receive and make calls at various
places, such as airport/railroad terminals, and shopping malls. Public access extends beyond telepoint to
at least two other applications: replacement of the wired local loop, often called cordless local loop (CLL),
(Fig. 2.8) and neighborhood access, Fig. 2.9. The CLL is a tool for the operator of the public network.
Essentially, the operator will install a multiuser base station in a suitable campus location for access to
the public network at a subscriber’s telephone hooked up to a unit coupled to a directional antenna. The
advantages of CLL are high flexibility, fast installation, and possibly lower investments. CLL does not
provide mobility. Neighborhoods access is quite different from CLL. Firstly, it offers mobility to the users
and, secondly, the antennas are not generally directional, thus requiring higher field strength (higher
output power or more densely packed base stations). It is not difficult to visualize that CLL systems could
be merged with neighborhood access systems in the context of establishments, such as supermarkets, gas
stations, shops, etc., where it might be desirable to set up a DECT system for their own use and at the
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same time also provide access to customers. The DECT standard already includes signaling for authen-
tication, billing, etc. DECT opens possibilities for a new operator structure, with many diversified
architectures connected to a global network operator (Fig. 2.10). DECT is designed to have extremely
high capacity. A small size is used, which may seem an expensive approach for covering large areas.
Repeaters placed at strategic locations overcome this problem.
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DECT/ISDN Interworking

From the outset, a major objective of the DECT specification was to ensure that ISDN services were
provided through the DECT network. Within the interworking profile two configurations have been
defined: DECT end system and DECT intermediate system. In the end system the ISDN is terminated
in the DECT fixed system (DFS). The DFS and the DECT portable system (DPS) may be seen as ISDN
terminal equipment (TE1). The DFS can be connected to an S, S/T, or a P interface. The intermediate
system is fully transparent to the ISDN. The S interface is regenerated even in the DPS. Both configurations
have the following services specified: 3.1-kHz telephony, i.e., standard telephony; 7-kHz telephony; i.e.,
high-quality audio; video telephony; group 11 fax, modems, X.25 over the ISDN; and telematic services,
such as group 1V fax, telex, and videotax.

DECT/GSM Interworking

Groupe Speciale Mobile (GSM) is a pan-European standard for digital cellular radio operation throughout
the European community. ETSI has the charter to define an interworking profile for GSM and DECT. The
profile describes how DECT can be connected to the fixed network of GSM and the necessary air interface
functions. The users obviously benefit from the mobility functions of GSM giving DECT a wide area
mobility. The operators will gain access to another class of customer. The two systems when linked together
will form the bridge between cordless and cellular technologies. Through the generic access profile, ETSI
will specify a well-defined level of interoperability between DECT and GSM. The voice coding aspect in
both of these standards is different; therefore, this subject will be revisited to provide a sensible compromise.

DECT Data Access

The DECT standard is specified for both voice and data applications. It is not surprising that ETSI
confirmed a role for DECT to support cordless local area network (LAN) applications. A new technical
committee, ETSI RES10 has been established to specify the high performance European radio LAN similar
to IEEE 802.11 standard in the U.S. (Table 2.8).

TABLE 2.8 DECT Characteristics

Parameters DECT
Operating frequency, MHz 1880-1990 (Europe)

Radio carrier spacing, MHz 1.728

Transmitted data rate, Mb/s 1.152

Channel assignment method DCA

Speech data rate, kb/s 32

Speech coding technique ADPCM G.721

Control channels In-call-embedded (various logical channels C, P, Q, N)
In-call control channel data rate, kb/s 4.8 (plus 1.6 CRC)

Total channel data rate, kb/s 41.6

Duplexing technique TDD

Multiple access-TDMA 12 TDD timeslots

Carrier usage-FDMA/MC 10 carriers

Bits per TDMA timeslot, b 420 (424 including the 2 field)
Timeslot duration (including guard time), us 417

TDMA frame period, ms 10

Modulation technique Gaussian filtered FSK
Modulation index 0.45-0.55

Peak output power, mW 250

Mean output power, mW 10
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How DECT Functions

DECT employs frequency division multiple access (FDMA), time division multiple access (TDMA), and
time division duplex (TDD) technologies for transmission. Ten carrier frequencies in the 1.88- and
1.90-GHz band are employed in conjunction with 12 time slots per carrier TDMA and 10 carriers per
20 MHz of spectrum FDMA. Transmission is through TDD. Each channel has 24 times slots, 12 for
transmission and 12 for receiving. A transmission channel is formed by the combination of a time slot and
a frequency. DECT can, therefore, handle a maximum of 12 simultaneous conversations. TDMA allows the
same frequency to use different time slots. Transmission takes place for ms, and during the rest of the time
the telephone is free to perform other tasks, such as channel selection. By monitoring check bits in the
signaling part of each burst, both ends of the link can tell if reception quality is satisfactory. The telephone
is constantly searching for a channel for better signal quality, and this channel is accessed in parallel with
the original channel to ensure a seamless changeover. Call handover is also seamless, each cell can handle
up to 12 calls simultaneously, and users can roam around the infrastructure without the risk of losing a
call. Dynamic channel assignment (DCA) allows the telephone and base station to automatically select a
channel that will support a new traffic situation, particularly suited to a high-density office environment.

Architectural Overview

Baseband Architecture

A typical DECT portable or fixed unit consists of two sections: a baseband section and a radio frequency
section. The baseband partitioning includes voice coding and protocol handling (Fig. 2.11).

Voice Coding and Telephony Requirements

This section addresses the audio aspects of the DECT specification. The CT2 system as described in the
previous chapter requires adaptive differential pulse code modulation (ADPCM) for voice coding. The
DECT standard also specifies 32-kb/s ADPCM as a requirement. In a mobile environment it is debatable
whether the CCITT G.721 recommendation has to be mandatory. In the handset or the mobile it would
be quite acceptable in most cases to implement a compatible or a less complex version of the recom-
mendation. We are dealing with an air interface and communicating with a base station that in the
residential situation terminates with the standard POTS line, hence compliance is not an issue. The
situation changes in the PBX, however, where the termination is a digital line network. DECT is designed
for this case, hence compliance with the voice coding recommendation becomes important. Adhering to
this strategy for the base station and the handset has some marketing advantages.

G.721 32-kb/s ADPCM from its inception was adopted to coexist with G.711 64-kb/s pulse code
modulation (PCM) or work in tandem, the primary reason being an increase in channel capacity. For
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modem type signaling, the algorithm is suboptimal in handling medium-to-high data rates, which is
probably one of the reasons why there really has not been a proliferation of this technology in the PSTN
infrastructure. The theory of ADPCM transcoding is available in books on speech coding techniques,
e.g., O’Shaughnessy, 1987.

The ADPCM transcoder consists of an encoder and a decoder. From Figs. 2.12 and 2.13 it is apparent
that the decoder exists in the encoder structure. A benefit derived from this structure allows for efficient
implementation of the transcoder.

The encoding process takes a linear speech input signal (the CCITT specification relates to a nonwire-
less medium such as a POTS infrastructure), and subtracts its estimate derived from earlier input signals
to obtain a difference signal. This difference signal is 4-b code with a 16-level adaptive quantizer every
125 ps, resulting in a 32-kb/s bit stream. The signal estimate is constructed with the aid of the inverse
adaptive quantizer that forms a quantized difference signal that added to the signal estimate is also used
to update the adaptive predictor. The adaptive predictor is essentially a second-order recursive filter and
a sixth-order nonrecursive filter,

2 6
S(K) =y k-, (k=i)+ $ b (k-1)a (ki) 2.1)
2 2
where coefficients a and b are updated using gradient algorithms.
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As suggested, the decoder is really a part of the encoder, that is, the inverse adaptive quantizer
reconstructs the quantized difference signal, and the adaptive predictor forms a signal estimate based on
the quantized difference signal and earlier samples of the reconstructed signal, which is also the sum of
the current estimate and the quantized difference signal as shown in Fig. 2.13. Synchronous coding
adjustment tries to correct for errors accumulating in ADPCM from tandem connections of ADPCM
transcoders.

ADPCM is basically developed from PCM. It has good speech reproduction quality, comparable to
PSTN quality, which therefore led to its adoption in CT2 and DECT.

Telephony Requirements

A general cordless telephone system would include an acoustic interface, i.e., microphone and speaker
at the handset coupled to a digitizing compressor/decompressor analog to uniform PCM to ADPCM at
32 kb/s enabling a 2:1 increase in channel capacity as a bonus. This digital stream is processed to be
transmitted over the air interface to the base station where the reverse happens, resulting in a linear or
adigital stream to be transported over the land-based network. The transmission plans for specific systems
are described in detail in Tuttlebee, 1995.

An important subject in telephony is the effect of network echoes [Weinstein, 1977]. Short delays are
manageable even if an additional delay of, say, less than 15 ps is introduced by a cordless handset. Delays
of a larger magnitude, in excess of 250 ps (such as satellite links [Madsen and Fague, 1993]), coupled to
cordless systems can cause severe degradation in speech quality and transmission; a small delay introduced
by the cordless link in the presence of strong network echoes is undesirable. The DECT standard actually
specifies the requirement for network echo control. Additional material can be obtained from the relevant
CCITT documents [CCITT, 1984-1985].

Modulation Method

The modulation method for DECT is Gaussian filtered frequency shift keying (GFSK) with a nominal
deviation of 288 kHz [Madsen and Fague, 1993]. The BT, i.e., Gaussian filter bandwidth to bit ratio, is
0.5 and the bit rate is 1.152 Mb/s. Specification details can be obtained from the relevant ETSI documents
listed in the reference section.

Digital transmission channels in the radio frequency bands, including the DECT systems, present
serious problems of spectral schemes congestion and introduce severe adjacent/co-channel interference
problems. There were several schemes employed to alleviate these problems: new allocations at high
frequencies, use of frequency-reuse techniques, efficient source encoding, and spectrally efficient mod-
ulation techniques.

Any communication system is governed mainly by two criteria, transmitted power and channel band-
width. These two variables have to be exploited in an optimum manner in order to achieve maximum
bandwidth efficiency, defined as the ratio of data rate to channel bandwidth (units of bit/Hz/s) [Pasupathy,
1979]. GMSK/GFSK has the properties of constant envelope, relatively narrow bandwidth, and coherent
detection capability. Minimum shift keying (MSK) can be generated directly from FM, i.e., the output
power spectrum of MSK can be created by using a premodulation low-pass filter. To ensure that the
output power spectrum is constant, the low-pass filter should have a narrow bandwidth and sharp cutoff,
low overshoot, and the filter output should have a phase shift 7¢2, which is useful for coherent detection
of MSK; see Fig. 2.14.
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FIGURE 2.14 Premodulation baseband-filtered MSK.
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Properties of GMSK satisfy all of these characteristics. We replace the low-pass filter with a premod-
ulation Gaussian low-pass filter [Murota and Hirade, 1981]. As shown in Fig. 2.15, it is relatively simple
to modulate the frequency of the VCO directly by the baseband Gaussian pulse stream, however, the
difficulty lies in keeping the center frequency within the allowable value. This becomes more apparent
when analog techniques are employed for generating such signals. A possible solution to this problem
in the analog domain would be to use a phase-lock loop (PLL) modulator with a precise transfer function.
It is desirable these days to employ digital techniques, which are far more robust in meeting the require-
ments talked about earlier. This would suggest an orthogonal modulator with digital waveform generators
[de Jager and Dekker, 1978].

The demodulator structure in a GMSK/GFSK system is centered around orthogonal coherent detection,
the main issue being recovery of the reference carrier and timing. A typical method, is described in de Buda,
1972, where the reference carrier is recovered by dividing by four the sum of the two discrete frequencies
contained in the frequency doubler output, and the timing is recovered directly from their difference. This
method can also be considered to be equivalent to the Costas loop structure as shown in Fig. 2.16.

In the following are some theoretical and experimental representations of the modulation technique
just described. Considerable literature is available on the subject of data and modulation schemes and
the reader is advised to refer to Pasupathy (1979) and Murota and Hirade (1981) for further access to
relevant study material.

Radio Frequency Architecture

We have discussed the need for low power consumption and low cost in designing cordless telephones.
These days digital transmitter/single conversion receiver techniques are employed to provide highly
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accurate quadrature modulation formats and quadrature downconversion schemes that allow a great
deal of flexibility to the baseband section. Generally, one would have used digital signal processors to
perform most of the demodulation functions at the cost of high current consumption. With the advent
of application-specific signal processing, solutions with these techniques have become more attractive.

From a system perspective, range, multipath, and voice quality influence the design of a DECT phone.
A high bit rate coupled with multipath reflections in an indoor environment makes DECT design a
challenging task. The delay spread (multipath) can be anywhere in the 100 to 200 ns range, and a DECT
bit time is 880 ns. Therefore, a potential delay spread due to multipath reflections is 1 to 20% of a bit
time. Typically, antenna diversity is used to overcome such effects.

DECT employs a TDMA/TDD method for transmission, which simplifies the complexity of the radio
frequency end. The transmitter is on for 380 ms or so. The receiver is also only on for a similar length
of time.

A single conversion radio architecture requires fast synthesizer switching speed in order to transmit
and receive on as many as 24 timeslots per frame. In this single conversion transmitter structure, the
synthesizer has to make a large jump in frequency between transmitting and receiving, typically in the
order of 110 MHz. For a DECT transceiver, the PLL synthesizer must have a wide tuning bandwidth at
a high-frequency reference in addition to good noise performance and fast switching speed. The prescaler
and PLL must consume as low a current as possible to preserve battery life.

In the receive mode the RF signal at the antenna is filtered with a low-loss antenna filter to reduce
out-of-band interfering signals. This filter is also used on the transmit side to attenuate harmonics and
reduce wideband noise. The signal is further filtered, shaped, and downconverted as shown in Fig. 2.17.
The signal path really is no different from most receiver structures. The challenges lie in the implemen-
tation, and this area has become quite a competitive segment, especially in the semiconductor world.

The direct conversion receiver usually has an intermediate frequency nominally at zero frequency,
hence the term zero IF. The effect of this is to fold the spectrum about zero frequency, which result in
the signal occupying only one-half the bandwidth. The zero IF architecture possesses several advantages
over the normal superheterodyne approach. First, selectivity requirements for the RF filter are greatly
reduced due to the fact that the IF is at zero frequency and the image response is coincident with the
wanted signal frequency. Second, the choice of zero frequency means that the bandwidth for the IF paths
is only half the wanted signal bandwidth. Third, channel selectivity can be performed simply by a pair
of low-bandwidth low-pass filter.
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For the twin IF chains of a direct conversion receiver, automatic gain control (AGC) is always required
due the fact that each IF channel can vary between zero and the envelope peak at much lower rates than
the highest signal bandwidth frequency. An additional requirement in newer systems is received signal
strength indication (RSSI) to measure the signal or interference level on any given channel.

Moving on to the transmitter architecture (shown in Fig. 2.18 is a typical 1-Q system), it is safe to say
that the task of generating an RF signal is much simpler than receiving it. A transmitter consists of three
main components: a final frequency generator, a modulator, and the power amplifier. These components
can all be combined in common circuits, i.e., frequency synthesizer with inbuilt modulator. The problem
of generating a carrier at a high frequency is largely one of frequency control. The main approach for
accurately generating an output frequency from a crystal reference today is the PLL, and there is consid-
erable literature available on the subject [Gardner, 1979]. In the modulation stage, depending upon the
tightness of the phase accuracy specification of a cordless system, it may be necessary to apply tight
control on the modulation index to ensure that the phase path of the signal jumps exactly in 90°
increments.

Defining Terms

AGC: Automatic gain control.

ARQ: Automatic repeat request.

AWGN: Additive white Gaussian noise.

BABT: British approvals board for telecommunications.

Base Station:  The fixed radio component of a cordless link. This may be single-channel (for domestic)
or multichannel (for Telepoint and business).

BER: Bit error rate (or ratio).

CCITT: Comité Consultatif International des Telegraphes et Telephones, part of the ITU.

CEPT: Conference of European Posts and Telecommunications Administrations.

CPFSK: Continuous phase frequency shift keying.

CPP: Cordless portable part; the cordless telephone handset carried by he user.

CRC: Cyclic redundancy check.

CT2: Second generation cordless telephone-digital.

D Channel: Control and information data channel (16 kb/s in ISDN).

DCT: Digital cordless telephone.

DECT: Digital European cordless telecommunications.

DLC: Data link control layer, protocol layer in DECT.

DSP: Digital signal processing.

DTMF: Dual tone multiple frequency (audio tone signalling system).
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ETSI: European Telecommunications Standards Institute.

FDMA: Frequency division multiple access.

FSK: Frequency shift keying.

GMSK: Gaussian filtered minimum shift keying.

ISDN: Integrated services digital network.

ITU: International Telecommunications Union.

MPT 1375: U.K. standard for common air interface (CAI) digital cordless telephones.

MSK: Minimum shift keying.

PSK: Phase shift keying.

RES 3: Technical subcommittee, radio equipment and systems 3 of ETSI, responsible for the specifica-
tion of DECT.

RSSI:  Received signal strength indication.

SAW: Surface acoustic wave.

TDD: Time division duplex.

TDMA: Time division multiple access.
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2.5 Wireless Local Area Networks (WLAN)

Jim Paviol, Carl Andren, and John Fakatselis

Wireless Local Area Networks (WLANS) use radio transmissions to substitute for the traditional coaxial
cables used with wired LANSs like Ethernet. The first generation WLAN products were targeted as wired-
LAN extensions. They were originally intended to save money on relocation expenses and demonstrated
the utility of wireless laptop operations. Wireless data technology and its application to local-area net-
works introduced mobile computing. Centrally controlled wireless networks are most often used as part
of a larger wired network. A radio base station or Access Point (AP) arbitrates access to the remote
wireless stations by means of packetized data. In contrast, in a Peer-to-Peer wireless network, an ad hoc
network can be formed at will by a group of wireless stations. New forms of network access protocols,
such as Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) are needed for low error rate
operation of wireless networks. Roaming is one of the main advantages of wireless networks, allowing
users to freely move about while maintaining connectivity.

The WLAN is used in four major market segments, “Vertical” with factory, warehouse, and retail uses;
“Enterprise” with corporate infrastructure mobile Internet uses; “SOHO” (Small Office/Home Office)
with small rented space businesses; and “Consumer” with emerging uses. General WLAN trends are
shown in Fig. 2.19.
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FIGURE 2.19 Commercial WLAN evolution.
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FIGURE 2.20 Unlicensed ISM RF band details.

WLAN RF ISM Bands

In 1985 the Federal Communications Commission (FCC) in the United States defined the ISM (Industrial,
Scientific, and Medical) frequency bands allowing unlicensed spread-spectrum communications. Three
of the ISM bands are illustrated in Fig. 2.20 with frequencies at 900 MHz, 2.4 GHz, and 5 GHz.

Most important to ISM band WLAN users is that no license for operation is required when the signal
transmission is per the guidelines specified by the FCC or other regulatory agencies. Spread-spectrum
technology in the ISM band is used to minimize interference and offers a degree of interference immunity
from other jamming signals or noise. Other non-spread commercial applications have existed in the ISM
bands for many years such as microwave ovens at 2.4 GHz. This is a major potential interference to
WLAN in the 2.4 GHz ISM band and has been accounted for in the system design.

The IEEE 802.11 committee selected the 2.4 GHz ISM band for the first WLAN global standard. Unlike
the 900 MHz band, 2.4 GHz is available worldwide; 2.4 GHz also has more available bandwidth than the
900MHz band, and will support higher data rates and multiple adjacent channels in the band. In
comparison with the 5.7 GHz band, it offers a good balance of equipment performance and cost.
Increasing the transmit frequency impacts the power dissipation, availability of parts/processes and limits
the indoor range. The 2.4 GHz band is ideal for a WLAN high-speed, unlicensed data link.

The 900 MHz band has been in use for some time, and component prices are very reasonable. Many
cordless phones use this band. The 900 MHz band is quite crowded and it does not have global spectrum
allocation. The 2.4 GHz band is less crowded, has global allocations, and the associated technology is
very cost effective. This is the band in which IEEE 802.11b, Bluetooth, and HomeRF operate.

The 2.4 GHz band is most heavily used for WLAN. Operating channels are shown in Fig. 2.21.

The 5 GHz band has two 100 MHz segments for unlicensed use collectively known as the Unlicensed
National Information Infrastructure (UNII) bands. There is a similar allocation in Europe, but it is
currently reserved for devices that operate in compliance with the HIPERLAN standard. 5 GHz compo-
nents are more expensive, and radio propagation has higher losses and more severe multipath at these
frequencies. These impairments can be overcome, and systems offering data rates in excess of 50 Mbps
in the 5 GHz band will become mainstream in the next several years.
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FIGURE 2.21 Operating channels for direct sequence.

WLAN Standardization at 2.4 GHz: IEEE 802.11b

Wired LAN standards were developed by the IEEE 802 committee such as IEEE 802.1 Systems Manage-
ment/Networking, IEEE 802.3 Ethernet, IEEE 802.4 Token Ring, and IEEE 802.6 Metropolitan Area
Networks. In 1990, the IEEE 802.11 Wireless LAN Working Group was formed and has in excess of
100 active voting members with global representation. It ratified the 802.11b high rate 2.4 GHz WLAN
standard in 1999. The 802.11 standard fostered development of interoperable, inexpensive, and flexible
equipment in the 2.4 GHz ISM band. Specified data rates for the IEEE 802.11 2.4 GHz WLAN are 1 Mbps,
2 Mbps, 5.5 Mbps,and 11 Mbps. Spread-spectrum technology is specified in the 802.11 standard trans-
ceiver to provide a robust solution in a multi-user environment. One advantage to spread-spectrum
techniques in the ISM bands are seen in the allowable transmit power levels. System transmitter power
for IEEE 802.11 WLANs must conform to a regulatory agency’s specified levels for unlicensed operation.
As an example, the FCC states that non-spread-spectrum applications in this band are limited to a
50 mV/m at 3 meters. This translates into 0.7 mW into a dipole antenna. Spread-spectrum applications
in the U.S. are allowed up to 1 watt of transmit power, clearly giving it a higher signal strength advantage
over non-spread systems. The low spectral power density of a spread-spectrum system also limits inter-
ference to other in-band users.

Segmentation of a data communication system into layers allows different approaches from various
vendors as long as the responsibilities of the individual layer are met. The IEEE 802.11 specification
focuses on the Media Access Control (MAC) and Physical (PHY) layers for WLANS.

The MAC layer controls the protocol and physical layer management. The protocol used for IEEE
802.11 WLANS is the CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance).

The Physical Layer controls the wireless transmission and reception of digital data from the MAC. It
is the transceiver or radio for the WLAN. IEEE 802.11 specifies three different physical layer options,
Direct Sequence Spread Spectrum (DSSS), Frequency Hopping Spread Spectrum (FHSS), and Diffused
Infrared (DFIR). The DFIR method has the shortest range of operation and is limited to indoor operation
due to interference from sunlight. DSSS and FHSS are RF technologies that must conform to the standards
set by the regulatory agencies of various countries such as the FCC. These impact items such as the
allowable bandwidth and transmit power levels.

Another feature of IEEE 802.11 is that the data is packetized. Packetized data is a fixed number of data
bytes sent in a single radio transmission of finite length. The data is grouped in frames up to 2304 bytes
in length. A common data length is 1500 bytes. A header and preamble are attached in front of the data
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frame for control information. The preamble is the initial sequence at the start of the radio transmission
that allows the demodulator to synchronize its timing and recognize key information concerning the
data that follows. Short and long preambles exist. These are specified in greater detail within the standard.
The packetization supports the CSMA/CA protocol.

Frequency Hopped (FH) vs. Direct Sequence Spread Spectrum (DSSS)

FH uses a form of FSK modulation called GFSK (Gaussian Frequency Shift Keying). The baseline 1 Mbps
data rate for FH IEEE 802.11 has a 2-level GFSK modulation scheme. The symbol {1} is the center carrier
frequency plus a peak deviation of (f+), whereas the symbol {0} is the center carrier frequency minus a
peak deviation of (f-). The carrier frequency hops every 400 ms over the channel bandwidth per a
prescribed periodic PN code. This channel is divided into 79 sub-bands. Each sub-band has a 1 MHz
bandwidth. The minimum hop rate of 2.5 hops/s allows several complete data packets or frames to be
sent at one carrier frequency before a hop.

DSSS in IEEE 802.11 specifies a DBPSK and DQPSK (D = Differential) modulation for 1 and 2 Mbps
data rates. Differential techniques use the received signal itself to demodulate the signal by delaying one
symbol period to obtain clock information. In DBPSK, a logic 1-bit input initiates a 180-degree phase
change in the carrier and a @-bit initiates no phase change in the carrier. DQPSK has a 0-, 90-, or 180-
degree phase transition on each symbol.

The carrier frequency in an IEEE 802.11 DSSS transmitter is spread by an 11-bit Barker code. The
chipping rate is 11 MHz for a 1 Mbit data rate. This yields a processing gain of 11. The main lobe spacing
is twice the chip rate and each side lobe is the chip rate as shown in Fig. 2.22. The DSSS receiver will
filter the side lobes, downconvert the main lobe spectral component to baseband, and use a copy of the
PN code in a correlator circuit to recover the transmitted signal. The FH scheme has been limited to 1
Mbit and 2 Mbit by technical and regulatory issues. This is expected to limit the use of FH systems
compared with the more versatile high-rate DSSS modulation in future applications. An illustration
contrasting frequency hopping to spread spectrum is shown in Fig. 2.22.

SEVENTY-NINE OPERATING CHANNELS IN 1MHz STEPS
CARRIER HOPS
EVERY 400ms
\\HHlHHHHHIIAH\HHlHH\h\HlHH\H\H\HH\HHlHHlHHHHHH\IHHH\HHlHHl
2.4GHz FREQUENCY 2.5GHz
— > \47 22MHz
2.4GHz FREQUENCY 2.5GHz

FIGURE 2.22 |EEE 802.11 frequency hopping vs. direct sequence spread spectrum.
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FIGURE 2.23 Direct sequence spectrum spreading. RF energy is spread by XOR of data with PN sequence.

Direct Sequence Spread Spectrum (DSSS) Energy Spreading

In Direct Sequence Spread Spectrum (DSSS) systems the spreading of the data is achieved by modulating
the data with a Pseudo-random Number (PN) sequence of binary values called a PN code. If the PN
code has a bandwidth much higher than the bandwidth of the data (approximately x10 or greater), then
the bandwidth of the modulated signal will have a spectrum that is nearly the same as a wideband PN
signal. An 11 bit Barker Code is used with the IEEE 802.11 DSSS PN spreading. A Barker code was chosen
for its unique short code properties.

By multiplying the information-bearing signal by the PN signal, each information bit is chopped up
into a number of small time increments called “chips,” as illustrated in the waveform diagram shown in
Fig. 2.23. The rate at which the PN code is clocked to spread the data is called the chip rate. The PN
sequence is a periodic binary sequence with a noise-like waveform. The acquisition of the data in the
receiver is achieved by correlation of the received signal with the same PN code that was used to spread
the signal at the transmitter. In DSSS systems the data is primarily PSK modulated before spreading. The
spreading produces a “Processing Gain” dependent upon the PN spreading code to symbol rate ratio.
This value is a minimum of 10 dB for the IEEE 802.11 DSSS WLAN waveform. The spectrum after this
PN code is used is wider and lower in signal level as illustrated in Fig. 2.24.
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FIGURE 2.24 Direct sequence spread spectrum.
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The primary advantage of a spread-spectrum system is its ability to reject interference whether it be
the unintentional interference by another user transmitting on the same channel, or the intentional
interference by a hostile transmitter attempting to jam the transmission. Due to its spread characteristic,
a DSSS signal appears as noise to all receivers except the one meant to receive the signal. The intended
receiver is able to recover the spread signal by means of correlation, which simultaneously recovers the
signal of interest and suppresses the background noise by the amount of processing gain.

The reception of the DSSS signal in the presence of a narrow band interferer is accomplished by de-
spreading the signal of interest while spreading the energy of the interfering signal by the amount equal
to the processing gain. The result of the de-spreading process with an interference source is illustrated
in Fig. 2.25 for narrow band interfering signals. Likewise, recovery of the signal of interest in presence
of another spread signal having a different PN code is achieved by further spreading the interference
while de-spreading the signal with the matching PN code. The worst case interference to DSSS systems
is a narrow band interference signal in the middle of the spectrum of the spread signal.

Modulation Techniques and Data Rates

The 1 Mbit data rate is formed using Binary Phase Shift Keying (BPSK) and the 2 Mbit data rate uses
Quadrature Phase Shift Keying (QPSK). QPSK doubles the data rate by increasing the number of bits
per symbol from one (BPSK) to two (QPSK) within the same bandwidth. Both rates use BPSK for the
acquisition header known as the preamble.

The high rate modulation for 5.5 and 11 mbps uses a form of M-Ary Orthogonal keying called
Complementary Code Keying (CCK). CCK provides coding gain by the use of modified Walsh functions
applied to the data stream. Two forms of this are used to provide multiple rates for stressed links.
Altogether, four data rates are provided. To make 11 Mbit CCK modulation, the input is formed into
bytes and then subgrouped into 2 bits and 6 bits. The 6 bits are used to pick one of 64 complex vectors
of 8-chip length and the other 2-bits DQPSK modulate the whole symbol vector. For 5.5 Mbit CCK
mode, the incoming data is grouped into 4 bit nibbles where 2 of those bits select the spreading function
out of a set of 4 (the 4 having the greatest distance of the 11 Mbit set) while the remaining 2 bits set the
QPSK polarity of the symbol. The spreading sequence modulates the carrier by driving the 1 and Q
modulators. Figure 2.26 illustrates modulation at the four data rates of 1, 2, 5.5, and 11 Mbit.
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FIGURE 2.26 Modulation techniques and data rates.

Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA)

The wireless environment offers a greater challenge to the WLAN designer when compared with the
wired LAN environment. Wired LANs use a CSMA/CD (Carrier Sense Multiple Access/Collision Detect)
protocol. Data collisions in a wired environment produce a unigue voltage that can be monitored. This
allows for random back-off time periods before the system initiates a data resend.

IEEE 802.11 WLANSs use the CSMA/CA (Collision Avoidance) protocol. This protocol avoids data
collisions by having the system listen to the channel and wait before sending a message. With CSMA/CA,
only one node may talk at a time. This highlights the importance of performing a Clear Channel
Assessment (CCA) to determine if the medium or channel is clear to transmit. Although the MAC controls
the CSMA/CA protocol, the responsibility falls upon the physical layer to perform CCA.

IEEE 802.11 states that the physical layer must be able to provide at least one of three specified methods
for CCA. CCA mode 1 simply detects energy above a programmable level. If no signal is present, the
channel is clear to transmit. If the signal is present, the system will wait a set time period to check the
channel again. CCA mode 2 provides the carrier sense function. Since this is a spread spectrum system,
correlating the received signal with the 11-bit PN code performs carrier sense. No correlation indicates
that the channel is clear to transmit. Correlation with a signal shows that the channel is busy and that
the system will back off for a time period and try again. CCA mode 3 combines modes 1 and 2 by
reporting a busy medium with both detection of energy and carrier sense. Figure 2.27 illustrates a four-
station scenario where radio collisions are avoided using CSMA-CA.

Packet Data Frames in DSSS

The 802.11 WLAN standard specifies data packetization. This means that the data is segmented into
frames with a preamble and header attached at the start of each frame. The preamble allows carrier and
correlation lock as well as user identification. The header contains management and control information
for the data transmission.

The sync field is made up of 128 one bits. Note that all bits are processed by a scrambler function, which
is part of the IEEE 802.11 spread spectrum physical layer so this original pattern of ones will be altered.
The purpose of the sync field is to allow the receiver to lock on to the signal and to correlate to the PN code.
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FIGURE 2.28 Frame format.

The start frame delimiter (SFD) field initiates the start of the data frame. The signal field indicates
the data packet data wave. Note that the preamble and header are always transmitted as a DBPSK
waveform. The length field defines the data packet size with a maximum length of 2304 bytes. Finally,
one CRC (Cyclic Redundancy Check) protects the signal, service, and length fields with a frame check
sequence and another protects the payload.

At the end of the data packet, the receiver will send an acknowledgment (ACK) indicating successfully
transmitted data. If a data packet were lost either by multipath fading or interference, the sender would
retransmit the packet. Figure 2.28 details frame format, preamble, header, and data.

IEEE 802.11 Network Modes

There are two network modes: Ad Hoc and Infrastructure. Ad Hoc mode permits users within range to
set up a network among them without any infrastructure. Infrastructure mode uses an Access Point (AP)
to coordinate the users and allow access to the wired network services.
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Ad Hoc Mode

The Distributed Coordination Function (DCF) forms the basis to implement Ad Hoc networking. The
provisions in the standard allow the creation and dissolution of an Ad Hoc network to be straightforward
for users to set up. The CSMA/CA medium access method provides for fair access to the radio channel
among all of the users. All data exchanges are directly between the individual stations.

When a single station is designated as the coordination function, the network is known as a Basic
Service Set (BSS). This is illustrated in the peer-to-peer AdHoc network in Fig. 2.29.

Infrastructure Mode

An Access Point (AP) is a device that connects the wireless stations to the distribution system in a network.
It typically will be configured to be the single Coordination Function in a BSS. The network planning
for a large installation involves site surveys to do the cellular radio planning needed to determine the
number and location of Access Points. The channel assignments for each AP can be optimized to reduce
interference from adjacent cells depending on the physical layout. Many times, the installation will utilize
a wired Ethernet network to connect a number of APs to the network server. Each AP will manage the
traffic within its BSS. Stations in adjacent cells will recognize when the packet is not intended for its BSS.
The same DCF mechanisms provided in the ad hoc mode help to manage radio interference from adjacent
cells. Mechanisms such as Authentication, Association, and Wired Equivalency Privacy (WEP) provide
security for the overall network. The authentication process is used to verify the identity of stations that
are allowed access to the network. As users move between the various radios cells and they can no longer
communicate with their AP, they can scan the channels to look for a new AP to associate with. With
proper radio cell-planning, users can be assured of constant coverage as they roam through the facility.
An infrastructure mode illustration is shown in Fig. 2.30.

“Hidden” Nodes

The planning for a WLAN ranges from none for an ad hoc IBSS, to careful radio surveys for AP-based
infrastructure systems in large enterprise computing environments. It is impossible to plan for perfect
radio coverage given the uncertain and time-varying conditions in the channel. Movement and location
as well as indoor topology will affect radio coverage. In providing complete coverage of the facility there
will be situations where there are two stations that can communicate with their common AP, but are out
of range to hear each other. This is known as the Hidden Node problem. This could cause additional
collisions to occur at the AP, since when one station is transmitting, the other will determine the channel
is clear because it is out of range. After the normal deferral time it will transmit and will interfere with
a packet from the other station. The standard provides an optional mechanism called Virtual Carrier
Sense (VCS) to reduce the collision due to the hidden node problem. This mode is based on using a
Request To Send (RTS) and Clear To Send (CTS) exchange between the station and the AP. When the
station has determined it is clear to transmit, it will send a short request to send a message with a
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transaction duration included. The AP will respond with a Clear To Send (CTS) that also includes the
transaction duration. The other station that is hidden cannot hear the RTS, but can hear the CTS. It will
read the duration field and not begin looking for a clear channel until that time has elapsed. Hidden
nodes are illustrated in Fig. 2.31 showing Stations A and B with an access point.

Point Coordination Function (PCF)

The Point Coordination Function (PCF) is an optional mode that can be selected in the installation of
an 802.11 Network. This mode is provided to optimize the network throughput. Rather than having each
station contend for the channel using the CCA and the random back-off periods, the AP defines con-
tention-free periods using a beacon frame sent at a regular interval. The Network Allocation Vector (NAV)
is a variable that is transmitted in the control frames to tell all of the stations the duration to defer from
accessing the channel. It is used to define the length of the contention-free period. The AP will then poll
each station during the contention-free period. The poll will send data if there is some waiting for
transmission to that station and request data from the station. As each station is polled, it will acknowledge
reception and will include data if there is some pending transmission to the AP. One of the benefits of
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the PCF mode is that it allows the network planner to improve the probability of the delivery of data in
a certain time bound. This is critical for real time data such as voice, audio, video, and multimedia.
Minimizing the uncertainties of when a station can get the channel that exists in the DCF mode optimizes
the system performance. If a packet of audio or video data has to be retransmitted due to lost packets
and extended deferral times, the quality of the audio or video will suffer. The network can be optimized
to permit a certain amount of retries within the contention-free period to improve the quality of service
to the end application. The Point Coordination Function timing is illustrated in Fig. 2.32.

WLAN Security

Since they can be received outside of the controlled facility, wireless networks are more vulnerable to
interference and theft than wired networks. The data security field known as cryptography is rapidly
growing as more systems convert to wireless operation. Spread spectrum offers a little security by
spreading the signal over a wide bandwidth.

There are a number of mechanisms provided in 802.11 to minimize the chances of someone either
logging on the network without authorization or receiving and using data received off the air from
authorized users. As an option the data can be encrypted to prevent someone who is receiving packets
from the network to be able to interpret the data. The keys for the security are distributed to the users
in the network by a secure key management procedure. Without the key the snooper will have to resort
to complex code-breaking techniques to retrieve the original data. The level of encryption is defined as
Wired Equivalency Privacy (WEP). It is strong enough to require effort equivalent to that required to
get data from awired LAN. This algorithm is licensed from RSA Data Security. The encryption mechanism
is used in the authentication process as well.

Data Encryption

The WLAN Security: Authentication diagram illustrates a technique for authenticating the identity using
the encryption features. In the “Challenge and Response Protocol” shown, the station transmits a “chal-
lenge” random message(r) to the AP. The AP receives the message, encrypts it by using a network
algorithm (fK1), and transmits the encrypted information (y) “response” (fK1) back to A. System A has
access to the network algorithm () and compares it to the received response. If y = y', the identification
procedure criteria has been met and data transmission will follow. It does not, then A will issue a new
challenge with a different random message to B. Note that A and B share a common (private) key, k1.
After the authentication process is successfully completed the station will then associate itself with an
AP. The association tells the overall network which AP services any station. Once identification has
occurred, both systems communicate using network encryption algorithms. In this case, the station
encrypts data (x) and transmits a cipher (y) over the channel. The AP or another station has access to
the encryption method and decodes the cipher to obtain the data. Because the stations in a BSS share a
common key (k1), this type of encryption is called private-key cryptography.

Also included in the standard is an Integrity Check Vector (ICV). This is a variable added to an
encrypted data packet as an additional error-detection mechanism. After the decryption process the
transmitted ICV is compared with the ICV calculated from the plain text as an error check. Figure 2.33
illustrates data encryption with a block diagram.
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5 GHz WLAN

With the FCC rule and order establishing the Unlicensed National Information Infrastructure (U-NII),
300 more MHz of bandwidth were made available for WLAN users. The purpose was to expand the
access of people to information without a lot of infrastructure build out. One of the frequently sited
scenarios is the distribution of Internet access to schools without having to wire classrooms. The FCC
chose to put in a minimum of specifications for the waveforms to be used in the band.

Spread Spectrum is not a requirement. Transmit power and power spectral density are the primary
specifications. No channelization or spectrum-sharing rules were included in the 15-part regulation. It
remains to be seen how the various devices and standards will coexist in this new band. The band is split
into three 100 MHz bands for defining maximum output power and spurious emissions levels. There
are users of licensed bands on all sides of these new bands that argued for protection against interference
from unlicensed devices. This drives the channel band edges for carriers and defines radio requirements
for suppression of spurious emissions. The power levels allowed are 50 mW, 250 mW, and 1 W in the
lowest, middle, and upper bands, respectively. A change was made in 1998 to permit higher antenna gain
with a reduction in output power. This extends the range for point-to-point links.

In Europe 150 MHz of bandwidth is set aside for HIPERLAN1 devices. These are WLAN devices with
the same functional requirements as an 802.11a WLAN. As opposed to the FCC, the ETSI regulation
requires all devices to meet the HIPERLAN standard for the PHY and MAC layers. The maximum data
rate is 54 Mbit and the modulation is GMSK. Equalization is required for reliable operation. A small
number of HIPERLAN products have been introduced since the standard was approved.

ETSI is defining a standard for the 5 GHz band that is oriented to wireless ATM traffic. This is suitable
for Quality of Service applications and for wireless connectivity to an ATM system. The final spectral
allocation has not been made for these devices.

Japan has started the development of standards for WLAN devices in the 5 GHz band. They have
decided that devices will be required to use the same physical layer implementation that is defined in the
IEEE 802.11a standard.

RF Link Considerations

The radio link performance can be characterized as consisting of radio design variables and link variables.
When all the variables are understood the link performance can be determined. The most important
WLAN link performance measure is the Packet Error Rate (PER), which is usually expressed as a
percentage. Most radio link parameters are given at a packet error rate of 0.1 or 10 percent. This is the
highest practical acceptable packet error rate and provides the design maximum. The IEEE 802.11
standard specifies an 8% PER for measurements.

All of the radio design variables combine to provide a given performance on a given link. The transmit
power together with the receiver noise floor determines the ultimate range of the radio. Higher transmit
power provides greater range but also higher battery drain. The antennas for wireless systems are generally
omni-directional to allow mobility. The higher data rate requires a higher signal-to-noise ratio for the
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same error rate. The bit error rate and the length of the packet determine the packet error rate. Longer
packets require lower bit error rates. Different modulation schemes require more or less power to achieve
the same bit error rate. For instance FSK requires more power to achieve the same bit error rate as CCK.
The link variables include the range, which is the distance from the transmitter to the receiver, the
multipath environment, and the interference environment. Missed packets and corrupted (including
recoverable) packet data are included in PER.

Radio signals radiated by an ideal isotropic antenna weaken with the square of the distance as they
travel through free space (square power law). The attenuation also increases with frequency. At 2.4 GHz
(Lambda = 0.125 m = 5”) the path loss in free space is about 40dB for 1m. Propagation of RF signals in
the presence of obstacles are governed by three phenomena: reflection, diffraction, and scattering. Reflec-
tion occurs when the dimension of obstacles are large compared to the wavelength of the radio wave.
Diffraction occurs when obstacles are impenetrable by the radio wave. Based on Huygen’s principle,
secondary waves are formed behind the obstructing body even though there is no line of sight. Scattering
occurs where the obstacles have dimensions that are on the order of the wavelength. The three propagation
mechanisms all have impact on the instantaneous received signal in all different directions from the
transmitting antenna.

Measurements have shown that propagation loss between floors does not increase linearly (in dB)
with increasing separation of floors. Rather, the propagation loss between floors starts to diminish with
increasing separation of floors. This phenomenon is thought to be caused by diffraction of radio waves
along the side of a building as the radio waves penetrate the building’s windows. Values for wall and door
attenuation are shown in Table 2.9 and a plot of attenuation between building floors is shown in Fig. 2.34.

TABLE 2.9 Indoor Propagation Path Loss

2.4 GHz signal attenuation through:

Window in brick wall 2dB
Metal frame, glass wall into building 6 dB
Office wall 6 dB
Metal door in office wall 6 dB
Cinder wall 4dB
Metal door in brick wall 12.4 dB
Brick wall next to metal door 3dB
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FIGURE 2.34 Path loss between building floors.
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FIGURE 2.35 Path loss — free space. Loss dB = 40.2 + 10 « log (r") where Loss is transmit power/received power
in dB; r is the cell radius; and n is 2 for free space.

WLAN Power, Sensitivity, and Range

The range of a WLAN radio is influenced by data rate, bit error rate requirements, modulating waveform
S/N ratio, power amplification, receiver sensitivity, and antenna gain. At higher data rates more power
is required. The log of the data increase is the amount of power increase in dB to achieve the same range.
Reliability is also a function of power. Higher power produces a lower bit error at the same range, or
more range at the same bit error rate. The waveform is a significant contributor to performance. Phase
Shift Keying (PSK) type waveforms are the most power efficient. Frequency Shift Keying (FSK) requires
almost twice as much transmitted power to achieve the same range.

IEEE 802.11 sensitivity for 11 Mbit CCK QPSK is specified as a minimum of —76 dBm. Typical radios
attain 6 dB better than the minimum levels. Lower data rates such as 5.5 Mbit CCK and 2 Mbit QPSK
have better sensitivities by approximately 5 dB than the 11 Mbit levels. The best sensitivity is obtained
with the 1 Mbit BPSK. Values are typically 3 dB better than the 2 Mbit, QPSK thus 1 Mbit is used for
the header/preamble information.

In an ideal propagation environment such as free space (i.e., no reflectors), the transmitted power
reaches the receiver some distance away attenuated as a function of the distance, r. As shown in Fig. 2.35,
the Constant, 40.2, is used for 2.4 GHz propagation and changes insignificantly across the ISM band.
The exponent of 2 is for free space and increases with multipath. As the receiver moves away from the
transmitter, the received signal power reduces until it dips into the receiver noise floor, at which time
the error rate becomes unacceptable. This is the first order determination of the largest a cell can be.
This model can be used for unobstructed line-of-sight propagation with highly directional antennas
where the antenna gain allows a propagation path that is miles long.

Signal Fading and Multipath

As a transmitted radio wave undergoes reflection, diffraction, and scattering it reaches the receiving
antenna via more than one path giving rise to a phenomenon called multipath. The multiple paths of
the received signals cause them to have varying signal strengths as well as having different time delays
(phase shifts), also known as delay spread. These signals are summed together (vector addition) by the
receiving antenna according to their random instantaneous phase and strength giving rise to what is
known as small-scale fading. Small-scale fading is a spatial phenomenon that manifests itself in the time
domain having Rayleigh distribution; hence it is called Rayleigh fading. Small-scale fading produces
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FIGURE 2.36 Signal fading and multipath. Reflection, difraction, and scattering cause multipath; multipath small
scale fading; multipath delay spread; Rayleigh and Rician fading.

instantaneous power levels that may vary as much as 30 or 40dB while the local average signal level
changes much more slowly with distance.

Just as the power law relationship between distance and received power is applied to path loss in free
space, it may be used in the presence of obstacles. A general propagation loss model for local average
received power uses a parameter, n, to denote the power law relationship where n = 2 for free space, and
is generally higher for indoor wireless channels.

The “2.4 GHz Signal Path Loss” curve in Fig. 2.36 represents various path losses with different values
of n. The first segment, n = 2, of the curve, loss is primarily free space loss. The second and last segments
of the curve have values of 4 and 6 for n, respectively, representing more lossy channels. The instantaneous
drop of the signal power as it transitions from —40 dB/dec to —60 dB/dec is typical of a signal loss when
a receiver loses line-of-sight to its respective transmitter.

In a multipath condition where the receiver also has a line-of-sight path to the transmitter, the statistical
distribution of the local average signal level follows Rician distribution. Rician distribution is based on
a factor, k, which specifies the ratio of direct path versus multipath power levels. Multipath is illustrated
in Fig. 2.36.

Log Normal and R ayleigh Fading
The mechanism of the multipath fading can be viewed as being caused by two separate factors: the
product of the reflection coefficients and the summation of the signal paths. These two mechanisms
produce separate fading characteristics and can be described by their probability distribution functions.
The first is characterized as having a Log Normal distribution and is called Log Normal fading. The
second mechanism, the sum of the signal paths, produces a Rayleigh probability distribution function
and is called Rayleigh fading. Figure 2.37 illustrates both multipath mechanisms.

Significant effort has gone into characterizing the multipath environment so that effective radio
structures can be designed that operate in difficult high reflection environments.

Effects of Multipath Fading

The value of (n) is 2 for free space propagation, but in general, (n) can take non-integer values greater
or less than 2 depending on the environment. k is a log normal random variable that is added to model
the variability in the environment due to the different amounts and types of material through which the
signal travels. The uncertainty is shown in Fig. 2.38.
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FIGURE 2.38 Effects of multipath fading.

Residential: n = 1.4-4.0, with n = 2.8 typical

Residential: Standard deviation of the log normal distribution 7-12 dB with 8 dB typical
Office: n = 1.74-6.5, with n = 3.7 typical

Office: Standard deviation of the log normal distribution 6-16 dB with 10 dB typical

Light industrial: n = 1.4-4.0, with n = 2.2 typical (open plan),

Light Industrial: Standard deviation of the log normal distribution: 4-12 dB with 10 dB typical

Delay Spread Craters

Multipath fading has been the chief performance criteria for selecting a new high-data-rate 802.11 DSSS
standard waveform. Many independent multipath surveys published in the IEEE literature are in agreement
in showing that high delay-spread holes exist anywhere within a cell. These holes can be a real difficulty for
cell planners because stations may fail to operate even a short distance from the cell center. In commercial
environments it is common to see the multipath spread reach 100 nsec (rms). Multipath spread is one unit
of measurement for the Rayleigh fading characteristic. A 100-nsec multipath spread is commonly observed
in cafeterias, atriums, and open Wal-mart-like structures. Craters are illustrated in Fig. 2.39.
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Multipath Mitigation
By itself, antenna diversity provides minimal relief from multipath craters. If a station is located within
a crater, two antennas tend to see the same degree of multipath.

In a multipath crater, the SNR is often high. The average signal power in the crater is the same as
described by the mean path loss shown before. If the crater is not near the cell boundary, the SNR is
good. However, the multipath components can highly distort the signal so the conventional receiver still
fails.

A simple parallel is the distortion caused by audio echoes. A speaker becomes unintelligible when
severe echoes exist, even in the absence of other noise. The equivalent effect occurs in a receiver. The
multipath echoes cause the code words and DSSS spreading chips to overlap in time. This self-interference
causes receiver paralysis even in the absence of noise, unless the receiver has been designed to correct
the echoes.

Impulse Response Channel Models

In a room environment, two measurements of the same radio in the same place may not agree. This is
due to the changing position of the people in the room and slight changes in the environment which,
as we have seen, can produce significant changes in the signal power at the radio receiver. A consistent
channel model is required to allow the comparison of different systems and to provide consistent results.
Simulations may be run in software against models of the radio. But more valuable are hardware
simulators that can be run against the radio itself. These simulators operate on the output of the radio
and produce a simulated signal for the receiver from the transmitted signal. To be of value for comparison,
a standard model should be used.

The IEEE 802.11 committee has been using quite a good simulation model that can be readily
generalized to many different delay spreads.

Another model, which is more easily realized in hardware simulations, is the JTC 94 model. This
model is a standard that provides three statistically based profiles for residential, office, and commercial
environments. Two obscured line-of-sight profiles are provided for residential and commercial environ-
ments; these are illustrated in Fig. 2.40.

Interference Immunity and Processing Gain

Another significant parameter to be considered in the link is interference. In the ISM band the main
source of interference is the microwave oven. Radios must be designed to operate in the presence of
microwave ovens. The spread spectrum nature of the waveform allows narrowband interference to be
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FIGURE 2.40 Impulse response channel models.

tolerated. Processing gain of 10 dB is available to provide protection from narrowband interferers of any
type. Rate changes to lower data rates can be used to allow higher tolerance to microwave energy. The
IEEE 802.11 protocol is designed to enable operation between microwave energy pulses. Within the
802.11 protocol is the ability to change frequencies to avoid a problem channel.

Other radios in the band can cause interference. Two types of interference must be considered. First
is co-channel interference of our own system. This is the energy from a nearby cell of the same system
that is on the same frequency. Frequency planning and good layout of access points can minimize this
interference and keep it from being a system constraint. The second type of interference is from other
systems. These might be Direct Sequence Spread Spectrum or Frequency Hop Spread Spectrum. Two
mechanisms are available to mitigate this interference. The first is Clear Channel Assessment (CCA)
provided in the IEEE 802.11 standard. MAC layer protocol provides collision avoidance using CSMA-
CA. The second is processing gain, which provides some protection from Frequency Hop Spread Spec-
trum radios, which appear as narrowband interferers. Some frequency planning is always required and
not all systems will coexist without some performance degradation.

The radiated energy from a microwave oven can interfere with the wireless transmission of data. The
two plots shown in Fig. 2.41 illustrate that the radiated energy from a microwave oven is centered in the
2.4 GHz ISM band.

The plots show the results of leakage tests conducted at 9.5 inches and 10 feet from a microwave oven.
The test shown on the left plot was conducted at a distance of 9.5 inches from the oven. The leakage test
shown on the right plot was conducted at a distance of 10 feet.

The two cases are typical plots selected from more that 20 leakage tests performed on different brands
of ovens, at different distances and different antenna angles. The measurements show that the energy
drops off dramatically when the distance between the measurement antenna and the oven exceeds six
feet. At a distance of ten feet, the energy level is typically below the —20 dBm level as illustrated in the
plot on the right.
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FIGURE 2.41 Microwave oven interference.
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WLAN System Example: PRISM® II

The IEEE 802.11b high rate WLAN has been implemented with the Intersil PRISM® (Personal Radio
using Industrial Scientific Medical bands) SiGe chipset. The block diagram is shown in Fig. 2.42. This
implementation uses five chips and has a total component count of approximately 200. The major chips
include an RF converter that operates using an RF frequency of 2.400 to 2.484 GHz and an IF frequency
of 374 MHz. A synthesizer is included in the IC with ceramic filters and a VCO provided at the IC inputs.
A PA boosts the signal to approximately +20 dBm prior to final T/R switching, filtering, and any diversity
switching. An IF IC converts the signal to baseband or modulates the transmit signal following filtering
with a single SAW filter at 374 MHz. The MODEM IC implements the IEEE 802.11 CCK modulation
with special circuits for multipath corrections. Finally a digital IC implements the Media Access Controller
(MAC) function for 11 Mbit data and interfaces with the computer/controller.

A brief description of the signal paths begins on the upper left that the dual antennas which may be
selected for diversity with a command from the BaseBand Processor (BBP). The desired antenna is routed
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to a ceramic “roofing” filter to attenuate out-of-band signals and attenuate the 1.6 GHz image frequencies.
Front-end losses with Diversity, T/R switches, and filters are typically 4 dB. The 3dB NF LNA has a
selectable high gain of +15dB or low gain of —15dB controlled by the BBP depending upon signal level.
The range of signals from —90 dBm to —30 dBm uses the LNA high gain mode and —29 dBm to —4 dBm
(IEEE 802.1 maximum) uses low gain on the LNA. The first active Gilbert Cell mixer has a gain of +8 dB
and NF of 9dB. A differential 374 MHz SAW filter with 8 dB loss follows the RF converter. An IF
demodulator then processes the —80 dBm to —20 dBm signal with a linearized AGC stage prior to the
final baseband mixer conversion. The signal is low pass filtered and passed to the Base Band Processor
(BBP). Digital BBP processing includes 1/Q A/D, interpolating buffers with digital NCO phase locked
carrier recovery and Rake receiver/Equalizer processing. Finally the received data is processed with the
MAC CPU in accordance with the IEEE 802.11 protocol.

The transmit function begins with data to the MAC being processed for BBP modulation. The data
modulator includes a self-synchronizing scrambler function that removes the periodicity of the short 11 chip
Barker sequence. A BBP transmit Data Formatter and Spreading Table provides the PN spreading function.
A digital filter then reduces the DQPSK —13 dB Side Lobe Level (SLL) to approximately —45 dBc. This digital
baseband waveform is then sent to the BBP | and Q D/A converters. The IF chip’s modulator upconverts
these signals to the 374 MHz IF using an active Gilbert Cell mixer and combiner. This modulated signal is
then Automatic Level Controlled (ALC'd) using a feedback algorithm with the HFA3983 PAs detector to
maintain the IEEE 802.11 30 dBc SLL. This IF signal is filtered by the same SAW as used in the receive path.
A final RF upconversion from 374 MHz to 2.4 GHz is performed by the RF converter using the integrated
on-chip synthesizer. The output level of approximately —5 dBm is filtered for image and harmonics and
applied to the PA and finally the T/R and Diversity Switches. Schematics, application notes, and additional
details for this example design may be obtained at www.Intersil.com.

2.6 Wireless Personal Area Network Communications:
An Application Overview

Thomas M. Siep and Ian C. Gifford

Advancing technology is providing electronic aids that are increasingly becoming personal extensions of
human beings. A prime example is the cellular telephone. It has replaced the pay phone as the means by
which many of us maintain voice contact when away from our homes or businesses. The cell phone is a
personal device and is customized to us. The pay phone is a generic, public device. The public device
requires us to supply all necessary personal information, such as phone number and billing information,
for its use. The personal device retains this slowly changing information for us. Each one of our personal
information devices retains our stored information, ready for use. The number of these devices is
increasing: Personal Digital Assistants (PDAs), lightweight laptop PCs, and pagers have joined the ranks
of devices that keep our store of personal information.

If the stored personal information never changed, there would be no reason for anything but initial
data entry. This is not the case. People move, appointments change, and access procedures are updated.
This requires the modification of information in an information database retained in each of our devices.

The increasing number of electronic aids with their disparate and overlapping information databases
fosters the need to interconnect them. There may be many devices within a relatively small area. This
area is, however, more closely tied to an individual than any particular geographic location.

The obvious solution is to interconnect these increasingly intelligent devices and allow them to
synchronize their information databases. Special-purpose wires and cables are the traditional method of
interconnection. These are the wires that interconnect personal devices rather than connecting to public
or local area networks. The problem is, nobody likes wires with personal, portable devices. They get
forgotten, lost, or broken. Plus, they are inconvenient to use. The solution to that problem is to use a
wireless communications technique.
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Three different wireless communications schemes could solve the problem: satellite, metropolitan, and
short distance. The first two technologies use service-provider infrastructure and cost money each time
they are used. The short distance infrastructure may be owned by the user and is “free” once the equipment
is paid for.

Several short distance wireless solutions exist in the marketplace. These include the IEEE Standards
for Wireless Local Area Networks (P802.11%) and Wireless Personal Area Networks (P802.15). Project
802.15 defines the WPAN™ topology. Whereas P802.11 is concerned with features such as Ethernet-
matching speed and handoff support for devices in a localized area, WPAN communications are even
more localized in their purview. They are concerned only with the immediate area about the person
using the device. This concept has been dubbed a Personal Area Network. The untethered version of this
is, of course, called a Wireless Personal Area Network™ or WPAN.

WPAN communications provide a Personal Operating Space (POS). This is the space about a person
or object that typically extends up to 10 meters in all directions and envelops the person whether
stationary or in motion. WPAN communications are the wireless “last meter” for the so-called wearable
computers or pervasive computing devices that began to emerge in the late 1990s.

The term WPAN was coined by the IEEE based on some of their members’ work done in the IEEE
Computer Society’s IEEE 802 LAN/MAN Standards Committee. The IEEE has identified the Bluetooth™
technology as a solution for their applications for WPAN communications. The Bluetooth technology is
a specification for small form factor, low-cost, wireless communication and networking between PCs,
mobile phones, and other portable devices.®

The WPAN technology examined here is based on the work of the IEEE 802.15 Working Group. Other
topologies and implementations exist for personal area networking, but generally they follow the char-
acteristics of the protocol stack explained here.

Applications for WPAN Communications

WPAN communications are primarily for the user’s personal convenience. Its purpose is to replace wires
between objects that are more or less within easy reach. It may also hook to the larger network world
when/if/while convenient. This wire replacement technology is intended as the primary method of
connection between a large variety of devices, many with limited capabilities.

The Nature of WPAN Services

WPAN communications exist to tie together closely related objects, a function that is fundamentally
different than the goal of the Wireless Local Area Network (WLAN). The purpose of WLANS is to provide
connectivity to the Ethernet plug in the wall at the workplace and Ethernet-like connectivity in ad hoc
situations, such as conferences. Devices that attach to the WLANs are usually high-capability devices.
Devices such as laptops and desktop computers are relatively expensive. Wireless connectivity has been
justifiable for business entities as an infrastructure cost. The essential difference between the two tech-
nologies is topology: WLAN communications are outward-looking and WPAN are inward-looking.
WLANSs are oriented to connecting to the world as a whole and WPAN communications seek to unify
communications among personal devices.

In addition, WPAN technology is focused on supporting a certain kind of mobility. The backbone
that WLANSs attach to tends to stay in one place. WLAN devices may move about, but the infrastructure

5The name IEEE P802.11 derives from the naming scheme used by the Institute of Electrical and Electronic
Engineers for their standards bodies and resulting standards documents. Project 802 (P802) is the standards group
that is concerned with Local and Metropolitan Area Networks (LAN/MAN). There are many aspects of communi-
cations that are covered by the charter of this organization, each of which has a “dot” number. A standard that many
readers may be familiar with is P802.3 or Ethernet.

6See http:/www.bluetooth.com for more information.
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FIGURE 2.43 WPAN™ application hardware.

stays put (at least in the short term). People don’t. They are their own infrastructure, and they expect
the entire system to move with them wherever they go.

This kind of mobility has some interesting legal implications. It drives the need for a single standard
that meets the worldwide regulatory requirements. WPAN technology is designed such that a single
technology meets the spectrum power requirements of the world, since users don’t want to break the
law by crossing a border.

Application Example

Figure 2.43 shows the hardware involved in an example WPAN communications system. In this example
there are three devices that are able to participate in the Wireless Personal Area Network:

* A headset consisting of an in-the-ear speaker, a microphone, and an embedded WPAN radio
transceiver.

+ A cellular telephone that has WPAN capabilities via an embedded radio transceiver as well as its
normal macro-cellular radio.

+ A laptop computer in the briefcase that has a WPAN embedded radio transceiver or interface card
with radio transceiver.
Each of these devices is capable of communicating with the other two.

Figure 2.44 demonstrates the WPAN hardware in action. It shows an example of how this kind of system
can allow the assemblage of currently existing technologies into a new and powerful capability. The scene
is a traveler hurrying in an airport who receives an urgent e-mail that requires an immediate answer before
embarking on a plane. The following numbered list corresponds to the circled numbers in Fig. 2.44.

1. The cell phone receives the urgent e-mail. Since the cell phone is set up to handle e-mails via a
laptop (if available), it does not ring the phone.

2. The cell phone, acting as a gateway, sends a message via a WPAN link and wakes up the laptop
computer in the traveler’s briefcase, then relays the e-mail to it.
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FIGURE 2.44 WPAN™ In action.

3. The laptop software inspects the incoming e-mail, determines that it is urgent, and translates the
text to synthetic speech.

4. The laptop then uses the WPAN link with the headset that is normally used by the cell phone for

voice communications and sends the translated e-mail to it.

The traveler then dictates a reply to the e-mail to the laptop via the WPAN link.

The laptop translates the voice to text and formats a reply e-mail.

The reply e-mail is then handed off to the cell phone for transmission.

The e-mail reply is sent within seconds of the arrival of the original e-mail, without the traveler

having to stop running.

N o

None of the actions described by Fig. 2.44 requires a WPAN connection. They all could be done with
wires. The question is would they be done with wires? For the vast majority of mobile users the answer
is “no”: this functionality requires wireless links to be feasible.

WPAN Architecture

As shown in the example above, a WPAN communications system can provide connectivity among a
wide variety of personal devices, including personal mobile devices such as headsets, phones, PDAs,
notebook computers, and the like. A WPAN can further provide connectivity between those devices and
stationary electronic devices such as data access points to wire line LAN installations, or wireless modems
connected to the PSTN.

WPAN systems typically use a short-range radio link that has been optimized for power-cautious,
battery-operated, small size, lightweight personal devices. WPAN communications generally support
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both circuit switched channels for telephony grade voice communication and packet switched channels
for data communications. As demonstrated in the example above, a cellular phone may use the circuit
switched channels to carrying audio to and from a headset, while at the same time, use a packet switched
channel to exchange data with a notebook computer.

WPAN Hardware

General-use WPANSs operate in the worldwide unlicensed Industrial, Scientific, Medical (ISM) band at
2.4 GHz. A frequency-hopping technique is utilized to satisfy regulatory requirements and combat
interference and fading.

The WPAN system consists of a radio unit, a link control unit, and a support unit for link management
and host terminal interface functions. The discussion here is limited to the specifications of the WPAN
Physical (PHY) layer and Media Access Control (MAC) sublayer that carries out the baseband protocols
and other low-level link routines. This corresponds to the protocol layers covered by the IEEE P802.15
WPAN Standard.

The IEEE P802.15 architecture consists of several components that interact to provide a WPAN that
supports station mobility transparently to upper layers. The following definitions are taken from the
Standard:

Physical Layer (PHY): Protocol layer that directly controls radio transmissions.

Medium Access Control (MAC): Protocol layer that determines when and how to use the PHY.

Master Station: Any device that contains an IEEE P802.15 conformant MAC and PHY interface. It
provides identity and clocking to WPAN peer devices.

Slave Station: Any device that contains an IEEE P802.15 conformant MAC and PHY interface. It
receives and transmits to the master station only. Transmissions from the slave occur only when
the master permits.

Piconet: Two or more WPAN Stations sharing the same RF channel form a piconet, controlled by one
(and only one) master.

Scatternet; Multiple independent and non-synchronized piconets that may have some overlapping
membership.

The discussions below will use these terms to describe the topology and behavior of WPAN systems.

Ad Hoc Networks

The WPAN networks are not created a priori and have a limited life span. They are created on an as-
needed basis when necessary, then subsequently abandoned. These ad hoc networks are established
whenever applications need to exchange data with matching applications in other devices. A WPAN will
likely cease to exist when the applications involved have completed their task.

WPAN units that are within range of each other can set up ad hoc connections. WPANs™ support
both point-to-point and point-to-multipoint connections. In principle, each unit is a peer with the same
hardware capabilities. Two or more WPAN units that share a channel form a piconet with one unit being
the master.

Each piconet is defined by a different frequency-hopping channel. This channel is a narrow band of
radio transmission that is continually moving from frequency to frequency (*hopping”) in a pseudoran-
dom fashion. All units participating in the same piconet are synchronized to this channel.

A WPAN vs. a WLAN

As mentioned above, the IEEE also defines another type of short-distance wireless technology. It is IEEE
P802.11 Wireless Local Area Networks (WLAN). On the surface the WLAN and WPAN seem quite similar.

WLAN technologies are “instant infrastructure” specifically designed for interconnecting peer devices
in and around the office or home. A WPAN device is a cable replacement “communications bubble” that
is designed to travel from country to country, be used in cars, airplanes, and boats. As a result, the
topologies are different.

©2001 CRC Press LLC



Ethernet

Distribution System

N~ :

T
i WLAN

FIGURE 2.45 Wireless Local Area Network Topology.

| | Y

Nt~
j/g\

. WPAN

FIGURE 2.46 Wireless Personal Area Network Topology.

Ll

1

=l

A typical WLAN topology is shown in Fig. 2.45. It is essentially an extension of the wired LAN. Each
of the communicating devices is an equal partner in the communications network. As such, any device
can communicate directly with any other device, provided the radio waves can reach between them. If
they cannot reach, there are provisions in the standard for relaying messages. There is no requirement
for a hard-wired backbone, but it is typical for most installations. The topology is range-limited, with

no upper ceiling on the number of participating units.

The WPAN topology is simpler. Figure 2.46 illustrates the WPAN topology. The devices interconnected
are identical. How they are interconnected is different. Instead of a free-for-all competition for the
airwaves, the WPAN has a master device that directs the traffic of its slaves through it. The slaves are
“good children”; they never speak unless spoken to. Any device that cannot be directly reached through
the master cannot be communicated with: there is no provision for message relay in the protocol.
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The master/slave topology has both disadvantages and advantages. It is a disadvantage for two slaves
that wish to converse to have to go through the master to do it. There are many advantages, however.
Among them are:

* Spectral efficiency
« Simplicity
* Cost

The orderly use of the airwaves by WPAN technology yields a higher utilization of the spectrum. The
WLAN uses a technique of Carrier Sense/Collision Avoidance (CS/CA) to assure fair sharing of the
airwaves. It can use several schemes, the simplest of which is to Listen Before Talk (LBT). The WLAN
device never knows when the medium will be occupied, so it must listen to the current environment
before it transmits. In the event that the airwaves are busy, the device is required to do an exponential
back off and retry.

The WPAN technology has a more controlled approach to using the airwaves. It establishes the master
of the piconet, which dictates when each device can use the airwaves. There is no “lost time” in waiting
for clear air or collisions due to two partners in the same net transmitting at the same time to the same
device because they are out of range of each other.

Implementations of WPAN communications are inherently simpler. Without the need to support LAN
technology, the WPAN implementation can forgo the extra buffers and logic that LANs require. The
WPAN world is smaller and therefore simpler.

This simplicity of topology yields a less expensive system cost. Having simpler logic and less capability
allows designers of WPAN systems to create communication subsystems that are a smaller percentage of
total system cost. This, in turn, allows the technology to be embedded in more low cost devices. The
effect of that will be to increase volume, which brings down the cost again.

WPAN Scatternet

Sometimes more complex communications schemes are required of the devices that support WPANS. In
that case, the WPAN devices can form a scatternet: multiple independent and non-synchronized piconets.
These are high aggregate-capacity systems. The scatternet structure also makes it possible to extend the
radio range by simply adding additional WPAN units acting as bridges at strategic places.

To integrate the IEEE P802.15 architecture with a traditional wired LAN (or even Wireless LAN), an
application is utilized to create an “access point.” An access point is the logical point at which data to/from
an integrated non-802.15 wired LAN leave/enter the IEEE 802.15 WPAN piconet. For example, an access
point is shown in Fig. 2.45 connecting a WLAN to a wired 802 LAN: the same construct can be imple-
mented with a WPAN, with the restrictions inherent in it.

WPAN Protocol Stack

The IEEE Project 802 LAN/MAN Standards Committee develops wired and wireless standards. IEEE 802
standards deal with the physical and data link layers as defined by the International Organization for
Standardization (ISO) Open Systems Inter-connection (OSI) Basic Reference Model (ISO/IEC 7498-1:
1994).

Currently, IEEE Project 802 standards define eight types of medium access technologies and associated
physical media, each appropriate for particular applications or system objectives (see Fig. 2.47). The most
popular of these standards is IEEE 802.3, the Ethernet standard.

WPAN Open Protocol Stack

All applications already developed by vendors according to the Bluetooth Foundation Specification can
take immediate advantage of hardware and software systems that are compliant with the P802.15 Stan-
dard. The specification is open, which makes it possible for vendors to freely implement their own
(proprietary) or commonly used application protocols on the top of the P802.15-specific protocols. Thus,
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the open specification permits the development of a large number of new applications that take full
advantage of the capabilities of the WPAN technology.

The P802.15 Architecture

Project 802 LAN/MAN standards cover the two lowest layers of the ISO OSI protocol description.
Figure 2.48 shows the relationship of the ISO model to the purview of Project 802. Note that the lowest
two levels of the 1SO stack correspond to the three layers of the IEEE stack. The reason for that is that
the interface that defines the Logical Link Control (LLC) is common for all 802 standards. P802.2
documents this interface and the other portions of the 802 family of standards just refer to it, rather than
replicating it for each standard. Since the WPAN standard did not start out with the IEEE architecture
in mind, the P802.15 group found it necessary to do a mapping from the Bluetooth structure to one that
is compatible with the rest of the 802 family. Figure 2.49 shows this mapping. The radio definition of
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the Bluetooth specification directly corresponds to the PHY of a P802.15 standard. The MAC is made
up of three explicit entities and one implicit entity. The Logical Link Control and Adaptation Protocol
(L2CAP), Link Manager Protocol (LMP), and Baseband (BB) are specifically defined in the specification.
The Link Manager (LM) is mentioned in several sections of the specification, but never explicitly defined.
The P802.15 group has created a set of System Definition Language (SDL7) graphics that explicates this
and other implied structures in the Bluetooth specification.

PHY Layer

The physical layer (PHY) enables the physical radio link between WPAN units. The P802.15 RF system
is a Frequency-Hopping Spread Spectrum system where packets are transmitted in defined time slots on
defined frequencies. This hopping technique is used to achieve the highest possible robustness for noisy
radio environments. The rate of hopping for this packet-based protocol is 1600 hops per second.

The P802.15 transceiver operates in the 2.4 GHz ISM band at a gross data rate of 1 Mbps. The required
nominal range of a P802.15 radio is 10 meters with 0 dBm output power.

Asingle unit can support a maximum data transfer rate of 723 Kbps or a maximum of 3 voice channels.
A mixture of voice and data is possible to support multimedia applications. The modulation is Gaussian
Frequency Shift Keying (GFSK) with BT = 0.5.

The channel is represented by a pseudorandom hopping sequence. The channel is divided into time
slots, where each slot corresponds to one RF hop. Time-division duplexing (TDD) is used for access to
the channel.

The data is conveyed in packets. Each packet consists of an access code, header, and payload. Sixteen
different packet types can be defined.

ITU-T Recommendation Z.100.
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MAC Sublayer

The Media Access Control (MAC) portion of a P802 protocol decides when transmissions will occur and
what will be transmitted. It marries the raw transmitter (the PHY) to the layer that establishes logical
connections between devices, the Logical Link Controller (LLC). It sets the topology of the network.

The P802.15 MAC uses the Bluetooth ad hoc piconet and scatternet concepts. Both point-to-point
and point-to-multipoint connections are supported.

In the P802.15 network all units have essentially the same capabilities, with identical hardware and
software interfaces. Each device is distinguished by a unique IEEE 48-bit address. At the start of a
connection the initializing unit is temporarily assigned as master. This assignment is valid only during
this connection. Every unit in the piconet uses the master identity and clock to track the hopping channel.
Inter-piconet communication is achieved by selecting the proper master identity and clock offset to
synchronize with the channel of the desired piconet. A corresponding set of identity and clock offsets is
available for each piconet. A unit can act as a slave in several piconets. A master is also allowed to be a
slave in another piconet.

Connection Types

The P802.15 standard provides two different kinds of logical connection types, Synchronous Connection-
Oriented (SCO) and Asynchronous Connection-Less (ACL), which can be transmitted in a multiplexing
manner on the same RF link. ACL packets are used for data only, while the SCO packet can contain
audio only or a combination of audio and data.

The SCO link is a symmetric point-to-point link between the master and a specific slave. The SCO
reserves two consecutive time slots (forward and return) at fixed intervals. It is considered a circuit-
switched connection. Audio data can be transferred between one or more P802.15 devices, making various
usage models possible. The typical model is relatively simple where two 802.15 devices send and receive
audio data between each other by opening an audio link.

The ACL link supports symmetrical and asymmetrical packet-switched point-to-multipoint connec-
tions typically used for data. All data packets can be provided with differing levels of FEC or CRC error
correction and can be encrypted. Furthermore, different and multiple link types may apply between
different master-slave pairs of the same piconet and the link type may change arbitrarily during a session.

Packets

Compared to wired physical media channels, the data packets defined by the MAC sublayer are smaller
in size. The MAC sublayer segments large packet transmissions into multiple smaller packets. Similarly,
on the receiving end it reassembles the multiple smaller packets back into the larger packet. Segmentation
and reassembly (SAR) operations are used to improve efficiency by supporting a maximum transmission
unit (MTU) size larger than the largest packet that can be transmitted.

A packet consists of three fields: access code, header, and a variable length payload. The access code,
described in the PHY layer, is used for synchronization, DC offset compensation, and identification. The
packet header contains link-control information.

The channel is divided into time slots, each 625 microseconds in length. The packet must be completely
transmitted in that time period. The slots are divided into two alternating groups, “even” and “odd.”
Even slots are master-to-slave, and odd slots are slave-to-master slots. Only the slave that was addressed
in the preceding master-to-slave slot can transmit ACL data in the slave-to-master slot.

As stated above, the MAC sublayer provides connection-oriented and connectionless data services to
upper layer protocols. Both of these services are supported with protocol multiplexing, segmentation
and reassembly operation, and group abstraction capabilities. These features permit higher level protocols
and applications to transmit and receive data packets up to 64 kilobytes in length.

In Case of Error

There are three error-correction schemes defined for 802.15: 1/3 rate FEC, 2/3 rate FEC, and ARQ scheme
for data. The purpose of the FEC scheme on the data payload is to reduce the number of retransmissions.
The FEC of the packet payload can be turned on or off, while the packet header is always protected by
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a 1/3 rate FEC. In the case of a multi-slave operation, the ARQ protocol is carried out for each slave
independently.

Two speech coding schemes, continuously variable slope delta (CVSD) modulation and logarithmic
Pulse Coded Modulation (logPCM), are supported, both operating at 64 Kbit/s. The default is CVSD.
Voice is never retransmitted, but CVSD is very resistant to bit errors, as errors are perceived as background
noise, which intensifies as bit errors increase.

Security and Privacy

To provide user protection and information secrecy, the WPAN communications system provides security

measures at the physical layer and allows for additional security at the applications layer. P802.15 specifies

a base-level encryption, which is well suited for silicon implementation, and an authentication algorithm,

which takes into consideration devices that do not have the processing capabilities. In addition, future

cryptographic algorithms can be supported in a backwards-compatible way using version negotiation.
The main security features are:

+ Challenge-response routine for authentication
+ Session key generation, where session keys can be exchanged at any time during a connection
« Stream-cipher

Four different entities are used for maintaining security at the link layer: a public address that is unique
for each unit (the IEEE 48-bit address), two secret keys (authentication and encryption), and a random
number that is different for each new connection. In a point-to-multipoint configuration the master may
tell several slave units to use a common link key and broadcast the information encrypted. The packet
payload can be encrypted for protection. The access code and packet header are never encrypted.

History of WPANs and P802.15

The chain of events leading to the formation of IEEE 802.15 began in June 1997 when the IEEE Ad Hoc
“Wearables” Standards Committee was initiated during an IEEE Standards Board meeting. The purpose
of the committee was to “encourage development of standards for wearable computing and solicit IEEE
support to develop standards.” The consensus recommendation was to encourage such standards devel-
opment in the IEEE Portable Applications Standards Committee (PASC).

During the PASC Plenary Meeting in July 1997, an IEEE Ad Hoc Committee was assembled
(17 attendees) to discuss “Wearables” Standards. The committee identified several areas that could be
considered for standardization, including short range wireless networks or Personal Area Networks
(PANS), peripherals, nomadicity, wearable computers, and power management. Of these, the committee
determined that the best area of focus was the wireless PAN because of its broad range of application.
The IEEE Ad Hoc “Wearables” Standards Committee met twice more — once in December 1997 and
again in January 1998. During the January 1998 meeting it was agreed that the 802 LAN/MAN Standards
Committee (LMSC) was probably a more suitable home for the group’s initial activities, especially with
a WPAN focus. Two delegates were sent to the IEEE 802.11 interim meeting that same month to get
reactions and to gain support for the proposal. At that meeting it was agreed to propose the formation
of a study group under 802.11 at the March plenary of 802. A WPAN tutorial was organized to socialize
the idea within 802. The result was that in March 1998, the “Wearables” Standards Ad Hoc Committee
under PASC became the IEEE 802.11 Wireless Personal Area Network (WPAN) Study Group within
LMSC with the goal of developing a Project Authorization Request (PAR) for the development of a WPAN
standard.

At the time the study group was formed, there had been no other publicized initiatives in the WPAN
space other than the Infrared Data Association’s IrDA specification. IrDA's line-of-sight restrictions do
not allow it to adequately address the problem. By the time the work of the study group concluded a
year later, both the Bluetooth Special Interest Group and HomeRF™ were active in developing WPAN
specifications. By March 1999, when the study group and 802.11 submitted the PAR to the 802 executive
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committee for approval, Bluetooth had over 600 adopter companies and HomeRF had over 60. Because
of the significance of these groups in the WPAN market space, it was felt that the standards development
process would be better served if a new working group were formed to address the problem rather than
pursue it as a task group under 802.11. The PAR was approved and the new group was designated as
IEEE 802.15 Working Group for Wireless Personal Area Networks.

Conclusions

Wireless Personal Area Networks will proliferate early in the next millennium and the IEEE 802.15
Working Group for Wireless Personal Area Networks (WPANS) is providing the leadership in the IEEE
802 standards committees to establish open standards for WPANs. WPANSs, which are synonymous with
the Bluetooth Foundation Specification v1.0, are relatively new emerging wireless network technologies
and as such the applications are evolving.

The first standard derived by 802.15 from the Bluetooth Version 1.0 Specification Foundation Core,
and Bluetooth Version 1.0 Specification Foundation Profiles is addressing the requirements for Wireless
Personal Area Networking (WPAN) for a new class of computing devices. This class, collectively referred
to as pervasive computing devices, includes PCs, PDAs, peripherals, cell phones, pagers, and consumer
electronic devices to communicate and interoperate with one another. The authors anticipate that the
IEEE Standards Board on or before March 2001 will approve this standard. The 802.15 working group
is paving the way for Wireless Personal Area Network standards that will be — Networking the World™.

2.7 Satellite Communications Systems

Ramesh K. Gupta

The launch of commercial communications satellite services in the early 1960s ushered in a new era in
international telecommunications that has affected every facet of human endeavor. Although communi-
cations satellite systems were first conceived to provide reliable telephone and facsimile services among
nations around the globe, today satellites provide worldwide TV channels (24 hours a day), global
messaging services, positioning information, communications from ships and aircraft, communications
to remote areas, disaster relief on land and sea, personal communications, and high-speed data services
including Internet access. The percentage of voice traffic being carried over satellites — which stood at
approximately 70 percent in the 1980s — is rapidly declining with the advent of undersea fiber-optic
cables, and as new video and data services are added over existing satellite networks [1].

The demand for fixed satellite services and capacity continues to grow. Rapid deployment of private
networks using very small aperture terminals (VSATs) — which interconnect widely dispersed corporate
offices, manufacturing, supply, and distribution centers — has contributed to this growth. Approximately
half a million VSATs [1] are in use around the world today employing a low-cost terminal with a relatively
small aperture antenna (1 to 2 meters). These terminals are inexpensive and easy to install, and are linked
together with a large central hub station, through which all the communications take place. The majority
of these VSAT applications use data rates of 64 or 128 kb/s. Demand for higher rate VSAT services with
data rates up to 2 Mb/s is now growing due to emerging multimedia services, fueled by unprecedented
growth in the Internet.

In the last two decades, wireless communications has emerged as one of the fastest growing services.
Cellular wireless services, which have been leading the growth over the last decade, achieved cumulative
annual growth rates in excess of 30 percent [2], with more than 200 million subscribers worldwide. To
complement this rapidly emerging wireless telecommunications infrastructure around the world, a num-
ber of satellite-based global personal communications systems (PCS) [3-5] have been deployed or are at
advanced stages of implementation and deployment. Examples include low earth orbit (LEO) systems
such as Iridium and Globalstar, medium earth orbit (MEO) systems such as ICO Global, and geosta-
tionary (GEO) systems such as Asia Cellular Satellite System (ACeS) and Thuraya. These systems are

©2001 CRC Press LLC



designed to provide narrowband voice and data services to small handheld terminals. Some of these
systems have experienced problems with market penetration. These satellite systems will be discussed in
detail in the next chapter.

In parallel with these developments, rapid growth in Internet traffic is creating an exponential increase
in the demand for transmission bandwidth. For example, use of the Internet is projected to grow from
its present estimate of 100 million households to more than 300 million households in the next few years.
Telecommunications networks are currently being designed to support many new applications, including
high-speed data, high-resolution imaging, and desktop videoconferencing, all of which require large
transmission bandwidths. To serve these markets, the U.S. and other countries have been actively devel-
oping satellite-based broadband services for business and home users. One major advantage of satellite
systems has been their ability to provide “instantaneous infrastructure,” particularly in underserved areas.
Currently, most satellite-based broadband services are being offered at Ku-band, using broadband VSAT-
type terminals. Additional systems are being proposed for the recently available Ka- and V-Bands [6-7].
Deployment of these broadband systems could help overcome the “last mile” problem (also referred to
as the “first mile” problem from the customer’s perspective) encountered in the developed countries, in
addition to offering a host of new services. In the U.S. alone since 1995, 14 Ka-band (30/20-GHz) and
16 V-band (50/40-GHz) satellite systems have been proposed to the Federal Communications Commis-
sion (FCC) in response to the Ka- and V-band frequency allotments. In addition, in 1996 Sky Station
International proposed a V-band system employing a stabilized stratospheric platform at altitudes of 20
to 30 km. Deployment of the proposed systems will accelerate the implementation of broadband wireless
infrastructure in regions of the world where terrestrial telecommunications infrastructure is inadequate
for high-speed communications.

This chapter reviews the evolution of communications satellite systems, addresses various service
offerings, and describes the characteristics of the newly proposed Ka- and V-band broadband satellite
systems.

Evolution of Communications Satellites

Communications satellites have experienced an explosive growth in traffic over the past 25 years due to
a rapid increase in global demand for voice, video, and data traffic. For example, the International
Telecommunications Satellite Organization’s INTELSAT | (Early Bird) satellite, launched in 1965, carried
only one wideband transponder operating at C-band frequencies (6-GHz uplink and 4-GHz downlink)
and could support 240 voice circuits. A large 30-m-diameter antenna was required. In contrast, the
communications payload of the INTELSAT VI series of satellites, launched from 1989 onward, provides
50 distinct transponders operating over both C- and Ku-bands [8], providing the traffic-carrying capacity
of approximately 33,000 telephone circuits. By using digital compression and multiplexing techniques,
INTELSAT VI is capable of supporting 120,000 two-way telephone channels and three television channels
[9]. The effective isotropically radiated power (EIRP) of these satellites is sufficient to allow use of much
smaller earth terminals at Ku-band (E1: 3.5 m) and C-bands (F1: 5 m), together with other larger earth
stations. Several technological innovations have contributed to this increase in number of active tran-
sponders required to satisfy growing traffic demand. A range of voice, data, and facsimile services is
available today through modern communications satellites to fixed and mobile users. The largest traffic
growth areas in recent years have been video and data traffic. The satellite services may be classified into
three broad categories: Fixed Satellite Services, Direct Broadcast Satellite Services, and Mobile Satellite
Services.

Fixed Satellite Services (FSS)

With FSS, signals are relayed between the satellite and relatively large fixed earth stations. Terrestrial
landlines are used to connect long-distance telephone voice, television, and data communications to these
earth stations. Figure 2.50 shows the FSS configuration. The FSS were the first services to be developed
for global communications. The International Telecommunications Satellite Organization (INTELSAT),
with headquarters in Washington, D.C., was formed to provide these services. INTELSAT has more than
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FIGURE 2.50 Fixed Satellite Communications Services (FSS).

130 signatories today, the largest being the U.S. signatory — COMSAT Corporation. With satellites
operating over the Atlantic, Indian, and Pacific Ocean regions, INTELSAT provides a truly global com-
munications service to the world.

Over the past several years, with privatization of the communications industry, new global satellite
operators have emerged, including PanAmSat, Skynet, and New Skies. Several regional satellite systems
have been developed around the world for communications among nations within a continent or nations
sharing common interests. Such systems include Eutelsat, Arabsat, and Asiasat. For large countries like
the United States, Canada, India, China, Australia, and Indonesia FSS are being used to establish com-
munications links for domestic use. The potential for global coverage, and the growth in communications
traffic as world economies become more global, has attracted many private and regional satellite oper-
ators, with several new systems being planned beyond the year 2000. According to a recent International
Telecommunication Union (ITU) report (March 1998), 75 percent of all communications traffic is now
provided under competitive market conditions, as compared to just 35 percent in 1990. The FSS segment
is expected to grow significantly as new satellite operators introduce services at higher frequency bands.

Direct Broadcast Satellite (DBS) Services

Direct broadcast satellites use relatively high-power satellites to distribute television programs directly
to subscriber homes (Fig. 2.51), or to community antennas from which the signal is distributed to
individual homes by cable. The use of medium-power satellites such as Asiasat has stimulated growth in
the number of TV programs available in countries like India and China. Launch of DBS services such
as DIRECTV (Hughes Networks) and Dish Network (Echostar) provides multiple pay channels via an
18-in. antenna. The growth of this market has been driven by the availability of low-cost receive equip-
ment consisting of an antenna and a low-noise block downconverter (LNB). This market segment has
seen impressive growth, with direct-to-home TV subscribers exceeding 10 million today. The future
availability of two-way connection through an 18-in. satellite dish is expected to place the consumer
subscribers in direct competition with cable for home-based interactive multimedia access.

Mobile Satellite Services (MSS)

With MSS, communication takes place between a large fixed earth station and a number of smaller earth
terminals fitted on vehicles, ships, boats, or aircraft (Fig. 2.52). The International Maritime Satellite
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TABLE 2.10 S-, C-, and Ku- Band Frequency Allocations

Frequency Band

(GHz) Band Designation Service
2.500-2.655 S Fixed regional systems, space-to-earth
2.655-2.690 Fixed regional systems, earth-to-space
3.625-4.200 C Fixed, space-to-earth
5.925-6.245 Fixed, earth-to-space
11.700-12.500 Ku Fixed, space-to-earth
14.000-14.500 Fixed, earth-to-space

Organization (Inmarsat), headquartered in London [10], was created in 1976 to provide a space segment
to improve maritime communications, improve distress communications, and enhance the safety of life
at sea. Subsequently, Inmarsat’s mandate was extended to include aeronautical services and land-mobile
services to trucks and trains. Launch of the Inmarsat 2 series of satellites began in 1989 and improved
communications capacity by providing a minimum of 150 simultaneous maritime telephone calls. This
number was further increased by using digital technology. With the launch of Inmarsat 3 spacecraft,
which cover the earth with seven spot beams, communications capacity increased 10-fold.

The mobile services, which stimulated the growth of personal communications services (PCS) [4,5],
have witnessed intense competition in the last decade. Failure of Iridium systems to provide low-cost
services has created uncertainty in the market regarding the business viability of such systems. However,
some of these systems are likely to modify their service offerings to data communications, rather than
voice or low-data-rate messaging services. The mobile networks may evolve in the future to a universal
mobile telecommunications system (UMTS) and IMT-2000 systems.

Frequency Allocations

The frequencies allocated for traditional commercial FSS in popular S-, C-, and Ku-bands [11] are listed
in Table 2.10.

At the 1992 World Administrative Radio Conference (WARC) [11,12], the L-band frequencies were
made available for mobile communications (Fig. 2.53). The L-band allocations have been extended due
to a rapid increase in mobile communications traffic. Recently, a number of new satellite systems such
as Iridium, Globalstar, ICO-Global [5], and Ellipso were proposed to provide personal communications
services to small handheld terminals. These systems used low earth orbits (LEO) between 600 and 800 km
(Iridium, Ellipso, Globalstar), or an intermediate (10,000 km) altitude circular orbit (ICO). In addition,
a number of geostationary (GEO) systems such as Asia Cellular Satellite System (ACeS) and Thuraya
were launched or are in the process of being implemented. A detailed discussion of these systems is
presented in the next section.

The 1997 World Radio Conference (WRC-97) adopted Ka-band frequency allocations for geostationary
orbit (GSO) and non-geostationary orbit (NGSO) satellite services. Some of these bands require coor-
dination with local multipoint distribution services (LMDS) and/or NGSO MSS feeder links (Fig. 2.54).
In the United States, the Federal Communications Commission (FCC) has allocated V-band frequencies
for satellite services. In November 1997, the ITU favored the use of 47.2- to 48.2- GHz spectrum for
stratospheric platforms.

The Ka- and V-band frequency allocations are given in Table 2.11.

Satellite Orbits

Commercial satellite systems were first implemented for operation in geostationary (GEO) orbit 35,700
m above the earth. With GEO satellite systems, a constellation of three satellites is sufficient to provide
“approximately global” coverage. In the 1990s, satellite systems (lead by Iridium) were proposed using
low earth orbit (LEO) satellites (at 700- to 1800-km altitude) and medium earth orbit (MEOQ) satellites
(at 9,000- to 14,000-km altitude). Figure 2.55 shows the amount of earth’s coverage obtained from LEO,
MEO, and GEO orbits. The higher the satellite altitude, the fewer satellites are required to provide global
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FIGURE 2.53 WARC-92 L-Band mobile satellite service allocations.

coverage. The minimum number of satellites required for a given orbital altitude and user elevation angle
is shown in Fig. 2.56 and the number of orbital planes is shown in Fig. 2.57. LEO satellites tend to be
smaller and less expensive than MEQs, which are in turn likely to be less expensive than GEO satellites.
In terms of space segment implementation, this represents an important system/cost trade-off. For
example, the benefit of smaller and less expensive satellites for LEO, as compared to GEO, is offset by

the greater number of satellites required.

Another key consideration is the link margin required for the terminal for different satellite orbits.
The LEO system offers the advantage of lower satellite power and smaller satellite antennas; however, the
user terminals must track the satellites, and an effective handover from satellite to satellite must be
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FIGURE 2.54 (a) WARC-97 Ka-Band frequency allocations; (b) FCC V-Band frequency allocations.

TABLE 2.11 Ka- and V-Band Frequency Allocations
Frequency Band
(GHz) Band Designation Service
17.8-18.6 Ka GSO FSS, space-to-earth
19.7-20.2 Ka GSO FSS, space-to-earth
18.8-19.3 Ka NGSO FSS, space-to-earth
19.3-19.7 Ka NGSO MSS feeder links, space-to-earth
27.5-28.35 Ka GSO FSS, earth-to-space (coordination required with LMDS)
28.35-28.6 Ka GSO FSS, earth-to-space
29.5-30.0 Ka GSO FSS, earth-to-space
28.6-29.1 Ka NGSO FSS, earth-to-space
29.1-29.5 Ka NGSO MSS feeder links, earth-to-space
38.5-40.5 \% GSO, space-to-earth
37.5-38.5 \% GSO and NGSO, space-to-earth
47.2-48.2 \ GSO, earth-to-space
49.2-50.2 \% GSO, earth-to-space
48.2-49.2 \% GSO and NGSO, earth-to-space

©2001 CRC Press LLC



LOW EARTH ORBIT INTERMEDIATE GEOSTATIONARY
750-1,800 km CIRCULAR ORBIT ORBIT
10-14,000 km 35,700 km

SCAN ANGLE

USER ELEVATION ANGLE = 20°

Scan Angle £57.2/47.1° Scan Angle +21.5/17.1° Scan Angle £8.25°
Longitude +12.8/22.9° Longitude +48.5/52.9° Longitude +61.8°
PHASED ARRAY PHASED ARRAY/REFLECTOR = PHASED ARRAY/REFLECTOR

FIGURE 2.55 Relative Earth coverage by Satellites in LEO, MEO, and GEO orbits [4].
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FIGURE 2.56 Number of orbiting satellites vs. orbital height [5].

designed into the system. To preserve the link margins, the spot size of the beams must be kept small.
This requires larger satellite antennas, the further out the satellite is placed. For example, required satellite
antenna diameters range from 1 m for LEO systems, to 3 to 4 m for MEO systems, and to 10 to 12 m
for GEO systems.

The important characteristics of the three orbital systems are summarized in Table 2.12. System costs,
satellite lifetime, and system growth play a significant role in the orbit selection process. On the other
hand, round-trip delay, availability, user terminal antenna scanning, and handover are critical to system
utility and market acceptance.

INTELSAT System Example

The evolutionary trends in INTELSAT communications satellites are shown in Fig. 2.58. This illustration
depicts an evolution from single-beam global coverage to multibeam coverages with frequency reuse.
The number of transponders has increased from 2 on INTELSAT | to 50 on INTELSAT VI, with a
corresponding increase in satellite EIRP from 11.5 dBW to 30 dBW in the 4-GHz band, and in excess of
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TABLE 2.12 LEO, MEQ, and GEO Satellite System Characteristics [5]

Characteristic LEO MEO GEO
Space Segment Cost Highest Medium Lowest
System Cost Highest Medium Lowest
Satellite Lifetime, Years 5-7 10-12 10-15
Terrestrial Gateway Cost Highest Medium Lowest
Overall System Capacity Highest Medium Lowest
Round-Trip Time Delay Medium Medium Longest
Availability/Elevation Angles  Poor Best Restricted
Operational Complexity Complex Medium Simplest
Handover Rate Frequent Infrequent ~ None
Building Penetration Limited Limited Very limited
Wide Area Connectivity Intersatellite links ~ Good Cable connectivity
Phased Start-up No Yes Yes
Development Time Longest Medium Shortest
Deployment Time Longest Medium Short
Satellite Technology Highest Medium Medium

50 dBW at Ku-band. During the same time frame, earth station size has decreased from 30 m (Standard A)
to 1.2 m (Standard G) for VSAT data services (Fig. 2.59). Several technological innovations have con-
tributed to the increase in the number of active transponders required to satisfy the growing traffic
demand [13]. The development of lightweight elliptic function filters resulted in the channelization of
allocated frequency spectrum into contiguous transponder channels of 40 and 80 MHz. This channel-
ization provided useful bandwidth of 36 and 72 MHz, respectively, and reduced the number of carriers
per transponder and the intermodulation interference generated by the nonlinearity of traveling wave
tube amplifiers (TWTAs). For example, using filters and modifying the TWTA redundancy configuration
resulted in the provision of twenty 40-MHz transponders in the 6/4-GHz frequency band for INTELSAT-
IVA satellites, as compared to twelve for INTELSAT IV.

Traffic capacity was further increased with the introduction of frequency reuse through spatial and
polarization isolation. In INTELSAT V, for example, 14/11 GHz (Ku) band was introduced and fourfold
frequency reuse was achieved at C-band. The use of spatially separated multiple beams also increased
antenna gain due to beam shaping, hence increasing the EIRP and gain-to-noise temperature ratio (G/T)
for these satellites [14]. This was made possible by significant advances in beam-forming and reflector
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The improved design of
INTELSAT satellites has yielded
increased capacity and reduced
costs for service.

INTELSAT DESIGNATION I II I v IV-A v V-A VI
Year of First Launch 1965 1967 1986 1971 1975 1980 1985 1989
Prime Contractor Hughes Hughes TRW Hughes Hughes Ford Aerospace Ford Aerospace Hughes
Width Dimensions, m.(Undeployed) 0.7 1.4 1.4 24 24 2.0 2.0 3.6
Height Dimensions, m.(Undeployed) 0.6 0.7 1.0 53 6.8 6.4 6.4 6.4
Launch Vehicles Thor Delta Thor Delta Thor Delta Atlas Centaur Atlas Centaur Atlas Centaur Atlas Centaur Ariane 4 or
Ariane 1,2 Ariane 1,2 NASA STS (Shuttle)
Design Lifetime, Years 1.5 3 5 7 7 7 7 14
Bandwidth, MHz 50 130 300 500 800 2,144 2,250 3,300
Capacity
Voice Circuits 240 240 1,500 4,000 6,000 12,000 15,000 120,000
Television Channels - - - 2 2 2 2 3

FIGURE 2.58 INTELSAT communications satellite trends (courtesy INTELSAT).
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FIGURE 2.60 Communications satellite cost per kilogram. (Courtesy of COMSTAT.)

technologies. The increase in G/T on the uplink and the EIRP on the downlink, offer link budget
advantages, enabling reductions in the earth terminal power amplifiers for a given antenna size. Conse-
quently, earth terminal costs could be reduced and terminals could be located closer to customer premises.
Transition also occurred from the analog frequency-division multiple access (FDMA) techniques to time-
division multiple access (TDMA) transmission using digitally modulated quadrature phase shift keying
(QPSK) signals. The multibeam satellite systems require onboard switch matrixes to provide connectivity
among the isolated beams. In the INTELSAT V spacecraft, these interconnections were established by
using electromechanical static switches that could be changed by ground command. One disadvantage
of static interconnections is the inefficient use of satellite transponder capacity when there is not enough
traffic to fill the capacity for the selected routing. In the INTELSAT VI spacecraft, satellite utilization
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efficiency was enhanced by providing cyclic and dynamic interconnection among six isolated beams using
redundant microwave switch matrixes (MSMs) [15]. Satellite-switched TDMA (SS-TDMA) operation
provided dynamic interconnections, allowing an earth station in one beam to access earth stations in all
six beams in a cyclic manner in each TDMA frame [16]. Although INTELSAT VI MSMs were realized
using hybrid MIC technology, use of GaAs monolithic microwave integrated circuit (MMIC) technology
was demonstrated for such systems because it offered reproducibility, performance uniformity, and high
reliability [17].

Improvements in quality of service and satellite operational flexibility can be achieved by using onboard
regeneration and signal processing, which offer additional link budget advantages and improvements in
bit error ratio performance through separation of additive uplink and downlink noise. Use of reconfig-
urable, narrow, high-gain pencil beams with phased-array antennas offers the additional flexibility of
dynamic transfer of satellite resources (bandwidth and EIRP). Since these active phased-array antennas
require several identical elements of high reliability, MMIC technology makes them feasible [18,19].
These technological developments in microwave and antenna systems, which have helped improve sat-
ellite capacity per kilogram of dry mass and reduced cost (Fig. 2.60), have positioned satellite systems
to launch even higher capacity broadband satellites. Advances in digital device technologies have lowered
the cost of TDMA terminals and made them relatively easy to maintain.

Broadband and Multimedia Satellite Systems

With the introduction of new services, the public switched telephone network (PSTN) has evolved toward
Integrated Services Data Networks (ISDNs) and asynchronous transfer mode (ATM) [20]. ATM offers
a suite of protocols that are well suited to handling a mix of voice, high-speed data, and video information,
making it very attractive for multimedia applications. One of the unique virtues of satellite networks is
that the satellite offers a shared bandwidth resource, which is available to many users spread over a large
geographical area on earth. This forms the basis for the concept of bandwidth-on-demand, in which
terminals communicate with all other terminals (full-mesh connectivity), but use satellite capacity on
an as-needed basis. By using multifrequency TDMA to achieve high-efficiency management and flexi-
bility, commercial multiservice networks are now implemented using multi-carrier, multi-rate, TDMA,
bandwidth-on-demand products such as COMSAT Laboratories’ LINKWAY™ 2000 or 2100 mesh net-
working platforms. Each of these platforms is capable of providing flexible data rates (up to 2 Mb/s) and
can provide ATM, Frame Relay, ISDN, SS7, and IP interfaces [21].

NASA's advanced Communications Technology Satellite (ACTS), which was launched in September
1993, demonstrated new system concepts, including the use of Ka-band spectrum, narrow spot beams
(beamwidths between 0.25° and 0.75°), independently steerable hopping beams for up- and downlinks,
a wide dynamic range MSM, and an onboard baseband processor. In addition to these technology
developments, several experiments and demonstrations have been performed using ACTS system. These
include demonstration of ISDN, ATM, and IP using Ka- band VSATs, high-definition video broadcasts,
health care and long-distance education, and several propagation experiments planned through Septem-
ber 2000. The success of the ACTS program, together with development of key onboard technologies, a
better understanding of high-frequency atmospheric effects, and the availability of higher frequency
spectrum has resulted in proposals for a number of Ka- and V-band satellite systems [5,6] for future
multimedia services (Fig. 2.61).

Proposed Ka-Band Systems

The 14 proposed Ka-band systems in the U.S. are Astrolink, Cyberstar, Echostar, Galaxy/Spaceway,
GE*Star, KaStar, Millennium, Morning Star, NetSat 28, Orion (F7, F8, and F9), PanAmSat (PAS-10 and
PAS-11), Teledesic, VisionStar, and VoiceSpan. Table 2.13 gives an overview of these systems. Out of these
original filings, some systems have been combined and others (for example, VoiceSpan), or have been
withdrawn. The total number of satellites proposed for GEO systems is 69, in addition to 288 satellites
proposed by Teledesic in a LEO constellation.
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TABLE 2.13 Proposed Ka-band Satellite Communications Systems [6]

No. of Capacity  Intersatellite Onboard Capital
System Orbit Coverage Satellites (Gb/s) Link Switching Investment ($B)
Astrolink GEO  Global 9 9.6 1 Gb/s FPS 4.00
Cyberstar GEO  Limited Global 3 49 1 Gb/s BBS 1.05
Echostar GEO US. 2 5.8 120 MHz BBS 0.34
Galaxy/Spaceway = GEO  Global 20 44 1 Gb/s BBS 5.10
GE*Star GEO  Limited Global 9 4.7 None None 4.00
KaStar GEO U.S. 2 7.5 155 Mb/s FPS 0.65
Millennium? GEO  U.S./Americas 4 5.2 1 Gb/s FPS 2.30
Morning Star GEO  Limited Global 4 0.5 None None 0.82
NetSat 28 GEO  CONUS 1 772.0 None Optical SW 0.25
Orion GEO  US.J/IOR 3 2.9 TBD FPS 0.73
PanAmSat GEO AOR 2 1.2 None None 041
Teledesic/Celestri LEO  Global 2882 133 1 Gb/s FPS 9.00
VisionStar GEO  CONUS 1 1.9 None None 0.21
VoiceSpan® GEO  Limited Global 12 5.9 0.5 Gb/s FPS N/A

Note: FPS: fast packet switch, BBS: baseband switch.
2 Subject to revision as a result of Teledesic/Celestri combination.
b Withdrawn in 1997.

It should be noted, however, that development of these systems is contingent on overcoming significant
challenges in terms of frequency coordination, technology readiness, and financing. Considering the
current status and activities of the proponents, only a few of the proposed systems are expected to be
deployed in the 2002 to 2005 time frame.

Proposed V-Band Systems

In September 1996, Motorola Satellite Systems, Inc. filed an application with the FCC requesting autho-
rization to deploy a system of 72 LEO satellites (M-Star) which would operate in V-band and provide
multimedia and other services. Motorola’s application was followed by 15 other applications for VV-band
satellite systems, filed by 13 U.S. companies in 1997. Hughes Communications, Inc. alone filed for three
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TABLE 2.14 Proposed V-band Satellite Communications Systems [6]

Capital
No. of Capacity Investment
System Orbit Coverage  Satellites (Gbfs) ISL Capacity Onboard Switching ($B)
Aster GEO Global 25 6.2 Optical SSTDMA & BBS 2.4
CAl GEO CONUS 1 1.86 None Bent-Pipe 0.3
CyberPath GEO Global 10 17.9 447.5 Mb/s FPS 1.22
Expressway GEO Global 14 65.0 Optical SSTDMA (BB) 3.8
GESN GEO &  Global 4&15 500 & Optical 2.5 Gb/s BBS 34
MEO 75.0
GEsaStarPlus GEO Global 11 65.0 Optical Bent Pipe 34
GS-40 LEO Global 80 1.0 None Bent Pipe Not Avail.
Leo One USA LEO Global 48 0.007 None BBS 0.03
M-Star LEO Global 72 3.7 830 Mb/s Bent-Pipe 6.4
OrbLink MEO Global 7 75.0 1.244 Gb/s Bent-Pipe 0.9
Pentriad HEO Limited 9 30.2 None Bent-Pipe 1.9
global
Q/V-Band GEO Global 9 31.3 Optical & Radio FPS 4.8
SpaceCast GEO Limited 6 60.0 Optical 3 Gb/s SSTDMA (RF) 1.7
global
StarLynx GEO & Global 4 &20 59 & Optical 3 Gb/s BBS 2.9
MEO 6.3
VBS LEO Global 72 8.0 Optical 1 Gb/s FPS 1.9
V-Stream GEO Global 12 32.0 1 GHz Bent-Pipe 35

Note: HEO: highly elliptical orbit, FPS: fast packet switching, BBS: baseband switching.
2 For only four satellites.

of these systems (four including a PanAmSat filing). The 1997 filings were in response to a deadline of
September 30, 1997, set by the FCC for such applications. A majority of the V-band applications were
filed by the same companies that had filed for multimedia Ka-band systems in 1995. Generally, the V-band
systems, filed by those who had already planned to operate at Ka-band are intended to supplement the
capacity of the Ka-band systems, and especially to provide service at higher data rates to regions of high
capacity demand.

The 16 proposed V-band systems are Aster (Spectrum Astro, Inc.), CAl (CAl Satellite Communications,
Inc.), CyberPath (Loral Space and Communications), Expressway, SpaceCast, and StarLynx (Hughes
Communications), GESN (TRW), GE*StarPlus (GE Americom), GS-40 (Globalstar), Leo One USA (Leo
One USA Corp.), M-Star (Motorola), OrbLink (Orbital Sciences), Pentriad (Denali Telecom), Q/V-Band
(Lockheed Martin), V-Band Supplement (VBS) (Teledesic Corp.), and V-Stream (PanAmSat). Table 2.14
lists some of the characteristics of these systems [6].

Key Technologies

The majority of the proposed systems employ either FDMA/TDMA or TDMA transmission. Uplink bit
rates vary from 32 kb/s to 10 Mb/s for a typical user. Most systems propose to employ advanced
technologies — in particular digital signal processing and onboard switching — owing to the successful
technology demonstration provided by the ACTS program. Demonstrated ACTS technologies include
hopping beams, onboard demodulation/remodulation, onboard FEC decoding/coding, baseband switch-
ing, and adaptive fade control by FEC coding, and rate reduction. However, some of the proposed systems
are vastly more complex than ACTS (a system capacity of 220 Mb/s in ACTS vs 10 Gb/s in the proposed
systems, for example) and also employ new processing/switching technologies such as multicarrier
demultiplexer/demodulators for several thousand carriers, fast packet switching (FPS), and intersatellite
links (ISLs). In addition, network control functions traditionally performed by a ground control center
will be partially implemented by an onboard network controller. Three of the key technology areas that
influence payload and terminal design — onboard processing, multibeam antennas, and propagation
effects — are discussed in the subsections that follow.
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Onboard Processing

The majority of the proposed Ka- and V-band systems employ onboard baseband processing/switching
[4], although some will use “bent-pipe” or SS-TDMA operation onboard the satellites. A majority of the
processing systems will employ fast packet switching, which is also referred to as cell switching, packet
switching, ATM switching, and packet-by-packet routing in the FCC filings. The remainder of the
processing systems are currently undecided regarding their baseband switching (BBS) mechanisms and
will probably use either FPS or circuit switching. Along with onboard baseband switching, most of the
processing satellites will employ digital multicarrier demultiplexing and demodulation (MCDD).
Onboard baseband switching allows optimized transmission link design based on user traffic volume,
and flexible interconnection of all users in the network at the satellite. 1ISLs will provide user-to-user
connection in many of these systems without assistance from ground stations.

Gallium arsenide (GaAs) monolithic microwave integrated circuit (MMIC) technology has been used
successfully to develop microwave switch matrix (MSM) arrays for SS-TDMA operation and RF demod-
ulator/remodulator hardware. Further development of low-power, application-specific integrated circuits
(ASICs) with high integration densities and radiation tolerance is critical to the realization of relatively
complex onboard processing and control functions.

Multibeam Antennas

The design of the satellite antennas depends on the beam definition, which in turn is a function of system
capacity and projected traffic patterns. Several systems require a large number of fixed, narrow spot
beams covering the whole service area and designed to deliver a high satellite EIRP of 50 to 60 dBW to
user terminals. A single reflector with a large number of feeds may provide such coverage. However, if
scanning loss is excessive due to the large number of beams scanned in one direction, multiple reflectors
may be required. The coverage area is divided into a number of smaller areas, with each reflector boresight
at the center of the corresponding area. Similarly, single or multiple phased arrays may be used. The
phased array may have lower scan loss and, with the flexibility of digital beam formers, a single phased
array can handle a large number of beams with no added complexity. If the system design calls for a
small number of hopping beams instead of large number of fixed beams, the phased array solution
becomes more attractive due to the flexibility and reliability of the beam-former vs. the switching
arrangement in a focal-region-fed reflector antenna. For a small number of beams at a time, the micro-
wave beam-former becomes a viable alternative and the choice between the microwave and the digital
beam-formers becomes a payload system issue.

At Ka- and V-band, the manufacturing tolerance of the array feed elements and the surface tolerance
of the reflectors play an important role in overall antenna performance. Waveguide-based elements are
well developed at Ka-band, but lighter weight, lower profile printed circuit elements may need further
development for space applications. For a large number of beams and a large number of frequency reuses,
co- and cross-polarization interference becomes a major issue that imposes severe restrictions on the
antenna sidelobe and cross-polarization isolations. Although the receive antenna may benefit from
statistical averaging based on user distribution, the transmit antenna must satisfy a certain envelope in
order to meet the required interference specifications.

Propagation Effects

Line-of-sight, rain attenuation, and atmospheric propagation effects are not significant at L-, S- and
C-bands. At high elevation angles the communications between satellites and terminals at L- and S-bands
is very reliable. In the mobile environment, however, multipath effects and signal blockages by buildings
cause signal fades that require cooperative users willing to change their location. In addition, the links
must be designed at worst-case user elevation and for operation at the beam edge. Because of these
considerations, a 10- to 15-dB link margin is designed into the systems.

In comparison, the troposphere can produce significant signal impairments at the Ku-, Ka- and V-band
frequencies, especially at lower elevation angles, thus limiting system availability and performance [7, 22].
Most systems are expected to operate at elevation angles above about 20°. Tropospheric radio wave
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propagation factors that influence satellite links include gaseous absorption, cloud attenuation, melting
layer attenuation, rain attenuation, rain and ice depolarization, and tropospheric scintillation. Gaseous
absorption and cloud attenuation determine the clear-sky performance of the system. Clouds are present
for a large fraction of an average year, and gaseous absorption varies with the temperature and relative
humidity. Rain attenuation — and to some extent melting layer attenuation — determine the availability
of the system. Typical rain time is on the order of 5 to 10 percent of an average year. Depolarization
produced by rain and ice particles must be factored into the co-channel interference budgets in frequency
reuse systems. Signal amplitude fluctuations due to refractive index inhomogenieties (known as tropo-
spheric scintillation) are most noticeable under hot, humid conditions at low elevation angles. Scintillation
effects must be taken into account in establishing clear-sky margins and in designing uplink power control
systems. Figure 2.62 shows the combined clear sky attenuation distribution at Ka- and V-band frequencies
for a site in the Washington, D.C., area at an elevation angle of 20°. Figure 2.63 shows the rain attenuation
distribution for the same site. It can be seen that the required clear-sky margin can be several dBs at
V-band, especially at 50 GHz, due to the elevated oxygen absorption. Figure 2.63 indicates that, to achieve
reasonable availabilities, rain fade mitigation must be an integral part of the system design. Rain fade
mitigation can be accomplished through power control, diversity, adaptive coding, and data rate reduction.
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FIGURE 2.62 Probability distribution of clear-sky attenuation at 20° elevation, Washington, D.C. [22].
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FIGURE 2.63 Probability distribution of rain attenuation at 20° elevation, Washington, D.C. [22].
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User Terminal Characteristics

A variety of user terminals have been proposed for the Ka- and V-band systems. A typical user terminal
operates at an uplink bit rate between 128 kb/s and 1 Mb/s for Ka-band systems, and up to 10 Mb/s for
V-band systems. These terminals employ small-aperture antennas with diameters of 50 to 66 cm
(Ka-band), and as small as 20 cm for V-band, as well as a solid-state power amplifier (SSPA) of 1 to
10 W. Uplink power control is required for all of these terminals. Terminal antennas for LEO and MEO
systems must provide tracking capability to perform handovers every few minutes. All RF components
(SSPA, LNA, and up-downconverters) are integrated into a small outdoor unit (ODU) and antenna
system. Development of low-cost antennas and low-cost, low-power consuming RF integrated circuits
(RFICs) at Ka- and V-bands is critical to substantially reducing the cost of the terminals to targets of
$1,000 to $3,000. Gateway terminals employ a larger antenna with a diameter of 2.4 to 7 m and an HPA
of 50 to 200 W.

Summary

The overall telecommunications market is growing very rapidly, largely because of increased demand for
video traffic and exponential growth in the Internet. Multimedia services using satellites are now begin-
ning to emerge. Growth in international trade, reduced prices due to privatization of telecommunications
services worldwide, access to the World Wide Web, and significant drops in prices of desktop and portable
computers are all contributing to a heavy demand for such services. Satellites also provide “instant
infrastructure” and are therefore viewed as a cost-effective solution for providing wide area coverage for
developing countries. In the developed world, satellites could provide effective “last mile” connection to
businesses and homes for broadband data.

A number of Ka- and V-band systems have been proposed, and many of Ka-band systems are at
advanced stages of implementation. Many of these systems require capital investment of several billions
of dollars to implement. As these systems become operational in the 2003 to 2010 time frame, several
technological and market challenges must be overcome. Perhaps the most important challenge is to
develop a low-cost ($1,000 to $3,000) customer premises terminal. Low-cost RF integrated circuits,
multichip packaging techniques, and low-cost Ka-band antennas must be developed to meet these cost
goals. While significant progress continues to be reported in Ka-band component technology, the use of
V-band presents additional challenges.
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2.8 Satellite-Based Cellular Communications

Nils V. Jespersen

Communication satellite systems designed to serve the mobile user community have long held the
promise of extending familiar handheld cellular communication to anywhere a traveler might find
himself. One impetus to the fulfillment of this dream has been the success of the Inmarsat system of
communication satellites. Founded in 1979 as an international consortium of signatories, Inmarsat
provides worldwide communication services to portable and transportable terminals, thereby meeting
one of its mandates by enhancing safety on the high seas and other remote areas. Although it does not
support handheld, cellular-like operations (due to limitations in the satellite design), the current Inmarsat
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FIGURE 2.64 Comparison: terrestrial vs. satellite cellular.

system is a successful business. Clearly, the next logical step would be to enhance the capabilities of the
space segment to provide cell-phone utility with even greater ubiquity than available terrestrially. What
we would then accomplish is to, essentially, raise the familiar cellular base station several hundreds of
kilometers high and, thereby, extend the coverage many times over (Fig. 2.64).

Many elements comprise the optimum solution to a satellite cellular system, not the least of which is
the business aspect. The best technical solution does not necessarily result in a successful overall solution.
A significant market consolidation is in process at the time of this writing.

In this discussion, we will focus on the systems that are intended to provide voice and/or data services
similar to terrestrial cellular communications. As such, we will not be discussing systems intended to
provide low-rate messaging and asset tracking services (the so-called “little-LEO” systems such as Orb-
comm and LEO-One). Of the many mobile satellite systems proposed in 1995 to provide cellular-like
service, only a handful remain as viable. We will examine the salient characteristics of satellite cellular
system design and, then consider some specific system examples.

Driving Factors

How a particular cellular satellite system is configured will depend on a variety of factors along with the
importance assigned to each characteristic. In this section we will explore some of these top-level design
drivers and consider their impact on the overall system design. While this listing is far from exhaustive,
the parameters discussed do tend to be common considerations in every cellular satellite system design.

The User Terminal (UT)

The baseline assumption in this discussion is that cellular satellite system users interface with the system
using “disadvantaged” terminals. By this terminology we mean that the UT is “disadvantaged” from an
electronic design standpoint, implying that the terminal is small, lightweight, and convenient to carry
on the user’s person. This convenience in the UT is achieved at the cost of both antenna gain and transmit
power (meaning low gain-to-system-temperature [G/T] and low effective isotropic radiated power
[EIRP]). The UT G/T must be high enough to ensure acceptable, low-noise reception of the signal from
the satellite. Similarly, the UT EIRP must be high enough to ensure that the satellite will be able to reliably
process and translate the signal from the UT. We refer to this basic design consideration as “closing the
link” Far from being a “nice to have” characteristic, in the commercial world of handheld wireless
communications, UT convenience plays a significant role in customer acceptance; a fact borne out within
the Iridium cellular satellite system (discussed below). A small UT, in turn, makes the cellular satellite
system engineer’s job harder in that the performance burden now shifts to the space segment. The
spacecraft, now, has to have both higher EIRP and G/T in order that the subscriber can have a small, sleek
terminal that easily fits in his pocket. The impact on the system is, therefore, more complexity and cost.
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Target Market

Arguably, the most important parameter to identify is the market that the cellular satellite system is
targeted to serve. Military needs tend to be very different from those typically considered for a commercial
system. For instance, guaranteed availability, reliable communication through multiple layers of jungle
canopy, nuclear event hardening and probability-of-intercept, which are often found in the requirements
levied by the Department of Defense (DoD), are rarely, if ever, discussed in reference to commercial
systems. Another consideration is whether the system is intended to serve a worldwide user group
(including, perhaps, coverage of polar regions and open oceans), or the users are located in a general
geographic region (e.g., Europe, Asia, specific landmasses). The state of terrestrial communication infra-
structures in the target market — whether wired or wireless — must also be identified and evaluated.

These market considerations tend to drive several high-profile system design decisions. A DoD system,
with a need to penetrate jungle canopy, would drive the selection of a particular operating frequency
band to lower frequencies (e.g., UHF). Satellite orbit type, for instance, would need to be of either the
low earth or medium earth orbiting type (LEO or MEO) if worldwide coverage is required. Regional
coverage, on the other hand, could be met with a satellite at geosynchronous earth orbit (GEO). The
existence of adjacent terrestrial cellular coverage might influence the selection of a particular radio air
interface structure (AIS). For instance, if the satellite cellular coverage area includes population centers
operating on a particular AIS (Global System for Mobile communication, or GSM, for instance), then
it might be prudent to base the satellite AIS on something similar in order to simplify UT design and,
also facilitate roaming arrangements.

Expected Subscriber Population

An objective, well-researched estimate of the targeted subscriber population is an essential element in
the viability of a cellular satellite system. Considerations include:

+ Expected total number of subscribers.

+ Expected peak number of users in view of a given satellite compared to the expected average user
loading.

+ Geographic distribution of the user population: whether they are evenly dispersed over the defined
coverage area or concentrated in specific locations (population centers).

The total number of subscribers drives design elements such as the capacity of the overall system
authentication registers: the so-called home location registers (HLR) and the visitor location registers
(VLR). On the other hand, the number of active users in the satellite field-of-view has a direct impact
on the satellite architecture. Generally, the satellite downlink tends to be the limiting constraint, i.e., the
number of users that can be accommodated is based on the amount of available power in the downlink
transmitter, since each downlink user signal receives a share of the total transmit power. In systems based
on frequency division multiple access (FDMA), or acombination FDMA/TDMA (Time Division Multiple
Access), it is important that the transmit system is operated in the linear region of the transmitter gain
characteristic. As more carriers are added to the composite downlink signal (assuming equal power per
carrier as necessary to close the link to the individual UT), the transmitter is driven closer to, and
sometimes into, the nonlinear operating region. A transmitter driven with a multicarrier signal, at a
nonlinear operating point, will generate intermodulation distortion (IMD) products due to the mixing
of the individual carriers with one another (a classical heterodyning phenomenon). In a system trans-
mitting many (e.g., hundreds) of carriers, particularly when the carriers have modulation, the IMD tends
to take on a random characteristic and tends to appear as a uniform noise spectrum that is band limited
by the output filter. The resulting effect is an increase in the transmitted noise of the system. This noise
is characterized by the Noise Power Ratio (NPR) of the system and has a direct bearing on the downlink
carrier-to-noise (C/N) ratio. System designs often include some type of automatic power control adjust-
ment in order to maximize the number of downlink user signals that can be supported while maintaining
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the NPR at an acceptable level. Such a power control loop generally involves a measurement of received
power level at the individual UT, which is then reported back to the Network Control Center (NCC) by
way of a parallel control channel.

Assuming that the satellite transmitter can accommodate the expected peak traffic load, the next
limitation becomes the switching capability within the satellite channelization equipment. The required
switching capacity will generally dictate whether this channelization equipment is implemented in an
analog or digital fashion. Lower capacity systems, such as the Inmarsat-3, are well served by conventional
analog channelization and switching technology. By contrast, digital channelization and switching tech-
nology is required in modern cellular satellite systems that serve thousands of simultaneous users and
have frequent associated call setups and teardowns.

Distribution of users in the satellite field of view drives the design of the antenna (cell coverage)
pattern. In satellite cellular systems, the bulk of which operate in the crowded L-band or S-band spectra,
efficiency of spectrum use is a critical concern. Operators of a proposed cellular satellite system must
apply for an allocation of the spectrum pool, usually as a result of common meetings of the World Radio
Conference (WRC) wherein many operators negotiate for spectrum rights. Since, inevitably, granted
allocations are less than that requested, a major motivation exists to design the proposed system with a
high level of frequency reuse. Frequency reuse implies that multiple cells (beams) in the satellite system
can use and reuse the same frequency but with different user signals modulated onto them. Typical reuse
values, for regional systems like ACeS and Thuraya, are on the order of 20 times. Thus, the same carrier
frequency can be reused 20 or more times over the satellite field of view, thereby increasing the available
capacity (the number of UTs that can be simultaneously served) by that same amount. By the same token,
the link from the satellite to the Feeder, or Gateway, station must have an adequate spectrum allocation
to accommodate the required terrestrial connectivity for the mobile UTs. Since Satellite-to-Feeder links
are most often implemented in a higher frequency band (e.g., C, Ku or Ka band), wider operating
bandwidths are generally more easily obtained and coordinated.

An operational scenario where many potentially active users are located in a concentrated area (pop-
ulation center), can put a strain on the amount of available spectrum. This concentration can lead to
the need for smaller cell sizes (narrower beam patterns), which, in turn, drives the size of the satellite
antenna (making it larger and more difficult to accommodate on the spacecraft). Given a specific coverage
area, or satellite field of view, smaller cells mean more cells and, therefore, more switching hardware on
the spacecraft. This increase in hardware means that the spacecraft becomes more complex and costly.

The users through busy signals, if reached, will negatively observe system capacity limits. How fre-
quently a user encounters a busy signal is referred to as “call blocking rate” and is one measure of the
system’s quality of service (Qo0S). The Quality of Service Forum! defines QoS as*“... consistent, predictable
telecommunication service.” Predictable service is what the subscriber demands and is, ultimately, the
measure that will determine the success of the system. The elements that need to be assessed (estimated)
for a planned cellular satellite system, in order to gain an estimate of required system capacity, include:

* The number of call attempts per second

* The average call holding time

+ The expected distribution of call types
+ Percentage of Mobile Originated (MO) calls
+ Percentage of Mobile Terminated (MT) calls
+ Percentage of Mobile-to-Mobile (MM) calls

All of these factors impact system design decisions regarding:

« Satellite switching speed
« Satellite switching capacity
* Onboard buffering and memory capacity
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Operating Environment

For a commercial system, putting aside political issues such as frequency coordination for the moment,
we would want to select an operating frequency band that can penetrate at least some buildings. Addi-
tionally, the operating band should permit acceptable performance to be obtained with nondirectional
antennas on the UT (i.e., a tolerably low space spreading loss with reasonably sized electrically small
antennas). These constraints tend to drive toward lower frequency bands (e.g., L-band or S-band, which
are roughly 1500 MHz and 2500 MHz, respectively).

Link Margin Considerations

During the system design phase, the radio link between the satellite and the UT has to be given a great
deal of detailed consideration. Both the typical and disadvantaged user conditions need to be handled.
For instance, the typical case might find the user with a clear line of sight to the satellite. On the other
hand, a disadvantaged condition might be where the user is in the middle of an office building, in a city
(a “concrete jungle” where multipath propagation could be an issue) and, perhaps, at the edge of the
satellite’s coverage area (low elevation angle, greatest path distance to the satellite and, therefore, greatest
signal loss). Further, meteorological conditions such as rain and, to a lesser extent, snow will degrade
the link performance in proportion to both the rate of precipitation and the frequency of operation.
Operation in a tropical area would clearly be more affected by rain attenuation than if the system were
intended to serve, say, Northern Africa. In all of this, link margin is “king.” If we take the traditional
approach to assessing the amount of available link margin in the system, we can define link margin (non-
rigorously, and in decibel terms) as

Link Margin = (CIN) (CIN),oguireas Where:

¢ (C/N),peivea 1S the ratio of the power of the transmitted signal (at the receiver) to the total noise
power (e.g., thermal noise, interference, and other degradations) impinging on the receiver. In
the example of the link going to the UT, the satellite is the transmitter and the UT is the receiver.
Mobile service providers will often refer to this transmission direction as the “Forward” direction.
Transmission from the UT to the satellite is, likewise, called the “Return” transmission.

¢ (C/N),oquirea is the minimum ratio of received signal to total noise required at the receiver in order
to accomplish acceptable detection with the modulation method selected.

received

We can gain additional insight into what this equation means by breaking (C/N),, ... INt0 its constit-
uent components. Thus,

Link Margin = {EIRP - Limpairments + (G/T)} - (C/N)required where:

* EIRP is the Effective Isotropic Radiated Power of the transmitter (e.g., the satellite in the case of
the link from the satellite to the UT).

(GIT) is the figure of merit often applied to satellite receiving stations, in this case the UT. (G/T)
is the ratio of the passive antenna gain (G), at the receiving station in the direction of the incoming
signal, to the total system noise of the station expressed as an equivalent temperature (T). The
primary component of the system noise is, usually, the noise added by the passive components
(following the antenna) and the noise figure of the first amplifier, or low-noise amplifier (LNA),
in the receiver. Additionally, the noise contributed by the subsequent components in the UT
receiving chain is referred back to the antenna terminal (suitably scaled by the gains of the
components ahead in the signal flow).

* Lippairmenss 1S the combination of losses and effects on the transmission channel that tend to degrade
the overall received signal quality.

In other words, link margin can be thought of as the excess desired signal power available at the receiver
once we have accounted for the signal strength required by the demodulator in the receiver (commen-
surate with the chosen modulation format), the inevitable thermal noise, and the impairments suffered
along the way. Some of the impairments that have the greatest detrimental impact on the link margin are;
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Transmitter intermodulation, as characterized by the NPR.

Spreading loss: path loss, which is proportional to the distance between the UT and the satellite;
very much driven by the slant range, or elevation angle at the UT.

+ Atmospheric loss: signal absorption in the propagation path; proportional to the carrier frequency
and the amount of moisture in the air.

Polarization mismatch: orientation of the UT antenna relative to the satellite antenna.

Body losses: absorption and blockage of the communication signal by the user’s body.
Multipath interference: in CDMA systems, rake receivers can actually take advantage of multipath
to enhance the received signal. In most other multiple access techniques, multipath is detrimental.
+ Co-channel interference: leakage from the other channels on the same frequency but in a different
beam (or, for a Code Division Multiple Access, or CDMA-based system, signals in the same beam
but with a different code).

Adjacent channel interference: leakage from a channel on an adjacent frequency.

Digital implementation loss: effects such as spectrum truncation due to the finite filtering band-
width in the receiver’s demodulator.

Each of these factors must be quantified and accounted for in the overall impairment budget in order
to ensure the link margin needed to provide acceptable service.

Implementation Loss — It is of particular interest to consider link margin in light of the modern
trend toward digital satellite systems where a substantial amount of onboard signal processing takes place.
Many of these digitally processed systems will demultiplex, demodulate, process, switch, remodulate, and
remultiplex the communication signals. These digital transponders stand in contrast to traditional “bent
pipe” transponder approaches where the uplinked signal is merely filtered and translated in frequency
before being downlinked. In systems that are all digital, the primary performance measure of interest is
the demodulated E,/N,, which is the signal energy per bit (E,) divided by the noise density (N,). We can
relate the classical signal- (or carrier-) to-noise ratio to E,/N, by way of the raw transmission bit rate
and the pre-detection bandwidth, as:

(CIN)gs = (Es/Ng)gs + (RIW) Where:

* R s the bit rate in bits per second, and
* Wis the pre-detection bandwidth in Hz.

Typical performance curves plot bit error rate as a function of E,/N,, the so-called “waterfall curves,”
as shown in Fig. 2.65.

Each impairment that we discussed above could be considered as a contributor to the overall digital
implementation loss. In effect, for digital modulation schemes (e.g., m-ary PSK or n-ary QAM, where
m and n are integers) there are three contributors to implementation loss that can be quantified and
modeled as a characteristic of every block in the overall system. These contributors are:

+ Additive White Gaussian Noise (AWGN): Thermal noise, interference, and other random noise
effects that degrade the received signal-to-noise ratio (and, therefore, directly affect the E,/Nj.

+ Phase Distortion: Nonlinearities in the transmission of phase information.
+ Amplitude Distortion: Nonlinearities in the transmission of amplitude information.

In fact, all of the impairments we have discussed could be couched within the above three terms. The
amount of implementation loss suffered, at any given stage, will be a strong function of the type of
modulation chosen. For instance, m-ary Phase Shift Keyed (PSK), which has the intelligence coded in
the phase of the signal only, will be much more affected by phase distortion than by amplitude distortion.
Generally speaking, one can hard-limit a PSK signal and not lose its detectability. On the other hand, an
n-ary Quadrature Amplitude Modulated (QAM) signal uses both amplitude and phase to code the
intelligence. Such a signal would, clearly, be sensitive to both amplitude distortion as well as phase
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FIGURE 2.65 Typical “waterfall curve”; bit error rate vs. Eb/No for uncoded QPSK.

distortion. Each contributor to the overall implementation loss tends to shift the waterfall curve to the
right (as shown in Fig. 2.65), implying a need for higher E,/N, for a given (desired) bit error rate. As a
consequence, for digital systems, there is justification for assessing link margin solely in terms of the
various implementation losses encountered throughout the system. That is not to say that the conven-
tional measures we previously discussed are obsolete. On the contrary, if we have limited control over
the signals to be carried within the cellular satellite system we are designing, then the conventional
measures offer the best common ground on which to specify the system performance. On the other hand,
if we have complete control over both the ground and the space segments of the system, and it is an all-
digital system (with a modulation format of our own choosing), we can streamline the entire analysis
process, and drive more directly to the bottom line (i.e., E;/N,), if we model each segment in terms of
its digital implementation loss to the end-to-end performance.?

The success of a given system hinges on customer satisfaction, and a large part of that satisfaction is
derived from the ability to make successful calls “most of the time.” The larger the link margin (i.e., the
more degradation the link can suffer before communication is no longer possible), the more frequently
a user will be able to complete successful calls, and the more often he is likely to use the system. The link
design has to contain enough margin to cope with these “most of the time” situations, which is why
cellular satellite system links are, as a rule, designed on a statistical basis.> No hard and fast rule exists
here as the trade-off is subject to interrelated and, often, subjective criteria. Current cellular satellite
systems, regardless of whether LEO, MEO, or GEO, tend to present the average user with about 10 dB
of link margin after all impairments have been considered. This somewhat counter intuitive result (given
that GEO constellation orbits are some 40 to 50 times higher than the orbits of LEO systems) is due to
the fact that the lower-complexity LEO satellites, as compared to GEO satellites, are smaller (lower overall
transmit power capability) and must cover a broader angular field of view (lower antenna gain).

If sound engineering conservatism prevails against the sometimes exuberant optimism of the market-
ing department, the average user will be defined as one who is located closer to the edge of a typical cell
beam (rather than at the peak), does not have his UT antenna ideally oriented with respect to the
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spacecraft, and will probably be located inside of a building (but not too far away from a window). Such
a design approach will tend to meet the “most of the time” criterion.

Other methods exist to address the five to ten percent of the conditions when the user is not ideally
positioned. These methods generally include the assumption of a cooperative user. As an example, for a
mobile terminated (MT) call (i.e., one in which the mobile user has an incoming call) the paging signal
can be issued at a higher signal strength which, in turn, requests the user to move to a better line-of-
sight position with respect to the satellite.

Latency

Latency refers to the amount of communication delay a cellular satellite system user experiences during
a conversation or a data transaction. The effect of “substantial” latency can range from mild irritation
(users at each end of the link talking over one another) to major transmission inefficiencies (multiple
retransmissions under an IP environment), including dropped transactions, which could be disastrous
at several levels ranging from economic to human safety considerations. The latency equation contains
several contributing factors including:

* Propagation delay: the transit time (determined by the speed of light) for the signal to travel
between the satellite and the UT. The total delay is, necessarily, twice the one-way delay since the
signal must go from earth to satellite and back down again. The approximate round trip (earth-
satellite-earth) delay for the three main orbital configurations are:

* GEO (orbital altitude of approximately 35,900 km): 239 ms.
+ MEO (orbital altitude of approximately 10,300 km): 69 ms.
+ LEO (orbital altitude of approximately 700 to 1400 km): 6 ms.

Coding delay: in digital systems the data to be communicated (be it digitized voice or computer
files) is coded for various reasons (error correction and data compression are the most common
reasons beside encryption and security concerns). The coding process implies that blocks of data
must be stored before coding. Received blocks must, likewise, be buffered in blocks before decoding
can take place. This buffering/coding process adds delay to the communication transmission. The
amount of coding delay added to the transmission varies according to number of coding layers
and the type of voice coder-decoder (codec or vocoder) employed. This coding delay can easily
range between 50 to 150 ms.

Relay delays: if a particular call needs to be routed through multiple nodes (for instance, satellite-
to-satellite (ISLs), ground station-to-ground station, or relay station-to-relay station. Sometimes
channels are demultiplexed and remultiplexed at these intermediate points (depending on the routing
required and the multiplexing hierarchy required to effect the relay path). Again, the magnitude of
the delay depends upon the path taken, but it will generally range between 10 and 40 ms.

Other system delays: Aggregated digital communication channels, in the terrestrial infrastructure,
are frequently buffered for purposes such as synchronization. Also, echo cancellers and the relative
placement of the channel carrier (e.g., if placed, particularly, at the band edge of the channel
filters) contribute varying amounts of delay. These processes also contribute to the overall latency
that the user experiences and can range from negligible to 120 ms (for the worst combinations of
echo cancellers and channel filter group delay).

+ Emerging terrestrial systems are being designed to accommodate network protocol infrastruc-
tures such as H.323, which includes support for “Voice over IP” (VolP). Considerations, which
include variable grades of service, are an integral part of H.323 and imply additional latency
contributions. These considerations will apply directly to cellular satellite systems that are
configured to operate in compatible packetized modes.

+ Concerns about the impact of latency on Asynchronous Transmission Mode (ATM) and TCP/IP
communications over the satellite channel have interested many workers in the field. Many dif-
ferent approaches have been analyzed and experimentally evaluated to deal with the transmission
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inefficiencies that could potentially arise.*7 It is evident that future cellular satellite systems will
be required to have the capability of accommodating bursty packet modes such as these.

The relative impact of the various latency factors will, clearly, vary with the type of system. For a GEO
system the latency is, generally, dominated by the propagation delay, which, in turn, is a direct function
of the higher altitude of the satellite. LEO and MEO systems, with their lower orbital altitudes, have
correspondingly lower values of propagation delay. This factor has been one of the main reasons that
have caused several cellular satellite system designers to choose LEO or MEO constellations. On the basis
of propagation delay alone, the decision would appear to be a “no-brainer” in favor of MEO or, especially
LEO (particularly since the lower altitudes also provide a potential for lower spreading loss and, possibly,
greater link margin). The subtleties of the other latency contributors, however, could easily conspire to
erase the apparent advantage of the lower altitudes. For example, consider two users with LEO cellular
satellite service located at opposite extremes of a GEO coverage area (separated by, say, 4000 km). If we
assume that the two systems (LEO and GEO) have equal coding delays, the LEO path might have to
traverse as many as four satellite planes and, perhaps, as many intermediate ground stations (if the system
does not include ISLs). Consequently, with each relay making its own contribution to the overall latency,
it is easy to see how a point-to-point LEO communication could enter the realm of the GEO propagation
delay. This discussion is not intended to favor one type of system over another with respect to latency,
but merely to point out that one must consider the full complement of effects in carrying out an impartial
trade study.

Orbit Altitude and the Van Allen Radiation Belts
Though considerations of latency, individual satellite coverage, and link margin all tend to enter into the
selection of system orbit altitude, another physical constraint exists as to the placement of the specific
orbit. This constraint is placed by the location of the Van Allen radiation belts. These radiation belts
(first discovered and characterized by Van Allen in 1959) consist of two annular rings of radiation that
encircle the Earth and are centered on a plane defined by the equatorial latitude.®° Sensitive spacecraft
electronic equipment is readily damaged by high doses of radioactivity. Mitigation techniques usually
involve component shielding of one form or another (e.g., thick metal boxes augmented with spot
shielding with strips of tantalum), all of which imply additional spacecraft mass. Since mass is a premium
item in spacecraft design (launch costs are proportional to launch mass), it is, clearly, desirable to make
the satellite as light as possible. Flying a satellite within the Van Allen belts would entail massive amounts
of shielding in order to achieve reasonable mission life. Consequently, orbits tend to be placed either to
avoid the Van Allen belts altogether or to make only occasional (and very rapid) transitions through
them. A schematic view of the radiation belt locations, from a polar perspective, is shown in Fig. 2.66.
This figure also shows the relative locations of the three most common satellite orbits.

Other orbit types have been proposed for use in cellular satellite designs. Most notably, the elliptical
orbit is planned for use in the Ellipso system.° In this system, a pair of elliptical orbits (perigee of 520 km
and apogee of 7800 km) slips between the two Van Allen belts during the north-south transit.

Operating Environment Summary

Within the context of evaluating the operating environment of the system, we are primarily interested
in assessing the amount of available link margin and determining the best way to maximize it. Higher
link margin, therefore, primarily drives:

* The size of the satellite antenna (dramatically impacting cost, mass, and complexity).

+ The optimum frequency band of operation (which, more often than not, has political ramifications
that swamp the technical considerations).

* The power and linearity performance of the satellite transmitter (also a major cost element of the
system).

* The noise performance (sensitivity) of the satellite LNA and receive system.
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FIGURE 2.66 Locations of Van Allen radiation belts and typical cellular satellite orbits.

Where system latency is determined to be of high priority with respect to cellular satellite system
performance, the main impacted design parameters tend to be:

« Satellite Orbit Altitude: impacts propagation delay, which tends to exhibit the greatest variability
of all of the components of the latency equation.

+ System coding approach; while important with respect to the latency assessment, may be more
strongly driven by requirements to provide error detection and correction (EDAC) as well as
communication security.

Service Offerings

Another major system design driver relates to the types of services that are to be offered to the user
community. Many of the cellular satellite systems currently fielded were designed, primarily, to provide
voice communication services with some facility to provide low-rate data (9.6 kb/s or less) and facsimile
services. The fact that some systems were not “future-proofed” (i.e., physically incapable of supporting
anything other than voice and low-rate data) has proven to be a considerable shortcoming and, in fact,
has contributed to the demise of at least one early system. The explosive advent of the Internet in recent
years has given rise to major advances in the wired communications infrastructure on a worldwide basis.
The ubiquity of data communications at virtually every social stratum has fueled the tremendous growth
of so-called e-commerce, a market that is forecasted to grow from $233 billion to over $1.44 trillion
between the years 2000 and 2003.1* Of this huge market, a very significant $200 billion slice (in 2004) is
predicted to be transacted over some sort of wireless infrastructure.??> Consequently, there exists a large
incentive for a satellite cellular system operator to ensure that the system is capable of supporting wireless
data services at attractive data rates (on the order of 100 kb/s or more).

If the system is to support data services, then there is a decision to be made as to whether the services
will be sold as circuit switched or packet switched. Circuit switched services represent the traditional
approach to providing communication services: a channel is allocated, and dedicated, to the customer
for the duration of the call. The customer is subsequently billed for the amount of time that the call was
active, whether or not any data was passed during that time. Packet switching, on the other hand, is
metered on the basis of the amount of data that is transmitted. The customer does not use any system
resources while idle. It is a “service-on-demand” paradigm in a mode of being “always connected” (similar
to having a computer on a local area network in the wired world). Compatibility with data transmission
frameworks, such as the Transmission Control Protocol/Internet Protocol (TCP/IP), is more streamlined
and more efficient in a packet-based system. Infrastructures such as those developed for the General
Packet Radio Service (GPRS) need to be incorporated into the design of the cellular satellite system if it
is to support packet switching.
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In summary, decisions on service offerings involve considerations as to whether the service backbone
is to be voice-only or voice and data. If data is included, then the choice between circuit switching and
packet switching needs to be considered. Besides the network equipment complement needed to execute
these services, these decisions drive the basic system parameters of:

* Air interface: TDMA, FDMA, CDMA.

* Channel spacing: Higher data rates require wider spectral bandwidths which, in turn, mean that
the channels need to be spaced further apart. CDMA approaches, likewise, require wider spread
bandwidths for higher data rates.

* Modulation type: Bandwidth-efficient modulation methods should be employed in order to con-
serve system resources by transmitting the most amount of data for the lowest power and the
narrowest bandwidth. Multilevel modulation types can be traded, such as various types of PSK
or QAM.

Value Proposition

Will the typical user of the cellular satellite system be a business traveler, or will the business case assume
a broader user population (penetrating lower economic strata)? Experience has shown that a target
subscriber population based primarily on the affluent, worldwide business traveler places costly con-
straints on the system design and may not, necessarily, be attractive to the targeted consumer. For one
thing, such a business case requires a worldwide coverage of satellites. This kind of coverage, in turn,
dictates many satellites with narrow beams covering the entire surface of the earth. The most obvious
approach to such worldwide coverage is to deploy a large fleet of satellites in a LEO configuration. The
LEO constellation, if properly configured, provides the desired continuous global coverage, but it turns
out to be extremely expensive to deploy such a system. Although the individual satellites, in a LEO system,
tend to be small and inexpensive (in a relative sense considering the overall context of spacecraft tech-
nology), many satellites are required in order to achieve the desired coverage (tens to hundreds). The
network infrastructure also demands a large number of gateways, with active features to track the rapidly
moving satellites, in order to handle the connection of the mobile traffic to the public wired backbones.
Clearly, the satellites could be designed to perform the call-by-call traffic switching, including relaying
between satellites via intersatellite links (I1SLs), which, in turn reduces the quantity of required gateways,
but this approach adds complexity to the space segment and increases the overall system cost. Additionally,
it is virtually required to have the entire constellation in place before a reasonable level of service can be
offered for sale. A gradual ramp-up in service, based on a partially deployed constellation, is very difficult
(if not impossible).

A system design based on the MEO configuration also has the potential of providing worldwide, or
nearly worldwide, coverage with fewer satellites (on the order of tens or less) than a LEO version. MEO
spacecraft tend to be more complex than LEO spacecraft, but less complex than their GEO counterparts.
Fewer gateway stations are required to service a MEO constellation (relative to LEO) and, since the
spacecraft are at a higher altitude, they move relatively slowly so that tracking is easier. Also because of
the slow orbit, call handoffs between spacecraft tend to be less frequent. As a consequence, the total system
cost for a MEO system tends to be somewhat lower than the cost of an equivalent LEO system. Also,
depending on the actual orbits designed into the system and the quantity of spacecraft per orbital plane,
MEO systems have the possibility of offering start-up service to selected areas on the Earth. Thus, some
revenue can be returned to the enterprise prior to the complete deployment of the satellite constellation.

Total system cost is a major issue with regard to service pricing. The price point is generally set so as
to provide a profitable return within a set time frame consistent with the business plan of the enterprise.
It is evident that the base system cost is a large part of the initial investment against which a threshold
to profitability is set. Obviously, the sooner the system finances cross this profitability threshold the
sooner the system can be declared a success, making for a happy investor community. In this regard,
GEO systems tend to be more cost effective, with a greater probability of being profitable at a lower price
point. While GEO spacecraft tend to be larger, more complex and more costly than those destined for
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either LEO or MEO service, only one gateway is required to service the communication links. Connectivity
is instantly available with the arrival of the spacecraft on station, and commercial service can generally
be offered within a few months thereafter. Although GEO systems are, by nature, regional, careful selection
of both service region and market mean that revenues can start flowing relatively quickly. Since the overall
cost of deploying a regional GEO cellular satellite system is, by and large, lower than either a LEO or a
MEO system, the threshold to profitability is potentially closer. The downside is, of course, that regional
GEO systems, individually, cannot provide global coverage. Theoretically (except for the Polar Regions),
three spacecraft placed at 120° longitude intervals can provide global coverage. The requisite narrow
beams needed to cover the Earth field of view would, however, require multiple, very large and possibly
impractical antennas in order to close the link to UTs. Alternatively, one could take the approach of
concentrating on the major potential revenue producing areas on the Earth’s surface (major landmasses),
largely ignoring the open ocean areas. Under such a scenario “Earth coverage” could be accomplished
with four to six GEO spacecraft, with two collocated spacecraft at longitudes over North-South America,
and over Scandinavia-Europe-Africa.

Regardless of the approach taken, a successful cellular satellite system value proposition hinges on
meeting the defined technical and service requirements with a system embodiment that minimizes system
implementation cost and maximizes return on investment. The probability of obtaining a positive return
on investment is inversely proportional to the risk taken in the design and deployment of the system.
Several approaches can be taken to reduce the overall risk of the project. These risk reduction approaches
include:*®

* Minimizing development cost: reuse previously qualified designs to the maximum extent possible
without compromising required system performance. Maximum reuse of qualified hardware also
enhances (shortens) project schedules, and speeds system deployment and time to market.

* Maximizing system flexibility: anticipate future developments and plan to accommodate them.
For instance, future data services will require wider channel bandwidths. A design that includes
wider channel bandwidths will serve both current needs (e.g., voice transmission) in addition to
allowing system migration to data services in the future.

» Well-researched business plan: diligently considered markets, along with a firm financing plan,
helps to ensure steady progress in the deployment of the system.

Approaches

Having considered the fundamental driving factors of a cellular satellite system design, we now turn to
specific implementations and the trade-off considerations that they imply. For convenience, a summary
of the driving parameters already considered is shown in Table 2.15.

Regardless of the system embodiment selected, certain elements are common and will be found in any
cellular satellite system. These main elements are depicted in Fig. 2.67.

Technology will, inevitably, continue to evolve. Unfortunately, once a satellite system is launched it is
impractical, in most cases, to make modifications to the space segment. The typical 10 to 15 year on-
orbit design lifetime of a spacecraft is close to an eternity when viewed against the backdrop of historic
technology trends. These two incompatible facts make it incumbent upon system designers to anticipate
the future and strive to make accommaodations for upgrades to the extent practical. As we have previously
discussed, system flexibility is key to future-proofing the design. Flexibility allows the system to support
evolving services with minimum modification. For instance, a space segment able to support wideband
channels will be able to grow with the relentless trend toward higher data rates. Beam-forming flexibility
(allowing the coverage area to evolve with the market) is another approach to future proofing, either by
way of digitally programmed onboard beamforming, ground-based beamforming, or by way of an
overdesigned conventional analog approach. In the next section we will look at some specific system
designs, the embodiments of which are the results of decisions made by previous cellular satellite system
designers after having grappled with the concepts we have discussed.
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TABLE 2.15 Summary of Cellular Satellite System Driving Parameters

Driving Parameter

Trade Issues

User terminal convenience
Target market and its location

Satellite EIRP and G/T
Operating frequency
Orbit type

Air interface structure

Subscriber population and geographic distribution  System capacity

Operating environment

Service offerings

Value proposition (profitability)

Authentication register size
Satellite aggregate EIRP

Multiple access method

Satellite linearity requirements
Satellite switching speed

Satellite switching capacity
Satellite memory capacity
Channelization approach

Degree of frequency reuse

Cell size

Multiple access method

Satellite EIRP and G/T
Modulation method

Phase and amplitude linearity
Available link margin

Orbit type

Latency

Band of operation

Coding method (digital system)
High penetration alerting method
Air interface structure

Channel spacing

Channel bandwidth

Modulation type

Overall system cost

Risk element (amount of new technology)
Incremental revenue possibilities
System flexibility (future proofing)
Business plan

Funding base

Satellite Control
Command

Telemetry

Constellation Mgmt.

Satellite Constellation

User Terminals

Gateway (Feeder)
Public Network Interface
Mobile Network Control
Billing Administration
User Authentication

FIGURE 2.67 Common elements of a cellular satellite system.
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Example Architectures

LEO

In this section we will examine two of the so-called “Big LEO” cellular satellite systems. These systems
are “big” since they have relatively large, complex spacecraft and are designed to handle large quantities
of information. These characteristics stand in contrast to the antithetical “Little LEOs” whose main
mission is to provide short message service, paging and asset tracking, and are not considered cellular
satellite systems for our purposes here. Common to all LEO cellular satellite systems is a large quantity
of satellites in orbits that range from 700 km to about 1400 km (avoiding the inner Van Allen belt). LEO
satellites also tend to be the simplest (or, at least, the lightest) of the major communication satellite types,
and tend to have the shortest service life (5 to 7 years) due to limited onboard capacity fuel. Although
somewhat counterintuitive, Big LEO systems tend to be the most costly to deploy (of the LEO, MEO,
GEO varieties), mainly due to the large quantity of satellites required and the extensive, globally distrib-
uted ground infrastructure required to support the system. The main marketing point for LEOs is the
low latency between the ground and the satellite due to the close proximity of the satellite to the user.
The two best known of the Big LEOs are Iridium and Globalstar.

Iridium 141

The Iridium cellular satellite system is owned by Iridium, LLC, of which Motorola is an 18% owner. The
main contractors supplying system hardware are Raytheon (main mission antennas), Lockheed Martin
(spacecraft bus), and Scientific Atlanta (Earth terminal equipment). Sixty-six active satellites, in 6 polar
orbital planes of 11 satellites each, ring the Earth at an altitude of 780 km. The Iridium system is targeted
at providing, primarily, voice service to the globe-trotting business professional. But the system is also
designed to support low-rate data communications as well as facsimile and paging.

Iridium uses a protocol stack that is partially built on GSM and partially Iridium unique. Therefore,
the system is compatible with the GSM infrastructure at the service level, even though the physical layer
(the radio link) is not in accordance with GSM standards. The main elements of the Iridium system are
shown in Fig. 2.68.

The main mission links (to the UTs) is accomplished by a combined FDMA/TDMA time division
duplex (TDD) method in the L-band (specifically, 1610 to 1626.5 MHz) and with QPSK modulation.
Voice communication is digitized in a vocoder, and the individual voice channels operate at a data rate
of 2.4 kb/s. Traffic is passed between the individual satellites for the purposes of traffic routing and call
hand-off, as one satellite transits out of view and another is needed to pick up the connection. These
cross-links are also operated at K-band (23 GHz), but at the higher data rate of 25 Mb/s. One of the

Cross Link

System Control Public Switched Gateway
Station Telephone Network

FIGURE 2.68 Elements of the Iridium communication system.
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motivations for including the complexities of cross-links in the spacecraft design was to enable efficient
call routing (less dependent upon the physical location of the gateways) which, in turn, also allowed full
service coverage to the oceanic regions.

Globally distributed gateways, each with a 3.3 m antenna, provide the interface between the Iridium
system and the public wired networks. Links between the satellites and these stations is done via the
spacecraft feeder antennas on a K-band carrier (19 GHz down and 28 GHz up on QPSK modulation at
a coded data rate of 6.25 Mb/s). Call setup and teardown is controlled at these local gateways, and this
is also where billing records are generated. Each gateway also includes the necessary user authentication
equipment (HLR, VLR) as well as the necessary infrastructure to enable UT position location. Position
location is important for political reasons, among other things, so that local jurisdictions can maintain
control over telecommunication traffic in their respective regions. At least two gateway antennas are
required at each site in order to properly track and smoothly maintain contact with spacecraft in the
field of view.

Management of the whole system is done at the system control station, which is physically located in
Lansdowne, Virginia. Here the network infrastructure is monitored and controlled. This station also takes
care of satellite maintenance and control, monitors status and system health, and serves as the center for
any troubleshooting required.

The 700-kg Iridium spacecraft is very sophisticated. Its design includes a complex digital signal
processor that demodulates incoming signals, switches them, and remodulates them as needed. One great
advantage of this method is that uplink implementation loss can be significantly isolated from the
downlink, thereby improving the overall bit error rate performance. The downside to this sophistication
is, naturally, a major increase in the complexity and cost of the spacecraft. Three main mission antennas
form the 48 cellular beams per satellite by way of direct radiating phased array technology. These beams
cover a footprint on the Earth some 4700-km across. Each satellite has the switching capacity to handle
3840 simultaneous calls, but power considerations limit the practical number to around 1100.

The Iridium system has fallen on hard times as of this writing with the service having been discontinued
and plans being made to actually deorbit the satellite constellation. This system is an object lesson in
how even the most sophisticated, well-engineered system can become a failure if mishandled from a
business perspective. Of the many problems that beset the Iridium system, some of the more significant
ones include:

* Market share erosion: at the time of conception (1988-1990) the enormous build-out of inexpen-
sive terrestrial cellular was not anticipated. This problem is the same one that contributed to the
lackluster business performance of the American Mobile Satellite system.

High system cost: estimates vary, but the cost of the Iridium system was some $5 to $7 billion.
This high cost, in turn, implied the need for high service cost ($3 to $5 per minute) if returns
were to be realized according to the business plan schedule. Additionally, the acquisition cost of
the UT to the subscriber was high ($2000 to $3000). This combination of high service and terminal
costs put the system out of reach to all but the most affluent consumers.

+ Market overestimation: Iridium targeted the global business traveler who would often be outside
of terrestrial cellular coverage. Most high-intensity business destinations today are well served by
inexpensive terrestrial cellular coverage, thereby diminishing the need for Iridium’s ubiquitous
coverage.

Ineffective marketing: Obtaining Iridium service was not a streamlined process. Also, advertising
was underwhelming and tended to depict users in polar ice fields or deserts (a very limited revenue
population).

* Poor UT form factor: The Iridium UT has been variously described as a “brick” or a “club.” The
bottom line is that the UT was awkward and heavy in a user environment used to small pocket-
sized cellular telephones. The UT was designed by engineers with very limited regard to user appeal
and aesthetics.
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Globalstar 1>16

Globalstar is one of the other Big LEO systems in process of being fielded. This system is owned by a
partnership of several well-known companies led by Loral and Qualcomm as the general partners. System
hardware suppliers include Alcatel (gateway equipment) and Alenia (satellite integration).

The Globalstar system consists of 48 satellites, in eight planes of six active satellites apiece, flying at
an altitude of 1410 km. Thus, the Globalstar orbits are the highest of the Big LEOs fielded to date, which
also means that the individual satellites move more slowly and are, consequently, easier to track at the
gateway stations. Each orbit is inclined at 52°, thereby concentrating service resources in a band bordered
by the 70° north and south latitudes. These latitude limits were carefully chosen in that the majority of
the Earth’s population is located in this region. The system uses a CDMA air interface that is based on
the popular 1S-95 terrestrial standard, which includes such features as soft handoffs, dynamic power
control (essential to preserve capacity in a CDMA system, and preserves handset battery life in the
bargain), and soft capacity limits (2000 to 3000 simultaneous calls per satellite). The intelligence signal
is spread to 1.25 MHz, and these CDMA channels are spaced, in an FDMA fashion, on 1.23 MHz centers.
Globalstar is targeting, essentially the same customer base as Iridium (i.e., the global business traveler),
and offers an equivalent suite of services. For instance, the Globalstar offerings include variable-rate voice
(2.4, 4.8, and 9.6 kb/s), low-rate data (on the order of 7.2 kb/s), facsimile, paging, and position location.

Mobile links are realized at S-band down (2483.5 to 2500.0 MHz) and L-band up (1610.0 to 1626.5 MHz)
with QPSK modulation. The satellites are simple, bent-pipe transponders (amplification and translation
only) with gateway links (satellite—gateway) at C-band (5019 to 5250 MHz up, and 6875 to 7055 MHz
down). Rake receivers are included in both the UTs and the gateways in order to use multipath signals to
advantage in strengthening the links. As a result, typical forward E,/N, (the weakest link due to satellite
power limitations) is reported to be on the order of 4 dB, while the return link weighs in at around 6 dB.

The main elements of the Globalstar system are depicted in Fig. 2.69. The Gateway Operations Control
Center (GOCC) and the Satellite Operations Control Center (SOCC) are collocated in San Jose, CA. The
individual, globally distributed gateways, with their 5.5 m tracking antennas, perform the local functions
of the network administration. This administration includes user authentication (HLR, VLR functions),
call control and local switching, local PSTN connections, and satellite TT&C processing.

Each satellite has a pair of direct radiating, fixed-beam phased array antennas to form the L-band
cellular beam patterns. The transmit antenna consists of 91 elements, each having its own SSPA, phased
with a fixed beam former into 16 transmit beams. The 16 receive beams (which are congruent with the
transmit beams) are, similarly formed with a fixed, low power beam-forming system, but the array consists
of only 61 elements, each with its own LNA. The graceful degradation properties inherent in a phased
array mean that redundant SSPAs and LNAs are not required. The satellites have a design lifetime of

Public Switched Gateway Satellite and
Telephone Network Gateway Operation
Control Centers

FIGURE 2.69 Elements of the Globalstar communication system.
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FIGURE 2.70 General architecture of the Globalstar satellite.

between 7 and 8 years. Figure 2.70 shows a generalized depiction of the Globalstar satellite architecture.
Immediately obvious is the simplicity of the design. There is no onboard processing here; all of the
technology is low risk. A hallmark of the Globalstar system is that the complexity, where needed, is
relegated to the ground segment.

The Globalstar system is active at the time of this writing. I1ts commercial success has not been
established at this stage. As a Big LEO system, one would think that Globalstar would approach service
launch with great trepidation, given the negative example of the Iridium system. On the other hand,
there are a number of factors about Globalstar that make its value proposition quite different, portending
a brighter future. Some of these factors include:

MEO

MEO

Simple architecture: The space segment is constructed with low risk technology. The complexity
of the system is kept on the ground where upgrades, as necessary, are readily accomplished. This
approach keeps the overall cost of the system down, and permits lower service pricing to be offered.
In fact, the start of service has been offered at $1.79 per minute, and a handset price of around
$1500," a far cry from Iridium’s $7 per minute and a $3000 handset.

Proven air interface: The CDMA-based 1S-95 air interface has been well proven in terrestrial cellular
systems. Additionally, this approach makes the job of constructing multimode UTs (terrestrial-
satellite) easier.

Phased service rollout: Globalstar observed the techniques employed by its Iridium forerunner
and decided to gradually roll out service in well-researched market areas. This technique allowed
the company to gain experience and make corrections as needed with a fault-tolerant, methodical
process.

Revenue area focus: Globalstar is not attempting to service low population areas like the oceans
or the Polar regions. The focus is on the parts of the globe where the people are. Precious resources
are not expended in areas where return is marginal.

More aesthetically pleasing UT: Although not quite the size of a modern-day cellular handset, and
the antenna is still quite a bit larger than desirable, the Globalstar UT is much smaller than its
Iridium counterpart. Broad user acceptance has still to be proven, but the prospects are good.

systems, in general, tend to be orbitally located in the region between the inner and outer Van

Allen radiation belts (around 10,300 km). Consequently, they tend to take on a blend of characteristics
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of which some are LEO-like and others are GEO-like. For instance, MEO propagation delay works out
to be around 40 to 50 ms, not as good as LEO, but clearly better than GEO. The satellites also tend to
be fairly complex and approach the GEOs in terms of design life (on the order of 10 to 12 years). Because
of their relatively high orbit, MEO satellites move fairly slowly across the sky, greatly simplifying tracking
requirements and reducing the number of handoffs during a typical call holding period. Two of the
better-known MEO systems are ICO and Ellipso, and we will consider them in this section.

ICOIO,IS

The design of the ICO system began with a study program conducted by Inmarsat in the early part of
the 1990s. Dubbed “Project 21,” Inmarsat’s objective was to move into the satellite cellular communica-
tions business. LEO, MEO, and GEO constellations were considered during the study, which eventually
settled on a MEO configuration (an “intermediate circular orbit,” or 1CO), subsequent to which the
project was spun off as a separate company. ICO was owned by ICO Global Communications Holdings,
Ltd., with an additional 17 subsidiaries. That was until the company sought bankruptcy protection around
the same time as Iridium faced a similar difficulty. Recently,® Craig McCaw and his Eagle River organi-
zation, along with Subash Chandra of ASC Enterprises (Ascel), both saw potential in the system and
have, essentially, taken over the company. The new owner organization is known as New Satco Holdings,
Inc. The major equipment contractors for the system include Hughes Space and Communications
(satellites) and a team, lead by NEC, which includes Ericsson and Hughes Network Systems (ground
infrastructure).

The original focus of the ICO system was to complement terrestrial cellular communication by
servicing customers who reside outside of normal cellular coverage, providing cellular extension service
to those who often travel outside of terrestrial cellular, maritime customers, and also government users.
In other words, ICO was already targeting a fairly broad market. Craig McCaw, on the other hand, saw
opportunities to enhance the system to provide data services. It has been reported that he is driving
modifications into the design so that packet-based medium data rate services are supported (GPRS-like
rates of around 384 kb/s), with early support for Wireless Application Protocol (WAP) services. WAP
enables thin clients, like cell phones, to access enterprise services like e-mail and Internet information.

The ICO constellation consists of 10 active satellites in two planes of five satellites each. The orbital
planes are both circular and inclined at 45°. The satellites communicate with 12 gateways (ground
stations), called Satellite Access Nodes (SANSs), spread around the world. Each SAN (Fig. 2.71) is equipped
with five antennas to track as many satellites as might be in view at any given time. Due to the higher
altitude of the constellation, each satellite is able to cover around 25% of the Earth’s surface at any given
time. The air interface is very similar to the terrestrial cellular 1S-136 (D-AMPS) standard, in that it is

SAN
Public Authentication and -
Switched ‘_,—y Gateway 4_|_’ TT&C Support 4_\_> Satellite and
Telephone Network Control
Network

FIGURE 2.71 Generalized ICO system architecture.
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an FDMA/TDMA scheme (QPSK modulation) that can support as many as 40 time slots (nominal-rate
users) on five subcarriers within a 156 kHz channel bandwidth. The fact that the channel bandwidth is
reasonably wide (approximately 156 kHz) is the reason that the system is readily modified to accept
GPRS-like (and even EDGE-like) waveforms. There is, therefore, scope to provide packet-based medium
data rate services in the ICO system, and this is one of the “future-proofing” characteristics that were
designed in.

Mobile downlinks are at L-band (1980 to 2010 MHz) while the uplinks are at S-band (2170 to
2200 MHz). The aggregated signals, shipped between the satellites and the SANs, are transmitted at
C-band (5187 to 5237 MHz up, and 7018 to 7068 MHz down).

The 1CO Network Management Center (NMC) is located in Tokyo, Japan, while the Satellite Control
Center (SCC) has been placed in Uxbridge, England. The SCC monitors the health and status of the
spacecraft, and also takes care of any orbital adjustments that might become necessary in the course of
the mission life.

The ICO spacecraft design is fairly sophisticated. Moderately large (2600 kg and consuming around
8700 W), the satellite is based on the HS 601 design, which has been extensively deployed for GEO
missions. There are two mobile link antennas, one for transmit and the other for receive, each measuring
around two meters in diameter. These antennas are direct radiating arrays driven by a sophisticated digital
beamformer (DBF), which allows the antenna patterns (cells) to be dynamically shaped in order to
respond to changing loading needs. This design also means that complexity (cost) has been added to the
spacecraft, and that it must be supported by an intricate calibration infrastructure as well. Each antenna
subsystem consists of 127 radiating elements and forms around 163 beams that, together, cover a ground
surface diameter of around 12,900 km. The system frequency reuse factor is about four times with this
design. Each satellite has switching capacity for around 6000 voice channels, although power constraints
limit the actual capacity to around 4500 circuits. On the other hand, given the system modifications in
process under McCaw’s direction, the system is poised to enter the packet switched regime. Entirely
different capacity calculations are possible under such an operation environment.

ICO’s development has been a mixed bag, and apart from McCaw and Chandra’s involvement, the
value proposition is uncertain. Factors include:

+ Higher orbit, slower movement, fewer handoffs: This characteristic makes for easier tracking and
allows certain simplifications in the ground infrastructure.

Smaller constellation (with respect to LEO): Fewer satellites to build and launch, but each satellite
is heavier and more complex.

Wider field of view: Higher orbit sees more of the Earth, and can cover oceanic regions (a mixed
blessing).

Fewer gateways required: Lower infrastructure cost than LEO, but higher cost than a GEO system.

IS-136 (D-AMPS)-like air interface: Allows adaptation of standard terrestrial cellular hardware
and easier manufacture of multimode handsets.

ICO has clearly had a tough time getting started, and for a time it appeared that the system would
suffer the same fate as Iridium. The system is relatively expensive (included a significant amount of
innovative technology). Again, estimates vary, but the overall system cost around $3 billion to $5 billion
in its original state. McCaw’s modifications will add additional cost, and he has invited other investors
to participate, but his Eagle River organization is financially powerful enough to drive progress forward
on its own if need be. With the further innovations to wireless packet data support, the future of the
ICO system will be interesting to watch as it unfolds.

Ellips 0102021

Ellipso has also been placed in the class of the “Big LEOs.” The system orbit design is unique, to the
point of actually having been patented (U.S. patent #5,582,367). Due to the altitude (mean altitude, in
the case of the elliptical planes) we class the Ellipso system here as a MEO system.
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Mobile Communications Holdings, Inc. owns Ellipso with major contractors Lockheed Martin
(ground) and Harris (space) supplying equipment to the system. Services are provided globally, though
biased to favor populated areas, through satellites in three orbital planes; two elliptical ones that are called
“Borealis” and one circular called “Concordia.” The orbits are optimized to provide regional coverage
proportional to the distribution of population on the surface of the earth. The Borealis orbits are elliptical,
sun-synchronous, inclined at 116°, and each contain five satellites. These orbits each have a perigee at
520 km and an apogee at 7846 km. The Concordia orbit, on the other hand, is equatorial, circular, and
has seven equally spaced satellites. Concordia’s altitude is 8060 km. Both of these orbits are well within
the band separating the two Van Allen radiation belts.

Ellipso’s guiding philosophy is to perform all system trades with an eye toward the lowest end cost to
the subscriber. Its services (including voice, messaging, positioning, and Internet access) are targeted
toward “everyman.” In other words, in contrast to the target customers of Iridium and 1CO, Ellipso wants
to reach deeper into the market and not just focus on the affluent, globetrotting businessman.

Like the 1CO system, Ellipso provides a mobile user downlink at L-band (1610 to 1621.35 MHz) with
the uplink placed at S-band (2483.5 to 2500 MHz). Feeder (ground station) communication, on the
other hand, is done with the uplink at Ku-band (15450 to 15650 MHz) and the downlink at high C-band,
nearly X-band (6875 to 7075 MHz). Each satellite forms a cell beam pattern consisting of 61 spot beams
incorporating a high degree of frequency reuse (by way of cell isolation and orthogonal coding) across
the coverage pattern. The system air interface is based on Third-Generation (3G) wideband CDMA
(W-CDMA) with an occupied bandwidth of 5 MHz. This is a technology that is only just starting to be
deployed in the terrestrial cellular world at the time of this writing. Consequently, the Ellipso design
exhibits a tremendous degree of forethought and “future-proof” planning. Because of its W-CDMA
infrastructure, Ellipso is poised to launch services with a 3G infrastructure in place and is, consequently,
ready to provide high data rate (up to 2 Mb/s) packet-based services.

A general diagram of the overall Ellipso system is shown in Fig. 2.72. The central System Coordination
Center takes care of the system network planning and monitoring. The Ground Control Stations (GCS)
provide the gateway function as the interface to the communication signals going to, and coming from,
the mobile stations via the satellites. Regional Network Control Stations provide local network control
functions and collection of billing records. Associated with each GCS is an Ellipso Switching Office (ESO)
that provides the interface between the PSTN and the Ellipso system. The ESO, additionally houses the
HLR and VLR, and takes care of the user authentication function.
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FIGURE 2.72 General diagram of the Ellipso MEO system.
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All Ellipso satellites are of identical design, regardless of the orbit into which they are placed. Simplicity
is the driver behind the satellite design as well. They are straightforward bent pipe translators with separate
transmit and receive, direct radiating, fixed beamformed phased array antennas with 127 radiating
elements in each planar array. Each satellite is of medium size with a mass of around 700-kg which, in
turn, keeps launch costs down.

The success of Ellipso has yet to be seen at this juncture. The system does, however, contain many of
the features important to an attractive value proposition. This is another system that will be interesting
to watch as development unfolds. Some of Ellipso’s more interesting value features include:

* Low system cost: The system designers are fanatical about keeping costs down as they are keenly
aware of the connection between system deployment cost and the ultimate price point that can
be offered to the subscriber.

Wideband 3G-compatible air interface: A very forward-looking design feature. The system will be
ready for enhanced 3G services, including always connected, high-speed packet-based Internet
access. This feature has the potential of being very attractive to subscribers.

Complexity on the ground: The space segment is designed as simply as practical in the overall system
context. Complexity is kept on the ground where system upgrades are more readily accomplished.
Low price point and large target market: The designers are targeting average consumers and not
focusing on the lower quantity of affluent business travelers.

+ Revenue area concentration: System design focuses on areas on the Earth where the bulk of the
people are. Resources are not wasted over large ocean regions and areas of sparse population.
Phased deployment: The characteristics of the Ellipso orbits are such that service can be initiated
with a partially deployed constellation of satellites. In effect, early revenues can be generated that
will help to pay for the remainder of the system deployment.

GEO

Two of the most advanced GEO-based cellular satellite systems are the ACeS and the Thuraya systems.
Both of these systems are slated to provide commercial service offerings in the 2000 to 2001 time frame.

ACeSIG,ZZ
ACeS (Asia Cellular Satellite) is a GEO cellular satellite system conceived, designed, and backed by a
partnership consisting of P.T. Pasifik Satelit Nusantara (of Indonesia), the Philippine Long Distance
Telephone Company (PLDT), Lockheed Martin Global Telecommunications (LMGT), and Jasmine Inter-
national Overseas Company, Ltd. (of Thailand).

The ACeS primary target market is the Southeast Asian area comprising the 5000 islands of Indonesia
in the south, Northern China in the north, Pakistan in the west, and Japan in the east (see Fig. 2.73).
The coverage area encompasses some three billion people, many of who have little or no access to a wired
communication infrastructure. The Indonesian archipelago, for instance, is an expanse of islands that
stretches some 4000 miles from east to west. It is not difficult to imagine the tremendous challenge of
building a wired infrastructure to interconnect such a country. As such, the ACeS service is focused on
a tightly defined market region, widely recognized as a rapidly expanding industrial world sector. While
the typical ACeS user is perceived to be an active business traveler, the pricing of the planned services is
expected to be at a level well within the reach of middle-class business people. Consequently, ACeS has
a large addressable user population. This approach stands in stark contrast to some systems that target
the high-end traveling businessman and seek to provide complete global coverage. In itself, a global
coverage system, like some low earth orbiting (LEO) systems, requires a large quantity of satellites (along
with sophisticated hand off and traffic management methods) and has an attendant high implementation
price tag. For instance, the Iridium system is reported to have cost some $7 billion, about an order of
magnitude more than the final cost of the ACeS system.
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FIGURE 2.73 ACeS coverage and beam.

ACeS is designed to operate in a clearly defined geographical coverage area,
therefore a regional GEO-based satellite system was chosen. Such a well-
defined coverage area ensures that a maximum amount of precious satellite
resources is concentrated on the desired revenue-producing areas. The satellite
air interface standard was based on the ubiquitous Global System for Mobile
Communication (GSM) terrestrial cellular standard in order to take advantage
of its feature-rich suite of services, as well as the availability of a large quantity
of standard supporting hardware. A GSM-based system also eases the inte-
gration of terrestrial hardware (e.g., dual-mode ACeS-GSM handsets) and
facilitates intersystem roaming (based on GSM Subscriber Identity Module
[SIM] cards). A mutually beneficial cooperative effort between LMGT and
Ericsson (a world-class supplier of mobile communication equipment), FIGURE 2.74 AceS.
assured the definition of an optimally tailored AlS. Further, the earth—satellite
links were conservatively designed to ensure good service to disadvantaged users; frequently dropped
calls are death to service acceptance and customer loyalty. An essential component of customer acceptance,
facilitated by the strong links, is a handset form factor that is comparable to what is expected in modern
cellular handsets. Figure 2.74 shows a picture of the ACeS handset in the form factor to be used at service
launch. Other terminal types are also in development. Additionally, low cost of both service (airtime)
and equipment is essential to customer uptake and heavy system use. Again, the modest deployment cost
of a regional GEO system implementation aids in keeping the costs low.

The ACeS system has two main components, viz. the ground segment and the space segment, where
the ground segment is further subdivided into the back-haul and control function (implemented at
C-band) and the L-band user link function (see Fig. 2.75). There is one Satellite Control Facility (SCF)
for each spacecraft. The Network Control Center (NCC) provides the overall control and management
of the ACeS system, including such functions as resource management, call setup and teardown, call
detail records, and billing support (customer management information system). Regional gateways,
operated by the various National Service Providers (NSPs) manage the subset of system resources as
allocated by the NCC. These gateways also provide the local interface and billing to the actual system
users, and also provide connectivity between ACeS users and the wired infrastructure (Public Switched
Telephone Network, Private Networks, and/or the Public Land Mobile Network). The user segment
consists of handheld, mobile, or fixed terminals. These terminals can be configured to provide basic
digital voice, data, and fax services. Further, since the system is based on GSM at the physical layer (in
particular, 200 kHz Time Division Multiple Access, or TDMA, channels), it is future proofed in the sense
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FIGURE 2.75 The ACeS system functions.

FIGURE 2.76  ACeS spacecraft: deployed.

that it will support General Packet Radio System (GPRS) and Enhanced Data for GSM Evolution (EDGE)
upgrades with no change required in the space segment. This feature is a very important characteristic of
the ACeS system.

The ACeS spacecraft, dubbed Garuda-1, is one of a family of Lockheed Martin modular spacecraft in
the A2100-series (see Fig. 2.76). In particular, Garuda-1 is an A2100AXX, one of the largest models. This
spacecraft is three-axis stabilized, with a bus subsystem that has been applied across numerous other
spacecraft programs (e.g., Echostar, GE, LMI, and others) and, consequently, has a significant amount
of application heritage. The payload is designed with two separate L-band antennas on the user link side.
One antenna is dedicated to the transmit function (forward link) with the other, naturally, for receive
(return link). This separation of antenna functions was done to minimize the probability of receive-side
interference from passive intermodulation (PIM) in the transmit side. Large (12 meter) projected antenna
apertures (two of them) provide the underpinnings for strong user links, crucial to reliable call completion
under a variety of user circumstances. The result is high aggregate effective isotropic radiated power
(EIRP), at 73 dBW, and high G/T, at +15.3 dB/K.
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FIGURE 2.77 ACeS payload block diagram.

Figure 2.77 illustrates the major block functions of the Garuda-1 communication subsystem (CSS).
As noted earlier, the user link is closed in the conventional mobile satellite system L-band. Narrow beams
(140) are formed with a low risk, low power analog beamforming network (BFN) approach, in both
forward and return directions. This beam design gives rise to a composite pattern that provides 20-times
frequency reuse, thereby efficiently conserving valuable spectrum. A beam congruency system (BCS)
operates in conjunction with ground beacons to ensure proper overlap of the corresponding transmit
and receive beams. The L-band transmit amplification subsystem is implemented with a distributed set
of Butler matrix based amplifier blocks called matrix power amplifiers (MPA). The MPA construct
provides equal loading for all amplifiers in the block, which, in turn, minimizes phase and amplitude
variation across the block. Small variations are key to good isolation between beams, giving good
frequency reuse performance and, hence, maximum traffic capacity.

At the heart of the CSS sits the digital channelizer. This channelizer performs the important function
of filtering the TDMA traffic channels and, also, of routing the individual traffic bursts as needed
(particularly for the case of direct mobile-to-mobile communication).

The balance of the CSS (shown to the left of the channelizer) is the C-band back-haul transmit and
receive equipment. This equipment is, largely, heritage being very similar to that used on previous direct
broadcast and fixed service satellites.

The ACeS system has several important characteristics that hallmark a successful system. Among these
characteristics are:

+ Low infrastructure cost: Being a GEO system, once the satellite is on-station, instant connectivity
is possible. The entire system, both space and ground segments, are reported to be under $1 billion
(about an order of magnitude less than most Big LEO systems).

+ Low targeted service cost: Low infrastructure cost allows lower price points to be charged while
still allowing the business to turn a profit. This approach also means that a greater market can be
attracted for the service.

» Well-researched target market: The Asia-Pacific region includes a multitude of islands that are not
well connected by any kind of terrestrial infrastructure. This area is also one of high industrial
growth which, in turn, needs good communication for support.

+ Aesthetically-pleasing UT: The satellite bears the burden of providing the link margin, so that the
UT can be sized similar to terrestrial cellular telephones. On the downside, complexity is added
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to the space segment thereby adding cost to the satellite. Since only one satellite is involved, this
added complexity is easier to bear.

Well-chosen air interface: The ACeS air interface is based around the GSM standard, implying the
ability to directly use terrestrial hardware in the terrestrial equipment (thereby reducing develop-
ment cost).

» Wideband: 200 kHz channels (the GSM standard) will support future 2.5G services (GPRS and
EDGE) without modification to the space segment. This is a design forethought that helps to
future-proof the system.

+ Adjacent service compatibility: The adjacent terrestrial cellular services are largely based on
GSM. Consequently, multimode UTs can be provided in a cost-effective manner.

Thuraya!%232

A partnership group led by Etisalat (Emirates Telecommunication Corporation) of the United Arab
Emirates owns the Thuraya system. The objective of the system is to provide regional cellular satellite
service to an area that includes Continental Europe, Northern Africa, the Middle East, and India. The
Thuraya coverage area is adjacent to the ACeS coverage area, and also shares many of the same design
features seen in that system. The target subscriber population includes national and regional roamers in
an area (desert) that is not well served by terrestrial cellular service. Types of services to be offered include
voice, facsimile, low-rate data, short messaging, and position determination. Major suppliers of the system
components include Hughes Space and Communications (space segment), Hughes Network Systems
(ground infrastructure), and Ericsson (network switching equipment).

The Thuraya system has one GEO satellite positioned at 44° E longitude (a second satellite is, reportedly,
in process with the intended placement at 28.5° E. Mobile users connect with the Thuraya system through
handheld UTs operating at L-band (1626.5 to 1660.5 MHz uplink and 1525 to 1559 MHz downlink).
The aggregated signals destined for connection to the public wired infrastructure (PSTNSs, etc.) are
connected between the satellite and the Gateway stations at C-band (6425 to 6725 MHz up and 3400 to
3625 MHz down). The air interface is similar to that developed by Hughes Network Systems for the ICO
system. That is, it is similar to the terrestrial cellular 1S-136 (D-AMPS) system with Offset QPSK
modulation, although the higher protocol elements are GSM compatible. Consequently, the Thuraya
system is GSM compatible on a network and service level. Figure 2.78 shows the main elements that
comprise the system.

The Gateway station serves as the main interface for communication signals into the public infrastruc-
ture. The system has a primary gateway that is located in Sharjah, UAE. Accommodation for several
regional gateway stations is provided in the network infrastructure. The main functions performed by
the gateway include user authentication (HLR and VLR), call control (setup and teardown), billing
records, resource allocation, and roaming support. All interface conditioning required to connect to
PSTNs, PLMN:Ss, etc., are also handled in the gateway.

The Satellite Control Facility is actually classed as part of the space segment in that it handles the
monitoring and control of the satellite. All telemetry is monitored in the SCF, and the required bus and
payload commands are initiated at this facility. The Network Control Center, as the name implies, handles
all of the network administration functions (routing, congestion control, and similar functions). Any
payload commands required in this context are translated by the SCF and sent to the satellite.

The satellite is a very sophisticated element of the Thuraya system. It is a very large spacecraft (4500 kg)
with a mission life of 12 years. The spacecraft is based on the well-known HS-601, but with several
enhancements. For instance, solar concentrators are used on the solar arrays in order to enhance collec-
tion. This modification is done in order to help supply the large quantity of electrical power required
(12.5 kW). The satellite is capable of switching about 13,750 simultaneous voice circuits. Mobile links
interface to the ground through a single 12.25-meter projected aperture reflector. Passive intermodulation
(PIM), i.e., unwanted mixing noise from the transmitter entering the receiver, is normally a central
concern in systems such as these. Mitigation methods in other systems (e.g., Inmarsat-3 and ACeS) have
included the use of two separate antenna apertures. The engineering of the Thuraya system has solved
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FIGURE 2.79 Major elements of the Thuraya communications payload.

that problem, and only one large reflector is required (serving both transmit and receive functions). The
256 cellular beams are generated by a state-or-the-art digital beamformer, which allows dynamic beam-
shaping as required to meet variations in traffic loading, as required. This digital beamformer, though
adding a great deal of flexibility to the system, comes at a price of added complexity (cost), power
consumption, and a necessary dynamic calibration infrastructure. Some of the blocks of the communi-
cation subsystem of the Thuraya satellite are shown in Fig. 2.79.

As a GEO system, Thuraya has many of the same positive value characteristics previously described:

 Low infrastructure cost: Thuraya has the instant connectivity trait common to GEO systems where
only one satellite is required. The system cost is reported to be around $1 billion.

Low targeted service cost: Low price points are planned for system services (reportedly, on the
order of $0.50 per minute). This approach also means that a greater market can be attracted for
the service.

Target market: The northern Africa area contains a lot of open territory (desert) where a significant
industry is conducted (e.g., petroleum). Existing terrestrial infrastructure is, clearly, not adequate,
50 a good business opportunity exists. On the other hand the potential for generating significant
revenue from European coverage area is questionable given the ubiquity of GSM in that region.
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* Aesthetically-pleasing UT: Thuraya, with its 12.25-m antenna aperture, allows the UT to be sized
similar to terrestrial cellular telephones. On the downside, complexity and cost accrues to the
satellite as a result. As we noted in the ACeS case, only one satellite is involved so this added
complexity is easier to bear.

Air interface: Thuraya’s air interface shares many of the characteristics of the D-AMPS 1S-136
standard, implying the ability to directly use terrestrial hardware in the terrestrial equipment
(thereby reducing development cost). It is also relatively wideband (around 156 kHz) and is,
therefore, suited to support 2.5G services as they become available.

* GSM network infrastructure: The network services are based upon the GSM model and can
support GSM services as a result.

Trends

Satellite cellular service developments have, by and large, mimicked the advancements in terrestrial
cellular,®? albeit with a predictable delay. Clearly, the satellite service infrastructure takes longer to
develop and field than its terrestrial counterpart. Cellular satellite service providers have continued to
look to terrestrial developments for the “next step.” Activities are underway to adapt existing systems,
and to incorporate future enhancements, to effectively support data transmission. The immense data
communication infrastructure demands seen today are being fueled (akin to gasoline being fire-hosed
onto a blaze!) by the explosive growth of the Internet. Cellular satellite system developers aim to have a
part in the ongoing explosion. Internet traffic, from the user’s perspective, is primarily a bursty form of
communication based on packet switching. Circuit switched systems are not efficient in bursty packet
mode, so cellular satellite systems are being adapted to communicate in packet mode and at higher data
rates. Mobile data communications will require packet data access on the order of 100 kb/s or higher.
GPRS, in GSM, accommodates dynamically adjustable rates and, in eight-slot full-rate mode will support
a peak rate on the order of 115 kb/s. If EDGE is included (with adaptive coding and its 8PSK modulation
approach), it will squeeze 384 kb/s into a 200 kHz GSM channel. Plainly, cellular satellite systems based
on GSM will readily be able to support GPRS and EDGE.

3G W-CDMA terrestrial systems are being deployed in order to support mobile data rates as high as
2 Mb/s. One cellular satellite system (Ellipso) is already designed to provide such support. Others may
follow. Teledesic, the wideband system owned by Bill Gates and Craig McCaw, is a LEO system specifically
designed to provide high-speed data to the home fixed locations), but it is not a cellular satellite system
under the criteria we have used here.

Other terrestrial enhancements are in the works, and it is likely that their incorporation into the cellular
satellite world will occur at an accelerated pace. These enhancements include:

* WAP: The Wireless Application Protocol, which is a protocol stack specifically designed to allow
“thin clients” (limited capability devices like cellular telephones) to take greater advantage of the
Internet. WAP allows a more streamlined approach for cell phones to receive and transmit e-mail,
browse Internet Websites, interact with corporate enterprise structures (Intranet services), and
other well-established Internet-based activities.

+ Bluetooth: A wireless picocell communication method that allows direct synchronization between
Bluetooth enabled devices. Initially proposed as a method for interconnecting personal computers,
printers, data devices, cell phones, and digital assistants over a spread-spectrum link in the unli-
censed ISM band (Industrial, Scientific, and Medical band; the same band used by microwave
ovens, for example). It is obvious to see how the use of Bluetooth can be extended to other
applications (for example, as an intermediate link between a cellular satellite and a user who might
be shopping in a mall).

These types of enhancements will only serve to heighten the need for, and the growth of cellular
satellite systems.? It is clear that future applications are only limited by the imagination of entrepreneurs
and system designers.
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2.9 Electronic Navigation Systems

Benjamin B. Peterson

In an attempt to treat electronic navigation systems in a single chapter, one must either treat lightly or
completely ignore many aspects of the subject. Before going into detail on some specific topics, I would
like to point out what is and is not in this chapter and why, and where interested readers can go for
missing topics or more details. The chapter begins with fairly brief descriptions of the U.S. Department
of Defense satellite navigation system, NAVSTAR Global Positioning System (GPS), its Russian counter-
part, GLObal NAvigation Satellite System, (GLONASS), and LORAN C. For civil use of GPS and GLO-
NASS there are numerous existing and proposed augmentations to improve accuracy and integrity which
will be mentioned briefly. These include maritime Differential GPS, the FAA Wide Area Augmentation
System (WAAS), and Local Area Augmentation System (LAAS) for aviation. The second half of the chapter
looks in detail at how position is determined from the measurements from these systems, the relationships
between geometry, and the statistics of position and time errors. It also considers how redundant
information may be optimally used and how information from multiple systems can be integrated.

GPS and its augmentations were chosen because they already are and will continue to be the dominant
radionavigation technologies well into the next century. GLONASS, could potentially become significant,
by itself, and potentially integrated with GPS. LORAN C is included while other systems were not for a
variety of reasons. The combination of its long history and military significance dating back to World
War II, and its large user base, has resulted in a wealth of research effort and literature. Because the basic
principle of LORAN C, i.e., the measurement of relative times of arrival of signals from precisely
synchronized transmitters, is the same as that of GPS, it is both interesting and instructive to analyze the
solution for position of both systems in a unified way. While the future of LORAN C in the United States
is uncertain (DoD/DoT, 1999), it is expanding in Europe and Asia and may remain significant on a
worldwide basis for many years. Since LORAN C has repeatable accuracy adequate for many applications,
because it is more resistant to jamming, has failure modes independent of those of GPS, and because its
low frequency signals penetrate locations like urban canyons and forests better than those of GPS, analysis
of its integration with GPS is felt useful and is included.

Of other major systems, VHF Omnidirectional Range (VOR), Instrument Landing System (ILS),
Distance Measuring Equipment (DME), and Microwave Landing System (MLS) are relatively shorter
range aviation systems that are tentatively planned to be phased out in favor of GPS/WAAS/LAAS
beginning in 2008. (DoD/DoT, 1999). Due to space and because their principles of operation differ from
GPS they are not included. The U.S. Institute of Navigation in its 50" Anniversary issue of Navigation
published several excellent historical overviews. In particular, see Enge (1995) for sections on VOR, DME,
ILS, and MLS, and Parkinson (1995) for the history of GPS.

Recently, there has been a significant and simultaneous reduction in the printing of U.S. Government
documents and increased distribution of this information via the Internet. Details on Internet and other
sources of additional information are included near the end.

The Global Positioning System (NAVSTAR GPS)

GPS is a U.S. Department of Defense (DoD) developed, worldwide, satellite-based radionavigation system
that will be the DoD’s primary radionavigation system well into the 21st century. GPS Full Operational
Capability (FOC) was declared on July 17, 1995 by the Secretary of Defense and meant that 24 operational
satellites (Block II/ITA) were functioning in their assigned orbits and the constellation had successfully
completed testing for operational military functionality.

GPS provides two levels of service — a Standard Positioning Service (SPS) and a Precise Positioning
Service (PPS). SPS is a positioning and timing service, which is available to all GPS users on a continuous,
worldwide basis. SPS is provided on the GPS L1 frequency, which contains a coarse acquisition (C/A)
code and a navigation data message. The current official specifications state that SPS provides, on a daily
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basis, the capability to obtain horizontal positioning accuracy within 100 meters (95% probability) and
300 meters (99.99% probability), vertical positioning accuracy within 140 meters (95% probability), and
timing accuracy within 340 nanoseconds (95% probability). For most of the life of GPS, the civil accuracy
was maintained at approximately these levels through the use of Selective Availability (SA) or the inten-
tional degradation of accuracy via the dithering of satellite clocks. In his Presidential Decision Directive
in 1996, President Clinton committed to terminating SA by 2006. On May 1, 2000, in a White House
press release (White House, 2000) the termination of SA was announced and a few hours later it was
turned off. Work is starting on a new civil GPS signal specification with revised accuracy levels. Very
preliminary data, as this is being written in late May 2000, indicate 95% horizontal accuracy of approx-
imately 7 meters will be possible under some conditions. When SA was on, it was the dominant error
term; accuracy for all receivers with a clear view of the sky was easily predictable and independent of
other factors. Now, it is expected that terms such as multipath and ionospheric delay, which vary greatly
with location, time, and receiver and antenna technology will dominate, and exact prediction of error
statistics will more difficult.

The GPS L1 frequency also contains a precision (P) code that is not a part of the SPS. PPS is a highly
accurate military positioning, velocity, and timing service which is available on a continuous, worldwide
basis to users authorized by the DoD. PPS is the data transmitted on GPS L1 and L2 frequencies. PPS is
designed primarily for U.S. military use and is denied to unauthorized users by the use of cryptography.
Officially, P-code-capable military user equipment provides a predictable positioning accuracy of at least
22 meters (2 drms) horizontally and 27.7 meters (2 sigma) vertically, and timing/time interval accuracy
within 90 nanoseconds (95% probability).

The GPS satellites transmit on two L-band frequencies: L1 = 1575.42 MHz and L2 = 1227.6 MHz.
Three pseudo-random noise (PRN) ranging codes are in use giving the transmitted signal direct sequence,
spread spectrum attributes. The coarse/acquisition (C/A) code has a 1.023 MHz chip rate, a period of
one millisecond (ms), and is used by civil users for ranging and by military users to acquire the P-code.
Bipolar-Phase Shift Key (BPSK) modulation is utilized. The transmitted PRN code sequence is actually
the Modulo-2 addition of a 50 Hz navigation message and the C/A code. The SPS receiver demodulates
the received code from the L1 carrier, and detects the differences between the transmitted and the receiver-
generated code. The SPS receiver uses an exclusive or truth table, to reconstruct the navigation data,
based upon the detected differences in the two codes. Ward (1994—1995) contains an excellent description
of how receivers acquire and track the transmitted PRN code sequence.

The precision (P) code has a 10.23 MHz rate, a period of seven days, and is the principle navigation
ranging code for military users. The Y-code is used in place of the P-code whenever the anti-spoofing
(A-S) mode of operation is activated. Anti-spoofing (A-S) guards against fake transmissions of satellite
data by encrypting the P-code to form the Y-code. A-S was exercised intermittently through 1993 and
implemented on January 31, 1994. The C/A code is available on the L1 frequency and the P-code is
available on both L1 and L2. The various satellites all transmit on the same frequencies, L1 and L2, but
with individual code assignments.

Each satellite transmits a navigation message containing its orbital elements, clock behavior, system
time, and status messages. In addition, an almanac is provided that gives the approximate data for each
active satellite. This allows the user set to find all satellites once the first has been acquired. Tables 2.16
and 2.17 include examples of ephemeris and almanac information for the same satellite at approximately
the same time.

The nominal GPS constellation is composed of 24 satellites in six orbital planes, (four satellites in each
plane). The satellites operate in circular 20,200-km altitude (26,570 km radius) orbits at an inclination
angle of 55° and with a 12-hour period. The position is therefore the same at the same sidereal time each
day, i.e., the satellites appear four minutes earlier each day.

The GPS Control segment consists of five Monitor Stations (Hawaii, Kwajalein, Ascension Island,
Diego Garcia, Colorado Springs), three Ground Antennas, (Ascension Island, Diego Garcia, Kwajalein),
and a Master Control Station (MCS) located at Falcon AFB in Colorado. The monitor stations passively
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TABLE 2.16 Ephemeris Information

Satellite Ephemeris Status for PRN07

Ephemeris Reference Time = 14:00:00 02/10/1995, Week Number = 0821
All Navigation Data is Good, All Signals OK

Code on L2 Channel = Reserved, L2 P Code Data = On

Fit Interval = 4 hours, Group Delay = 1.396984e-09 s

Clock Correction Time = 14:00:00 02/10/1995, af0 = 7.093204e-04 s

afl = 4.547474e-13 s/s, af2 = 0.000000e+00 s/s2

Semi-Major Axis = 26560.679 km, Eccentricity = 0.007590

Mean Anom = —23.119829, Delta n = 2.655361e-07, Perigee = —144.510162
Inclination = 55.258496, Inclination Dot = 1.100943e-08

Right Ascension = —10.880005, Right Ascension Dot = —4.796266e-07

Crs = 5.3750e+01 m, Cuc = 1.6691e-04, Crc = 2.7141e+02 m, Cic = 0.0000e+00

TABLE 2.17 Almanac Information

SATELLITE ALMANAC STATUS FOR PRNO07

Almanac Validity = Valid Almanac at 09:06:07 01/10/1995
Semi-Major Axis = 26560.168 km

Eccentricity = 0.007590

Inclination = 55.258966

Right Ascension = -10.829880

Right Ascension Rate = -4.655885e-07/s

Mean Anomaly = -172.426664

Argument of Perigee = -144.590529

Clock Offset = 7.095337¢-04 s, Clock Drift = 0.000000e+00 s/s
Navigation Health Status is: All Data OK

Signal Health Status is: All Signals OK

track all satellites in view, accumulating ranging data. This information is processed at the MCS to
determine satellite orbits and to update each satellite’s navigation message. Updated information is
transmitted to each satellite via the Ground Antennas.

The GPS system uses time of arrival (TOA) measurements for the determination of user position. A
precisely timed clock is not essential for the user because time is obtained in addition to position by the
measurement of TOA of four satellites simultaneously in view. If altitude is known (e.g., for a surface
user), then three satellites are sufficient. If a stable clock (say, since the last complete coverage) is keeping
time, then two satellites in view are sufficient for a fix at known altitude. If the user is, in addition,
stationary or has a known speed then, in principle, the position can be obtained by the observation of
a complete pass of a single satellite. This could be called the “transit” mode, because the old Transit
system used this method. In the case of GPS, however, the apparent motion of the satellite is much slower,
requiring much more stability of the user clock.

The current (May 2000) GPS constellation consists of 28 satellites counting 27 operational and one
recently launched and soon to become operational. Figures 2.80 and 2.81 illustrate the history of the
constellation including both the limiting dates of the operational periods, individual satellites, and the
total number available as a function of time.

GPS Augmentations

Many augmentations to GPS exist to improve accuracy and provide integrity. These are both government
operated (for safety of life navigation applications) and privately operated. This section will only deal
with government operated systems. The recent termination of Selective Availability has sparked some
debate on the need for GPS augmentation, but the most prevalent views are that stand-alone GPS will
not satisfy all accuracy and integrity requirements, and that some augmentation will continue to be
necessary. Since the dominant post-SA errors vary much more slowly than SA-induced errors did, the
information bandwidth requirements to meet specified accuracy levels have certainly been reduced. Since
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integrity requirements specify maximum times to warn users of system faults, these warning times and
time to first fix specifications will now drive information bandwidth requirements.

The simplest and first to become operational were maritime Differential GPS stations. Existing radio-
beacons in the 285 to 325 kHz band were converted to transmit differential corrections via a Minimum
Shift Keyed (MSK) modulation scheme. A base station receiver in a fixed, known location measures
pseudo-range errors relative to its own clock and known position. Messages containing the time of
observation, these pseudo-range errors, and their rate of change are then transmitted at either 100 or
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200 baud. Parity bits are added, but no forward error correction is used. If the user receiver notes a data
error, it merely waits for the next message. The user receiver uses the corrections extrapolated ahead in
time based on the age of the correction and its rate of change. For a description of the message format
the reader is referred to (RTCM, 1992.)

With SA on, satellite clock dithering was the dominant error and was common to all users. It is also
assumed that over the few hundred kilometers or less where the signal can be received, that errors such
as ephemeris and ionospheric and tropospheric delay are correlated between base station and user receiver
as well and can be considerably reduced. The algorithms to predict these delays are disabled in both the
base station and user receivers.

Because the corrections are measured relative to the base station clock, they are relative and not absolute
corrections. This means they must have corrections for all satellites used for a position and all of these
corrections must be from the same base station. For fixed position, precise time users, DGPS provides
no improvement in accuracy. For moving users, their solution for time will track the base station clock,
and since this base station receiver is in a fixed known location, the time solution in the moving receiver
will see improved accuracy as well.

The U. S. Coast Guard operates maritime DGPS along the coasts and rivers. In addition, the system
is being expanded inland in support of the Federal Railroad Administration in the National DGPS project.
Many foreign governments worldwide operate compatible systems primarily for maritime applications.
RTCM type DGPS messages are also transmitted by modulating LORAN C transmitters in Europe.
Additional details on this system known as EUROFIX are included in the later section on LORAN C.

Three Satellite Based Augmentation Systems (SBASs) for aviation users are in various stages of devel-
opment. These include:

a. the Wide Area Augmentation System (WAAS) by the U.S. FAA,

b. the European Geostationary Navigation Overlay System (EGNOS) jointly by the European Union,
the European Space Agency (ESA), and EUROCONTROL, and

c. MTSAT Satellite Based Augmentation System (MSAS) by the Japan Civil Aviation Bureau (JCAB).

These systems are intended for the enroute, terminal, non-precision approach, and Category I (or near
Category I) precision approach phases of flight. All of these systems are designed to be compatible, and
to the level of detail in this chapter, are equivalent. For additional details on all three systems the reader
is referred to Walter (1999) and to RTCA (1999) for the WAAS signal specification. In SBASs corrections
need to be applied over the very large geographic area in which the satellite signal can be received. In
this case the errors due to satellite ephemeris and ionospheric delay are not the same for all users and
cannot be combined into one overall correction. Separate messages are provided for satellite clock
corrections, vector corrections of satellite position and velocity, integrity information, and vertical ion-
ospheric delay estimates for selected grid points. These grid points are at 5 degree increments in latitude
and longitude, except larger increments occur in extreme northern or southern latitudes. The user receiver
calculates its estimates of ionospheric delay by first determining the ionospheric pierce point of the
propagation path from satellite to user receiver, interpolating between grid points, and then correcting
for slant angle.

These corrections are or will be transmitted from geostationary satellites at GPS L1 frequencies with
signal characteristics similar to GPS. The SBASs will provide additional ranging signals and transmit
their own ephemeris information to improve fix availability. Message symbols at 500 symbols per second
will be modulo 2 added to a 1023 bit PRN code. The baseline data rate is 250 bits per second. This data
is rate !/2 convolutional encoded with a Forward Error Correction code resulting in 500 symbols per
second. The data will be sent in 250-bit blocks or one block per second. The data block contains an
eight-bit preamble, a six-bit message type, a 212-bit message, and 24 bits of CRC parity.

For Category II and III precision approach, the U.S. FAA will implement the Local Area Augmentation
System (LAAS). The transmitted data will include pseudo-range correction data, integrity parameters,
approach data, and ground station performance category. The broadcast will be in the 108 to 117.95 MHz
band presently used for VOR and ILS systems.
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The modulation format is a differentially encoded, eight-phase-shift-keyed (D8PSK) scheme. The
broadcast uses an eight-time-slot-per-half-second, fixed-frame, time-division-multiple-access (TDMA)
structure. The total data rate of the system is 31,500 bits per second. After the header and cyclic
redundancy check (CRC), the effective rate of the broadcast is 1776 bits (222 bytes) of application data
per time slot, or a total of 16 x 1776 BPS equaling 28,416 application data bits per second. For additional
information on LAAS the reader is referred to Braff (1997) and Skidmore (1999).

Global Navigation Satellite System (GLONASS)

GLONASS is the Russian parallel to GPS and has its origins in the mid-1970s in the former Soviet Union.
Like GPS, the system has been primarily developed to support the military, but in recent years has been
broadened to include civilian users. In September 1993, Russian President Boris Yeltsin officially pro-
claimed GLONASS to be an operational system and the basic unit of the Russian Radionavigation Plan.
The well-publicized political, economic, and military uncertainties within Russia have undoubtedly
hampered the implementation and maintenance of the system. These issues combined with the poor
reliability record of the early satellites, raised questions relative to its eventual success. Figures 2.82 and
2.83 show data on the operational life of those satellites that became operational from the first one in
1982 through the present. It is also believed that attempts were made to place approximately 10 or more
other satellites into operation resulting in failure for an number of reasons (Dale, 1989). However, in the
mid-1990s, the reliability of the satellites considerably improved, and many more satellites were put in
orbit such that in early 1996 there were 24 operational satellites. The triple launch on December 30, 1998
has been the only launch since late 1995, and the constellation has degraded to only 10 operational
satellites, again raising concerns on the future of the system. Publicly, the Russian Federation remains
fully committed to the system. To date, GLONASS receivers have been quite expensive and have only
been produced in limited quantities.

While similar in many respects to GPS, GLONASS does have important differences. While all GPS
satellites transmit at the same frequencies and are distinguished by their PRNs, all GLONASS satellites
transmit the same PRN and are distinguished by their frequencies. The L1 transmitted frequencies in
MHz are given by 1602 + 0.5625 x Channel Number, which extends from 1602.5625 to 1615.5 MHz.
L2 frequencies are ’/s L1 and in MHz are given by 1246 + 0.4375 x Channel Number or from 1246.4375 to
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1256.5 MHz. GLONASS satellites opposite each other in the same orbit plane have been assigned the
same channel number and frequency to limit spectrum use. Like GPS, the C/A code is transmitted on
L1 only, and P code on both L1 and L2. The C/A code is 511 chips long at 511 KBPS for a length of
1 ms. The P code is at 5.11 MBPS. Like GPS, the actual modulation is the Modulo-2 addition of the PRN
sequence and 50 BPS data and BPSK modulation is used.

The GLONASS planes have a nominal inclination of 64.8° compared to 55° for GPS, which gives
slightly better polar fix geometry at the cost of fix geometry at lower latitudes. The 24 slots are in three
planes of eight slots each. The orbital altitude is 25,510 km or 1050 km less than GPS. The orbit period
is 11 hours, 15 minutes.

Rather than transmitting ephemeris parameters as in GPS, GLONASS satellites transmit actual posi-
tion, velocity, and acceleration in Earth Centered, Earth Fixed (ECEF) coordinates that are updated on
half-hour intervals. The user receiver integrates using Runge-Kutta techniques for other times. All monitor
sites are within the former Soviet Union, which limits accuracy of both ephemeris and time and would
delay user notification of satellite failures. The system produces both high accuracy signals for Russian
military use only and lesser accuracy for civilian use. The civilian use signals are not degraded to the
same extent as GPS was with SA, which resulted in significantly better accuracy than civil GPS during
the period GLONASS had a complete constellation. Military accuracy is classified. For more details the
reader is referred to the GLONASS Interface Control Document (CSIC, 1998) available at
http://www.rssi.ru/sfcsic/sfesic_main.html

LORAN C History and Future

Early in World War II, both the U.S. and Great Britain recognized the need for an accurate, long range,
radionavigation system to support military operations in Europe. As a result the British developed Gee
and the U.S. developed LORAN (Long Range Navigation). Both were pulsed, hyperbolic systems with
time differences between master and secondary transmitters measured by an operator matching envelopes
on a delayed sweep CRT. Gee operated at several carrier frequencies from 20 to 85 MHz and had a pulse
width of 6 usec. Standard LORAN (or LORAN A) operated at 1.95 MHz and had a pulse width of 45 usec.
The first LORAN A chain was completed in 1942 and by the end of the war 70 stations were operating.
For details on the World War II LORAN effort see Pierce (1948).
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It was recognized that lower frequencies would propagate longer distances, and near the end of the
war testing began on a 180-kHz system. The pace of development slowed considerably after the war. The
band from 90 to 110 kHz was established by international agreement for long-range navigation. In 1958,
system tests started on the first LORAN C chain, which consisted of stations at Jupiter, FL, Carolina
Beach, NC, and Martha’s Vineyard, MA.

Over the next two decades LORAN C coverage was expanded by the U.S. Coast Guard in support of
the Department of Defense to much of the U.S. (including Alaska and Hawaii), Canada, northwest Europe,
the Mediterranean, Korea, Japan, and Southeast Asia. The Southeast Asia chain ceased operations with
the fall of South Vietnam in 1975. In 1974 LORAN C was designated as the primary means of navigation
in the U.S. Coastal Confluence Zone (CCZ), the cost of civilian receivers declined sharply, and the civil
maritime use of the system became very large. In the late 1980s at the request of the Federal Aviation
Administration, the Coast Guard built four new stations in the mid-continent and established LORAN
C coverage for the entire continental U.S.

Other countries are developing and continuing LORAN C to meet their future navigational needs.
Many of the recent initiatives have taken place as a result of the termination of the U.S. DoD requirement
for overseas LORAN C. This need came to an end as of December 31, 1994. With the introduction of
GPS, many countries have decided that it is in their own best interests not to have their navigational
needs met entirely by a U.S. DoD-controlled navigation system. Many of these initiatives have resulted
in multilateral agreements between countries, which have common navigational interests in those geo-
graphic areas where LORAN C previously existed to meet U.S. DoD requirements (e.g., northern Europe
and the Far East). The countries of Norway, Denmark, Germany, Ireland, the Netherlands, and France
established a common LORAN C system under the designation The Northwest European LORAN C
System (NELS). Recently the governments of Italy and the United Kingdom have applied for membership.
This system is presently comprised of eight stations forming four chains. In conjunction with this system,
respective foreign governments took over operation of the former USCG stations of B0 and Jan Mayen,
Norway; Sylt, Germany; and Ejde, Faroe Islands (Denmark) as of 31 December 1994. The two French
stations formerly operated by the French Navy in the rho-rho mode were reconfigured and included and
two new stations in Norway were constructed. A planned ninth station at Loop Head, Ireland has yet to
be constructed. The former USCG stations at Angissoq, Greenland and Sandur, Iceland were closed.

An important feature of NELS is the transmission of DGPS corrections by pulse position modulation.
This concept, called EUROFIX, was developed by Professor Durk Van Willigen and his students at Delft
University of Technology in the Netherlands. The last six pulses in each group are modulated in a three-
state pattern of prompt and 1 usec advance or retard. Of the possible 729 combinations, 142 of which
are balanced, 128 balanced sequences are used to transmit a seven-bit word. Extensive Reed Solomon
error correction is used resulting in a very robust data link, although at a somewhat lower data rate than
the MSK beacons. With Selective Availability on, the horizontal accuracy was 2 to 3 meters, 2DRMS, or
slightly worse than conventional DGPS due to the temporal decorrelation of SA. With SA off, the
performance should be virtually comparable. EUROFIX has been operating at the Sylt, Germany trans-
mitter since February, 1997, expansion to other NELS transmitters is planned for the near future. In a
joint FAA/USCG effort, preliminary testing is underway of transmitting WAAS data via a much higher
data rate LORAN communications channel. If LORAN C survives in the long term, it is likely to be both
as a navigation system and as a communications channel to enhance the accuracy and integrity of GPS.

In the Far East, an organization was formed called the Far East Radionavigation Service (FERNS).
This organization consists of the countries of Japan, The Peoples Republic of China, The Republic of
Korea, and the Russian Federation. Japan took over operation of the former USCG stations in its territory
and they are currently being operated by the Japanese Maritime Safety Agency (JMSA). In the Mediter-
ranean Sea area, the four USCG stations were turned over to the host countries. The two stations in Italy,
Sellia Marina and Lampedusa, are currently being operated. The stations at Kargaburun, Turkey and
Estartit, Spain remain off air. Saudi Arabia and India are currently each operating two LORAN chains.

There is ongoing debate at high levels concerning the future of LORAN C in the United States. According
to the 1999 Federal Radionavigation Plan (DoD/Dot, 1999), “While the administration continues to
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evaluate the long term need for continuation of the LORAN-C navigation system, the Government will
operate the LORAN C system in the short term. The U. S. Government will give users reasonable notice
if it concludes that LORAN C is not needed or is not cost effective, so that users will have the opportunity
to transition to alternative navigational aids.”

LORAN Principles of Operation

Each chain consists of three or more stations, including a master and at least two secondary transmitters.
(Each master-secondary pair enables determination of one LOP, and two LOPs are required to determine
a position. The algorithms to convert these LOPs into latitude and longitude are discussed in a later
section.) Each LORAN C chain provides signals suitable for accurate navigation over a designated
geographic area termed a coverage area.

The stations in the LORAN chain transmit in a fixed sequence that ensures that Time Differences
(TDs) between receiving master and secondary can be measured throughout the coverage area. The
length of time in usec over which this sequence of transmissions from the master and the secondaries
takes place is termed the Group Repetition Interval (GRI) of the chain. All LORAN C chains operate on
the same frequency (100 kHz), but are distinguished by the GRI of the pulsed transmissions.

The LORAN C system uses pulsed transmission, nine pulses for the master and eight pulses for the
secondary transmissions. Figure 2.84 shows this overall pulse pattern for the master and three secondary
transmitters (X, Y, and Z). Coding delay is the time between when a secondary receives the master signal
and when it transmits. The time differences measured on the baseline extension beyond the secondary
should be coding delay. Emission delay is the difference in time of transmission between master and
secondary and is the sum of coding delay and baseline length (converted to time). Shown in Fig. 2.85 is
an exploded view of the LORAN C pulse shape. It consists of sine waves within an envelope referred to
as a t-squared pulse. (The equation for the envelope is also included in Fig. 2.85.) This pulse will rise
from zero amplitude to maximum amplitude within the first 65 usec and then slowly trails off or decays
over a 200 to 300 usec interval. The pulse shape is designed so that 99% of the radiated power is contained
within the allocated frequency band for LORAN C of 90 kHz to 110 kHz. The rapid rise of the pulse
allows a receiver to identify one particular cycle of the 100 kHz carrier. Cycles are spaced approximately
10 usec apart. The third cycle of this carrier within the envelope is used when the receiver matches the
cycles. The third zero crossing (termed the positive 3rd zero crossing) occurs at 30 usec into the pulse.
This time is both late enough in the pulse to ensure an appreciable signal strength and early enough in
the pulse to avoid sky wave contamination from those skywaves arriving close after the corresponding
ground wave.

Within each pulse group from the master and secondary stations, the phase of the radio frequency
(RF) carrier is changed systematically from pulse-to-pulse in the pattern shown in Fig.2.85 and
Table 2.18. This procedure is known as phase coding. The patterns A and B alternate in sequence. The
pattern of phase coding differs for the master and secondary transmitters. Thus, the exact sequence of
pulses is actually matched every two GRIs, an interval known as a phase code interval (PCI).

Phase coding enables the identification of the pulses in one GRI from those in an earlier or subsequent
GRI. Just as selection of the pulse shape and standard zero crossing enable rejection of certain early sky
waves interfering with the same pulse, phase coding enables rejection of late sky waves interfering with
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TABLE 2.18 LORAN C Phase Codes.
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the next pulse. Since seven of the fourteen pulses that come immediately before another pulse have the
same phase code and seven are different, late sky waves interfering with the next pulse will average to
zero. Because the master and secondary signals have different phase codes, the LORAN receiver can
distinguish between them.

Position Solutions from Radionavigation Data

In general, closed-form solutions that allow direct calculation of position from radionavigation observ-
ables do not exist. However, the inverse calculations can be done. Given one’s position and clock offset,
one can predict GPS or GLONASS pseudo-ranges or LORAN TDs or TOAs. These expressions are
nonlinear but can be linearized about a point and the problem solved by iteration. The basic approach
can be summarized by:

Assume a position,

Calculate the observables one should have seen at that point,

Calculate rate of change of observables (partial derivatives) as position is varied,

Compare calculated to measured observables,

Compute a new position based on differences between calculated and measured observables,

. Depending on exit criteria, either exit algorithm or return to “b” above using the calculated position
as the new assumed position.

L = I S
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We will look at the details of each of these steps and the expected statistics of the results for a number
of cases. We will start with the example of processing three LORAN TOAs (or two TDs), but the basic
principles apply to GPS as well. We will then consider overdetermined solutions and the techniques for
assuring the solutions are optimal in some sense. We will also consider integrated solutions and Kalman
filter based solutions.

For LORAN the calculated Times of Arrival (TOAs) are given by:

For Master TOA, =d,
and for secondaries TOA, = d; + ED;, etc.

where d,, and d; are the propagation times from the master and i secondary stations to the assumed
position and ED; is Emission Delay. (Note: Secondary stations are designated by the letters V, W, X, Y,
and Z, but because we will also want to use x and y for position variables, in order to avoid confusion,
we will use integer subscripts to denote secondaries.) The LORAN propagation times are the sums of
three terms:

a. Primary Factor (PF) or the geodesic distance to the station divided by a nominal phase velocity.
See WGA (1982, 57-61) for an algorithm that will work to distances up to 3000 nautical miles.

b. Secondary Factor (SF) which takes into account the additional phase lag due to the signal following
a curved earth surface over an all-seawater path (see COMDT(G-NRN) 1992, II-14 for formula), and

c. Additional Secondary Factor (ASF) which takes into account the difference between the actual path
traveled and an all-seawater path. This factor can be calculated based on conductivity maps, or
can be obtained by tables (from the U. S Defense Mapping Agency) or from charts published by
the Canadian government. The latter two are based both on calculations and observations.

A typical LORAN receiver measures time differences (TDs) vs. TOAs and the receiver need not
necessarily solve for time. In GPS or GLONASS, since the transmitters move rapidly with time, in order
to know their location it is essential that an explicit solution for time be made. In GPS each satellite
transmits ephemeris parameters which, when substituted in standard equations (NATO, 1991, A-3-26
and 27), give the satellite location as a function of time expressed in Earth Centered, Earth Fixed (ECEF)
coordinates. In this system, the positive x axis goes from the earth’s center to 0° latitude and longitude,
the positive y axis goes from the earth’s center to 0° latitude and 90°E longitude, and the positive z axis
goes from the earth’s center to 90°N latitude. For GLONASS, the satellites transmit their location, velocity,
and acceleration, in ECEF coordinates, and validate at half-hour intervals. The user is expected to
numerically integrate the equations on motion to obtain position for a particular time.

The receiver measures the time of arrival of the satellite signal, and since the signal is tagged precisely
in time, the difference in time of transmission and time of arrival (converted to distance) is a pseudo-
range. “Pseudo” is used as the time of arrival is relative to the receiver clock, which cannot be assumed
exact but must be solved for as part of the solution. These pseudo-ranges are then corrected for both
ionospheric and tropospheric delay. In civil C/A code receivers, ionospheric delay parameters are trans-
mitted and the delay calculated via an algorithm (NATO, 1991, p A-6-31). For dual frequency receivers,
the ionospheric delay is assumed to be inversely proportional to frequency and the delay determined from
the difference in pseudo-ranges at the two frequencies. For differential GPS, ionospheric delay is assumed
to be the same at the reference station and the user’s location and the algorithm is disabled at both locations.

Solution Using Two TDs (LORAN only)

TDs at the assumed position are calculated (TD,) and subtracted from observations (TD,) . i.e.;
TD, =TOA, -TOA

O
ATD = EATDI [=TD, -TD
FATD, '
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[AxU
This difference in TDs can be linearly related to a difference in position AP = [] [by

ENE

%in @, | —sin (q) cos( (pn)—cos( (p) EQXD I:_}yf])1 0
%in @, |-sin (g) cos( Q})—cos( @)%%YEFCEXTDZE

where @, @, and @, are the azimuths to the transmitters measured in a clockwise direction from the
north or positive y direction as shown in Fig. 2.86. While exact calculations taking into account the
ellipsoidal nature of the shape of the earth must be used in the calculation of predicted TDs, only
approximate expressions based on a spherical earth are necessary to determine azimuths. The expression
above can be expressed in matrix form:

A AP =cATD

and solved by:

AP =cA} ATD

At this point a new assumed position would be calculated (using an appropriate conversion of meters
to degrees), the predicted TDs at that location determined, and if they were within a selected tolerance
of the measured, the algorithm would stop, otherwise a new solution would be determined. An alternative
criteria based on the movement of the assumed position, |AP|, can be used as well and will be more
appropriate in an over-determined solution because exact match of TDs is not possible. Figures 2.87 and
2.88 show typical convergence of this type of algorithm. Since the algorithm is based on the assumption
that the TD grid is linear in the vicinity of the assumed position, we need to limit the step size so that
the position does not jump to radically different geometry in one step. As can be seen in Fig. 2.87 all
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lines of constant TD between two transmitters are closed curves on the earth’s surface. Two of these
curves intersect, either do not intersect, or intersect exactly twice. Since we assume we are starting with
a set of TDs that exist, the latter applies. The initial assumed position is what determines which of these
two ambiguous positions the algorithm will converge to. Essentially since the algorithm is based on the
gradient of the TDs with respect to change in position and that gradient changes sign on the baseline
extension, the position will move to the solution it can reach without crossing a baseline extension. The
direction of the gradient, and hence the final solution also changes as the lines of constant TD become
parallel as at 30°N and 10°E in Fig. 2.88.

Frequently, as shown in the example in Fig. 2.87, one of these ambiguous positions is well beyond the
range the signals can be received and can easily be eliminated. This is not true when one of the solutions
is near the baseline extension as shown in Fig. 2.88. In this example, it is necessary to have prior knowledge
that the actual position is north or south of the Master station.

Solution Using TOAs

This method yields a solution for receiver clock bias (modulo one Phase Code Interval) and even though
not generally implemented in present receivers, is presented for a number of reasons:

a. It is functionally equivalent to the GPS position solution but is presented first because it is a two-
vs. three-dimensional and is somewhat easier to visualize.

b. For the exactly determined (two-TD or three-TOA) case it is exactly equivalent to the TD solution
and therefore we can extend results from TOA or pseudo-range analysis to the TD case. Early
LORAN TD analysis was typically done in scalar form before computer programs such as spread-
sheets and MatLab™ made matrix calculations trivial. GPS fix analysis has typically been expressed
in matrix form resulting is simpler expressions.

c. For over-determined solutions, since we can assume TOA errors are statistically independent, but
cannot make the same assumption for TD errors, the solution is slightly easier to implement and
analyze.

d. Solutions using Kalman filters, integrated GPS/LORAN, or a precise clock with only two TOAs,
will typically be based on TOAs vs. TDs.

The vector difference between observed (TOA,) and predicted (TOA,) TOAs are calculated via:

ATOA =TOA, ~TOA,

Equation is replaced by:

%in(cpm) cos( ) Dﬁx D EATO A0
- @in((pl) cos( ) 1 D [Ay D: c DATOA B
lo)

COS( ) 15%& %ATOAZD

or: AP =cATOA

TOA

and solved by:

AP=cAZ, ATOA.

TOA

It is useful to think of the sines and cosines in the matrix as the cosines of the angles between the
positive direction of the coordinate axes and the directions to the transmitters. This concept can be easily
extended to the three-dimensional case in GPS or GLONASS solutions. For a normal GPS-only solution
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it is usually more convenient to express both satellite and user positions in an Earth Centered, Earth
Fixed (ECEF) coordinate system. In this case the direction cosines are merely the difference of the
particular coordinate divided by the range to each satellite. After position solution, an algorithm is used
to convert from (xyz) to latitude, longitude, and altitude. An alternative that will prove useful for
meaningful Dilution of Precision (DOP) calculations or for integrated GPS/LORAN receivers is to use
a east/north/altitude coordinate system and to solve for the azimuth (AZ) and elevation (EL) of the
satellites. In this case the direction cosines for each satellite become:

East: sin(AZ) cos(EL)
North: cos(AZ) cos(EL)
Altitude: sin(EL)

Error Analysis

With only three TOAs this solution will be exactly the same as the two-TD solution above. In both of
these solutions after the algorithm has converged, we can consider ATOA or ATD as measurement errors
and AP as the position error due to these errors. The covariance of the errors in position (and in time
for TOA processing) can be expressed as functions of the direction cosine matrix and the covariance of
the TDs or TOAs.

T
AP AP" =c* A ATD ATD" (ATg)
T T
cov(BP) = E{AP APT} = A7 E{ ATD ATDT} (A;;) =¢* Agh cov(aTD) (A;}D)
T
cov(BP) =¢* A7h, cov(8TOA) (A;gA)

Given that the covariances of the measurements are known it becomes a simple task to evaluate the
covariance of the position errors. We will first assume each TOA measurement is uncorrelated, i.e.,

%2 o olU
O R O
cov(ATOA) =10 () 0[]
0 2
D0 0 (0]

and

%).i + 0.12 0.2 O

m

cov(ATD) =
g o, 0, +0,5

For simplicity we will also assume each TOA measurement has the same variance (03,). While this
assumption is not in general valid, particularly for LORAN C, it is useful in that it allows us to separate
out purely fix geometry from signal-in-space issues. Under this assumption:

cov(BTOA) = 07,1
and
10
cov(ATD) =0, 0 O
8 28
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FIGURE 2.89 HDOP as function of angles from master to secondaries.

For the particular case of the same number of measurements and unknowns, these both yield the same
results:

Ug2 o, o U
O xzy 2 2 -1 a2 T -
COV(AP) = bey o, €O, EI': € Orox Aron (ATOA) =C 004 | Atoa Aroa

écxt o, O

What is significant is that the matrix G = [Ajo,Ago,]™ is a dimensionless multiplier that relates our
ability to measure the range to a transmitter (LORAN station or GPS satellite). In GPS, (NATO GPS
1991) Jtrace(G) is defined as the Geometric Dilution of Precision (GDOP), which includes the time term.
(NATO GPS 1991). In LORAN G, since convention has been not to explicitly solve for time, GDOP is
normally considered as ./Gy; + G,,, which only contains horizontal position terms and is equivalent to
Horizontal Dilution of Precision (HDOP) in GPS. Since we want to consider both LORAN and GPS in
a consistent, integrated way, we will use HDOP and reserve GDOP for expressions including time term.
The scalar expression for this quantity is

I
1 “ 1 1 COS(C)

\/E sin(c) \J“ sinz(A/ 2) i sinz(B/ 2) ' sin(A/ 2) sin(B/ 2)

HDOP =

A+B _.
where A and B are the angles from the Master to each secondary and C = —5—. Figure 2.89 shows
contours of constant HDOP as functions of these two angles. While the horizontal accuracy in one
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dimension is well defined (02 = G,, ¢ Gfy,, for example), the two-dimensional accuracy is slightly more
complex. Generally the terms drms and 2 drms accuracy are used to refer to the one-sigma and two-
sigma accuracies. For example:

2 drms horizontal accuracy =2 HDOP ¢ 0.,

A circle of this radius should contain between 95.4% and 98.2% of the fixes depending on the
eccentricity of the error ellipse describing the distribution of the fixes. For example, if 0, _ o, and 0,0,
the error ellipse becomes a circle and one of radius 2 drms contains [1 — exp(—4)] = 98.2%. In the other
extreme, when the ellipse collapses to a line (0,, = + 0,0,) the 2 drms circle contains the probability
within two standard deviations of the mean of a scalar normal variable or 95.4%.

The relationship between geometry and accuracy can best be explained via numerical example. Shown
below are spreadsheet calculations for a Master and two secondaries at 0°, 80°, and 300° respectively.

Bearing East(Sine) North(Cosine) Time
Master 0 0 1 1
Sec. #1 80 0.9848 0.1736 1
Sec. #2 300 —-0.8660 0.5000
INVERSE(ATA)
TOA 0.7122 0.6748 —0.4047
0.6748 3.5258 -1.9937
—0.4047 -1.9937 1.4616
TD sin(M) —sin(S) cos(M)—cos(S)
—0.9848 0.8264
0.8660 0.5000
R(TD)
2 1
1 2
INV(A) RINV(AT)
0.7122 0.6748
0.6748 3.5258

Assuming O, = 100 nsor equivalently ¢ 0y, = 30 meters, we can make specific calculations regarding
repeatable accuracy. The standard deviations in the east and north directions and time are:

EDOP=+v0.7122 &_=30m EDOP =25.3m,
NDOP =+/3.5258 0, =30m NDOP =56.3m,
TDOP=+1.4616 0, =100ns TDOP =120.9ns,

HDOP =+/0.7122 +3.5258 =2.058,

and the 2 drms accuracy = 2 X 30m X 2.058 = 123.5m.

Error Ellipses (Pierce, 1948)

Frequently the scalar 2 drms accuracy does not adequately describe the position accuracy and the
distribution of the error vector provides useful additional information. The probability density of two
jointly normal random variables is given by:
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and the ellipses

2 2 0 2
X _zxyoxy + y = - ny 2
o oo’ o % olao’

x x "y y x

are curves of constant probability density such that the probability a sample lies within the ellipse is 1 —
exp(—c?). For algebraic simplicity this equation will be rewritten:

Ax’ +2Hxy +By’ =C

which can be rotated by angle (Q) into a (§,n) coordinate system aligned with the ellipse axes;

2 2
e
a”y

where
tan(ZQ)= —2H R
B-A
al+y?=AtB , and

AB-H?

. (B—A)sec(ZQ)
a’-y*=\ L\ ]
AB-H?

Taking the sum and difference of the last two expressions;

A l—sec(ZQ) +B 1+sec(2Q)
20° = , and
AB-H?

A 1+sec(2§2) +B l—sec(ZQ)

AB-H?

In the example above, Q =—12.8°. To draw an ellipse that contains [1 — exp(—4)] = 98.17% of the samples,
O = 63.4m and y =162.8m. (Note: O is the length of the ellipse axis rotated by angle Q from the original
positive x axis.) Figures 2.90 and 2.91 illustrate an example of 2000 fixes based on the above geometry and
TOA statistics. In this example 1926 or 96.3% are contained in the 2 drms circle of radius 123.5 m.

Figure 2.92 is an illustration of error ellipses (not to scale) and lines of constant time difference for a
typical triad. The main point is that when geometry becomes poor in the fringes of the coverage area,
representing the accuracy by circles of increasing 2 drms radii does not truly reflect one’s knowledge of
accuracy. In many examples from both air and marine navigation, cross-track accuracy is far more
important than along-track accuracy. Knowledge of the orientation of the error ellipse may be important.
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FIGURE 2.90 Error ellipse and distribution of fix errors.

In GPS or GLONASS, exactly the same error analysis and ellipses apply, the main difference being that
the geometry at any particular point on the earth’s surface has constantly changing geometry as satellites
move and are added/subtracted from the available constellation. When we look at distributions of GPS
or GLONASS fixes they tend to appear circularly symmetric, not because the instantaneous distributions
are that way, but because the averaged distributions over long periods such as a day or longer become
circularly symmetric.

Over-Determined Solutions

In the previous examples the issue of the distribution of measurement errors had no impact on the
method used to find a solution, only on the error analysis of that solution. We assumed a normal
distribution on these errors not necessarily because we could guarantee that distribution, but because it
allowed us to make meaningful predictions. When the number of observables exceeds the number of
unknowns, we have choices in how to process the observations and the optimum choice depends both
on the distribution of our measurement errors and what parameter we are trying to optimize. Since the
GPS space segment now has 28 satellites, commonly there are more than the minimum of three or four
required.

If the errors in the measured pseudo-ranges or TOAs are statistically independent and have the same
variance, then the solution that minimizes the sum of the squares of the pseudo-range residuals is the
linear least squares solution.
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FIGURE 2.93 Azimuth and elevation plot of GPS satellites for 1400Z, Aug. 28, 1995, New London, CT.

-1
AP = (ATA) ATAPR

where A is the matrix of direction cosines and APR is the difference between measured and calculated
pseudo-ranges. The covariance of the position error is now:

-1

cov(AP) = (ATA)il AT cov(APR)A(ATA)il =0, (ATA)

where cov(AP) = Oy L.

Figure 2.93 shows the azimuth and elevation plot of GPS satellites for 1400Z, August 28, 1995 in New
London CT as a typical example. Eliminating the low elevation satellite (#18) due to potential multipath
and using the nine remaining listed in the table below, we can calculate expected accuracies.

SVN Elevation  Azimuth

5 18° 317°
12 32° 232°
7 68° 73°
24 32° 249°
14 29° 50°
29 7° 94°
2 29° 169°
9 14° 280°
4 67° 265°
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East North Altitude Time

cos(EL)sin(AZ) cos(EL)cos(AZ)  sin(EL)

—0.6486 0.6956 0.309 1
—0.6683 -0.5221 0.5299 1
0.3582 0.1095 0.9272 1
-0.7917 -0.3039 0.5299 1
0.6700 0.5622 0.4848 1
0.9901 —0.0692 0.1219 1
0.1669 —0.8586 0.4848 1
-0.9556 0.1685 0.2419 1
—0.3892 —0.0341 0.9205 1
G = inv(ATA)
0.2533 -0.0192 0.0223 0.0239
-0.0192 0.5248 0.1160 —0.0466
0.0223 0.1160 1.6749 —0.8404
0.0239 —0.0466 —0.8404 0.5380

GDOP = \/trace(G) =1.73

PDOP =./G,, +G,, +G,, =1.57

HDOP =[G, +G,, =0.88
VDOP =G, =1.29

Exactly what these DOPs imply in terms of accuracy depends on what version of GPS/DGPS service one
is using.

For the Standard Positioning Service (SPS) with Selective Availability (SA) on, typically the value
32 meters was used for the one sigma error. Since this value depended almost entirely on policy, advances
in technology did not change its value. In Conley (1999) we can get a glimpse of what accuracies will be
expected in the short term, and how they may improve in the future. They report less than 1.4 meters
rms for the on-orbit clocks and 59 centimeters for the ephemeris contribution to user range error (URE)
in 1999. For SVN 43, the first operational Block IIR satellite, the combined clock and ephemeris errors
were 70 centimeters RMS. This means that the errors in predicting ionospheric delay at about five meters,
the errors in predicting tropospheric delay at about two meters, and multipath now dominate the
statistics. DGPS will remove most of the residual errors due to satellite clock and ephemeris, and
ionospheric and tropospheric delay leaving multipath as the most common dominant error source. The
multipath errors are highly dependent on receiver and antenna design and antenna placement. Prelim-
inary data after the termination of SA, from fixed sites, with high quality receivers, and where some care
has been taken to minimize multipath, is indicating 7 meter 2 drms accuracy may be achievable. The
performance on typical installations with low cost receivers on moving platforms will be considerably
worse. In the GPS modernization program to be implemented over the next decade, the addition of C/A
code on L2 and third civil frequency, will mean civil receivers will measure ionospheric delay via differ-
ential pseudo-range as in dual frequency, military receivers. This combined with other improvements in
technology is expected to improve civil GPS accuracy to better than five meters 2 drms.

For Precise Positioning Service users, NATO GPS (1991) specifies 13.0 meters (95%) URE, which
would imply a standard deviation of 6.5 meters assuming a normal distribution. The actual performance,
while classified, is generally acknowledged to be considerably better than this 1991 value, and will continue
improve with technology.
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FIGURE 2.94 Typical joint distribution of GPS altitude and time errors.

The negative correlation (p = -0.8404./ 1.6749 * 0.538@= —0.885) between the altitude and time errors
is common because the satellites used (by receivers on the earth’s surface) all must lie within a cone
starting at some (elevation mask) angle above the horizon. Figure 2.94 shows the error ellipse for the
joint time and altitude distribution. By using the first (east), second (north), and fourth (time) columns
in the matrix A above we can calculate the expected DOPs for a GPS receiver in a fixed (known) altitude
mode. HDOP is virtually unchanged but TDOP improves from 0.73 to 0.34. Similarly, if we assume we
know time accurately and are only solving for three-dimensional position, we use the first three columns
and VDOP improves from 1.29 to 0.60. Realistically, we will not know time exactly because we use the
GPS to get time. We can improve vertical accuracy somewhat by propagating clock bias ahead via a
Kalman filter as described in a later section, but can never get to zero clock error and this VDOP.

Weighted Least Squares

When the covariance of the measurement error is not a constant times an identity matrix, the optimum
solution is a weighted vs. linear least squares solution.

-1
AP = (ATWA) ATWAPR

Now the covariance of the error is given by

-1 -1
E{APAPT} :EgATWA) ATWAPRAPRTWTA(ATWA) 0
d
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This error is minimized if
W=R"
And this minimum error is given by

-1

E{ APAP"‘} = (ATWA)

For example, if we assume the standard deviation of each TOA measurement is the same for a three
TD fix we should use a weighting matrix given by

52 +g2 o o2 O 0075 -025 —0.250

— -1 — |:| " 2 2 l 2 r; D —_ D |:|
W=R"!= E o, g, +0, - E = s 10.25 0.75 —0.25¢
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g o o,  ol+ol H025 025 0755

When this matrix is multiplied times the TD observation vector, the correlation of the errors in the
resulting vector is removed. It can be shown that weighted least squares processing of the TD measure-
ments with the weighting matrix above is exactly equivalent to linear least squares processing of TOA
measurements. For GPS, GLONASS, or DGPS there may be some advantages to weighted least squares
processing. For example, low elevation satellites are subject to larger pseudo-range errors due to multipath
and ionosphere delay modeling errors. The typical approach is to reject satellites below some elevation
mask threshold of five to ten degrees. An alternative method using low elevation satellites with lower
weights may help eliminate occasional spikes in GDOP. In integrated GPS/GLONASS, weighted least
squares would have advantages in assigning different weights according to the relative accuracy of the
two system’s pseudo-ranges.

In LORAN, TOAs do not have same variance, TDs are not independent, and the position solution
should be designed accordingly. Figures 2.95, 2.96, and 2.97 show the results of 1166 LORAN fixes over
6.5 hours using the 9960 chain at a stationary location in New York Harbor. The LOCUS™ receiver used
was modified to use a Cesium time standard and provided TOA data. The observed TOA standard
deviations were:

Seneca, NY (175nm) 7.6 ns
Caribou, ME (452 nm)  100.6 ns
Nantucket, MA (186 nm) 8.6 ns
Carolina Beach, NC (438 nm) 21.1 ns
Dana, IN (618 nm) 60.0 ns

(Note: Even though distances are comparable, the Carolina Beach TOAs are much better than those of
Caribou because the path is seawater vs. land. In addition, Carolina Beach TDs are monitored and
controlled using data from nearby Sandy Hook, NJ and Caribou is controlled using data from a monitor
in Maine.)

The 2 drms repeatable accuracy is seen to be 21.8 meters for linear least squares and 7.3 meters for
weighted least squares. Since for this particular data set, the Caribou and Dana signals are virtually
ignored (Caribou is weighted (7.6/100.6)=0.0057 relative to Seneca), comparable accuracy to weighted
least squares would have been obtained by totally ignoring Caribou and Dana data and doing three-
TOA/two-TD fixes. In general using all data provides for a much more reliable solution. Figure 2.98
shows a histogram of time difference data of the 5930Y (Caribou/Cape Race) baseline as measured in
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FIGURE 2.95

New London, CT. What is seen for marginal signals like Cape Race at 875 nm from New London, is
frequent cycle errors resulting in 10 and 20 usec TD errors. Any kind of standard least squares algorithm
will not work. Assuming an over-determined solution, there are two basic alternatives; first, a maximum
likelihood algorithm that takes into account the potential for local maxima in the likelihood function
due to cycle errors, and second, Receiver Autonomous Integrity Monitoring (RAIM). In RAIM, a fix
using all measurements is calculated and the residuals compared to a threshold. For RAIM to be valid,
assuming N measurements, each of the N fixes available from each subset of N-1 measurements must
have acceptable geometry. For GPS, if we have two or more measurements than unknowns, the potential
exists to identify and remove bad data via residual analysis on these N over-determined fixes. Since for
LORAN, cycle errors have predictable behavior, we may be able to identify and remove them with only
one measurement more than the number of unknowns.

Kalman Filters

This section points out the basic principles of Kalman Filters and specifically how they can be used in
radionavigation systems. All of our analysis above has assumed we process each set of data independently.
We know that parameters such as clock frequency and our velocity can only change at finite rates and
therefore we ought to be able to do better using all past measurements. When we integrate LORAN TOAs
or GLONASS pseudo-ranges with GPS pseudo-ranges we may not be able to assume the various systems
are exactly synchronized in time. Therefore we cannot only solve for one time term, but we do know the
drift between systems is extremely slow and need to somehow exploit that knowledge. Kalman filters
allow us to use past measurements together with a priori knowledge of platform and clock dynamics to
obtain optimum values of position and velocity. Typically, Kalman filters have found extensive use in the
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FIGURE 2.96
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FIGURE 2.98 Histogram of time difference data of the 5930Y (Caribou/Cape Race) baseline measured in New

London, CT.

Compute Kalman Gains

- T - T -1
K(k) = P(k) H(k) {H(k) P(k) H(k) + R(k)]

Measurements z(k)

Project State & Covariance Ahead
Based on Model of System Dynamics

X(k+1) = Ok) X(k)
P(k+1) = ®(k) P(k) d)(kj) +Q(k)

Update State Estimate from Measurements

X(k) = X(k) + K(k) |z(k) - H(k) X(K))]

Update Error Covariance

P(k) = [ - K(k) H(k)] P(k)

FIGURE 2.99 Kalman filter structure.

integration of inertial and electronic navigation systems. Here we will concentrate on stand-alone elec-

tronic navigation systems. The reader is referred to more extensive references such as Brown (1992) for

more detail.

Figure 2.99 shows the basic structure of a discrete Kalman filter. The process starts with initial estimates
of the state [X(0)] and the error covariance [P(0)]. The other variables are:
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R(k) is the covariance of the measurement errors. (They are assumed white, this is not valid for SA-
dominated pseudo-range errors, which are correlated over minutes. Strictly speaking this corre-
lation should be modeled via additional state variables in system model, but normally is not.)

H(k) Matrix of direction cosines and ones (as A above) that relate pseudo-range or TOA errors to
positions and clock bias and Doppler’s to velocity and frequency errors.

z(k) Pseudo-range (or TOA) and Doppler measurements

K(k) Kalman gains

®(k) State transition matrix

Q(k) Covariance of noise driving state changes. This matrix controls allowed accelerations and clock
frequency and phase variations. Smaller Q(k) will result in smaller estimates of state error cova-
riance and less weighting of measurements. Larger Q(k) will result in faster system response to
measurements. Conventional wisdom suggests using larger Q when uncertain of exact model.

A typical state space model for stand-alone GPS would have eight states, the spatial coordinates and
their velocities, and the clock offset and frequency. The individual pseudo-range measurements can be
processed sequentially, which means that the Kalman gains can be calculated as scalars without the need
for matrix inversions. There is no minimum number of measurements required to obtain an updated
position estimate. The measurements are processed in an optimum fashion and if not enough for good
geometry, the estimate of state error variance [P(k)] will grow. If two satellites are available, the clock
bias terms are just propagated forward via the state transition matrix.

The structure is ideal for integrated systems where the offset between GPS and GLONASS time may
only be known approximately initially, but is known to be virtually constant. This offset would then be
estimated as a state variable with some initial uncertainty but with very small Q(k) driving changes. The
same would be true for LORAN/GPS time offsets and the concept could be extended to ASFs for individual
stations as well. The ASFs would be represented by very slowly varying states to be estimated. If GPS
pseudo-ranges became unavailable such as in an urban canyon, mountain valley, or under heavy foliage
cover, the LORAN would now be well calibrated.

Defining Terms

Accuracy: The degree of conformance between the estimated or measured position and/or velocity of
a platform at a given time and its true position or velocity. Radionavigation system accuracy is
usually presented as a statistical measure of system error and is specified as:

Predictable: The accuracy of a radionavigation system’s position solution with respect to the charted
solution. Both the position solution and the chart must be based upon the same geodetic datum.

Repeatable: The accuracy with which a user can return to a position whose coordinates have been
measured at a previous time with the same navigation system.

Relative: The accuracy with which a user can measure position relative to that of another user of the
same navigation system at the same time.

Availability: The availability of a navigation system is the percentage of time that the services of the
system are usable. Availability is an indication of the ability of the system to provide usable service
within the specified coverage area. Signal availability is the percentage of time that navigational
signals transmitted from external sources are available for use. Availability is a function of both
the physical characteristics of the environment and the technical capabilities of the transmitter
facilities.

Block I and Block II Satellites: The Block I is a GPS concept validation satellite; it does not have all of
the design features and capabilities of the production model GPS satellite, the Block II. The FOC
24 satellite constellation is defined to consist entirely of Block II/IIA satellites.

Coordinated Universal Time (UTC): UTC, an atomic time scale, is the basis for civil time. It is occa-
sionally adjusted by one-second increments to ensure that the difference between the uniform time
scale, defined by atomic clocks, does not differ from the earth’s rotation by more than 0.9 seconds.
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Differential: A technique used to improve radionavigation system accuracy by determining positioning
error at a known location and subsequently transmitting the determined error, or corrective factors,
to users of the same radionavigation system, operating in the same area.

Dilution of Precision (DOP): The magnifying effect on radionavigation position error induced by
mapping ranging errors into position and time through the position solution. The DOP may be
represented in any user local coordinate desired. Examples are HDOP for local horizontal, VDOP
for local vertical, PDOP for all three coordinates, TDOP for time, and GDOP for position and time.

Distance Root Mean Square (drms): The root-mean-square value of the distances from the true
location point of the position fixes in a collection of measurements. As used in this Chapter 2 drms
is the radius of a circle that contains at least 95 percent of all possible fixes that can be obtained
with a system at any one place. Actually, the percentage of fixes contained within 2 drms varies
between approximately 95.5% and 98.2%, depending on the degree of ellipticity of the error
distribution.

Hyperbolic Navigation System: A navigation system that produces hyperbolic lines of position (LOPs)
through the measurement of the difference in times of reception (or phase difference) of radio
signals from two or more synchronized transmitters.

Integrity: Integrity is the ability of a system to provide timely warnings to users when the system should
not be used for navigation.

Multipath Transmission: The propagation phenomenon that results in signals reaching the receiving
antenna by two or more paths. When two or more signals arrive simultaneously, wave interference
results. The received signal fades if the wave interference is time varying or if one of the terminals
is in motion.

Pseudo-range: The difference between the ranging signal time of reception (as defined by the receiver’s
clock) and the time of transmission contained within the satellite’s navigation data (as defined by
the satellite’s clock) multiplied by the speed of light.

Receiver Autonomous Integrity Monitoring (RAIM): A technique whereby a civil GPS receiver/pro-
cessor determines the integrity of the GPS navigation signals without reference to sensors or non-
DoD integrity systems other than the receiver itself. This determination is achieved by a consistency
check among redundant pseudo-range measurements.

Selective Availability (SA): The denial of full GPS accuracy to civil users by manipulating navigation
message orbit data (epsilon) and/or satellite clock frequency (dither).
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Further Information

Government Agencies

1. U.S. Coast Guard Navigation Information Service (NIS)
Address: Commanding Officer
USCG Navigation Center
7323 Telegraph Road
Alexandria, VA 22315
Internet: http://www.navcen.uscg.mil/navcen.htm
Phone: (703) 313-5900 (NIS Watchstander)

Formerly the GPS Information Center (GPSIC), NIS has been providing information since March, 1990.
The NIS is a public information service. At the present time, there is no charge for the information
provided. Hours are continuous: 24 hours a day, 7 days a week, including federal holidays.

The mission of the Navigation Information Service (NIS) is to gather, process, and disseminate timely
GPS, DGPS, Omega, LORAN-C status, and other navigation related information to users of these
navigation services. Specifically, the functions to be performed by the NIS include the following:

Provide the Operational Advisory Broadcast Service (OAB).

Answer questions by telephone or written correspondence.

Provide information to the public on the NIS services available.

Provide instruction on the access and use of the information services available.
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Maintain tutorial, instructional, and other relevant handbooks and material for distribution to users.

Maintain records of GPS, DGPS, and LORAN-C broadcast information, and databases or relevant
data for reference purposes.

Maintain bibliography of GPS, DGPS, and LORAN-C publications.

The NIS provides a watchstander to answer radionavigation user inquiries 24 hours a day, seven days a
week and disseminates general information on GPS, DGPS, Loran-C, and Radiobeacons through various
mediums.

2. NOAA, National Geodetic Survey
Address: 1315 East-West Highway, Station 09202
Silver Spring, MD 20910
Phone: (301) 713-3242;
Fax: (301) 713-4172
Monday through Friday, 7:00 a.m.—4:30 p.m., Eastern Time
Internet