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Preface

The first edition of The Electronics Handbook was published in 1996. Between then and now, tremendous
changes have occurred in electronics engineering. During this same period, the value of The Electronics
Handbook has been recognized by thousands of readers all over the world, for which the editor and authors
are very grateful.

The numerous changes in technology over the past few years have led to the publication of a second
edition of The Electronics Handbook. This new edition builds upon the solid foundation of fundamental
theory and practical applications of the original work. All chapters have been reviewed and updated as
needed, and many new chapters have been added to explain new developments in electronics engineering.

The Electronics Handbook is intended for engineers and technicians involved in the design, production,
installation, operation, and maintenance of electronic devices and systems. This publication covers a broad
range of technologies with emphasis on practical applications. In general, the level of detail provided
is limited to that necessary to design electronic systems based on the interconnection of operational
elements and devices. References are provided throughout the handbook to direct readers to more detailed
information on important subjects.

The purpose of The Electronics Handbook is to provide in a single volume a comprehensive reference
for the practicing engineer in industry, government, and academia. The book is divided into 23 chapters
that encompass the field of electronics. The goal is to provide the most up-to-date reference on subjects
ranging from classical devices and circuits to emerging technologies and applications.

The fundamentals of electronics have evolved to include a wide range of knowledge, empirical data,
and a broad range of practice. The focus of this handbook is on the key concepts, models, and equations
that enable the engineer to analyze, design, and predict the behavior of complex electrical devices, circuits,
instruments, and systems. The reader will find the key concepts of each subject defined, described, and
illustrated; where appropriate, practical applications are given as well.

The level of conceptual development of each topic is challenging, but tutorial and relatively fundamental.
Each chapter is written to enlighten the expert, refresh the knowledge of the experienced engineer, and
educate the novice.

The information contained in this work is organized into 23 chapters, building a foundation from
theory to materials to components to circuits to applications. The Handbook concludes with important
chapters on reliability, safety, and engineering management.

At the conclusion of most chapters of the Handbook are three important entries of particular interest
to readers:

* Defining Terms, which identifies key terms applicable to the field and their most common definitions
* References, which lists the papers and other resources used in the development of the chapter

* Further Information, which directs the reader to additional sources of in-depth information on the
subject matter

These features, a trademark of the CRC Press Electrical Engineering Handbook Series, are a valuable
aid to both experienced and novice engineers.

vii
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In a publication as large as this, locating the information desired in a rapid manner is important.
Numerous aids are provided in this regard. A complete table of contents is given at the beginning of the
book. In addition, an individual table of contents precedes each of the 23 chapters. A comprehensive
subject index is also provided.

The Electronics Handbook is designed to provide answers to most inquiries and to direct the reader
to further sources and references as needed. It is our hope that this publication will continue to serve
you—the reader—with important, useful information for years to come.

Jerry C. Whitaker
Editor-in-Chief

viii
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Editor-in-Chief

Jerry C. Whitaker is Vice President of Standards Development at the Advanced Television Systems
Committee (ATSC). Whitaker supports the work of the various ATSC technology and implementation
committees and assists in the development of ATSC standards, recommended practices, and related doc-
uments. The ATSC is an international, nonprofit organization developing voluntary standards for digital
television.

Whitaker is a Fellow of the Society of Broadcast Engineers and a Fellow of the Society of Motion Picture
and Television Engineers. He is also the author and editor of more than 30 books on technical topics. His
current CRC titles include:

* The RF Transmission Systems Handbook

* The Electronic Systems Maintaining Handbook
* AC Power Systems Handbook, 2nd edition

* The Power Vacuum Tubes Handbook

Whitaker is the former editorial director and associate publisher of Broadcast Engineering and Video
Systems magazines.
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1.1 Electromagnetic Spectrum

John Norgard

1.1.1 Introduction

The electromagnetic (EM) spectrum consists of all forms of EM radiation, for example, EM waves
propagating through space, from direct current (DC) to light to gamma rays. The EM spectrum can be
arranged in order of frequency or wavelength into a number of regions, usually wide in extent, within which
the EM waves have some specified common characteristics, for example, those characteristics relating to
the production or detection of radiation. Note that in this section, specific frequency ranges are called
bands; several contiguous frequency bands are called spectrums; and subfrequency ranges within a band
are called segments. A common example is the spectrum of the radiant energy in white light, as dispersed
by a prism, to produce a rainbow of its constituent colors.

The EM spectrum can be displayed as a function of frequency (or wavelength), as shown schematically
in Fig. 1.1. In air, frequency and wavelength are inversely proportional ( f = ¢/A). The meter-kilogram-
second (MKS) unit of frequency is the hertz (1 Hz = 1 cycle per second); the MKS unit of wavelength is
the meter.

Frequency is also measured in the following subunits.

kilohertz [1kHz = 10° Hz]

megahertz  [1 MHz = 10° Hz]
gigahertz  [1 GHz = 10° Hz]
terahertz [1 THz = 10'2 Hz]

or, for very high frequencies,
electron volt [l eV ~ 2.41 x 10" Hz]

Note that & = hf = gV where h = 6.63 x 107%* Js (Plancks constant) and g = 1.602 x 10~ C.
Wavelength is also measured in the following subunits.

centimeters [l cm = 1072 m]

millimeters [l mm = 1073 m]
micrometers  [1 pum = 10~° m] (microns)
nanometers [1nm = 107° m)]
Angstroms [1A=10"1m]

picometers  [1 pm = 1072 m]
femtometers [1fm = 107" m]
attometers [1am = 107'¥ m]

1.1.2 Spectral Subregions

In this section, the EM spectrum is divided for convenience into three main subregions: (1) the optical
spectrum, (2) the DC to light spectrum, and (3) the light to gamma ray spectrum.

The main subregions of the EM spectrum are now discussed, starting with the optical spectrum and
continuing with the DC to light and the light to gamma ray spectrums. Note that the boundaries between
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some of the spectral regions are somewhat arbitrary. Some spectral bands have no sharp edges and merge
into each other, and some spectral sequences overlap each other slightly.

Optical Spectrum

The optical spectrum is the middle frequency/wavelength region of the EM spectrum. It is defined here as
the visible and near-visible regions of the EM spectrum and includes the following.

The infrared (IR) spectrum: 1 mm-0.7 um (300 GHz—429 THz)
The visible light spectrum: 0.7 pm-0.4 um (429 THz-750 THz)
The ultraviolet (UV) spectrum: 0.4 um-—circa 3 nm (750 THz—circa 300 eV)

These regions of the EM spectrum are usually described in terms of their wavelengths.

Atomic and molecular radiation produce radiant light energy. Molecular radiation and radiation from
hot bodies produce EM waves in the IR band. Atomic radiation (outer shell electrons) and radiation from
arcs/sparks produce EM waves in the UV band.

Visible Light Spectrum
In the middle of the optical spectrum is the visible light spectrum, extending approximately from 0.4 um
(violet) up to 0.7 um (red), that is, from 750 THz down to 429 THz. EM radiation in this region of the EM
spectrum, when entering the eye, gives rise to visual sensations (colors), according to the spectral response
of the eye [the spectral response of the eye is sometimes quoted as extending from 0.38 ;m (violet) up to
0.75 or 0.78 um (red), that is, from 790 THz down to 400 or 385 THz)], which responds only to radiant
energy in the visible light band extending from the extreme long wavelength edge of red to the extreme
short wavelength edge of violet.

This visible light spectrum is further subdivided into the various colors of the rainbow, namely (in
decreasing wavelength/increasing frequency):

red a primary color; peak intensity at 700.0 nm (429 THz)
orange

yellow

green a primary color; peak intensity at 546.1 nm (549 THz)
cyan

blue a primary color; peak intensity at 435.8 nm (688 THz)
indigo

violet

IR Spectrum

The IR spectrum is the region of the EM spectrum lying immediately below the visible light spectrum. The

IR spectrum consists of EM radiation with wavelengths extending between the longest visible red (circa

0.7 um) and the shortest microwaves (circa 300-1000 pm, i.e., from 400 THz down to 1 THz-300 GHz).
The IR spectrum is further subdivided into the near, intermediate,* and far IR bands as follows:

1. Near IR band: 0.7 um up to 3 um (429 THz down to 100 THz)
2. Intermediate IR band: 3 um up to 10 um (100 THz down to 30 THz)
3. Far IR band: 10 yum up to 100 um (30 THz down to 3 THz)
The submillimeter region of wavelengths is sometimes included in the very far region of the IR band.
4. Submillimeter: 100 um up to 1 mm (3 THz down to 300 GHz)

EM radiation is produced by oscillating and rotating molecules and atoms. Therefore, all objects at
temperatures above absolute zero emit EM radiation by virtue of their thermal motion (warmth) alone.

*Note some reference texts use 2.5 um (120 THz) as the breakpoint between the near and the intermediate IR bands.
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Objects near room temperature emit most of their radiation in the IR band. Even relatively cool ob-
jects, however, emit some IR radiation; hot objects, such as incandescent filaments, emit strong IR
radiation.

IR radiation is sometimes incorrectly called radiant heat, because warm bodies emit IR radiation and
bodies that absorb IR radiation are warmed. However, IR radiation is not itself heat. This EM radiation is
called black body radiation. Such waves are emitted by all material objects. For example, the background
cosmic radiation (2.7 K) emits microwaves; room temperature objects (295 K) emit IR rays; the sun
(6000 K) emits yellow light; the solar corona 10° K emits X rays.

IR astronomy uses the 1 um—1 mm part of the IR band to study celestial objects by their IR emissions.
IR detectors are used in night vision systems, intruder alarm systems, weather forecasting, and missile
guidance systems. IR photography uses multilayered color film, with an IR sensitive emulsion in the
wavelengths between 700 and 900 nm, for medical and forensic applications and for aerial surveying.

UV Spectrum
The UV spectrum is the region of the EM spectrum lying immediately above the visible light spectrum.
The UV spectrum consists of EM radiation with wavelengths extending between the shortest visible violet
(circa 0.4 um) and the longest X rays (circa 3 nm), that is, from 750 THz (circa 3 eV) up to 125 eV (some
reference texts use 4, 5, or 10 nm as the upper edge of the UV band.)

The UV spectrum is further subdivided into the near and the far UV bands as follows:

Near UV band: 0.4 um down to 100 nm (3eVuptol0eV)
Far UV band: 100 nm down to circa3nm (10 eV up to circa 300 eV)

The far UV band is also referred to as the vacuum UV band, since air is opaque to all UV radiation in this
region.

UV radiation is produced by electron transitions in atoms and molecules, as in a mercury discharge
lamp. UV radiation from the sun causes tanning of the skin. Radiation in the UV range can cause florescence
in some substances, can produce photographic and ionizing effects, and is easily detected.

In UV astronomy, the emissions of celestial bodies in the wavelength band between 50 and 320 nm are
detected and analyzed to study the heavens. The hottest stars emit most of their radiation in the UV band.

DC to Light Spectrum

Below the IR spectrum are the lower frequency (longer wavelength) regions of the EM spectrum, subdivided
generally into the following spectral regions (by frequency/wavelength).

Microwave spectrum: 300 GHz down to 300 MHz (1 mm up to 1 m)
Radio frequency (RF) spectrum: 300 MHz down to 10kHz (1 m up to 30 km)
Power/telephony spectrum: 10 kHz down to DC (30 km up to 00)

Note that some reference works define the lower edge of the microwave spectrum at 1 GHz. The three
regions of the EM spectrum are usually described in terms of their frequencies.

Radiations having wavelengths of the order of millimeters and centimeters are called microwaves; those
still longer are called radio waves (or Hertzian waves).

Radiation from electronic devices produces EM waves in both the microwave and RF bands. Power
frequency energy is generated by rotating machinery. Direct current is produced by batteries or rectified
alternating current (AC).

Microwave Spectrum

The microwave spectrum is the region of wavelengths lying between the far IR/submillimeter regions and
the conventional RF region. The boundaries of the microwave spectrum have not been definitely fixed,
but it is commonly regarded as the region of the EM spectrum extending from about 1 mm to 1 m in
wavelengths, that is, 300 GHz down to 300 MHz.
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The microwave spectrum is further subdivided into the following segments.

Millimeter waves: 300 GHz down to 30 GHz (1 mm up to 1 cm) extremely high-frequency
(EHF) band

Centimeter waves: 30 GHz down to 3 GHz (1 cm up to 10 cm) super high-frequency
(SHF) band

Note that some reference articles consider the top edge of the millimeter region to stop at 100 GHz. The
microwave spectrum usually includes the ultra high-frequency (UHF) band from 3 GHz down to 300 MHz
(10 cm up to 1 m).

Microwaves are used in radar, in communication links spanning moderate distances, as radio carrier
waves in radio broadcasting, for mechanical heating, and cooking in microwave ovens.

Radio Frequency Spectrum

The RF range of the EM spectrum is the wavelength band suitable for utilization in radio communications
extending from 10 kHz to 300 MHz (some authors consider the RF band as extending from 10 kHz to
300 GHz, with the microwave band as a subset of the RF band from 300 MHz to 300 GHz.) Some of
the radio waves serve as the carriers of the low-frequency audio signals; other radio waves are modulated
by video and digital information. The amplitude modulated (AM) broadcasting band uses waves with
frequencies between 550 and 1640 kHz; the frequency modulated (FM) broadcasting band uses waves
with frequencies between 88 and 108 MHz.

In the U.S., the Federal Communications Commission (FCC) is responsible for assigning a range of
frequencies, for example, a frequency band in the RF spectrum, to a broadcasting station or service. The
International Telecommunications Union (ITU) coordinates frequency band allocation and cooperation
on a worldwide basis.

Radio astronomy uses a radio telescope to receive and study radio waves naturally emitted by objects
in space. Radio waves are emitted from hot gases (thermal radiation), from charged particles spiraling in
magnetic fields (synchrotron radiation), and from excited atoms and molecules in space (spectral lines),
such as the 21-cm line emitted by hydrogen gas.

Power Frequency/Telephone Spectrum

The power frequency (PF) range of the EM spectrum is the wavelength band suitable for generating,
transmitting, and consuming low-frequency power, extending from 10 kHz down to DC (zero frequency).
In the U.S., most power is generated at 60 Hz (some military applications use 400 Hz); in other countries,
for example, in Europe, power is generated at 50 Hz.

Frequency Bands
The combined microwave, RF (Hertzian waves), and power/telephone spectra are subdivided into the
following specific bands.

Extremely low-frequency (ELF) band: 30 Hz up to 300 Hz (10 Mm down to 1 Mm)
Voice-frequency (VF) band: 300 Hz up to 3 kHz (1 Mm down to 100 km)
Very low-frequency (VLF) band: 3 kHz up to 30 kHz (100 km down to 10 km)
Low-frequency (LF) band: 30 kHz up to 300 kHz (10 km down to 1 km)
Medium-frequency (MF) band: 300 kHz up to 3 MHz (1 km down to 100 m)
High-frequency (HF) band: 3 MHz up to 30 MHz (100 m down to 10 m)
Very high-frequency (VHF) band: 30 MHz up to 300 MHz (10 m down to 1 m)
Ultra high-frequency (UHF) band: 300 MHzup to 3GHz (1 m down to 10 cm)
Super high-frequency (SHF) band: 3 GHz up to 30 GHz (1 cm down to 1 cm)

Extremely high-frequency (EHF) band: 30 GHz up to 300 GHz (1 cm down to 1 mm)

The upper portion of the UHF band, the SHF band, and the lower part of the EHF band are further
subdivided into the following bands.
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Lband: 1GHzupto2 GHz
Sband: 2 GHzupto4 GHz
Cband: 4 GHz up to 8 GHz
Xband: 8 GHzupto 12 GHz
Kuband: 12 GHz up to 18 GHz
Kband: 18 GHz up to 26.5 GHz
Kaband: 26.5 GHz up to 40 GHz
Qband: 32 GHz up to 50 GHz
Uband: 40 GHz up to 60 GHz
Vband: 50 GHzup to 75 GHz
W band: 75 GHz up to 100 GHz

(30 cm down to 15 cm)
(15 cm down to 7.5 ¢cm)
(7.5 cm down to 3.75 ¢cm)
(3.75cm down to 2.5 cm )
(2.5 cm down to 1.67 cm)
(1.67 cm down to 1.13 cm)
(1.13 cm down to 7.5 mm)
(9.38 mm down to 6 mm)
(7.5 mm down to 5 mm)
(6 mm down to 4 mm)

(4 mm down to 3.33 mm)

An alternate and more detailed subdivision of the UHF, SHF, and EHF bands is as follows:

L band: 1.12 GHz up to 1.7 GHz
LS band: 1.7 GHz up to 2.6 GHz

S band: 2.6 GHz up to 3.95 GHz
C(G) band: 3.95 GHz up to 5.85 GHz

XN(J, XC) band:
XB(H, BL) band:

5.85 GHz up to 8.2 GHz
7.05 GHz up to 10 GHz

X band: 8.2 GHz up to 12.4 GHz
Ku(P) band: 12.4 GHz up to 18 GHz
K band: 18 GHz up to 26.5 GHz
V(R, Ka) band: 26.5 GHz up to 40 GHz
Q(V) band: 33 GHz up to 50 GHz
M(W) band: 50 GHz up to 75 GHz
E(Y) band: 60 GHz up to 90 GHz
F(N) band: 90 GHz up to 140 GHz
G(A) band: 140 GHz up to 220 GHz
R band: 220 GHz up to 325 GHz

(26.8 cm down to 17.6 cm)
(17.6 cm down to 11.5 cm)
(11.5 cm down to 7.59 cm)
(7.59 cm down to 5.13 cm)
(5.13 cm down to 3.66 cm)
(4.26 cm down to 3 cm)
(3.66 cm down to 2.42 cm
(2.42 cm down to 1.67 cm
(1.67 cm down to 1.13 cm
(1.13 cm down to 7.5 mm
(9.09 mm down to 6 mm)
(6 mm down to 4 mm)

(5 mm down to 3.33 mm)
(3.33 mm down to 2.14 mm)
(2.14 mm down to 1.36 mm)
(1.36 mm down to 0.923 mm)

)
)
)
)

The upper portion of the VHF band, the UHF and SHF bands, and the lower part of the EHF band have
been more recently divided into the following bands.

Aband: 100 MHz up to 250 MHz
Bband: 250 MHz up to 500 MHz
Cband: 500 MHz up to 1 GHz
Dband: 1GHzupto2 GHz
Eband: 2 GHzup to3 GHz
Fband: 3 GHzupto4 GHz
Gband: 4 GHzupto6 GHz
Hband: 6 GHzupto 8 GHz
Iband: 8 GHzup to 10 GHz
Jband: 10 GHz up to 20 GHz
Kband: 20 GHz up to 40 GHz
Lband: 40 GHz up to 60 GHz
Mband: 60 GHz up to 100 GHz

(3mdownto 1.2 m)
(1.2 m down to 60 cm)
(60 cm down to 30 ¢cm)
(30 cm down to 15 cm)
(15 cm down to 10 cm)
(10 cm down to 7.5 cm)
(7.5 cm down to 5 cm)
(5 cm down to 3.75 cm)
(3.75 cm down to 3 cm)
(3 cm down to 1.5 cm)
(1.5 cm down to 7.5 mm)
(7.5 mm down to 5 mm)
(5 mm down to 3 mm)

Several other frequency bands of interest (not exclusive) are now listed.

In the power spectrum:

Audio band: 10 Hz-10 kHz
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In the RF spectrum:

Longwave broadcasting band: 150-290 kHz

AM broadcasting band: 550-1640 kHz (1.640 MHz) (107 Channels, 10-kHz separation)

International broadcasting band:  3-30 MHz

Shortwave broadcasting band: 5.95-26.1 MHz (8 bands)

VHE television (channels 2—4): 54-72 MHz
VHE television (channels 5-6): 76-88 MHz
FM broadcasting band: 88-108 MHz
VHEF television (channels 7-13):  174-216 MHz
UHEF television (channels 14-83): 470-890 MHz

In the Microwave spectrum (up to 40 GHz):

Aeronavigation:

Global positioning system (GPS) down link:
Military communications (COM)/radar:
Miscellaneous COM/radar:

L-band telemetry:

GPS downlink:

Military COM (troposcatter/telemetry):
Commercial COM and private line of sight (LOS):
Microwave ovens:

Commercial COM/radar:

Instructional television:

Military radar (airport surveillance):
Maritime navigation radar:

Miscellaneous radars:

Commercial C-band satellite (SAT) COM downlink:

Radar altimeter:

Military COM (troposcatter):
Commercial microwave landing system:
Miscellaneous radars:

C-band weather radar:

Commercial C-band SAT COM uplink:
Commercial COM:

Mobile television links:

Military LOS COM:

Military SAT COM downlink:

Military LOS COM:

Military SAT COM uplink:
Miscellaneous radars:

Precision approach radar:

X-band weather radar (and maritime navigation radar):

Police radar:

Commercial mobile COM [LOS and electronic news gathering (ENG)]:

Common carrier LOS COM:
Commercial COM:
Commercial Ku-band SAT COM downlink:

Direct broadcast satellite (DBS) downlink and private LOS COM:

ENG and LOS COM:
Miscellaneous radars and SAT COM:
Commercial Ku-band SAT COM uplink:
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0.96-1.215 GHz
1.2276 GHz
1.35-1.40 GHz
1.40-1.71 GHz
1.435-1.535 GHz
1.57 GHz
1.71-1.85 GHz
1.85-2.20 GHz
2.45 GHz
2.45-2.69 GHz
2.50-2.69 GHz
2.70-2.90 GHz
2.90-3.10 GHz
2.90-3.70 GHz
3.70-4.20 GHz
4.20-4.40 GHz
4.40-4.99 GHz
5.00-5.25 GHz
5.25-5.925 GHz
5.35-5.47 GHz
5.925-6.425 GHz
6.425-7.125 GHz
6.875-7.125 GHz
7.125-7.25 GHz
7.25-7.75 GHz
7.75-7.9 GHz
7.90-8.40 GHz
8.50-10.55 GHz
9.00-9.20 GHz
9.30-9.50 GHz
10.525 GHz
10.55-10.68 GHz
10.70-11.70 GHz
10.70-13.25 GHz
11.70-12.20 GHz
12.20-12.70 GHz
12.75-13.25 GHz
13.25-14.00 GHz
14.00-14.50 GHz
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Military COM (LOS, mobile, and Tactical):  14.50-15.35 GHz

Aeronavigation: 15.40-15.70 GHz
Miscellaneous radars: 15.70-17.70 GHz
DBS uplink: 17.30-17.80 GHz
Common carrier LOS COM: 17.70-19.70 GHz
Commercial COM (SAT COM and LOS): 17.70-20.20 GHz
Private LOS COM: 18.36-19.04 GHz
Military SAT COM: 20.20-21.20 GHz
Miscellaneous COM: 21.20-24.00 GHz
Police radar: 24.15 GHz

Navigation radar: 24.25-25.25 GHz
Military COM: 25.25-27.50 GHz
Commercial COM: 27.50-30.00 GHz
Military SAT COM: 30.00-31.00 GHz
Commercial COM: 31.00-31.20 GHz
Navigation radar: 31.80-33.40 GHz
Miscellaneous radars: 33.40-36.00 GHz
Military COM: 36.00-38.60 GHz
Commercial COM: 38.60—40.00 GHz

Light to Gamma Ray Spectrum

Above the UV spectrum are the higher frequency (shorter wavelength) regions of the EM spectrum,
subdivided generally into the following spectral regions (by frequency/wavelength)

X-ray spectrum: circa 300 eV up to (circa 3 nm down to circa (circa 1 x 10" Hz up to
circa 30 keV 30 pm) 1 x 10" Hz)
Gamma ray spectrum: circa 30 keV up toco (30 pm down to 0 m) (1 x 10" Hz up to c0)

These regions of the EM spectrum are usually described in terms of their photon energies in electron
volts.

Note that cosmic rays (from astronomical sources) are not EM waves (rays) and, therefore, are not
part of the EM spectrum. Cosmic rays are high-energy-charged particles (electrons, protons, and ions)
of extraterrestrial origin moving through space that may have energies as high as 102° eV. Cosmic rays
have been traced to cataclysmic astrophysical/cosmological events, such as exploding stars and black holes.
Cosmic rays are emitted by supernova remnants, pulsars, quasars, and radio galaxies. Cosmic rays collide
with molecules in the Earth’s upper atmosphere producing secondary cosmic rays and gamma rays of
high energy. These gamma rays are sometimes called cosmic or secondary gamma rays. Cosmic rays are
a useful source of high-energy particles for experiments. They also contribute to the natural background
radiation.

Radiation from atomic inner shell excitations produces EM waves in the X-ray spectrum. Radiation
from naturally radioactive nuclei produces EM waves in the gamma ray spectrum.

X-Ray Spectrum
The X-ray spectrum is further subdivided into the following segments.

Soft X rays:  circa 300 eV up to 10keV  (circa 3 nm down to 10 nm)  (circa 1 x 107 Hzup to
3 x 108 Hz)

Hard X rays: 10 keV up to circa 30 keV (10 nm down to circa 30 pm) (3 x 10'® Hz up to
circa 3 x 10" Hz)

Because the physical nature of these rays was first unknown, this radiation was called X rays. The more
powerful X rays are called hard X rays and are of high frequencies and, therefore, are more energetic; less
powerful X rays are called soft X rays and have lower energies.
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X rays are produced by transitions of electrons in the inner levels of excited atoms or by rapid deceleration
of charged particles—Brehmsstrahlung breaking radiation. An important source of X rays is synchrotron
radiation. X rays can also be produced when high-energy electrons from a heated filament cathode strike
the surface of a target anode (usually tungsten) between which a high alternating voltage (approximately
100 kV) is applied.

X rays are a highly penetrating form of EM radiation and applications of X rays are based on their short
wavelengths and their ability to easily pass through matter. X rays are very useful in crystallography for
determining crystalline structure and in medicine for photographing the body. Since different parts of the
body absorb X rays to a different extent, X rays passing through the body provide a visual image of its
interior structure when striking a photographic plate. X rays are dangerous and can destroy living tissue
and can cause severe skin burns; however, X rays are useful in the diagnosis and nondestructive testing of
products for defects.

Gamma Ray Spectrum
The gamma ray spectrum is subdivided into the following segments.

Primary gamma rays: circa 30 keV up  (circa 30 pm down to 300 fm) (circa 1 x 10" Hz up
to 3 MeV to 1 x 10?! Hz)
Secondary gamma rays: 3 MeV up tooo (300 fm down to 0 m) (1 x 10*! Hz up to 00)

The primary gamma rays are further subdivided into the following segments.

Soft gamma rays:  circa30keVupto  (circa 30 pm down to (circa 1 x 10 Hz up
circa 300 keV circa 3 pm) to circa 1 x 10%° Hz)
Hard gamma rays: circa 300 keV up to  (circa 3 pm down to 300 fm) (circa 1 x 10%° Hz
3 MeV up to 1 x 102! Hz)

Secondary gamma rays are created from collisions of high-energy cosmic rays with particles in the
Earth’s upper atmosphere.

Gamma rays are essentially very energetic X rays. The distinction between the two is based on their
origin. X rays are emitted during atomic processes involving energetic electrons; gamma rays are emitted
by excited nuclei or other processes involving subatomic particles.

Gamma rays are emitted by the nucleus of radioactive material during the process of natural radioactive
decay as a result of transitions from high-energy excited states to low-energy states in atomic nuclei.
Cobalt 90 is a common gamma ray source (with a half-life of 5.26 years). Gamma rays are also produced
by the interaction of high-energy electrons with matter. Cosmic gamma rays cannot penetrate the Earth’s
atmosphere.

Applications of gamma rays are used both in medicine and in industry. In medicine, gamma rays are
used for cancer treatment, diagnoses, and prevention. Gamma ray emitting radioisotopes are used as
tracers. In industry, gamma rays are used in the inspection of castings, seams, and welds.

Defining Terms

Cosmic rays: Highly penetrating particle rays from outer space. Primary cosmic rays that enter the Earth’s
upper atmosphere consist mainly of protons. Cosmic rays of low energy have their origin in the sun,
those of high energy in galactic or extragalactic space, possibly as a result of supernova explosions.
Collisions with atmospheric particles result in secondary cosmic rays (particles) and secondary
gamma rays (EM waves).

Electromagnetic spectrum: EM radiant energy arranged in order of frequency or wavelength and divided
into regions within which the waves have some common specified characteristics, for example, the
waves are generated, received, detected, or recorded in a similar way.

Gamma rays: Electromagnetic radiation of very high energy (greater than 30 keV) emitted after nuclear
reactions or by a radioactive atom when its nucleus is left in an excited state after emission of alpha
or beta particles.
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Infrared (IR) radiation: Electromagnetic radiations having wavelengths in the range, 0.7 nm (the long-
wavelength limit of visible red light) to 1 mm (the shortest microwaves). A convenient subdivision
is as follows: near, 0.7 um to 2—5 pm; intermediate, 2—5 pum to 10 um; far, 10 um to 1 mm.

Light: White light, when split into a spectrum of colors, is composed of a continuous range of merging
colors: red, orange, yellow, green, cyan, blue, indigo, and violet.

Microwaves: An electromagnetic wave that hasa wavelength between approximately 0.3 cm (or 1 mm) and
30 (or 10) cm, corresponding to frequencies between 1 GHz (or 300 MHz) and 100 (or 300) GHz.
Note that there are no well-defined boundaries distinguishing microwaves from infrared and radio
and waves.

Radio waves: Electromagnetic radiation suitable for radio transmission in the range of frequencies from
about 10 kHz to about 300 MHz.

Ultraviolet (UV) radiation: Electromagnetic radiations having wavelengths in the range from 0.4 nm
(the shortest wavelength limit of visible violet light) to 3 nm (the longest X rays). A convenient
subdivision is as follows: near, 0.4 um to 100 nm; far, 100 nm to 3 nm.

Xrays: Electromagnetic radiation of short wavelengths (circa 3 nm to 30 pm) produced when cathode
rays impinge on matter.
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1.2 Resonance

Michael D. Ciletti

1.2.1 Introduction

Resonant circuits play an important role in filters and tuning circuits for communications, radar, and many
other electronics systems. In a typical application a resonant circuit is used to tune a radio or television
to a particular station while blocking the signals that it receives simultaneously from other stations and
sources of signals. Resonant circuits effect a frequency-dependent attenuation of signals, thus passing
certain signals and rejecting others, including noise. Widespread use of resonant circuits in consumer,
industrial, and defense electronics warrants their study. We will examine resonant circuits from the point
of view of their frequency-domain and time-domain properties.
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1.2.2 Frequency-Domain Description of Resonance

When a sinusoidal source is applied to a stable linear circuit all of the steady-state node voltages and branch
currents in the circuit will be sinusoids having the same frequency as the input. A sinusoidal input signal
produces a sinusoidal steady-state output (response). The steady-state response of a given node voltage or
branch current, however, may have different ampli-
tude and phase than those of the input signal. This
relationship is illustrated by the block diagram in
Fig. 1.2, in which the input signal A;, sin(wt + ¢y,)
produces a steady-state output signal (i.e., a voltage  pIGURE 1.2 Input—output relationship for linear cir-
or current) ye(t) = Aoy sin(@t + ¢our). cuits in sinusoidal steady state.
In general, when a linear circuit’s input signal is

the sinusoid v, (t) = Aj, sin(wt + ¢y,) for t > 0, the steady-state output signal will be a sinusoid described
by yss(f) = Aoue Sin(wt + @oue). The magnitude and phase of the steady-state output signal are related to
the magnitude and phase of the circuit’s input sinusoidal signal by

Ainsin(ot + ¢j) == CIRCUIT f— A .sin(of + Poy)

Aout = AmlH(]a))|
and
¢out = ¢in + angH(]a))

where |H(jw)| denotes the magnitude of the
complex-valued s-domain input-output transfer — e —ang H (jo)lo
function H(s), and ang H(jw) denotes the an- Ain - Vin ()
gle of H(s), with both quantities evaluated at s =
jo in the complex plane. It is important to re-
alize that the steady-state output signal will be a fss
scaled and time-shifted copy of the input ~Agut
signal, as depicted in Fig. 1.3. The time t, denotes
the time at which the circuit is considered to be in
the steady state. The magnitude of the steady-state
output signal y () is created by scaling the magni- FIGURE 1.3 Input-output signal relationships.
tude of the input signal by | H(jw)|; the phase angle
of the steady-state output signal is created by adding the phase angle increment 6 (jw) = ang H(jw) to the
phase angle of the input signal. The steady-state output signal is translated relative to the input signal on
the time axis by an amount t = —angH (jw)/w.

The relationship between a circuit’s sinusoidal R
input signal and its steady-state output signal can +
be represented in the frequency domain by the Bode
magnitude and phase responses of the circuit
[DeCarlo and Lin, 1995; Irwin 1995]. For exam-
ple, the capacitor voltage in the simple RC circuit
shown in Fig. 1.4 has the Bode magnitude |H(jw)| FIGURE1.4 Three series RC circuit.
and Bode phase response, 6(jw) shown in Fig. 1.5.

The s-domain input-output transfer function H(s) relating the output (capacitor voltage) to the input
source voltage in Fig. 1.4 is obtained by using voltage division with the generalized impedances (Ciletti,
1988) in the series RC circuit

Ys (1)

H(s) = Zc(s)/[Zr(s) + Zc(s)]
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where Z¢(s) = 1/(sC) and Zg(s) = R. Making these substitutions leads to

H(s) = 1/(1 + sRC)

and
H(jw) =1/(1+ joRC)
with
|H(jw)l = 1//(1 + ’R*C?)
and

0(jw) = ang[H(jw)] = —tan " (wRC)

(Note: Generalized (s-domain) impedances Z(s) and admittances Y (s) obey the same algebraic laws of
series and parallel combination as do resistors, thereby simplifying circuit analysis.)
The Bode magnitude response shown in

Fig. 1.5 for the response of the capacitor voltage [H(joo)
. o . . 14__BODE MAGNITUDE RESPONSE
in the RC circuit in Fig. 1.4 said to be a low-pass re-

sponse, indicating that sinusoidal sources with low
frequencies will be less attenuated in steady state

than those with relatively high frequency. In fact, 1 ol
the graph of |H(jw)| is considered to be relatively oja) 0 1 ol
flat for o < w,, with w, the so-called cutoff fre- BODE PHASE RESPONSE
quency of the filter. 4577

The cutoff frequency of a filter is determined -90°

by the value of the circuit’s components; here,
. = 1/(RC). The cutoff frequency of a low-pass
filter has the significance that a sinusoid signal the
frequency of which is outside of the passband of the
filter contributes less than 50% of the power to the output than would a DC signal having the same input

FIGURE 1.5 Bode magnitude and phase responses for a
simple RC lowpass filter.

amplitude. At low frequencies the output signal’s amplitude will be a close approximation to that of the
input. We note that |H(j0)| =1 and |H(jw,)| =0.707 for this circuit.

1.2.3 Series-Parallel RLC Resonant Filter

A circuit’s ability to selectively attenuate signals at certain frequencies is determined by its topology and
by the value of its physical components. For certain values of its components, a circuit’s Bode magnitude
response might be much sharper in shape than for other choices of components. When a circuit’s Bode
magnitude response exhibits a sharp characteristic
the circuit is said to be in resonance.

The Bode magnitude response of the simple RC
circuit will always have the shape shown in Fig. 1.5
and can never exhibit resonance. On the other hand,
the capacitor voltage in the series or parallel RLC
circuit shown in Fig. 1.6 has the sharp Bode mag-
nitude response shown in Fig. 1.7 when R = 10 2, FIGURE 1.6 Series-parallel resonant RLC circuit.
L = 1H, and C=1 F (frequency scaling can be

used to obtain more realistic component values for a given cutoff frequency). This circuit is distin-
guished by its sharp Bode magnitude response and is said to be a resonant circuit. We note, however, that
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for other choices of its component values the same IH(je)l
circuit might not exhibit the sharp Bode magnitude 1
response that is characteristic of resonance (e.g.,
R=1Q,L =1H, C = 1F). The resonant fre-
quency of this circuit, wg, can be shown to be given
by wg = 1//(LC). 1 wlay

The transfer function relating the output voltage
(across L and C) to the input voltage of the series/ FIGURE 1.7 Bode magnitude response for a resonant
parallel RLC circuit is obtained as follows: series-parallel RLC circuit.

H(s)=Zrc(s)/[R+ Zrc(s)]
={Z1()Zc(5)/1Z0(s) + Ze()NAR + Z1(5) Zc(5)/[Z1(s) + Ze(s)])
={(L)[1/(sO)/[sL +1/(SCNAR+ (sL)[1/(sC)]/[sL +1/(sC)]}
=[s/(RO)]/[s* +s/(RC) + 1/(LC)]

The utility of the resonant series-parallel circuit is demonstrated by considering the circuit’s steady-state
response to the signal vi, (t) = A; sin(0.5wrt 4+ ¢1) + Az sin(wrt + ¢,) + As sin(2wrt + ¢3). The steady-
state output signal will be y(#) = A1|H(j0.5wg)| sin[0.5wrt + @1 + 61 (jor)] + Az H(jog)| sin[ogt +
@2 + 0 (jwr)] + A3|H(j2wg)| sin[2wgrt + ¢3 + 05(jwr)], which can be approximated by

Vss(t) = Ayl H(jog)| sin[wrt + ¢y 4 6:(jwr)]

The steady-state output signal is approximately a scaled and time-translated (phase-shifted) copy of
the sinusoidal input signal; it consists primarily of a sinusoidal signal having frequency v = wg. The
components of the input signal at frequencies 0.5wg rad/s and 2wy rad/s will be effectively filtered by the
circuit and make minimal contribution to the output voltage.

1.2.4 The Pole-Zero Pattern Description of Resonance

The pole-zero pattern of the input/output transfer x |/
function, H(s), of a circuit is formed by plotting
the location of the roots of the polynomials com-
prising the numerator and denominator of H(s),

when H(s) is expressed as a ratio of two polyno- O =
mials. The roots of the numerator polynomial are

called the zeros of H(s), and those of the denomina-

tor are called the poles of H(s). The key relationship %

is that the location of the poles and zeros in the s

plane determine the shape of the Bode magnitude
FIGURE 1.8 Pole-zero pattern of a resonant series-

and phase responses of the circuit. Figure 1.8 shows
parallel RLC circuit.

the pole-zero pattern of the resonant series-parallel
RLC circuit. The Bode magnitude response is obtained by evaluating H(s) at points s = jw on the imag-
inary axis in the complex plane. The circuit’s Bode response will be resonant if it has a pair of complex
conjugate poles located relatively close to the imaginary axis in comparison to their distance from the real
axis. The presence of the associated pole factors in the denominator of | H(jw)| gives rise to the sharp
resonant peak feature in the Bode magnitude response. (The distance of the complex poles from the real
axis determines the frequency of the circuit’s damped frequency of oscillation, and the distance of the
pole pair determines the decay factor of the oscillation. The same is true of higher-order circuits having
multiple repeated poles located near the j axis.
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1.2.5 Time-Domain Description of Resonance

Time-domain methods are often used to characterize linear circuits, and can also be used to describe
resonance. When an electrical circuit exhibits an undamped oscillatory or slightly damped behavior it
is said to be in resonance, and the waveforms of the voltages and currents in the circuit can oscillate
indefinitely.

The response y(¢) of a linear circuit to an input signal u;,(¢) comprises the sum of two parts. The zero-
input response yzr(t) is that part of y(t) due solely to the energy that was stored in the circuit’s capacitors
and inductors before the input signal was applied. The zero-state response yzsg(t) is the response that the
circuit exhibits to the input signal when no energy is initially stored in the circuit. When a circuit has no
initial stored energy it is said to be initially relaxed. For a linear circuit, y(t) = yzr(t) + yzsr(f), and y(t)
is called the initial state response of the circuit, denoted by yisg (¢). That is, the response of a linear circuit
to an input signal is the sum of its response to its initial stored energy with the circuit’s input signal set to
zero and its response to the input signal when the circuit is initially relaxed.

The time-domain behavior of the zero-input response of a circuit is related to the frequency-domain
property of resonance. In the case of a second-order circuit, its zero-input response will be overdamped,
critically damped, or underdamped, depending on the value of the circuit’s components. If the components
are such that the response is highly underdamped, the circuit is said to be in resonance, and its zero-input
response will be oscillatory in nature and will not decay rapidly. The relative proximity of the poles of the
circuit’s transfer function H(s) to the j axis accounts for this oscillatory behavior. To see this, note that
each distinct pair of complex poles in H(s) contributes to yzg(t) a term having the following form:

y(t) = Ke ™ sin(wgt + ¥).

[If H (s ) has repeated (multiple) complex poles at the same location, the expression for y(t) also includes a
polynomial factor in the variable t.] The damping factor & determines the time constant of the decay of y(¢),
with T = 1/|e|, and the damped frequency of oscillation w,; determines the frequency of the oscillation.
When w; > |a| the circuit is said to be resonant, and the period of oscillation is small compared to the
time constant of decay. The time-domain waveform of the response is said to exhibit ringing. The complex
poles associated with ringing are relatively closer to the j axis than to the real axis.

1.2.6 Resonance and Energy Storage in Inductors and Capacitors

The physical phenomena of resonance is due to an exchange of energy between electric and magnetic
fields. In passive RLC circuits, the energy can be stored in the electrical field of a capacitor and transferred
to the magnetic field of an inductor, and vice versa. In an active circuit, such as an op-amp bandpass filter
with no inductors, energy can be exchanged between capacitors.

The energy stored in a capacitor when charged to a voltage v is W, = 1/2Cv?; the energy stored in an
inductor carrying a current i is W; = 1/2Li2. In a passive RLC circuit, resonance involves an alternating
exchange between the inductor current and the capacitor voltage, with inductor current decreasing from
a maximum value to a minimum value and capacitor voltage increasing from a minimum value to a maxi-
mum value. When this exchange occurs with relatively little dissipation of energy, the circuit is in resonance.

The Ideal Parallel LC Resonant Circuit

The ideal (lossless) LC circuit shown in Fig. 1.9 il-
lustrates the physical nature of resonance in circuits.
The circuit is assumed to consist of an ideal inductor i - ic
and capacitor, that is, the inductor has no associated l l
series resistance and the capacitor has no associated
shunt leakage conductance.

In the configuration shown in Fig. 1.9, the ca-
pacitor and inductor share a common current and FIGURE 1.9 Ideal LC resonant circuit.
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have the same voltage across their terminals. The capacitor current is described by ic = Cdv/dt, and the
inductor voltage is described by v = Ldi /dt. The circuit topology imposes the condition thati; = —ic.
These three relationships lead to the following differential equation model of the time-domain behavior
of the circuit:

d*v 1

— +

=0
i T 1c’

The solution to this equation is a sinusoidal waveform having the parametric description
v(t) = K sin(wt + ¢)

This can be verified by substituting the expression for v(¢) into the differential equation model and
performing the indicated operations. The fact that v(¢) can be shown to have this form indicates that
it is possible for this circuit to sustain oscillatory voltage and current waveforms indefinitely. When the
parametric expression for v(t) is substituted into the differential equation model the value of w that is
compatible with the solution of the equation is revealed to be w = 1/,/(LC). This is an example of the
important fact that the frequency at which an electrical circuit exhibits resonance is determined by the
physical value of its components. The remaining parameters of v(t), K, and ¢ are determined by the initial
energy stored in the circuit (i.e., the boundary conditions for the solution to the differential equation
model of the behavior of the circuit’s voltage).

Let vy and iy be the initial capacitor voltage and inductor current, respectively, and consider t = 0.
Then the solution for v(¢) evaluated at t = 0% gives

y(0*") = vy = Ksing
and the capacitor current gives
ic(0%) = Cdv(0%)/dt = —i  (01) = —iy = C[Kwcos(¢)]

These two conditions must be satisfied simultaneously. The values of K and ¢ can be determined by
considering three cases of the values of vy and ip. Case 1: If vo = 0 then K must be nonzero for a
nontrivial solution, and ¢ can be 0 or 7. We choose ¢ =0 to satisfy the physical condition that iy >
0= Cdv(0%)/dt < 0. Also, K = — iy/(Cw). Thus, for this case, v¢(t) = —iy/(wC) sin(wt) and i (t) =
ip cos(wt). The capacitor voltage and the inductor current are 90° out of phase. Case 2: Similarly, if ip = 0
then v¢(t) = vosin(wt + 7/2) and ip (t) — Cdv/dt = —Cvow cos(wt + 7/2) = Cvow sin wt. Case 3:
When vy # 0 and iy # 0, we get

¢ = —tan " (wCvy /i)
and
K =vy/sin¢

Two values of ¢ satisfy the first equation; the value for which the sign of Cdv(0")/dt is compatible with
the sign of 7, must be chosen. This leads to the solution for v (t)

v(t) = \/[vg + ig/(a)zCz)] sin (a)t — tanfl(a)Cvo/io))

withw = 1//(LC).

The solution for the waveform of v(¢) depends on the initial capacitor voltage and inductor current, that
is, the initial energy stored in the circuit’s electric and magnetic fields. The exchange of energy between the
circuit’s electricand magnetic fields is evident from the phase relationship between the capacitor voltage and
the inductor current. When the capacitor voltage is at a maximum or minimum value the inductor current
is ata minimum or maximum value, and vice versa. When the energy stored in the capacitor’s electric field
is a maximum or minimum, the energy stored in the inductor’s magnetic field is a zero, and vice versa.
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The Ideal Series LC Resonant Circuit

The ideal (lossless) series LC section shown in + Vie -
Fig. 1.10 can exhibit resonance when imbedded in —N e |
a circuit operating at the frequency w = 1/,/(LC). B
To see this, we question whether it is possible for
the inductor and capacitor voltages to exactly FIGURE1.10 Ideal series LC section.
cancel each other. Consider

0=vp(t) +vc(t)
= Ldi/dt + vc(t)

Taking the derivative and multiplying the terms by the factor C gives

0= LCd?/dt + Cdv./dt
0= LCd?*/dt + Cdv./dt
0=LCd%*/dt +i(t)

The parametric form of the solution of this second-order differential equation is i(t) = K sin(wt + ¢),
which is the same form that was found for the parallel resonant LC section. Substituting this expression
into the equation and canceling terms gives > = 1/(LC), or @ = 1/,/(LC), the frequency at which
the cancellation of v}, by v occurs. When the series LC section is imbedded in a circuit whose sinusoidal
source has the frequency w = 1/,/(LC), the steady-state voltage across the section v ¢ (¢) will be zero. The
resonant series L C section appears to be a short circuit. This feature can be exploited in a filter whose output
voltage is measured as v} ¢ (¢) and which must reject a signal at or very near the frequency = 1/,/(LC).

Parallel LC Section Impedance

The utility of the parallel resonant LC section shown —}ic
in Fig. 1.11 can be understood by examining the
impedance that the circuit presents to the circuit in 1
which it is imbedded. We have Z;¢(s) = Z; Z./ Zic(® = ¢ 1
(Zi + Ze) = (5/C)/[s* + 1/(LO)]. Zic(s) has e}
a pair of poles on the j axis in the s plane. In
resonance, the circuit presents infinite impedance
(i.e., an open circuit) to the external circuit in which FIGURE 111 Impedance of a parallel LC section.

it is imbedded, that is, when the source frequency

is w = 1/[s/(LC)]. The physical consequence of this is that i, c must be zero in the sinusoidal steady

state.

When the resonant LC section isimbedded within v
the circuit shown in Fig. 1.12, and the source fre- *
quency is the same as the resonant frequency of the Uin LE CT= RS Y
section, the circuit looks like the voltage source is _

connected to a series circuit consisting of R; in series
with Rgy. All of the current from the source is de-
livered to the output resistor. At other frequencies,
the impedance of the LC section provides a path for
current to bypass Ry. From this we can conclude, without formal proof, that the circuit implements a
bandpass Bode magnitude characteristic like that in Fig. 1.7, but with its peak value scaled by voltage
division to be Ry/(R; 4+ Ry).

FIGURE 1.12 Bandpass filter circuit using a resonant
LC section.
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Parallel LC Bandstop Filter

The parallel LC section has widespread application
in a variety of filters. The second-order (i.e., two in-
dependent energy storage elements) bandstop filter
in Fig. 1.13 exploits the fact that the LC section is
capable of blocking all current through it from the

external circuit when it is operating at its resonant
frequency. FIGURE 1.13 Bandstop filter using a resonant parallel
When the frequency of the sinusoidal source, vin,  resonant LC section.

is the same frequency as the resonant frequency

of the circuit, the LC section effectively blocks the steady-state flow of current to the load resistor Ry. This
can be confirmed by examining the s-domain transfer function between the source and the load. Using
s-domain models for inductor impedance [Z} (s) = s L] and capacitor impedance [ Z¢(s) = 1/(sC), we
apply Kirchhoft’s current and voltage laws to the circuit and, using series/parallel reduction as we would
for resistors, find the following expression for H(s):

1
2
Ry St ic
(5) = V(o) Vi) = - .

TR +r)C T IC

which fits the generic form of the transfer function for a second-order bandstop filter [Ciletti, 1988]

st w%

st swp + 0k
with w, = 1/[(R; + Ry)C] and wp = 1//(LC). jo
The sharpness of the filter’s Bode plot can be de-
scribed in terms of the resonant quality factor Q = -
wgr/wyp. Alarge value of Q implies a highly resonant
circuit. The pole-zero pattern of the generic second-
order bandstop filter with R; = 10 Q,L = 1 H,
C = 1F and Ry = 1 Q is shown in Fig. 1.14; it
has a pair of zeros located on the j axis in the s do-
main at £ jwg. The poles of the generic bandstop
filter are located ats =1/2 —wj, + j /(0] — 40%).
When Q is high, the poles are very close to the zeros IFfe)
of H(s) and the filter sharply rejects signals with
frequencies near wg. A sinusoidal input signal at \ F
this frequency is ideally blocked by the filter in the
sense that its steady-state output signal will be zero.

The Bode magnitude response of the bandstop
filter for R; = 10w, L = 1H,C = 1E and Ry =
1 € is shown in Fig. 1.15. It is evident that careful

H(s)

FIGURE 1.14 Pole-zero pattern of a second order band-
stop filter.

ZII. wlog

FIGURE 1.15 Bode magnitude response ofasecond-order
bandstop filter.

selection of the circuit’s component values will result in a selective bandstop filter, one that rejects signals
in a very narrowband of frequencies.

The Lossy Parallel LC Bandpass Filter

The circuit shown in Fig. 1.16 is a bandpass filter. It has a physical inductor, that is, one that has a resistance
in series with an ideal inductor. The inductor in a physical circuit will always have a resistance in series
with an ideal inductor. The presence of the series resistor has the effect of moving the poles of H(s)
away from the j axis, thereby preventing the transfer function from exhibiting a perfect open circuit at
resonance.

Copyright 2005 by Taylor & Francis Group



Fundamental Electrical Theory 19

This can be verified by deriving the impedance of
the lossy parallel LC section: Z;¢(s) = (1/C)(s +
r/L)/[s*4sr/L+1/(LC)]. Note that the denom-
inator of Zy¢(s) cannot have poles on the j axis
unless 7 = 0. The physical implication of this con-
dition is that Z;¢(s) will always have a nonzero
value of I} ¢ in steady state, and Z ¢ (s) cannot be-
have like an ideal open circuit. In practice, when r ~ FIGURE 1.16 Lossy parallel LC filter.
is very small the circuit behaves for all practical
purposes as an ideal LC section.

Active Resonant Bandpass Filter

The op-amp circuit in Fig. 1.17 implements a band-
pass filter without inductors. The input-output
transfer function of this circuit can be obtained by
using Kirchhoff’s current law at the node common
to Ry, R, Cy, and C,, and by noting that C, and
R;3 share a common current. Furthermore, the out-
put voltage appears across Rs. The transfer function
H(s), between the input voltage source and the out-
put node of the filter is given by

FIGURE 1.17 Op-amp bandpass filter.

—s/(R,C
H(s) = . s/(R, 1)2
s —i—sa)b—i-wp

where w, = (C; + C3)/(R3C,C;) and a)?, = (R; + Ry)/(R{RyR;C,C3). The bandwidth of the filter is
wy, and the resonant frequency is w,,. The design of a sharply resonant (high- Q) active bandpass filter will
have Q > 1.

1.2.7 Physical Hazards with Resonant Circuits

The voltages and currents in a resonant circuit can be very high, and therefore warrant caution. Under the
condition of resonance, the circuit in Fig. 1.11 (parallel LC) is such that the LC section looks like an open
circuit to the circuit in which it is imbedded. However, the current that circulates between the inductor and
the capacitor in the LC section itself can be quite large. This has implications for the size of the conductor
that must conduct the resonant current and dissipate heat. Likewise, when the operating conditions of the
series LC circuit in Fig. 1.10 place the circuit in resonance, the voltage v; ¢ must be zero, but v and v¢ can
be very large, especially in high-Q circuits, thereby posing a hazard to the careless handler of the circuit.

Defining Terms

Generalized impedance: An s-domain transfer function in which the input signal is current source and
the output signal is a voltage in the circuit.

Resonance: A condition in which a circuit exhibits a highly selective frequency-dependent attenuation of
sinusoidal input signals.

Steady-state response: The response of a circuit after a sufficient time has elapsed to allow the value of
the transient response to become insignificant.

Transfer function: An s-domain function that determines the relationship between an exponential forc-
ing function and the particular solution of a circuit’s differential equation model. It also describes
a relationship between the Laplace transform s-domain spectral representation of a circuit’s input
signal and the Laplace transform s-domain spectral description of its output signal when the circuit
is initially at rest (no stored energy in its capacitors and inductors) and excited by the source.
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Further Information

For further information on the basic concepts of resonance in linear circuits, see Circuits, Devices, and
Systems by R.J. Smith and R.C. Dorf. For an introductory discussion of the design of active filters see the
above-cited reference Introduction to Circuit Analysis and Design by Ciletti.

1.3 Electroacoustics

Eugene T. Patronis, Jr.
1.3.1 Introduction

The laws of physics when applied to electrical, mechanical, acoustical, or other systems amount to expres-
sions of ordinary or partial differential equations. The work of solving these equations can be tedious, and
techniques have been developed over a period of time to both shorten and simplify the procedure in certain
classes of problems. In particular, the area of electrical circuit analysis, early on the concept of lumped
circuit elements each possessing an impedance property was introduced. This impedance property is the
voltage-to-current ratio of the circuit element in question and was identifiable with a corresponding differ-
ential operator in the governing differential equation. The representation of each lumped circuit element
by its associated impedance in effect converts the differential equation into a simpler algebraic equation. In
electroacoustics this electrical circuit analysis technique is extended to include mechanical as well as acous-
tical circuit elements. There remain, however, certain situations in which this approach is not viable such as
extended or distributed systems whose dimensions are comparable to or exceed the sound wavelength and
those systems involving distant radiation phenomena. These systems must be handled by a more traditional
approach. Some of the more important results of the most basic of these systems will be presented, firstin a
form that leads naturally to a completion of the description employing the techniques of electroacoustics.

1.3.2 Linear Acoustics

The equations of linear acoustics stem from Euler’s equations for a perfect compressible fluid.
Newton’s second law

du
Poss Tt Vp=20
Conservation of mass
d
a—/; + pOV cu=0
from which we find the wave equations

Fp_ s
PR
Pp _ s
g P
iR 22
g VY

where

dp
u=—-Vop 2= <>
dp
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When the fluid medium is air, the dependent variables in these equations are:

acoustic pressure, which is the variation above or below static atmospheric pressure, Pa
= air density where py is the static air density, kgm/m’

air particle velocity, m/s

scalar potential function from which the vector particle velocity is derivable, m?/s
sound phase velocity, m/s

o8 T
Il

1.3.3 Radiation Models

The classic starting point for treating acoustic radiation is the pulsating sphere of nominal radius a and
surface area S that is alternately expanding and contracting such that the velocity of the spherical surface
is directed along radial lines and has a sinusoidal dependence on the time such that u = u,, cos(wt), where
u is the instantaneous surface velocity (m/s), u,, the surface velocity amplitude (m/s), and w the angular
frequency (rad/s). The wave equation can be solved quite readily for this simple geometry. Additionally,
if the nominal radius of the sphere, a, is small compared with the wavelength, a < [, and the observation
point is very distant from the center of the sphere, r > I, the radiation is isotropic with the acoustic
pressure varying inversely with the radial distance r, as depicted in Fig. 1.18. In Fig. 1.18, p represents
the acoustic pressure phasor at the observation point, except that the phase lag associated with wave
propagation along the path from the source has been omitted. In addition to the pulsating sphere, Fig. 1.18
displays the results for an acoustic dipole composed of two identical pulsating spheres arranged so that

_ JPo wSu
4rr

(@)

_ —Po w2 Sud

= cos (6
9 4nrc ©
r

(b)

s

-

acts as a dipole with
r &2
S=nr—
ﬁe 2

Q

©

—

acts as a monopole with
2

d
(d) / S=7-

FIGURE 1.18 Radiation models: (a) pulsating sphere [acoustic monopole], (b) two out of polarity pulsation spheres
[acoustic dipole], (c) bare loudspeaker, (d) back enclosed loudspeaker.
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when one sphere expands the other contracts by an equal amount. Two practical sound sources and their
properties at low frequencies are also displayed in Fig. 1.18. In each instance it is found that the acoustic
pressure is directly proportional to the surface velocity of the radiator whether it be a theoretical sphere
or a loudspeaker diaphragm. Attention will now be turned to a determination of this surface velocity for
a typical loudspeaker structure.

1.3.4 Dynamic Low-Frequency Loudspeaker

Analysis will be made of a low-frequency transducer of the conventional type that consists of a piston in
the form of a truncated cone of some lightweight but hopefully rigid material flush mounted in a sealed
cabinet and arranged to radiate into a half-space. Half-space radiation doubles the acoustic pressure for a
given velocity and is assumed because such devices are usually positioned close to at least one large plane
surface such as a floor. To describe the piston motion and its subsequent radiation, knowledge is required
not only of the acoustical behavior of the device but also of its purely mechanical and electrical properties
as well. Figure 1.19 illustrates in a simplified form the features of the device construction that impact on
its motional behavior.

The voice coil is a helical spiral of wire wound on a hollow cylinder with the entire assembly attached
to the cone, which acts as a piston. The magnetic structure is arranged such that the magnetic flux
passes radially through the cylindrical surface about which the voice coil is wound. This is achieved by
having a permanent magnet attached to a cylindrical pole piece that is placed within and concentric
with the voice coil former. A cylindrically symmetric magnetic return path straddles the outer surface of
the voice coil such that the voice coil resides symmetrically in the magnetic air gap. The spider centers
the voice coil within the magnetic gap whereas the surround centers the base of the cone in the overall
supporting frame. Both the spider and the surround constitute the system suspension and behave as
linear springs by supplying mechanical restoring force whenever the cone is displaced from its equilibrium
position. Each of these elements contribute to the overall moving mass of the system and the suspension
components additionally contribute mechanical friction that is dependent on the velocity of the moving
system.

It is convenient to collect the pertinent factors and symbols together for ready reference, and this is done
in Table 1.1.

The driving force experienced by the cone results from the interaction of the current in the voice coil
conductor with the magnetic induction in the gap where the voice coil resides. This is an axially directed

VOICE
colL s

MAGNETIC =——>-
STRUCTURE

/— CONE
SPIDER —/ ™

a SURROUND

™

FIGURE 1.19  Simplified loudspeaker construction.
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TABLE 1.1 Loudspeaker Descriptive Factors

Factor Description Symbol Typical Value
Piston radius, m a 0.10
Piston area, m?> S = ma? 0.0314
Mechanical moving mass, kgm M 0.03
Suspension stiffness, N/m K 3000
Suspension resistance, kgm/s Ry, 2.5
Flectrical voice coil resistance, R, 6
Electrical voice coil inductance, H L, 0.001
Magnetic induction in gap, T B 1
Length of conductor in gap, m 1 10
Instantaneous voice coil current, A i

Enclosure interior air volume, m> Vo 0.045

force given by Bli. A restriction to sinusoidal time-dependent currents will greatly simplify the analysis
without loss of generality. In this way time will enter as e/**, actually as the real part of e/“!, and because the
system is linear, differentiation with respect to time is replaced by multiplication by jw and integration with
respect to time is replaced by division by jw. Newton’s second law of motion, which equates acceleration
to the totality of forces divided by the moving mass, can now be written

jou = F,/M

where
u = piston velocity, m/s
F, = total force acting on piston, N
M = total moving mass, kgm

It is necessary at this point to delineate the individual forces acting on the piston.

Aside from the applied force F, of the voice coil current, the piston experiences a restoring force F;
from the suspension whenever the piston is displaced from its equilibrium position, a frictional force F s
resulting from flexure of the spider and surround whenever the piston is in motion, a restoring force Fj,
resulting from compression or rarefaction of the air trapped in the sealed cabinet behind the loudspeaker
cone whenever the piston is displaced from its equilibrium position, and a force of radiation F, exerted
by the air in front of the piston whenever the piston is moving so as to generate sound waves in the air.
Table 1.2 collects all of these forces and indicates their relationship to the piston velocity which is to be
considered the dependent variable in the following analysis.

TABLE 1.2 Forces Acting on Loudspeaker Cone

Force Origin Value
F, Applied Bli
. —Ku
F Suspension -
I
—poc”S-u
Fy Air in box L
Vo jo
Fy Motional friction —R,u
L 2wa X 2wa
F, Radiation —pocS {Rl (—) + i X (—)]u
c c

Source: Kinsler, L.E. and Frey, A.R. 1962. Fundamentals of Acoustics. Wiley,

New York.
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FIGURE 1.20 Equivalent circuit for an acoustical system.

It is now possible to write the equation of motion as a statement of Newton’s second law in the
form

. . Ku  poc?Stu 2wa , 2wa
Mjou=Bli — 22 P20 p eS| R 222 ) 4 ix (222w (1.1)
c c

The negative terms in this equation are forces that are oppositely directed to the piston velocity and, hence,
oppose the motion. The term representing the force on the piston resulting from radiation is obscure and
will be discussed later. For the moment, it is necessary to solve this equation for the piston velocity to

obtain
Bli
"= ! — (1.2)
2wa . 2wa K poc”S
Ru+pocSRI| — | +j|oM+ ppcSXy)| — | — — —
c c w Vow
or
Bli
= 1.3
= (1.3)

At this point it is possible to draw an analogy with an electrical system. In the electrical case the current
is the ratio of the applied voltage to the complex circuit impedance. In this instance, if the velocity is
identified with electrical current and the applied force with the applied voltage, the denominator of the
velocity equation should be identified as a complex mechanical impedance. Additionally, in an electrical
circuit consisting of several elements connected in series, the current is common to all elements and the
applied voltage exists across series combination. In this mechanical circuit the velocity is the same for
the voice coil, suspension, cone, and the air, and the force F, exists across the combination. A possible
analogous mechanical circuit thus appears as given in Fig. 1.20.

In Fig. 1.20 the positive mechanical reactances are symbolized by inductors and negative mechani-
cal reactances are symbolized by capacitors as would be true in the analogous electrical situation. The
constant applied force generator is symbolized as a voltage source. Also in Fig. 1.20, R, is identified as
poc SR (2wa/c), whereas K, is identified as pyc? S?/V, and M, as pyc SXI(Z“’T“)/w. Unlike the common
electrical situation, however, those elements that stem from radiation phenomena, such as R, and M, are
themselves frequency dependent. This complication will be dealt with after the model has been more fully
developed. The circuit of Fig. 1.20, though useful, can only be an intermediate result as it does not involve
any of the purely electrical properties of the loudspeaker such as the voice coil resistance or self-inductance.
In addition, whenever the voice coil is in motion it has induced in it a back electromotive force (emf) of
size Blu that opposes the current in the voice coil. This situation is represented schematically in Fig. 1.21.

The current in the circuit of Fig. 1.21 is given by

i (E — Blu)
N (Re + ije)
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2
3

E Blu

FIGURE 1.21 Equivalent circuit of a voice coil in motion.

whereas from the former equation of motion we have the piston velocity [Equation (1.2)]. When i is
eliminated from these two equations the result becomes

Ebl
R, + joL,
B?I*(R, — jowL,)
R2 + @?L2

u =
Zy +

In this result all of the electrical as well as acoustical properties have been transformed into equivalent
mechanical terms, and the appropriate circuit appears as Fig. 1.22. In Fig. 1.22 all of the system properties
have been expressed in mechanical terms. The generator on theleft is a force generator supplying the driving
force expressed in Newtons. All of the impedances, whether from electrical, mechanical, or acoustical origin,
have been transformed to equivalent mechanical ohms, that is, kilograms/second. To proceed further it is
necessary to finally address the complicated frequency-dependent behavior of the radiation impedance.
The real part of the radiation impedance accounts for the fact that some mechanical energy is removed
from the loudspeaker cone and is carried away by subsequent wave propagation in the surrounding air. The
imaginary part of the radiation impedance accounts for the fact that there exists a cyclic lossless exchange
of energy between the loudspeaker cone and the air in the immediate vicinity of the loudspeaker. The
radiation resistance, in mechanical ohms, can be expressed as

2wa
R, = pocSR; (>
C

whereas the radiation reactance can be expressed as
2wa
X, = pocSX1 | —
¢

The details of the behavior of the functions R, and X, are presented in Fig. 1.23.

ELECTRICAL SPEAKER MECHANICAL BOX RADIATION

EBI
Re+ jolLg

FIGURE 1.22 Overall equivalent circuit of a loudspeaker.
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FIGURE 1.23  Piston impedance functions: (a) resistance function, (b) reactance function.

From Fig. 1.23, R at low frequencies has a parabolic dependence on the frequency and, thus, grows as
the square of the frequency, whereas at low frequencies X; has a linear dependence on the frequency. At
high frequencies R; becomes constant at a value of 1, whereas X, slowly approaches 0. As a consequence,
regardless of the frequency, both R, = pocSR; and X, = pocSX; will have a magnitude of pycS or very
much lower.

1.3.5 Radiated Power

The model that has been developed can now usefully be employed to calculate the acoustical power ra-
diated by the loudspeaker over a wide range of frequencies. The average radiated acoustical power can be
expressed as

P = EufnR,
where
P = average power, W
u,, = velocity amplitude, m/s
R, = radiation resistance, kgm/s

An examination will be made at very low frequencies, at the system low-frequency resonance frequency
where the net series reactance becomes zero, at intermediate frequencies above resonance, and at high
frequencies. For these frequencies the general model of Fig. 1.22 can be specialized into four cases as
shown in Fig. 1.24. For very low frequencies, typically 20 Hz or less, the dominating series impedance is
that associated with the combined stiffness of the suspension and the air in the sealed box. This presents an
overall mechanical impedance whose magnitude is (K + K})/w, thus the velocity, which is proportional
to the reciprocal of this quantity, increases directly as the frequency increases. The radiated power, however,
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FIGURE 1.24 Specialized classes of the general model: (a) very low frequencies, (b) low frequency system resonance,
(c) intermediate frequencies above resonance, (d) high frequency.

depends on the product of the velocity squared with the radiation resistance. The radiation resistance itself
grows as the square of the frequency in this frequency range and, hence, the radiated power increases
with the fourth power of the frequency or 12 dB per octave. In the Fig. 1.24(b) the operating frequency
is such that the positive reactances of the moving mass and that contributed by radiation reactance are
just annulled by the negative reactances of the suspension and the air in the box. For the typical values in
Table 1.1 this occurs at about 70 Hz. The Fig. 1.24(c) describes a broad frequency range above resonance
where the mass and radiation reactances dominate the circuit behavior. Both of these reactances are
increasing linearly with frequency and, hence, the cone velocity decreases inversely with the frequency.
The radiation resistance still increases as the square of the frequency in this range and, hence, the product
u2 R, will be a constant independent of frequency, as consequently will be the radiated power. This range
extends from just above the resonance frequency to a few thousand hertz, that is, more for small pistons
and less for large ones. Finally, in the high-frequency range of the Fig. 1.24(d), the radiation resistance has
become the constant poc S while the output of the force generator falls inversely with the frequency and
the mass reactance increases directly with the frequency. As a consequence, the velocity decreases as the
square of the frequency and the radiated power falls as the fourth power of the frequency or —12 dB per
octave. These results are shown in Fig. 1.25. In Fig. 1.25 the ordinate has been taken as 10 dB log P/Ppid,
where P4 is the power radiated at the midband of the device.
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FIGURE 1.25 Loudspeaker power response by circuit analysis.
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1.3.6 Acoustic Impedance

In the analysis of the purely acoustic parts of electromechanical acoustic systems the product of velocity
with area is a commonly encountered quantity. This product uS = U is termed the volume velocity
and its dimensions are in cubic meter per second. The acoustic variable of principal interest is acoustic
pressure and, hence, acoustic impedance is defined to be the complex ratio of acoustic pressure to volume
velocity. An acoustic ohm, therefore, has the dimensions kgm/(m* sec). The circuit of Fig. 1.22 in which
the impedances are expressed in mechanical ohms and the generator is a force generator could as well
have been described as employing a pressure generator with all impedances expressed in acoustic ohm
equivalents. The value given in the figure for the generator simply needs to be divided by the piston area
S whereas all of the impedance magnitudes given in the figure are to be divided by S? to accomplish the
conversion to acoustic ohms.

1.3.7 Circuit Duals and Mobility Models

Two networks or circuits are termed duals if the loop equations of the one have the same mathematical
form as the node equations of the other. In the electrical case, in going from a given circuit to its dual, series
connections are replaced by parallel connections, resistance by conductance, inductance by capacitance,
voltage by current, impedance by admittance, and voltage source by current source. Duality also applies to
analogous circuit models because the basis for the construction of the circuit model is the mathematical
form of the governing equation of the physical system being represented by the model in analogous
form.

The mechanical and acoustic parts of the loudspeaker circuit of Fig. 1.22 can be represented by its
dual as displayed in Fig. 1.26(a). In this circuit the applied force Bli flows in the circuit and the piston
velocity u appears across the circuit. The complex ratio of the piston velocity to the applied force is the
mechanical admittance or mobility, which is just the reciprocal of the former mechanical impedance, as

Bli
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FIGURE 1.26 Mechanical and acoustical parts of the loudspeaker: (a) representation by dual, (b) addition of an ideal
transformer, (c) incorporation of electrical aspects.
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will be shown shortly. It should be observed that all former inductors have been replaced by capacitors,
all former capacitors by inductors, and all former resistances by conductances of equal value, that is, G,
is R,,, etc.

In Fig. 1.26(a) the flow in each element is the quantity applied across the element multiplied by the
admittance of the element. Hence, the total flow Bli is given by

. . jK Ky .
Bli=u|Gy+ joM—|— | —|— |+ G, + joM,
15} w

When the appropriate values are substituted for G,, and G, and when K, and M, are replaced by the
identifications given earlier, this equation becomes

. 2wa . 2wa K poc?S?
Bli=u{ Ry + pocSRy| — | +j|oM+ pcSXy| — | — — —
c c w Vow

which when solved for u yields the former equation of motion (1.1) from which

u 1

Bli 7,

The advantage of this approach becomes apparent on examining Fig. 1.26(b) and Fig. 1.26(c). In
Fig. 1.26(b) ahypothetical ideal transformer has been added thathas a turns ratio of BI : 1. With asecondary
current of Bli, the primary current of such a transformer will be the secondary current divided by the turns
ratio or
Bli
371 =1
This allows the natural incorporation of the purely electrical aspects of the loudspeaker system, as shown
in Fig. 1.26(c). In Fig. 1.26(c) the voltage generator of emf E supplies the normal actual voice coil current .
The electrical impedance as viewed from the vantage point of this generator is the series combination of the
voice coil impedance, R, + jwL,, with the impedance presented by the primary of the ideal transformer.
This latter impedance is the square of the turns ratio multiplied by the impedance connected to the
secondary of the transformer. This product is

(BI)?
Zp

Therefore, the electrical generator sees a total electrical impedance given by

BI)?
Ze:Re—}—ja)Le—l—( )

m

Recall from Fig. 1.21, Equation (1.3) and from the original equation of motion, Equation (1.2). When u
is eliminated from these two equations, i is found to be

E

(B1)?
Zm

R, + joL, +

The conclusion to be drawn is that the models of Fig. 1.22, as well as Fig. 1.26(c), both accurately de-
scribe the physical loudspeaker system, though in different terms. The choice of which model to employ
in a given situation is really a matter of preference as they both yield the same results. Scientists with
electrical backgrounds will probably prefer that of Fig. 1.26(c), however, as the terminology is more
familiar.
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Defining Terms

Acoustic impedance: The complex ratio of acoustic pressure to volume velocity.
Acoustic pressure: The pressure variation above or below static atmospheric pressure.
Mechanical impedance: The complex ratio of applied force to resulting velocity.
Mechanical mobility: The complex ratio of velocity to applied force.

Volume velocity: The product of surface area with surface velocity.
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1.4 Thermal Noise and Other Circuit Noise

Barry G. Douglass
1.4.1 Introduction

All electronic circuits are affected by many factors, which cause their performance to be degraded from
the ideal assumed in simple component models, in ways that can be controlled but not eliminated entirely.
One limitation is the failure of the model to properly account for the real behavior of the components,
either due to the oversimplified model description or variations in manufacture. Usually by careful design
the engineer can work around the limitations of the model and produce a circuit the operation of which
is very close to predictions. One source of performance degradation, which cannot be easily overcome,
however, is called noise. When vacuum tubes first came into use in the early part of the 20th century, they
were extensively used in radios as signal amplifiers and for other related signal conditioning functions.
Thus, the measure of performance that was of greatest importance to electronic circuit designers was the
quality of the sound produced at the radio speaker. It was immediately noticed that the sound coming
from speakers not only consisted of the transmitted signal but also of popping, crackling, and hissing
noises, which seemed to have no pattern and were distinctly different than the sounds that resulted from
other interfering signal sources such as other radio stations using neighboring frequencies. This patternless
or random signal was immediately labeled noise. This has become the standard term for signals that are
random and that are combined with the circuit signal to affect the overall performance of the system.

As electronic engineers worked to discover the sources of this new phenomenon, they realized that
part of it seems to come from the airwaves, in other words, it is part of the signal arriving at the receiver
antenna, and part of it seems to be created internally by the circuit itself. The first type of internally
generated noise to be detected is called thermal noise. This was discovered in vacuum tube triodes which
were being used as signal amplifiers. Vacuum tube triodes have three filaments or plates in a single glass
vacuum tube similar to a light bulb, and one of these filaments is purposely heated to a high temperature
(several thousand degrees Fahrenheit) by passing a current through it just like the filament in a light
bulb. This is necessary for proper conduction of electrons from the heated surface to either of the other
two plates in the tube. In studying the noise problem, engineers discovered that as the element is heated,
the noise level increases, even though the level of the incoming signal (the one being amplified) does
not. If the noise were part of the incoming signal, it could only change as the amplified signal changed;
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therefore, it must be created by the circuit itself. Since it is dependent on temperature, it is called thermal
noise.

As the study of noise has progressed engineers have come to realize that there are many sources of noise
in circuits, and not all of these are temperature dependent. The term thermal noise has come to mean
any source of noise generated within a circuit that depends on temperature. More recently as digital logic
circuits have acquired great importance in a wide variety of circuit applications, many of them well beyond
the traditional field of data processing computers, some new manifestations of the noise phenomenon
have appeared. In analyzing digital circuits it is often common to talk about error as opposed to noise.
The distinction between error and noise is one of perspective. Traditional computer applications involve
a large amount of processing of electronically stored data, with a very high standard of accuracy required
in the results. Just as in other circuits occasional failures in the circuits occur; these being neither due to
damage to the components, nor due to poor circuit design, but rather to the presence of noise in the circuit.
Since a very high degree of accuracy is both required and achieved in computers, individual instances of
error are notable and various techniques to detect and correct for such errors have been developed. Indeed,
one of the reasons computerized circuits are coming into greater use in applications where other circuits
have previously been used is the fact that these error correction techniques, which can only be practically
implemented in digital logic systems, have become so sophisticated as to allow a much higher level of
circuit performance in the presence of noise than is possible with other circuits.

In the following sections, we will study each type of internally generated noise in circuits and see how
this noise impacts the performance of both digital and other (analog) circuits. Much of the analysis of noise
is equally applicable to noise that originates before the input to a circuit; however, we are only interested
here in noise that originates within a circuit and the way in which various circuit components alter the
noise as it passes through the system.

1.4.2 Thermal Noise

By definition thermal noise is internally generated noise, which is temperature-dependent. Although first
observed in vacuum tube devices because their amplifying capabilities tend to bring out thermal noise,
it is also observed in semiconductor devices. It is a phenomenon due to the ohmic resistance of devices,
which dissipate the energy lost in them as heat. Heat consists of random motion of molecules, which are
more energetic as temperature increases. Since the motion is random, it is to be expected that as electrons
pass through the ohmic device incurring resistance, there should be some random deviations in the rate
of energy loss. This fluctuation has the effect of causing variation in the resulting current, which is noise.
As the temperature of the device increases, the random motion of the molecules increases, and so does
the corresponding noise level; therefore, it is known as thermal noise. In semiconductor diodes, bipolar
junction transistors (BJTs), and field effect transistors (FETs), this noise is evident whenever the device is
turned on and conducting current. Note that these devices also have their noiseless performance dependent
on temperature; noise is strictly due to the variance in the current, which occurs at any given temperature.

From quantum mechanics it is found that an ohmic resistance R operating at absolute temperature T
(in degrees kelvin) has a noise power spectral density G( f) (in volts squared per hertz), which can be
expressed as a function of frequency f (in hertz) as

2Rhf
G(f) = KT 1 (1.4)

where e is the Euler number, k is Boltzmann’s constant = 1.37 x 10723 J/K, h is Planck’s constant
= 6.62 x 107%*Js. If room temperature, 295 K, is inserted for the operating temperature in Equation (1.4),
it is found that until the infrared frequency range, which is well beyond the operating capacity of ordinary
electronic circuit components, the noise power G( f) remains nearly independent of frequency and can
be adequately approximated as

G(f) = 2RkT (1.5)
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Note that G( f) has units of volts squared per hertz. When delivered at a matched load with resistance R,
the available noise power spectral density G, ( f) becomes

2RKT kT

G“(f)zﬂ EY (1.6)

This noise power spectral density expressed in Equation (1.5) and Equation (1.6) increases linearly with
absolute temperature, and is independent of frequency. By solving Equation (1.6) for the temperature T,
it is possible to determine it from the available noise spectral density. This can be extended to define a
noise temperature Ty for any source of white noise, even nonthermal noise, in order to allow convenient
calculations

2G4 (f)

Iy = =7

(1.7)

This noise temperature may not correspond to any physical temperature, since a source of nonthermal
white noise may produce far more white noise than would correspond to the thermal noise at its actual
operating temperature. The fact that Equation (1.6) and Equation (1.7) are independent of resistance
makes them easily extendable to transistors and diodes, which have varying resistances depending on the
current they carry. Since source and load devices would be carrying the same current the formulas can be
applied.

1.4.3 Shot Noise

Semiconductor devices display a type of noise that is temperature independent and is due to the fact
that the current carrying mechanizm involves randomly distributed doping impurities creating either
excess electrons or positive charge-carrying holes in the n-doped or p-doped semiconductor. Because of
the random distribution of the impurities, and even more because of the random way in which the carriers
are swept across a p-n junction and then recombine, there is a variance in the operation of the junctions,
which is called shot noise. It is similar to thermal white noise except that it is independent of temperature,
and tends to fall off at frequencies above 1/¢, which is the reciprocal of the charge carrier lifetime ¢
before recombining. Bipolar junction transistors and diodes tend to produce this kind of noise because
of the fact that both devices have active p-n junctions while carrying current. In contrast, field effect
transistors, which have either alternating p-n- p regions or n- p-n regions, are activated by converting the
middle region between the two junctions from # to p or p to n by adding charge through a capacitor plate
next to the region. In this way the junctions dis-
appear and the random recombination does not
take place; thus, FETs are relatively immune to shot NOISE POWER
noise.

In low-frequency applications, typically below
a few kilohertz, some transistors exhibit so-called FREQUENCY DEPENDENT NOISE
burst noise and flicker noise, which tend to fall off [T .
quickly with increasing frequency. These are not k
significant in applications above a few kilohertz, =~ fr========smmmmmmmmmeoes Srmmmmmmme
whereas at very high frequencies, transmission line ‘.
effects and capacitive coupling noise begins to be- .
come very significant, especially in digital logic | ~~~~ Tmeee
circuits, as will be discussed subsequently. The re- FREQUENCY
lationship between white noise and frequency-
dependent burst and flicker noise is illustrated in ~ FIGURE 1.27 A plot of signal power against frequency
Fig. 1.27. for white noise and frequency limited noise.
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FIGURE 1.28 A block diagram modeling how noise is introduced to a signal during amplification.

1.4.4 Noise in Systems of Cascaded Stages

The noise level produced by thermal noise sources is not necessarily large; however, since source signal
power may also be low it is usually necessary to amplify the source signal. Since noise is combined with the
source signal, and both are then amplified, with more noise added at each successive stage of amplification,
noise can become a very noticeable phenomenon. Consider a system as illustrated in Fig. 1.28, having a
source signal power S, with source noise power spectral density #n,( f) = kT; as input to an amplifier
with gain g (the ratio of the amplified output to the input), and internal amplifier noise spectral density
n;(f), operating over frequency bandwidth B. The effective noise temperature T, of the amplifier is
given as

1 o0

= %5 /, ni(f)df (1.8)

e
Thus, the output noise power is
N, = gkB(T; + T,) (1.9)

Now an amplifier with gain g and input signal power S; will produce an output signal power S, = gS;.
Hence, the output signal-to-noise ratio will be

S S
== (1.10)
N, kB(TL+T.)
The signal-to-noise ratio of the source within the same bandwidth is
Ss Ss
— = 1.11
N~ kBT, (1.11)

The noise factor nyp is defined as the ratio of the source signal-to-noise ratio divided by the output
signal-to-noise ratio, when the source noise temperature is set to ambient temperature Ty. Combining
Equation (1.10) and Equation (1.11) we get

T,
0

or

T. = To(np — 1) (1.13)

Figure 1.29 illustrates a system of cascaded amplifier stages. In analog systems amplifiers with fixed
bandwidth are a good model for all of the components in a cascaded system of C stages, so the pre-
ceding analysis for a single filtering amplifier stage can be easily extended so that Equation (1.12) and
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FIGURE 1.29 A block diagram showing multiple stages of noisy components in a cascaded system.

Equation (1.13) become

T T
np=1+ — + — <
Ty s1To gc1Ty
npy — 1 npy; — 1
= np, + £2 4oy (1.14)
81 g1 8c-1
and
T T:
L=Ti+2+  +—— (1.15)
81 81 -8c—1

Equation (1.15), which is called Frii’s formula, combined with Equation (1.6) allows calculation of the
internally generated noise power at the output to a system of cascaded stages. Note that this analysis applies
only to analog systems; digital systems do not pass noise from one stage to the next in the same way as
analog circuits. Typical values of effective noise temperature T, in amplifiers range from 400 K up to 2000 K
in integrated circuit amplifiers.

1.4.5 Noise-Induced Error in Digital Circuits

As described in the Introduction, digital logic circuits respond differently from analog circuits to the
presence of noise, since any noise signal that falls below the threshold necessary to alter a single discreet bit
of information to another (erroneous) discreet level will be completely rejected by the circuit. This provides
the possibility of extremely high noise immunity for digital logic circuits. Furthermore, the extraordinary
ease with which complex digital circuits can be constructed to perform a wide variety of functions has made
them increasingly popular replacements for analog systems. In applications where the inputs and outputs
of the system are to be analog, the digital logic circuits are preceded by an analog-to-digital converter
(ADC) and followed by a digital-to-analog converter (DAC). The ADC encodes the analog signal values
(usually voltage) as binary numbers and the DAC uses the binary numerical outputs of the digital system
to create analog signal values.

To design complex circuits, which favor the digital approach, it is necessary to mount many extremely
small devices on a single semiconductor chip substrate. These devices are closely packed together and,
further, because of their size are extremely sensitive to small stray currents. Because of the dense packing
and the associated network of interlaced wires, the circuits are susceptible to crosstalk between the various
components. This crosstalk is primarily due to capacitive coupling between adjacent wires, since at the
dimensions of chip circuitry inductance is normally too small to be significant. At the board level inductive
coupling can be a problem; boards must be carefully designed so as to minimize the effects of inductance,
such as by providing a ground plane next to the wires. At the board level, as circuit switching speed increases
into the gigahertz range, the length of wires on boards approaches the wavelength of the electromagnetic
waves of the switching pulses (as a rule of thumb, an electromagnetic wave travels about 6 in/ns in a
wire, corresponding to a 1-GHz pulse duration). Therefore, line reflections from chip input terminations
and sharp bends in wire runs can cause false pulses to become a problem. Care in terminating wires and
rounding corners in wires is necessary to minimize this problem.

All of these concerns about capacitive coupling, inductive coupling, and transmission line effects can
be managed in order to ensure that they do not become a major problem in operating digital logic.
Nevertheless, their random nature, which results from the unpredictability of extremely complex systems,
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FIGURE 1.30 A depiction of a noisy input signal to a digital circuit and the noiseless equivalent input as interpreted
by the circuit.

means that it is never possible to guarantee that occasional errors due to these effects will not occur. These
effects, in addition to the random thermal and other noise associated with semiconductor devices, conspire
to create significant levels of noise at the inputs to logic circuit components. For this reason logic circuits
must have noise margins built into their operating characteristics. For binary systems, where there are two
logic levels, high and low, the devices have associated output voltages for each logiclevel or state. Vi is the
output voltage corresponding to a logic high state, and V| is the output voltage corresponding to a logic
low state. At the input to each device is a component that measures the voltage and determines whether
this is to be interpreted as a logic low input or a logic high input. The minimum voltage that is recognized
by the device as a logic high input is called V;, whereas V; is the maximum voltage recognized as a logic
low. These are depicted in Fig. 1.30. Obviously V;; < V; . For the region of voltage in between these two
voltages, that is to say if the input voltage V; is Vi < V; < V; g, then the circuit will behave erratically and
produce erroneous output values. It is said that in this region the logic value is indeterminate. The noise
margin high NMp and noise margin low N M| are determined as

NMy = Vou — Vin (1.16)
and
NMp =V, — Vor (1.17)

and the overall noise margin N M is the minimum of NMy and N M, since this will determine the noise
level where an error can occur. This noise margin allows a certain level of noise to exist on the inputs to
logic circuits without the noise affecting the correctness of the outputs of the devices, and so errors do
not occur. However, it is important to note that noise, because it is a random process, has a distribution
that because of the central limit theorem can be assumed, in general, to be Gaussian. Thus, regardless
of how large a noise margin is designed into a digital logic device, some noise will occasionally create
error; the noise margin can only be increased in order to reduce the error rate. Nevertheless, the fact that
a mechanism exists to reduce the level of noise passing through the system represents a powerful tool
for noise reduction, which is not available to the analog circuit designer. Note in Equation (1.9) that in
an analog amplifier the noise is passed to the output amplified along with the input signal. In a digital
logic circuit as long as the signal has a magnitude predictably larger than that of the noise, then it can be
separated from the noise by the choice of a noise margin.

We have seen that noise on the input to a logic circuit can create errors in the output of the device.
Individual errors may or may not be significant in a system, but given a continuous error rate passing to
the system output the impact on the overall system performance will be similar to an equivalent output
noise level in an analog system. The error rate (number of erroneous bits per unit time) as a fraction of
the data rate (total number of data bits per unit time) gives a good indication of the impact of errors in a
digital logic system.
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There is another significant way in which errors can crop up in digital systems, which is very sig-
nificant in systems that rely heavily on memory in processing information. When a large amount of
digital information is to be stored, the cost of the storage circuits becomes important and, therefore, a
choice is made to use the smallest, least expensive, and most densely compacted memory device available,
which is the dynamic random access memory (DRAM). In this memory digital information is stored as
a charge on a capacitor, by simply charging the capacitor to either one of the two logic voltages. Since
this offers a very space-efficient way of dealing with logic information it is also being used in some
more complex logic circuits, which are called dynamic logic circuits. Since the capacitors are accessed
through transistors, the preceding discussion about noise in logic devices applies here as well. In addi-
tion, however, very small capacitors can be discharged by a single strike from an energetic alpha particle,
which can originate externally to the system from cosmic rays and, also, which can occur naturally as
a small amount of radiation in packaging and even

the semiconductor substrate itself. Figure 1.31 illus- ALPHA PARTICLE

trates how an alpha particle can penetrate through a PATH

charged surface region on a silicon chip, which can \

be the bottom plate of a semiconductor capacitor, v K I j :
. ) » \ - CHARGEDA-REGION -_-/ /}

and by charging the substrate directly below the sur- | R K

face region can cause the capacitor to lose its charge *s.....DEPLETIONREGION ___. -

into the substrate. Since this discharging does not - : -

significantly damage the device, only causing loss Tl

of information, it is termed a soft error. Since this -

type of alpha particle occurs due to radioactivity in P DOPED SUBSTRATE

materials, care must be taken to use packaging with

a minimum amount of radioactive material. Nev-

ertheless, some radioactivity is unavoidable, and FIGURE1.31 A depiction of an alpha particle crossing
even with special techniques to avoid the effects of =~ a MOSFET circuit component into the chip substrate.
alpha particle impacts some soft errors will occur.

As stated previously, any single bit of information can be used repeatedly, having a large impact on
the overall error level in the system, and so the fact that such errors may be relatively uncommon can
nevertheless not be counted on to make such errors insignificant.

The solution to dealing with errors in digital logic systems after they have occurred is to employ error-
correcting coding techniques. Although the subject of error-correcting coding is well beyond the scope of
this chapter, it is worth pointing out that these techniques are extremely powerful in reducing the impact
of errors in overall system performance, and since they can be incorporated as software operations in
a digital processing unit, they lend themselves very well to digital logic implementation. The strategy in
error-correcting coding is to use extra information within the data stream to pin down errors by comparing
copies of the data, which should be consistent for inconsistencies due to error. If, for example, two identical
copies of a data stream become different, then one is in error. Note that if an error can be detected in
transmission, it may be possible to request a retransmission, or if the error location can be pinned down
exactly, then in a binary system an erroneous bit can be corrected since it can only have one other value
besides the incorrect one. The references contain further reading on the subject.

1.4.6 Noise in Mixed Signal Systems

In the previous section it was shown how a noisy input signal can affect a digital logic circuit to become
errors. Since in some applications the final output of an electronic circuit may be in digital form, these
errors may be of great importance in themselves. It is also common, however, as stated earlier, for electronic
systems to begin and end as analog circuits, but in between have digital logic subsections. Such a system
is called a mixed signal system, and noise is a concern both at the input to the system and at the output.
Noise at the input is converted into errors within the digital logic circuit; the data then picks up further
errors as it is processed within the digital logic circuits, and when the conversion from the digital to the
analog domain is finally made, these accumulated errors become noise once again at the digital logic

Copyright 2005 by Taylor & Francis Group



Fundamental Electrical Theory 37

circuit’s output. There are some mixed signal systems that combine digital and analog circuits on a single
semiconductor chip substrate, and these can produce crosstalk, which originates within the digital logic
circuits and creates noise within the analog circuit section. The most common of these are power supply
noise and ground bounce.

When analog and digital circuits are closely linked to common ground and power supplies, it is possible
to have temporary spikes occur in the power supply or even shifts in the grounding level through the chip
substrate due to large power draw during switching of the digital portion of the circuit. Digital circuits are
normally designed to switch in response to timing signals called clock pulses, and since the switching of
digital circuits is random there is a probability in many cases that a large portion of the components will
be switching state between high and low outputs, all in response to the same clock pulse. This can cause
sudden temporary drain on the power supply and disturb the grounding of the substrate, to the point
where neighboring analog components will pick up these disturbances as noise.

Further noise problems can occur due to errors in converting analog inputs into digital form. The
circuits that perform these functions, called quantizing, rely on a process of comparing the analog input
to a reference value created by the digital circuit and then converted back to analog. By such successive
comparisons the digital circuit determines which digital value most closely matches the analog input.
But digital-to-analog converters used in this process are subject to all of the noise problems of analog
circuits since they are themselves analog devices, and rely on resistive components, which have thermal
noise limitations; thus, the digital information necessarily enters the digital system with noise present.
The quantizer merely converts the noisy signal to binary numbers, including the noise values unless
they are below the quantizer precision. When the outputs are converted back to analog, they once again
are subjected to noise from the digital-to-analog converter, so more noise is introduced. This places a
limitation on the accuracy of digital-to-analog as well as analog-to-digital systems, and contributes to
the overall noise level of mixed signal systems. This is distinct from quantization error, which is caused
by the limited precision of the quantization process, which converts the continuous analog stream into
discrete levels of digitally represented signal strength. There is a connection between the two, in that
noise affects the accuracy of the digital-analog conversion processes and therefore dictates the highest
level of meaningful precision that can be obtained, thereby establishing the number of digital data bits
that will be used and the precision of the quantizer. Once the digital data is converted back to analog
form, the quantization error becomes quantization noise, since the noise level cannot be less than the
precision of the quantized data stream from which the analog output is generated. The total quanti-
zation noise level is determined as the greater of the quantized data precision and the inaccuracy due
to the noise level occurring at the quantizer. Since there is no benefit in using quantization which is
more precise than accurate, in general the quantization noise is determined by the quantizing preci-
sion. Thus, quantization noise is the noise level which equals the limit of precision of the digital data
representation.

Determining the error rate of an individual digital circuit component can be straightforward once
the noise distribution and noise margin of the component are known. The error probability for each
input value is taken from the distribution of noise that exceeds the noise margin. Computing the effect of
individual errors in a complex digital system on the overall output error rate is extremely difficult and can
be intractable, so that designers normally rely on general estimates based on experience and testing. This
results in a paradox that although digital systems offer unique capability to reduce the effect of noise in
degrading the performance of electronic systems, one of their weakest points is the extreme difficulty of
properly characterizing the level of noise.

1.4.7 Conclusions

This chapter has dealt exclusively with internally generated noise and its effects on electronic circuits,
both digital and analog. This covers a large portion of the sources of circuit noise, though another equally
important source is external natural phenomena such as cosmic rays, the solar wind, and lightning dis-
charges. Fortunately the methods for analyzing the effects of these noise sources on the operation of
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circuits is largely the same as for internal noise, once the extent of these sources has been characterized.
To some degree all electronic circuits can be viewed as open systems with the environment forming either
an integral part of the system as in the case of radio communication systems, or a peripheral influence in
the case of nominally closed systems such as embedded controllers.

The treatment of the very important and extensive field of noise in electronic circuits has necessarily been
introductory, and readers are urged to consult the suggestions for further reading to fill in the gaps left by
this chapter. The areas of error-correcting coding and optical data transmission, while highly specialized,
are fast increasing in importance, and they present their own unique challenges. Readers interested in
acquiring a greater understanding of noise in the field of communications systems are urged to follow
developments in these important areas.

Defining Terms

Alpha particle noise: This type of noise occurs exclusively in small semiconductor capacitors, when an
energetic alpha particle, either from cosmic rays or from the packaging or substrate itself, traverses
the capacitor, discharging it, thereby creating an error in the stored charge. Such an accumulation
of errors in a digital system has the effect of creating a noise signal.

Analog circuits: These are circuits that process the input signal as a continuous range of values from
some minimum to some maximum extremes. Active components (those with their own power
source) in such circuits usually are used to amplify input signals without altering their shape (i.e.,
linear amplification). Thus noise at the input is faithfully reproduced at the output except amplified.
Other components in analog circuits, usually involving capacitors and inductors, are used to filter
out unwanted frequency ranges.

Capacitive coupling noise: In digital systems most circuit components consist of very small elements,
which are very sensitive to correspondingly small voltage and current pulses such as those caused by
crosstalk between neighboring wires, which are capacitively coupled. Although this can be regarded
as a type of interference, typically the larger number of crisscrossing wires in a large system, in
conjunction with independence of the various signals on the lines, results in a completely unpre-
dictable crosstalk having all the characteristics of noise. It is generated internally within the circuit
and is temperature independent. Analog circuits suffer much less from this type of noise because
each component is normally handling much larger signals, and so small capacitive couplings are
relatively insignificant.

Digital circuits: These are circuits that only allow a limited number of fixed signal levels at their inputs to
be recognized as valid, and produce the same fixed signal levels at their outputs. The most common
of these by far are binary circuits, which allow only two levels, such as a high voltage (e.g., 5 V) and
a low voltage (e.g., 0 V). All other voltages are truncated to the nearest valid voltage level. Thus,
noise at an input will be suppressed unless it is sufficient to move the signal from one valid level to
another.

Error: A single error refers to a single event of a degraded signal propagating through a digital circuit
as an incorrect voltage level. The collective noun error is sometimes used to refer to a pattern of
repeated errors occurring in a digital circuit, in much the same way as noise occurs.

Ground bounce noise: Groundbounce occurs when alarge number of semiconductor circuit components
are mounted on a common semiconductor chip substrate, so that they are imperfectly insulated
from each other. In normal operation the substrate should act as an insulator; however, during
certain unusual fluctuations in signal levels the system power and ground connections can experi-
ence fluctuations, which affect the performance of each component in a random way that has the
characteristics of noise, much like capacitive coupling.

Interference: This is the name given to any predictable, periodic signal that occurs in an electronic circuit
in addition to the signal that the circuit is designed to process. This is distinguished from a noise
signal by the fact that it occupies a relatively small frequency range, and since it is predictable it
can often be filtered out. Usually interference comes from another electronic system such as an
interfering radio source.
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Noise: This is the name given to any random (i.e., without pattern) signal that occurs in an electronic
circuit in addition to the signal that the circuit is designed to process.

Noise margin: In digital circuits this is the difference between the nominal noiseless signal value for a
given allowable level and the threshold signal value, which will just barely be distinguishable from
the next allowable signal level. For example, a typical MOSFET transistor-based logic device might
have a nominal input voltage of 4.5 V for a logic high value, and a 3.5 V minimum voltage, which
is still recognized as a logic high. Thus the logic high noise marginis 4.5 —3.5=1V.

Quantization noise: This is a type of noise that occurs when an analog signal is converted into digital form
by measuring and encoding the range of analog input signal values as a set of numbers, usually in
the binary system, for manipulation in digital circuits, possibly followed by reconversion to analog
form. Quantization noise is an example of how noise such as thermal noise can become part of a
digital signal.

Shot noise: This is a type of circuit noise, which is not temperature dependent, and which is not white
noise in the sense that it tends to diminish at higher frequencies. This usually occurs in components
whose operation depends on a mean particle residence time for the active electrons within the
device. The cutoff frequency above which noise disappears is closely related to the inverse of this
characteristic particle residence time. It is called shot noise because in a radio it can make a sound
similar to buckshot hitting a drum, as opposed to white noise, which tends to sound more like
hissing (due to the higher-frequency content).

Thermal noise: This is any noise that is generated within a circuit and that is temperature dependent.
It usually is due to the influence of temperature directly on the operating characteristics of circuit
components, which because of the random motion of molecules as a result of temperature, in turn
creates a random fluctuation of the signal being processed.

White noise: This is noise that has its energy evenly distributed over the entire frequency spectrum, within
the frequency range of interest (typically below frequencies in the infrared range). Because noise
is totally random it may seem inappropriate to refer to its frequency range, it is not really periodic
in the ordinary sense. Nevertheless, by examining an oscilloscope trace for white noise, one can
verify that every trace is different, as the noise never repeats itself, and yet each trace looks the same.
Similarly, a television set, which is tuned to a dead frequency, displays never-ending snow, which
always looks the same, yet clearly is always changing. There is a strong theoretical foundation to
represent the frequency content of such signals as covering the frequency spectrum evenly. In this
way the impact on other periodic signals can be analyzed. The term white noise arises from the fact
that, similar to white light which has equal amounts of all light frequencies, white noise has equal
amounts of noise at all frequencies within circuit operating ranges.
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Further Information

Readers who wish to study the subject of circuit noise in more depth will find excellent coverage of this exten-
sive topic in Buckingham: Noise in Electronic Devices and Systems and Engberg and Larsen: Noise Theory of
Linear and Non-Linear Circuits, including thorough discussions of thermal noise, shot noise, and other types
of internal noise. For in-depth discussions of methods for designing circuits to reduce the effects of noise
readers are referred to Motchenbacher and Connelly: Low Noise Electronic Systems Design and Mardiguian:
Controlling Radiated Emissions by Design. Readers who are interested in exploring methods for measuring
noise in circuits should consult Smith: High Frequency Measurement and Noise in Electronic Circuits. For a
thorough discussion of circuit noise in the newest form of electronic circuit components, namely, digital
optical devices and circuits, readers are directed to Jacobsen: Noise in Digital Optical Transmission Systems. A
very complete (though technically advanced) introduction to the extensive field of error correcting coding
theory is found in Rhee: Error Correcting Coding Theory. Readers who are just interested in a text that cov-
ers the field of communications theory, including the study of noise, should consult Shwartz: Information
Transmission, Modulation, and Noise: A Unified Approach to Communications Systems or Carlson: Commu-
nication Systems, An Introduction to Signals and Noise in Electrical Communication. For descriptions of noise
sources in digital circuits including alpha particle noise, capacitive coupling crosstalk, and other digital
effects, readers are directed to Weste and Eshraghian: Principles of CMOS VLSI Design, A Systems Perspec-
tive, Fabricius: Introduction to VLSI Design, Bakoglu: Circuits, Interconnections, and Packaging for VLSI,
and Glasser and Doberpuhl: The Design and Analysis of VLSI Circuits. Recent developments in the study
of noise and errors are reported in the IEEE Journal of Solid State Circuits and the IEEE Transactions on
Communications, both published through the Institute of Electrical and Electronic Engineers (IEEE).

1.5 Logic Concepts and Design

George I. Cohn
1.5.1 Introduction

Digital logic deals with the representation, transmission, manipulation, and storage of digital information.
A digital quantity has only certain discrete values in contrast with an analog quantity, which can have any
value in an allowed continuum. The enormous advantage digital has over analog is its immunity to
degradation by noise, if that noise does not exceed a tolerance threshold.

1.5.2 Digital Information Representation

Information can be characterized as qualitative or quantiative. Quantitative information requires a number
system for its representation. Qualitative does not. In either case, however, digitalized information is
represented by a finite set of different characters. Each character is a discrete quanta of information. The
set of characters used constitutes the alphabet.

1.5.3 Number Systems

Quantitative information is represented by a number system. A character that represents quantitative infor-
mation is called a digit. The number of different values which a digit may have is called the radix, designated
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TABLE 1.3 Notation for Numbers

Juxtaposition Polynomial
n—1
Integer N=N,_Nys--- N Np N= Z N R
k=0
—1
Fraction F=-F F_y - FopmirFom F= Z Fy R
k=—m
n—1
Real X = Xpo1Xnz - X1 Xo - X1 X2 Xmp1 X X = Z X, R
k=—m

by R. The symbols that designate the different values a digit can have are called numeric characters. The most
conventionally used numeric charactersare0, 1,2,. . ., etc., with O representing the smallest value. The largest
value that a digit may have in a number system is the reduced radix, r = R — 1. Different radix values char-
acterize different number systems: with R different numeric character values the number system is Rnary,
with 2 it is binary, with 3 it is ternary, with 8 it is octal, with 10 it is decimal, and with 16 it is hexadecimal.

Any value that can be expressed solely in terms of digits is an integer. A negative integer is any integer ob-
tained by subtracting a positive integer from a smaller integer. Any number obtained by dividing a number
byalarger numberis a fraction. A number that has both an integer part and a fraction part is a realnumber.

All of the digits in a number system have the same radix. The radix is the base of the number system.
Presumably, the possession of 10 fingers has made the decimal number system the most convenient for
humans to use. The characters representing the 10 values a decimal digit can have are: 0, 1, 2, 3,4, 5,6, 7, 8,
and 9. The binary number system is most natural for digital electronic systems because a desired reliability
for a system can be most economically achieved using elements with two stable states. The characters
normally used to represent the two values a binary digit may have are 0 and 1. The hexadecimal number
system (0,1,2,3,4,5,6,7,8,9, A, B,C, D, E,and F; R = 16) is of importance because it shortens by a factor
offour the string of digits representing the binary information stored and manipulated in digital computers.

1.5.4 Number Representation

Numbers that require more than one digit can be represented in different formats, as shown in Table 1.3.
Different formats facilitate execution of different procedures. Arithmetic is most conveniently done with
the juxtaposition format. Theoretical developments are facilitated by the polynomial format.

1.5.5 Arithmetic

The most common arithmetic processes, addition, subtraction, multiplication, and division are conve-
niently implemented using juxtaposition notation. Development of formulation procedure is facilitated
using the polynomial notation. Since the numbers are digital representations, the logic used to maniputate
the numbers is digital logic. However, this is different than the logic of boolean algebra, which is what is
usually meant by the term digital logic. The logic of the former is implemented in hardware by using the
logic of the latter. The four basic arithmetic operations can be represented as functional procedures in
equation form or in arithmetic manipulation form, as shown in Table 1.4.

The arithmetic processes in the binary system are based on the binary addition and multiplication tables
given in Table 1.5.

Table 1.6 gives binary examples for each of the basic arithmetic operations.

1.5.6 Number Conversion from One Base to Another

The method of using series polynomial expansions for converting numbers from one base to another is
illustrated in Table 1.7.
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TABLE 1.4  Arithmetic Operations

Algebraic Form Arithmetic Form

Augend
Addition Sum = Augend + Addend + Addend
Sum
Minuend
Subtraction Difference = Minuend — Subtrahend — Subtrahend
Difference
Multiplicand
x Multiplier

Multiplication Product = Multiplicand x Multiplier
Product

Quotient Remainder

Division Dividend/Divisor = Quotient —
+ Remainder/Divisor Divisor |Dividend

TABLE 1.5 Single Digit Binary Arithmetic Tables

(a) Addition (b) Multiplication
0 1 0 1

oo 1 o0 0

1)1 10 1o 1

TABLE 1.6  Binary Arithmetic Operation Examples

Addition: Multiplication:
1100 carries 1101  multiplicand
11100 augend x110  multiplier
+110 | addend 0000  partial product 1
101001 sum 1101 partial product 2
1101 partial product 3
1001110 pl‘()dllcl
Subtraction, borrow method: Division, with fraction remainder:
10 remainder
borrows .
81  minuend qulfttljpegt| i IE}%
—10 subtrahend ETTTOn T 8T i
11 difference divis _I_ dividend
ivisor 1011
01110
1011
0111
Subtraction, payback method: Division, with remainder in quotient:
10 horrows quotient
101 minuend 1010001..
] payback 10111111.0000000 dividend
—10 subtrahend divisor 1011
11 difference 1100
1011
010000
1011
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TABLE 1.7  Series Polynomial Method for Converting Numbers Between Bases

Sample Conversion From:

Method A Lower to a Higher Base A Higher to a Lower Base

1. Express number
in polynomial form  101.1, =1 x 224+ 0 x 2! +1x2°4+1x 27! 36,50 =3 x 10! +6 x 10° + 5 x 107!
in the given base

2. Convert radix =1x4+0x2+1x1+1x0.5 =11 x 1010! 4+ 110 x 1010° + 101 x 1010~}
and coefficients
to the new base

3. Evaluate terms =11 x 1010+ 110 4+ 101/1010
in the new base =44+04+14+0.5 = 11110+ 110+ .1

4. Add the terms 101.1;, = 5.5} 36.510 = 100100.1,

TABLE 1.8 Nested Polynomials

(a) Nested Polynomial via Iterated Factoring (b) Lower Order Polynomials

N=N, R 1+ N, 2R 2 +...+ NR* + N\R+ Ny N=NDR+ N,
N=Ny R"2+ Ny R+ + MR+ NDR+ Ny NO = NOR+ N,
N=(NaoR" P+ NyR"™  + .+ ND)R+NDR+ Ny NP =NOR+N,

N@=) — N0 p + Nu_s
N=((Ny_)DR+N, 2)R+---+N)R+N)R+ Ny Ne-D = N, |

Evaluation of polynomials is more efficiently done with the nested form. The nested form is obtained
from the series form by successive factoring of the variable from all terms in which it appears as shown
in Table 1.8. The number of multiplications to evaluate the nested form increases linearly with the order
of the polynomial, whereas the number of multiplications to evaluate the series form increases with the
square of the order.

Conversion of integers between bases is more easily done using the lower order polynomials (Table
1.8(b)) obtained by nesting. The least significant digit of the number in the new base is the remainder
obtained after dividing the number in the old base by the new radix. The next least significant digit is the
remainder obtained by dividing the first reduced polynomial by the new radix. The process is repeated
until the most significant digit in the new base is obtained as the remainder when the new radix no longer
fits into the last reduced polynomial. This is more compactly represented with the arithmetic notation
shown in Table 1.9 along with the same examples used to illustrate the polynomial series method.

TABLE 1.9 Radix Divide Method for Converting Numbers Between Bases

Sample Conversion From:

A Higher to a Lower Base A Lower to a Higher Base

2 /3615
No 2/18 0
N, 2/9 0 12/2012,
Ny 2/4 1 12/102 11
2/2 0 12/2 1
2/ 1 0 12/ 0 2
N2 o 1 20125 = 214s
Nu_y 3610 = 100100, 3T
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TABLE 1.10 Radix Multiply Number Conversion Method (Terminating Case)

Formalism Sample Conversion Between Bases
Higher to
Algebraic Arithmetic Lower Lower to Higher
F=-F_F_3F_3---F_p B Fls Fogivs P 0.100101,
<R x1010
Higste 101].11001
x2 .
R*F=F—I'F‘—I21F—J"‘F—m F—ll'F—ZF—3“‘F—m _ULT %1010
=k xR %2 111].1101
R*F{”=F_3‘F_3F_4 F_EI,F__‘”.F_I," ols * 1010
oo Foyy= F_-F xR %2 1000[.001
.0 _X1010
e Py = F—Z'FEJJ
: 101
: x 1010
R* Ffm_z] = F—m+1 % F—m F..,,, +1 | ° F—m ]QII
i F—m+1 ‘Fim—lb xR
R*FMD=F_,,. F_,,.|- 12510 = .001; .100101; = .578125,¢

Conversion of a fraction from one base to another can be done by successive multiplications of the
fraction by the radix in the base to which the fraction is to be converted. Each multiplication by the radix
gives a product that has the digits shifted to the left by one position. This moves the most significant digit
of the fraction to the left of the radix point placing that digit in the integer portion of the product, thereby
isolating it from the fraction. This process is illustrated in algebraic form in the left column of Table 1.10
and in arithmetic form in the next column. Two sample numeric conversions are shown in the next two

columns of Table 1.10.

Table 1.10 dealls (.)nly w1th. terminating fr.actlons, TABLE 1.11 Nonterminating
that is, the remaining fractional part vanishes af- Fraction Conversion Example
ter a finite number 9f steps.. For a noTltermlna'Flng 0.130 — 0.000110011 ... ,
case the procedure is continued until a sufficient ",
number of digits have been obtained to give the de- 02 ormore compactly
sired accuracy. A nonterminating case is illustrated x2
in Table 1.11. A set of digits, which repeat ad infini- 04 0.1p = 0.00011,

. . %2
tum, are designated by an underscore as shown in s
Table 1.11. 2

Conversion to base 2 from a base which is an in- 1J6
teger power of 2 can be most simply accomplished x2
by independent conversion of each successive digit, —'li

. . . x
as illustrated in Table 1.12(a). Inversely, conversion e

X . . 0]4

from base 2 to a base 2* can be simply accomplished %2
by grouping the bits into sets of k bits each starting 018
with the least significant bit for the integer por- x2
e

tion and starting with the most significant bit for
the fraction portion, as shown by the examples in
Table 1.12(b).

1.5.7 Complements

Each number system has two conventionally used complements:

radix complement of N = NR¢ = R" — N
reduced radix complement of N = N'¢ = NR¢ — |
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TABLE 1.12 Conversions between Systems Where
One Base Is an Integer Power of the Other Base

(a) Conversion from high base to lower base:
B2-C5;6 = 1011 0010 .1100 0101,
62.755 = 110 010 .111 101,

(b) Conversion from lower base to high base:
11 0010 0100.0001 1100 01, =324.1C46
10 110 001.011111 01, =261.372

where R is the radix and n is the number of digits in the number N. These equations provide complements
for numbers having the magnitude N.

A positive number can be represented by a code in the two character machine language alphabet, 0
and 1, which is simply the positive number expressed in the base 2, that is, the code for the number is
the number itself. A negative number requires that the sign be coded in the binary alphabet. This can be
done by separately coding the sign and the magnitude or by coding the negative number as a single entity.
Table 1.13 illustrates four different code types for negative numbers. Negative numbers can be represented
in the sign magnitude form by using the leftmost digit as the code for the sign (4 for 0 and — for 1) and the
rest of the digits as the code for the magnitude. Complements and biasing provide the means for coding
the negative number as a single entity instead of having a discrete separate coding for the sign. The use
of complements provides for essentially equal ranges of values for both positive and negative numbers.
The biased representation can also provide essentially equal ranges for positive and negative values by
choosing the biasing value to be essentially half of the largest binary number that could be represented
with the available number of digits. The bias code is obtained by subtracting the biasing value from the
code considered as a positive number, as shown in the rightmost column of Table 1.13.

Complements enable subtraction to be done by addition of the complement. If the result fits into the
available field size the result is automatically correct. A diagnostic must be provided to show that the result
is incorrect if overflow occurs, that is, the number does not fit in the available field. Table 1.14 illustrates
arithmetic operations with and without complements. The two rightmost columns illustrate cases where
the result overflows the 3-b field size for the magnitude. A condition can be represented in terms of two

TABLE 1.13 Number Representations

Signed Numbers via the Following Representations:

Available  Positive Sign One’s Two’s

Codes Numbers  Magnitude  Complement Complement 111 bias
1111 1111 —111 —000 —001 000
1110 1110 —110 —001 —010 +111
1101 1101 —101 —-010 —011 +110
1100 1100 —100 —011 —100 +101
1011 1011 —011 —100 —101 +100
1010 1010 —010 —101 —110 +011
1001 1001 —001 —110 —111 +010
1000 1000 —000 —111 —000 +001
0111 0111 +111 +111 +111 000
0110 0110 +110 +110 +110 —001
0101 0101 +101 +101 +101 —010
0100 0100 +100 +100 +100 —011
0011 0011 +011 +011 4011 —100
0010 0010 +010 +010 +010 —101
0001 0001 4001 4001 4001 —110
0000 0000 +000 +000 +000 —111

Copyright 2005 by Taylor & Francis Group



46 Electronics Handbook

TABLE 1.14 Comparison of Arithmetic With and Without Complements

Sample N=7-5 N=5-7 N=54+7 N=-5-7
[lustrations =2 = -2 =12 = —12
Pencil and Paper Arithmetic 111 (—111) 101 (—101)
(without complements) —101 —(—~101) +111 +(—111)
10 —10 1100 —1100
Computer Arithmetic with 0111 0101 0101 1011
2’s complement +1011 +1001 +0111 +1001
10010 1110 1100 10100
4 binary digit working field l l { J
(accommodates 3-b mag- designates designates designates  designates
nitude) positive negative negative positive
number number number number
Result Veracity +010 —010 —100 +100
True True False False
Significant Carries Co=1 Co=0 Coy=0 Co=1
C =1 Cy =0 Cp =1 C =
Veracity Condition Co=C Co= Cy Co £ C Co #C1

Co0C; =1 CooC; =1 Cg0Cy; =0 CgoCp =90

carry parameters:

* Cy the output carry from the leftmost digit position

* Cj, the output carry from the second leftmost digit position (the output carry from the magnitude
field if sign magnitude representation is used)

If both of these carries are coincident (i.e., have the same value) the result fits in the available field and,
hence, is correct. If these two carries are not coincident the result is incorrect.

1.5.8 Codes

Various types of codes have been developed for serving different purposes. There are codes that enable
characters in an alphabet to be individually expressed in terms of codes in a smaller alphabet. For example,
the alphabet of decimal numeric symbols can be expressed in terms of the binary alphabet by the binary
coded decimal (BCD) or 8421 code shown in Table 1.15. The 8421 designation represents the weight given
to each of the binary digits in the coding process.

TABLE 1.15 Sample Codes

Parity Gray
Decimal BCD
Digits 8421 2421 2-out-of-5 Even Odd 1-bit  2-bit  3-bit
0 0000 0000 00011 00000 00001 0 00 000
1 0001 0001 00101 0001 1 0001 0 1 01 001
2 0010 0010 00110 00101 0010 0 11 011
3 0011 0011 01001 00110 00111 10 010
4 0100 0100 01010 01001 01000 110
5 0101 1011 01100 01010 01011 111
6 0110 1100 10001 01001 01100 101
7 0111 1101 10010 01111 01110 100
8 1000 1110 10100 1000 1 1000 0
9 1001 1111 11000 1001 0 1001 1
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FIGURE 1.32  Eight-segment position sensor with slightly misaligned contacts: (a) binary code physical configuration,
(b) Gray code physical configuration.

There are codes that facilitate doing arithmetic. The 2421 code can also be used to represent the decimal
numeric symbols. The 2421 code has the advantage that the code for the reduced radix complement is the
same as the reduced radix complement of the code, and this is not true of the BCD code. Thus the 2421
code facilitates arithmetic with multiple individually coded digit numbers.

There are codes designed to detect errors that may occur in storage or transmission. Examples are the
even and odd parity codes and the 2-out-of-5 code shown in Table 1.15. The 2-out-of-5 error detection
code is such that each decimal value has exactly two high digit values. Parity code attaches an extra bit
having a value such that the total number of high bits is odd if odd parity is used and the total number of
bits is even if even parity is used. An even number of bit errors are not detectable by a single bit parity code.
Hence, single bit parity codes are adequate only for sufficiently low bit error rates. Including a sufficient
number of parity bits enables the detection and correction of all errors.

There are codes designed to prevent measurement misrepresentation due to small errors in sensor
alignment. Gray codes are used for this purpose. A Gray code is one in which the codes for physically
adjacent positions are also logically adjacent, that is, they differ in only one digit. Gray codes can be
generated for any number of digits by reflecting the Gray code for the case with one less digit as shown in
Table 1.15 for the case of 1, 2, and 3-bit codes. The advantage of a Gray scale coded lineal position sensor
is illustrated in Fig. 1.32 for the eight-segment case.

1.5.9 Boolean Algebra

Boolean algebra provides a means to analyze and design binary systems and is based on the seven postulates
given in Table 1.16. All other Boolean relationships are derived from these seven postulates. Expressed in
graphical form, called Venn diagrams, the postulates appear more natural and logical. This benefit results
from the two-dimensional pictorial representation freeing the expressions from the one-dimensional
constraints imposed by lineal language format.

The OR and AND operations are normally designated by the arithmetic operator symbols + and -
and referred to as sum and product operators in basic digital logic literature. However, in digital systems
that perform arithmetic operations this notation is ambiguous and the symbols V for OR and A for
AND eliminates the ambiguity between arithmetic and boolean operators. Understanding the conceptual
meaning of these boolean operations is probably best provided by set theory, which uses the union operator
U for OR and the intersection operator N for AND. An element in a set that is the union of sets is a member
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TABLE 1.16 Boolean Postulates

Forms
Postulate Name Meaning (a) (b)
1 Definition Jaset{K}=1{a,b,...} OR AND
of two or more elements + .
and two binary operators \% A
s{K}=la.b,a+ba-b,..} U A
2 Substitution expression; = expression,
Law If one replaced by the other
does not alter the value
3 Identity 3 identity elements a+0=a ael=a
Element for each operator
4 Commutativity Foreverya and b in K a+b=b+a asb=bea
5 Associativity Foreverya, b, andcin K a+b+c)=(@+b)+c a-(b-c)=(a-b) -c
6 Distributivity Foreverya, b, and cin K a+b-c)=@+b)-(a+c) a-b+cy=(@-b)+@-c)
7 Complement Foreveryain K at+a=1 aea=0
Ja complement in K 3
of one set OR another of the sets in the union. An
. . . . . 1) X+X=X+X IDENTITY
element in a set that is the intersection of sets is a 2 —(x+91  P3bIDENTITY ELEMENT EXISTENGE
member of one set AND a member of the other sets 3) =(x+%)-(x +X) P7a COMPLEMENT EXISTENCE
in the intersection. 4 =X+XX P6a DISTRIBUTIVITY
. 5) =x+0 P7b COMPLEMENT EXISTENCE
1.\. set of theorems derived from the postulates 8 :X P32 IDENTITY ELEMENT EXISTENGE
facilitates further developments. The theorems are

summarized in Table 1.17. Use of the postulates is
illustrated by the proof of a theorem in Fig. 1.33. FIGURE 1.33  Proof of Theorem 8: Idempotency (a):
x+x=x.

1.5.10 Boolean Functions

Boolean functions can be defined and represented in terms of boolean expressions and in terms of truth
tables as illustrated in Fig. 1.34(a) and Fig. 1.34(c). Each form can be converted into the other form. The
function values needed for the construction of the truth table can be obtained by evaluating the function
as illustrated in Fig. 1.18(b). The reverse conversion will be illustrated subsequently.

TABLE 1.17 Boolean Theorems

Forms
Theorem (a) (b)
8 Idempotency ata=a a-a=a
9 Complement a+1=1 a-0=0
Theorem
10 Absorption a+ab=a ala+b)=a
11 Extra Element a+ab=a+b a(a+b)=ab
Elimination
12 De Morgan’s Theorem a+b=a-b ab=a-+b
13 Concensus ab+ac + bc =ab + ac (a+b)a+c)b+c)=(a+b)a+c)
14 Complement ab+ab=a (a+b)a+b)=a
Theorem 2
15 Concensus 2 ab + abc = ab + ac (a+b)a+b+c)=(a+b)a+c)
16 Concensus 3 ab+ac=(a+c)a+b) (a+b)a+c)=ac+ab
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For a given number of variables there are a finite

number of boolean functions. Since each boolean

variable can have two values, 0 or 1, a set of n vari-

ables has 2" different values. A boolean function

has a specific value for each of the possible values

that the independent variables can have. Since there
are two possible values for each value of the inde-

pendent variables there are 22" different boolean
functions of two variables. The number of functions
increases very rapidly with the number of indepen-
dent variables as shown in Table 1.18.
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A B c|fa B O
00 0| O
@  fA B C)=AB+AC+AC 00 1) 1
01 0| o
01 1 1
(b) £0,0,1)=0.0+01+01 100 1
=00+00+11 101 0
=0+0+1 110 1
=1 © 111 1

FIGURE 1.34 Example of forms for defining boolean

functions: (a) boolean expression definition, (b) boolean

expression evaluation, (c) truth table definition.

The 16 different boolean functions of two independent variables are defined in algebraic form in
Table 1.19 and in truth table form in Table 1.20.

TABLE 1.18 Number of Different Boolean Functions

Variables n

Arguments 2"

. P
Functions 22

[ N O S =)

[SeR o S

32

=N

256
65,536
4,194,304

TABLE 1.19  Functions of Two Variables Defined as Boolean Expressions

Name Expression Circuit Representation

0 AIWAYS 1 | ———

1 NEVER 0 0—  »p

2 1st Var a r, I

3 2nd Var i b P —

4 NOT l1st Var a - [: 7

5 NOT 2nd Var b b E 3

6 MIN-0/NOR anb =alb }: ::1)_ ?j)’—
7 /]

7 MIN-1 aib h:: —-D

8 MIN-2 alhb “[ﬂ)‘

9 MIN-3/AND ahb }i’ ﬂ)_

10 MAX-0/OR av'b g—-—

11 MAX-1 avhb b” ﬁ),_,

12 MAX-2 avb {}ﬂ_ﬁ
h

13 MAX-3/NAND avh =ath g:§>__ }::D,_&

14 EXOR A® b =aAbvahb ﬁ:E)_

15 COIN a®b =a @b E @_.
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TABLE 1.20  Truth Tables for Two Variable Functions

NOR AND OR NAND
a b mo my my ms My M, M, M;3 XOR COIN a b a b LO HI
0 0 1 0 0 0 0 1 1 1 0 1 0 0 1 1 0 1
0 1 0 1 0 0 1 0 1 1 1 0 0 1 1 0 0 1
1 0 0 0 1 0 1 1 0 1 1 0 1 0 0 1 0 1
1 1 0 0 0 1 1 1 1 0 0 1 1 1 0 0 0 1

1.5.11 Switching Circuits

Boolean functions can be performed by digital circuits. Circuits that perform complicated boolean func-
tions can be subdivided into simpler circuits that perform simpler boolean functions. The circuits that
perform the simplest boolean functions are taken as basic elements, called gates and are represented by
specialized symbols. The circuit symbols for the gates that perform functions of two independent variables
are shown in Table 1.19. The gates are identified by the adjective representing the operation they perform.
The most common gates are the AND, OR, NAND, NOR, XOR and COIN gates. The only nontrivial
single input gate is the invertor or NOT gate. Gates are the basic elements from which more complicated
digital logic circuits are constructed.

A logic circuit whose steady-state outputs depend only on the present steady-state inputs (and not
on any prior inputs) is called a combinational logic circuit. To depend on previous inputs would require
memory, thus a combinational logic circuit has no memory elements.

Boolean algebra allows any combinational logic circuit to be constructed solely with AND, OR, and
NOT gates. Any combinational logic circuit may also be constructed solely with NAND gates, as well as
solely with NOR gates.

1.5.12 Expansion Forms

The sum of products (SP) is a basic form in which all boolean functions can be expressed. The product of
sums (PS) is another basic form in which all boolean functions can be expressed. An illustrative example
is given in Fig. 1.35(b) and Fig. 1.35(c) for the example given in Fig. 1.35(a).

Minterms are a special set of functions, none of which can be expressed in terms of the others. Each
minterm has each of the variables in the complemented or the uncomplemented form ANDed together.
An SP expansion in which only minterms appear is a canonical SP expansion. Figure 1.35(d) shows the
development of the canonical SP expansion for the previous example. The canonical SP expansion may
also be simply expressed by enumerating the minterms as shown in Fig. 1.35(f). Comparison of the truth
table with the minterm expansion shows that each function value of 1 represents a minterm of the function
and vice versa. All other function values are 0.

Maxterms are a special set of functions, none of which can be expressed in terms of the others. Each
maxterm has each of the variables in the complemented or the uncomplemented form ORed together.
A PS expansion in which only maxterms appear is a canonical PS expansion. Figure 1.35(e) shows the
development of the canonical PS expansion for the previous example. The canonical PS expansion may
also be simply expressed by enumerating the maxterms as shown in Fig. 1.35(g). Comparison of the truth
table with the maxterm expansion shows that each function value of 0 represents a maxterm of the function
and vice versa. All other function values are 1.

1.5.13 Realization

The different types of boolean expansions provide different circuits for implementing the generation of the
function. A function expressed in the SP form is directly realized as an AND-OR realization as illustrated in
Fig. 1.36(a). A function expressed in the PS form is directly realized as an OR-AND realization as illustrated
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TRUTH TABLE

clra B o
0 0

flA, B, C)=AB+C) + (A+ B)C

[~ - - - OO0 o o »
- mrocoorroom
~ O OFr Or
O Rr PR OR

@

P6b — f(A, B, C) = AB+ AC + AC+ BC P7b— f(A, B, C)=A(A+B+C) +(A+B+C)C
T13a— f(A, B, C)= AB+ AC+AC ) P6b — f(A, B, C)=(A+C)(A+B+C)

(b) (c) Péb
Pra = = = = P7b—s f(A B, C)= (A+C+BB)A+B+C)
f(A, B, C)= AB(C + C) + A(B+ B)C+ A(B+ B)C - A B Q= (A+C+BB(A+B+C)
P6b — (€) P6a— A B, C)=(A+B +C)(A+ B+ C)(A+B+C)
f(A, B, C) = ABC + ABC + ABC + ABC + ABC + ABC
T8a —

(d) fA, B, C) = ABC + ABC + ABC + ABC + ABC

flA, B, €)= myq1 + Mygq+ Migg + Mogg + Mooy fA, B, €) = Mogo + Mo1o + M1o1
() A B C)=2m(1,3,4,6,7) (9) A, B, ©) =TIM(O, 2, 5)

FIGURE 1.35 Examples of converting boolean functions between forms: (a) given example, (b) conversion to SP
form, (c) conversion to PS form, (d) conversion to canonical SP form, (e) conversion to canonical PS form, (f) minterm
notation/canonical SP form, (g) maxterm notation/canonical PS form.

in Fig. 1.36(b). By using involution and deMorgan’s theorem the SP expansion can be expressed in terms
of NAND- NAND and the PS expansion can be expressed in terms of NOR-NOR as shown in Fig. 1.36(c)
and Fig. 1.36(d). The variable inversions specified in the inputs can be supplied by either NAND or NOR
gates as shown in Fig. 1.36(g) and Fig. 1.36(h), which then provide the NAND-NAND-NAND and the
NOR-NOR-NOR circuits shown in Fig. 1.36(i) and Fig. 1.36(j).

1.5.14 Timing Diagrams

Timing diagrams are of two major types. A microtiming diagram has a time scale sufficiently expanded
in space to display clearly the gate delay, such as shown in Fig. 1.37(a) for an AND gate. A macrotiming
diagram has a time scale sufficiently contracted in space so that the gate delay is not noticeable, as shown
in Fig. 1.37(b) for an AND gate.

The advantage of the macrotiming diagram is that larger time intervals can be represented in a given
spatial size and they can be more quickly developed. The disadvantage is that they do not display the
information required for speed limitation considerations.

1.5.15 Hazards

The variation in signal delays through different circuit elements in different paths may cause the output sig-
nal to fluctuate from that predicted by non-time-dependent truth tables for the elements. This fluctuation
can cause an undesired result and, hence, is a hazard. This is illustrated in Fig. 1.38.

1.5.16 K-Map Formats

In a truth table the values of a boolean function are displayed in a one-dimensional array. A K-map contains
the same information arranged in as many effective dimensions as there are independent variables in the
function. The special form of the representation provides a simple procedure for minimizing the expression
and, hence, the number of components required for realizing the function in a given form. The function
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(b)

Qo
-

a

d

INVOLUTION GIVES

fla, b, c, d) = ac+ bed+ ad

DEMORGAN'S THEOREM GIVES

fa, b, ¢, d)=ac - bed - ad

OR IN TERMS OF THE NAND OPERATOR

(d)
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o

QoT

INVOLUTION GIVES

fla, b, c, d)=(a+b)(a+c)(b+c+d
DEMORGAN'S THEOREM GIVES

fla, b, c,d)=(a+b)+(@+c)+(b+c+ad)
OR IN TERMS OF THE NOR OPERATOR

fla, b, ¢, d) = (a1 )1(brctd)t(atd) fa, b, ¢, d) = (alb)i(@lc)l(blcia)

(e) a

® a 3N
c b
b
C—>1 ; a W
d =
a b
d =
@ a aa
a—-Do—a»

0] a

aa=a o) 3 ata=a
a a—»Do—» a—@)-v
a

0]

C—E: b —)
g f a f
a: c
a b
d @

FIGURE 1.36 Examples of realizations based on various expansion forms: (a) AND-OR realization of f(a,b,c,d) =
ac + bed + ad, (b) OR-AND realization of f(a,b,c,d) = (a + b)(a + ¢)(b + ¢ + d), (c) AND-OR conversion to
NAND-NAND, (d) OR-AND conversion to NOR-NOR, (¢) NAND-NAND realization of f(a,b,c,d) = ac+bcd+ad,
(f) NOR-NOR realization of f(a,b,c,d) = (a + b)(a + ¢)(b + ¢ + d), (g) NAND gate realization of NOT gate, (h)
NOR gate realization of NOT gate, (i) NAND-NAND-NAND realization of f(a,b,c,d) = ac + bcd + ad, (j) NOR-
NOR-NOR realization of f(a,b,c,d) = (a +b)(a+c)(b+c +d).

is represented in a space that in a Venn diagram is called the universal set. The K-map is a special form of
Venn diagram. The space is divided into two halves for each of the independent variables. The division of
the space into halves is different for each independent variable. For one independent variable the space is
divided into two different identical size regions, each of which represents a minterm of the function. For
n independent variables the space is divided into 2" different identical size regions, one for each of the 2"
minterms of the function. This and associated considerations are illustrated in a sequence of figures from
Fig. 1.39 to Fig. 1.46.

a a
t t
b t b t
' ' ' '
H H H H
' ' ' '
H .
1= T =] L= T =]
@ anb H t (b aAb t

FIGURE 1.37 Timing diagrams for the AND gate circuit: (a) microtiming diagram, (b) macrotiming diagram.
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v
'
v b H
H . t
b ' ¢ :
H _ LT+ T =]
x=avb .
x=avb H '
t ' H
a z .' T3>
X zavx i BTt —
b [ 3 X=avx !
@ 1 7 ) = ¢ © HAZARD

FIGURE 1.38 Example of a hazard (output variation) caused by unequal delay paths: (a) circuit for illustrating a
hazard, (b) ideal case, no delays, 7; = 7, = 13 = 0, no hazard introduced; (c) signal paths with different delays,

7, + T, + T3 > T3, hazard introduced.

Figure 1.39 shows one-variable K-map formats.
Figure 1.39(a) shows the space divided into two
equal areas, one for each of the two minterms pos-
sible for a single variable. The squares could also
be identified by the variable placed external to the
space to designate the region that is the domain of
the variable, with the unlabeled space being the do-
main of the complement of the variable, as shown in
Fig. 1.39(b). Another way of identifying the regions
is by means of the minterm number the area is for,
as shown in Fig. 1.39(c). Still another way is to
place the values the variable can have as a scale
alongside the space, as shown in Fig. 1.39(d). The
composite labeling, shown in Fig. 1.39(e), appears
redundant but is often useful because of the dif-
ferent modes of thought used with the different
label types. Putting the actual minterm expressions
inside each square is too cluttering and is rarely used
except as an aid in teaching the theory of K -maps.
The use of minterm numbers, although widely used,
also clutters up the diagram, and the methodology
presented here makes their use superfluous once the
concepts are understood.

The organization of a two-variable K-map for-
mat is illustrated in Fig. 1.40. The space is subdi-
vided vertically into two domains for the variable a
and its complement, and is subdivided horizontally
for the variable b and its complement as shown in
Fig. 1.40(a) and Fig. 1.40(b). The composite subdi-
visions for both variables together with the expres-
sions for the two-variable minterms are shown in
Fig. 1.40(c).

an
(a)|a| al(b)' | |(c)|0|1|
N \aorf_|
oL 1 el ]

FIGURE 1.39 One variable K-map forms: (a) internal
minterm labels, (b) external domain label, (c) internal
minterm number labels, (d) external scale label, (¢) com-
posite labeling.

DI
D
o
D
S

(CY (b) (©

FIGURE 1.40 Two-variable K -map format construction:
(a) domains for a, (b) domains for b, composite.

b
=51 2 00 o1 0 |t
(@ (b)L (c) (d)
b
a < 0 1 a Y 0 I_1—|
0 ACHN
. c,l:lz 3
(e) L
FIGURE 1.41 Two variable K -map formats: (a) minterm

labels, (b) domain labels, (c¢) minterm binary labels,
(d) minterm decimal labels, (e) scale labels, (f) composite
labeling.

The different formats for identifying the areas for the two-variable case are shown in Fig. 1.41. Of par-

ticular interest is the comparison of the binary and decimal minterm number labels. The binary minterm
number is simply the catenation of the vertical and horizontal scale number for the position. It is the use
of this identity that makes internal labels in the square totally superfluous.

Copyright 2005 by Taylor & Francis Group



54

An alternate way of subdividing the space for

the two-variable case is illustrated in Fig. 1.42 and
labeling alternatives in Fig. 1.43. The configura-
tion employed in Fig. 1.40 uses two dimensions for
two variables, whereas the configuration employed
in Fig. 1.42 uses one-dimension for two variables.
The two dimensional configuration appears to be
more logical and is more convenient to use than
the one dimensional configuration for the case of
two variables. For the case of a larger number of
variables the configuration in Fig. 1.43 offers special
advantages, as will be shown.
The organization of three-variable K -map formats
is illustrated in Fig. 1.44. It is logical to introduce an
additional space dimension for each additional in-
dependent variable as depicted in Fig. 1.44(a); how-
ever, the excessive inconvenience of working with
such formats makes them impractical. To make the
mapping process practical it must be laid out in
two dimensions. This can be done in two ways. One
way is to take the individual slices of the three-
dimensional configuration and place them adja-
cent to each other as illustrated in Fig. 1.44(b). An-
other way is to use the one-dimensional form for
two variables, illustrated in Fig. 1.43, as shown in
Fig. 1.44(c). For the case of three and four inde-
pendent variables the format given in Fig. 1.44(c) is
more convenient and for further independent vari-
ables that of Fig. 1.44(b) is convenient. These are all
illustrated in Fig. 1.46.

Labeling for three independent variables is given
in Fig. 1.45.

The independent boolean variables in conformal
coordinate scales have exactly the same order as in
the boolean function argument list, as depicted in
Fig. 1.46. Conformal assignment of the independent
variables to the K -map coordinate scales makes the
catenated position coordinates for a minterm (or
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AREBE
®)

FIGURE 1.42 Two-variable K -map alternate format con-
struction: (a) domains for a, (b) domains for b, (c) com-

posite.
a
@ o0 o1y 10!
[P
Ly

(
FIGURE 1.43 Two-variable K-map alternate format:

(a) minterm labels, (b) composite labeling.

a ab|ab | ab | ab

(@) ©)

(@) b)

b
—b—
T
-
a > f
@ v (0) L L
—b—
-
a
L
() L c— 1

FIGURE 1.44 Three-variable K -map formats: (a) three
dimensional, (b) three-dimensional left and right halves,
(c) two dimensional.

beog 01 11 10
P . 0
abc | abc | abc | abc r
. . _ al_l
@ abc | abc | abc | abc ®) T

FIGURE 1.45 Three variable two dimensional K-map
formats: (a) minterm labels, (b) composite labels.

maxterm) identical to the minterm (or maxterm) number. Utilization of this identity eliminates the need
for the placement of minterm identification numbers in each square or for a separate position identification
table. This significantly decreases the time required to construct K-maps and makes their construction
less error prone. The minterm number, given by the catenation of the vertical and horizontal coordinate
numbers, is obvious if the binary or octal number system is used.

1.5.17

A function is mapped into the K -map format by entering the value for each of the minterms in the space
for that minterm. The function values can be obtained in various ways such as from the truth table for
the function, the boolean expression for the function, or from other means by which the function may be
defined. An example is given for the truth table given in Fig. 1.35(a), which is repeated here in Fig. 1.47(a)

K-Maps and Minimization

and whose K -map is shown in various forms in Fig. 1.47(b) to Fig. 1.47(d).
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FIGURE 1.46 Formats for K-maps for functions of 2—6 independent variables with conformal coordinate scales:
(a) two-variable case f(a, b), three-variable case f(a, b, c), (c) four-variable case f(a,b,c,d), (d) five-variable case
f(a,b,c,d,e), (e) six-variable case f(a, b, c,d, e, f).

The function can also be mapped into a conformally scaled K -map directly from the canonical expan-
sion, this being essentially the same process as entering the minterms (or maxterms) from the truth table.
The function may also be directly mapped from any PS or SP expansion form. Another means of obtaining
the K -map is to formulate it as a function table, as illustrated for the multiplication of 1- and 2-b numbers
in Fig. 1.48.

1.5.18 Minimization with K-Maps

Thekey feature of K -maps that renders them convenient for minimization is that minterms that are spatially
adjacent in the horizontal or vertical directions are logically adjacent. Logically adjacent minterms are
identical in all variables except one. This allows the two minterms to be combined into a single terms with
onelessvariable. Thisisillustrated in Fig. 1.49. Two adjacent minterms combine into a first-order implicant.

A B C|FA B, O
000 0
001 1 BC B BC B BC B
610 0 A 00 01'11 10 AN 00 01'11 10 AN 00 01'11 10
(1’ (1) 3 1 ofof1]1]o0 0 1|1 o] o 0
101 0 . . iy
Ailf1 o 1|1 A1 1 111 Al 0

110 1 [ — [ L

@li1a]l 1 ®) —¢ © —c—- () —c—

FIGURE 1.47 Three-variable K -map example: (a) truth table, (b) K-map with all values shown, (¢) minterm K -map,
(d) maxterm K -map.
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V1Yo ,_yl_l 8Z30) ,V1—|
XX 00 01 11 10 00 01 q 10
1% X1Xo
00 | 0000 | 0000 | 0000 | 0000 00
01 |0000 | 0001|0011 | 0010 _| 01 —|
N o I_Jll 1 |_ X %
11 |0000 | 00111001 | 0110 |_ 1 |
olo|o X J S
10 | 0000 | 00100110 | 0100 Il_]_o
x1l 0 |1
@ L ®) Ly — © Ly
V1Yo Y1 J1Yo P2t Y1Yo Y1
00 o111 10 o\ _00 o111 10 x1%\_00 o111 10
X1%0 1% 1%
00 00 00

X0 0 0

|_11 1 | |_11 1 1 | |_11 111 |
X

Il_lO 1 1 Llo 111 |l_10

(d) L y— (e) L y— ® Ly,

FIGURE 1.48 Examples of K-maps formulated as function tables: (a) K-map for the product of two 1-b numbers
P = x*y; (b) composite K-map for the product of two 2-b numbers, Ps P, Py Py = x1X¢ * ¥1¥o; (c) K-map for the
digit P; of the product of two 2-b numbers; (d) K -map for the digit P, of the product of two 2-b numbers; (e) K -map
for the digit P; of the product of two 2-b numbers; (f) K-map for the digit Py of the product of two 2-b numbers.

Y10 Y— _

X\ 2001 M1 10 (b)  F Xy, Xo, Y1, Yo) = X1 Xp¥1Yo + X1 X0Y1Y0
00
o1 1 —| FACTORING GIVES  F(xy, Xo, Y1, Yo) = ()_(1 +X)XoY1Yo

X, (©) HENCE F(x1, Xor Y10 Yo) = XoY1Yo

11 1 |

X

|1_10 o ,"::: ;"0111 M1
=111
(a) L y—

FIGURE 1.49 Example of minimization with a K-map: (a) sample K-map, (b) expression in minterms of function
definition in (a), (¢) simplification of the expression in (b), (d) simplification of the expression in (b) using single
symnbol minterm and implicant notation.

A first-order implicant is the combination of all
of the independent variables but one. In this ex-
ample the first-order implicant expressed in terms
of minterms contains eight literals but the mini-
mized expression contains only three literals. The
circuit realization for the OR combination of the
two minterms has two AND gates and one OR gate,
whereas the realization for the equivalent implicant
requires only a single AND gate.

The combination of minterms into first-order
implicants can be represented more compactly by
using the single symbol minterm notation with the subscript that identifies the particular minterm ex-
pressed in binary, as illustrated in Fig. 1.49(d).

Two adjacent first-order implicants can be combined into a second-order implicant as illustrated in
Fig. 1.50. A second-order implicant contains all of the independent variables except two. In general, an

FIGURE 1.50 Example of minimization with K-map.
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nth-order implicant contains all of the variables
except n and requires an appropriately grouped set
of 2" minterms.

Minterms that are at opposite edges of the same
row or column are logically adjacent since they dif-
fer in only one variable. If the plane space is rolled
into a cylinder with opposite edges touching, then
the logically adjacent edge pairs become physically
adjacent. For larger numbers of variables using K -
maps with parallel sheets the corresponding posi-
tions on different sheets are logically adjacent. If the
sheets are considered as overlaid the correspond-
ing squares are physically adjacent. The minimized
expression is obtained by covering the all of the
minterms with the fewest number of largest possible
implicants. A minterm is a zero-order implicant.
Figure 1.51 illustrates a variety of examples. A don’t
care is a value that never occurs or if it does occur
itis not used, and hence, it does not matter what its
value is. Don’t cares are also included to illustrate
that they can be used to simplify expressions by
taking their values to maximize the order of the
implicants.

Maxterm K -maps can also be utilized to obtain

57

def —d—
b —&— e—
abc \_000 001 011 010 100 101 111 110

a’([_j_ [ 1]
i

FIGURE 1.51 Example of minimization with six-variable
K -map.

L f— o |__ J—
F = bef+ abcf+ abdé

BC . B —1
00 01" 11 10 A+C
A T =
\0 0 Oﬁ 0
A1 kO 0)
F=B(A+C)

-

c —

FIGURE 1.52 Three-variable maxterm K-map example.

minimized expressions by combining maxterms into higher order implicants, as illustrated for the example

in Fig. 1.52.

GIVENF(A, B, C, D)=£m(2,6,7,8) +d(0, 4, 5, 12, 13) and G(A, B, C, D)=Em(2, 4, 5} +d(6, 7, 8, 10)

ZERO-ORDER IMPLICANT LIST. FIRST-ORDER IMPLICANT LIST. SECOND-ORDER IMPLICANT LIST
NO. OF 1s MIN-TERM CODE ABCD FLAGS PlI | IMPLICANTS CODE ABCD FLAGS PI| IMPLICANTS CODE ABGD FLAGS Pl
0 0 0000 F- v 0,2 00-0 F- V10248 0-0 F- 1
2 0010 FG 0,4 0-00 F- v]o4812 -00 F- 2
1 4 0100 FG 0,8 -000 F- V| 4,567 o1- FG 3
8 1000 FG_ 2,6 0-10 FG 5| 4,5 12,13 -10- F- 4
5 0101 FG v 2,10 -010 G 6
2 6 0110 FG 4,5 010- FG
10 1010 -G Y 4,6 01-0 FG <
12 1100 E- 4,12 -100 F- v
7 0111 G 8,10 10-0 -G 7
3 13 1101 FooA 8,12 1-00 F- N
57 01-1 GV
5,13 -101 FN
6,7 o11- FG Y
12,13 110- F- R
FRIME IMPLICANT CHART MINIMUM SP EXPANSIONS
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FIGURE 1.53 Illustration of the Quine—McClusky method of simultaneous minimization.
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1.5.19 Quine-McCluskey Tabular Minimization

The K-map minimization method is too cumbersome for more than six variables and does not readily
lend itself to computerization. A tabular method, which can be implemented for any number of variables
and which lends itself to computer program implementation, consists of the following steps:

1. Listall the minterms in the boolean function (with their binary code) organized into groups having
the same number of 1s. The groups must be listed in consecutive order of the number of 1s.

2. Construct the list of first-order implicants. Use flags to indicate which minterms, don’t cares, or
implicants go with which functions. (Only minterms in adjacent groups have the possibility of
being adjacent and, hence, this ordering method significantly reduces the labor of compiling the
implicants.)

3. Construct the list of second-order implicants and the lists of all higher order implicants until no
higher order implicants can be constructed.

4. Construct the prime implicant chart. The prime implicant chart shows what prime implicants cover
which minterms.

5. Select the minimum number of largest prime implicants that cover the minterms.

This procedure is illustrated in Fig. 1.53 for the simultaneous minimization of two boolean functions.

Defining Terms

Base: The number a digit must be multiplied by to move it one digit to the left, also called the radix.

Binary coded decimal (BCD): Each decimal digit is expressed individually in binary form.

Catenation: Symbols strung together to form a larger sequence, as the characters in a word and the digits
in a number.

Code: The representation in one alphabet of something in another (usually larger) alphabet.

Complement: The quantity obtained by subtracting a number from the largest quantity that can be
expressed in the specified number of digits in a given number system.

Conformal: The same arrangement of a set of quantities in two different contexts.

Digit: A character that represents quantitative information.

Don’t care: A function that can be taken either as a minterm or a maxterm at the convenience of the user.

Gray code: A set of codes having the property of logical adjacency.

Implicant: A first-order implicant is a pair of logically adjacent minterms. A second-order implicant is a
set of logically adjacent first-order implicants and so on.

Integer: Any number that can be expressed solely in terms of digits.

Fraction: Any number divided by a larger number.

K-map: An arrangement of space into equal size units, each of which represents a minterm (or maxterm)
such that each physically adjacent square is also logically adjacent.

Logically adjacent: Any two codes having the same number of digits for which they differ in the value of
only one of the digits.

Macrotiming diagram: A graphical display showing how the waveforms vary with time but with a time
scale that does not have sufficient resolution to display the delays introduced by the individual basic
elements of the digital circuit.

Maxterm: A function ofa set of boolean variables that has alow value for only one combination of variable
values and has a high value for all other combinations of the variable values.

Microtiming diagram: A graphical display showing how the waveforms vary with time but with a time
scale that has sufficient resolution to display clearly the delays introduced by the individual basic
elements of the digital circuit.

Minterm: A function of a set of boolean variables that has a high value for only one combination of
variable values and has a low value for all other combinations of the variable values.

Overflow: That part of a numerical operation that does not fit into the allocated field.
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Parity bit: An extra bit catenated to a code and given a value such that the total number of high bits is
even for even parity and odd for odd parity.

Product of sums (PS): The AND combination of terms, which are OR combinations of boolean variables.

Prime implicant: An implicant that is not part of a larger implicant.

Radix: The number of different values that a digit can have in a number system.

Reduced radix: The largest value a digit can have in a number system. It is one less than the radix.

Real number: A number that has a fractional part and an integer part.

Realization: A circuit that can produce the value of a function.

Sum of products (SP): The OR combination of terms, which are AND combinations of boolean variables.

Truth table: The table of values that a Boolean function can have for which the independent variables
considered as a multidigit number are arranged in consecutive order.
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Further Information

Further information on basic logic concepts and combinational logic design can be found in occasional
articles in the following journals:

Lecture Notes in Computer Science (annual)

International Journal of Electronics (monthly)

IEEE Transactions on Education (quarterly)

IEEE Transactions on Computers (monthly)

IEEE Transactions on Software Engineering (monthly)

IEEE Transactions on Circuits and Systems 1. Fundamental Theory and Applications (monthly)

1.6 Digital Logic and Sequential Logic Circuits

George I. Cohn
1.6.1 Combinational and Sequential Logic Circuits

A combinational logic circuit contains logic gates but does not contain storage elements. A symbolic
representation of a multiple-input multiple-output combinational logic circuit is shown in Fig. 1.54(a).
The outputs of a combinational logic circuit depend only on the present inputs to the circuit. A sequential
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FIGURE 1.54 Logic circuits: (a) combinational, (b) sequential.
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FIGURE 1.55 A combinatioal logic circuit with stable feedback is a sequential logic circuit.

logic circuit contains storage elements in addition to gates. A symbolic representation of a multiple-input
multiple-output sequential logic circuit is shown in Fig. 1.54(b). The outputs of a sequential logic circuit
depend on prior inputs as well as current inputs.

Combinational logic circuits with feedback, as shown in Fig. 1.55, with stable behavior can store
information. Feedback provides one or more closed loops through the circuit. The outputs fed back as
inputs may cause the outputs to change, thereby changing the inputs again, and so on. If the outputs keep
changing without reaching a fixed equilibrium state the system is unstable. If the outputs settle to a fixed
unchanging equilibrium state the system is stable. A combinational logic circuit with closed-loop feedback
that is stable can store information and, hence, be used as a memory element. The current inputs produce
the next outputs at a later time due to the propagation delays through the circuit. If the next outputs,
which are fed back, are equal to the previous inputs due to feedback the system is in a stable state. If they
are unequal they are in an unstable state since it is undergoing a transient variation. These conditions are
shown in Table 1.21.

The system may eventually reach a stable state or it may not. Because of the variation in the delay
time through the various elements of the system the state may not be predictable from the elementary
tables employed for representation of the elements and the circuit. This may happen when more than one
input is changed before an equilibrium condition is reached. This situation is avoided when the operation
restriction is employed that only one input is changed at a time and that there is no further change in any
input until equilibrium is established. In practice, this restraint must be removed or the design must be
implemented so as to remove ambiguities. If two or more state variables change in a process the changes
may not take place simultaneously. The phenomena can be considered a race as to which takes place first
and this is referred to as a race condition. If the final state depends on which variable changes first the
phenomena is a critical race. If the final state is independent of the order of change the phenomena is a
noncritical race.

TABLE 1.21  System State

State Condition
Stable yr = yis i =0k
Unstable I E i i=0:k
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@ s ®

FIGURE 1.56 Combinational logic circuit example: (a) without feedback, (b) with feedback, (c) with feedback but
symmetrically configured.
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FIGURE 1.57 NOR gateand NOR gate truth table: (a) for equilibrium conditions, (b) with gate delay time represented.

1.6.2 Set-Reset Latch

A simple combinational logic circuit with two NOR gates is shown in Fig. 1.56(a). This circuit with a
feedback path providing a closed loop as shown in Fig. 1.56(b) has two stable states and, hence, can be
used to store one binary digit of information. Since the gates function symmetrically it is convenient to draw
the circuit in symmetric form as shown in Fig. 1.56(c), to convey the perception of symmetric behavior.

The circuit element characteristics are required to analyze this circuit to determine the conditions under
which the behavior is stable and the conditions under which it is unstable. The NOR gate characteristics
normally specified by the truth table in Fig. 1.57(a) correctly give the steady-state equilibrium charac-
teristics. However, signals presented to the input terminals produce effects at the output terminals at a
later time. The time delay for the effect to propagate through the device (called the gate delay time and
represented by the symbol tau 7) has an important effect on the behavior of the circuit. Figure 1.57(b)
shows the truth table labeled so that this delay is explicitly designated.

1.6.3 Latch Analysis with Difference Equations

The latch circuit shown in Fig. 1.56(c) is redrawn in Fig. 1.58 with the outputs represented in terms of
the inputs, with the gate delay explicitly shown, and with the outputs expressed as first-order difference
equations in terms of the inputs. The case for general inputs is shown in Fig. 1.58(a) and the special case
for low inputs in Fig. 1.58(b). With low inputs the equations in Fig. 1.57(b) show that if the two outputs
are complements, O} = 6{, that the system is stable, that is, Of“ = Of and O;” = O}. It also shows
that if the two outputs are equal O} = O! the system is unstable, that is, O!** = Of and O}*" = OL.

Table 1.22 illustrates the development for the low input cases.

) off*=tlo} = 1fo} ) oft= o}
of"= 0] - o of=of

@ b () 0

FIGURE 1.58 Two NOR gate latchs: (a) arbitrary inputs, (b) low inputs.
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TABLE 1.22 Qutput Status of Set-Reset
Latch with Low Inputs

signal
time | L O 0, I

Oscillatory for equal outputs:

1 0 n n 0

t+71 0 l—n l-n 0O

t+ 2t 0 n n 0

4+ 3t 0 l—n l-n 0O
Stable for complementary outputs:

1 0 k -k 0

t+rt 0 k 1—k 0

TABLE 1.23 Stabilization of Set-Reset Latch with a
High Input

signal
lim:‘I—~ 1 0, 0y 1
! 1 k k 0
r+r 1 0 1—k 0
t+2t | 0 |
t+ 3t 0 0 | 0

A high signal into either input stabilizes the circuit. Because of the circuit symmetry it is only necessary
to demonstrate this for one case. This behavior is shown by the output status chart of Table 1.23.

A set-reset (SR) latch in a stable state is changed to a different stable state by a high external input to the
gate, which has the initially high output. The new state remains stable with the new value and continues
to remain stable when the external input is removed. If the external input to a gate is less than the other
gate’s output there is no change in state. This output status is charted in Table 1.24.

With both inputs high, both outputs are driven low and will remain low as long as both high inputs are
in place. The circuit becomes oscillatory one gate delay after the pair of high inputs are removed.

1.6.4 Microtiming Diagram Construction

Timing diagrams were introduced in Chapter 1.5, Section 1.5.14. The circuit example in Fig. 1.58 has
four waveforms in the timing diagram, one for each distinct wire. The signals supplied from external
sources, that is, excitations or driving functions, are the independent electrical variables, which have to be

TABLE 1.24 Effect of a High Input on a Stable Set-
Reset Latch

signal
timel 5L 0, 0> I

State change:

1 1 1 0 0
% 1 0 0 0
t+ 21 1 0 1 0
t+ 37 0 0 1 0
No effect:

1 1 0 | 0
t4+r1 1 0 1 0
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FIGURE 1.59 Microtiming diagram example for the set-reset latch: (a) specified driving and initial conditions,
(b) output-2 advanced to t,, (c) output-1 advanced to t,, (d) outputs advanced to f;o.

prespecified for the time duration of interest in order to construct the timing diagram. The waveforms on
all of the wires that are not directly connected to the input terminal are the dependent electrical variables
that have to be determined for the timing diagram. The initial conditions, that is, the initial values of the
dependent variables, must also be specified prior to the construction of the timing diagram.

Construction of a microtiming diagram for the circuit given in Fig. 1.58 is illustrated. If the ini-
tial conditions of the dependent variable waveforms are not specified, then it would be necessary to
develop the timing diagrams for each of the possible sets of initial conditions in order to have the com-
plete set of possible responses of the system to the specified driving functions. The construction pro-
cess is illustrated for the initial conditions given in Fig. 1.59(a). Normally, the set of driving waveforms
would be given in one group and the dependent variable waveforms in a subsequent group. However,
the arrangement given in Fig. 1.59(a) facilitates the development of the microtiming diagram for this
example.

Physically the waveforms develop simultaneously with time. The procedure for reasoning out the de-
pendent variable waveforms is facilitated by using discrete time steps having a quantized value equal to
the gate delay T = t,, — t,,_; since it takes a gate delay for a cause at the input terminals of a gate to produce
an effect at the output terminal, shown by the gate equations in Fig. 1.58.

Since the effect waveform is due to the cause waveforms a gate delay earlier, the causal arrows in
Fig. 1.59(b) and Fig. 1.59(c) show the waveform values at the arrow tails that cause the waveform values
at the arrow tip. The advancement of output-2 by one gate delay is shown in Fig. 1.59(b). Since any
high input to a NOR gate drives the output low it is only necessary to consider a single high input to
determine a low gate output. If all of the inputs to a NOR gate are low the output is driven high one
gate delay later as shown in Fig. 1.59(c) for the advancement of output-1 by one gate delay. This process
is continued until the timing diagram has been constructed for the time range of interest as shown in
Fig. 1.59(d).

The microtiming diagram shows that whenever the outputs are in an equilibrium state they are com-
plements of each other. The noncomplementary condition occurs only for a portion of the interval dur-
ing which the transient transition between states takes place. In the timing diagram shown a transient
transition between states occurs when a high input signal is supplied to the gate which has the high
output.
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1.6.5 Set-Reset Latch Nomenclature

The symbol Q is standard notation for representing the state terminal. Either output terminal can be
arbitrarily selected as the state terminal. The signal at the state terminal represents the state of the circuit.
Since the other terminal always provides the complement of the state during equilibrium and since the
output is used in computers only when the storage element is in equilibrium, the complement of Q is a
satisfactory notation for the other output terminal.

For the circuit given in Fig. 1.58, output-terminal-2 is arbitrarily chosen as the state terminal. Since
output-2 isinitially low, the circuit is initially in the low state. The high signal into input-terminal-1 causes a
transition to the high state. Therefore, input-terminal-1is called the S or set terminal. Once the transition to
the high state has been made, the circuit remains

in this state. Further high input signals to the S st .
terminal cause no further change since the circuit % O = sty ot 2 P
is already in the high state. When the circuit is in

the high state, a high signal into input-terminal-2
causes a transition to the low state. Therefore, input-
terminal-2 is called the R or reset terminal. With
this standard nomenclature for the terminals the
set-reset latch circuit is shown in Fig. 1.60(a). The
standard single-block symbol (SBS) representation
for a set-reset latch is shown in Fig. 1.60(b). In the SBS notation the Q terminal is placed opposite the S
terminal rather than opposite to the R terminal as in the circuit diagram.

) ot = Rt O
@ R (b)

FIGURE 1.60 The set-reset (SR) latch: (a) circuit dia-
gram, (b) SBS representation.

1.6.6 Set-Reset Latch Truth Table

The current state and the input signals are the independent variables that determine the next state, which
is the dependent variable. The input signals are the driving functions that command the device to change
its state. A high input signal to the S terminal commands the device to be set, that is, to go to the high
state. A high input signal to the R terminal commands the device to be reset, that is, to go to the low state.
The SR latch operation is given in state diagram form in Fig. 1.61. A complete set of transition command
combinations is given in Table 1.25.

1.6.7 Set-Reset Latch Macrotiming Diagram

To better observe the differences between micro- and macrotiming diagrams, corresponding examples
are directly compared. The microtiming diagram in Fig. 1.59(d) is redrawn in Fig. 1.62(a) with the input
and output waveforms separately grouped. Figure 1.62(b) gives the corresponding macrotiming diagram,
which neglects the propagation delay through the gates.

(=)

HIGH INPUT TO R HIGH INPUT TO S
(RESET COMMAND) (SET COMMAND)

(b)

FIGURE 1.61 State diagram with explicit transition commands: (a) state diagram element, (b) SR latch state diagram.
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TABLE 1.25 Asynchronous Set-Reset Latch Truth Table

S R Q anxt

0 0 0 0 No

0 0 1 1 change
0 1 0 0 Clear

0 1 1 0

1 0 0 1 Set

1 0 1 1

1 1 0 i Do not
1 1 1 ? use

1.6.8 JK Latch

The SR latch’s undesirable behavior resulting when both inputs are high can be eliminated by using AND
gates in the input leads to block the simultaneous application of both high input signals, as shown in
Fig. 1.63(a). The input AND gate layer is controlled by the state and complementary state signals. This
causes the state to complement whenever both inputs are high. The single block symbol for the J K latch
is shown in Fig. 1.63(b). The truth table for the J K latch differs from that of the SR latch only in the last
two entries as shown in Fig. 1.63(c).

1.6.9 T Latch

Combining the two inputs of a J K latch into a single input gives a latch that changes state when a high
signal is applied. This action is called foggling and, hence, it is called a toggle or T latch. The circuit, symbol,
and truth table are shown in Fig. 1.64.

s s|  P———
R R
Q Q

@ b 4 b B 4 & & 4 g lg ho (b t —

FIGURE 1.62 Example timing diagrams for an asynchronous SR latch: (a) microtiming diagram, (b) macrotiming
diagram.
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FIGURE 1.63 The JK latch: (a) JK latch circuit, (b) JK latch SBS representation, (c) JK latch truth table.
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FIGURE 1.64 The T latch: (a) T latch circuit, (b) T latch SBS representation, (c) T latch truth table.

1.6.10 D Latch

A latch that stores the signal on an input data line is a data or D latch. A circuit that can accomplish this
is shown in Fig. 1.65 along with its symbol representation and truth table. The D latch requires a second
input, called a control signal and is sometimes a clock pulse, to control when the input signal is placed in
storage.

1.6.11 Synchronous Latches

The circuit shown in Fig. 1.60 is an asynchronous set-reset latch, it responds whenever the input signal is
applied. In a system using a multiplicity of such latches there may be significant variations in the arrival
time of the input signals. In some applications it is desirable to have the latches respond simultaneously
even though there is a variation in the input signal arrival times. Simultaneity is obtained by synchronizing
the actions. This is done by the use of a common synchronizing signal, usually the clock signal. Latches that
require a synchronizing signal for their activation are referred to as synchronous latches such as depicted
in Fig. 1.66. It is advantageous to use the SBS for a latch that is an element in a more complex circuit. A
macrotiming diagram example for a synchronous SR latch is shown in Fig. 1.67.

The complete truth table for the synchronous SR latch is given in Fig. 1.68. A truth table is more than
doubled in size (twice the length plus one column) by the incorporation of each additional input variable.
Since there are no changes that occur in the absence of a clock pulse, the abbreviated truth table contains
all of the required information and is less than half the size.

1.6.12 Master-Slave Flip-Flops

It is often desirable to process information stored in memory elements and then restore the information
in the memory element. If the memory element is a latch, such as shown in Fig. 1.69, the feedback would
cause a problem. Signals can propagate around such a feedback loop an unknown number of times causing
unknown results at the time the control pulse is turned off, breaking the feedback loop.

DLO Qnext
000 [0 NO
D — 001 |1 CHANGE
Q 010 |o LOAD
011 fo O
D Q
100 |o NO
— 1 0 1 |1 CHANGE
Q
_ 110 |1 LOAD
@ © L o) © 111 |1 1
FIGURE 1.65 The D latch: (a) D latch circuit, (b) D latch SBS representation, (c) D latch truth table.
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FIGURE 1.66 Four types of synchronous latches: (a) SR, (b) J K, (¢) T, (d) D.
Cp 1 1
s I . 1 .
R : H
H H 1
o ' H
] 1
 —
FIGURE 1.67 Macrotiming diagram for a synchronous SR latch.
e S R Q onext
0 0 0 0 0
0 0 0 1 1
0 0 1 0 0
o 0 1 1 1 NO
0 1 0 0 0 CHANGE
0 1 0 1 1
0 1 1 0 0
0 1 1 1 |1 S R Q gnext
1 0 0 O 0 NO 0 00 % NocHANGE
1 0 0 1 1 CHANGE 0 0 1 1
1 0 1 0 0 0 1 0 0
CLEAR
1 0 11 Jo CLEAR 0 1 1 0
1 1 0 0 1 1 00 1
SET
1 1.0 1 |1 SET 1.0 1 1
1110 ? DO NOT USE 110 ? DO NOT USE
@ L1 1 1 | ®) 11 1 ?

FIGURE 1.68 Synchronous SR latch truth-tables: (a) complete, (b) abbreviated.
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A storage element that allows only one transit of

. L . . . FEEDBACK
the signal eliminates this indeterminacy. This can be CIRCUIT

provided by a two-stage configuration such as illus-

trated in Fig. 1.70. The first stage, called the master, L ;—I
receives the information when it is gated into the s e
master stage by the control pulse. When the control

pulse is high, the gating control signal to the sec-
ond stage, called the slave, is low. Consequently, the

, ; . , RN ©
slave cannot receive new information until the con-
trol pulse goes off, that is, becomes low. At this time T
the information received by the master is passed on cp

to the slave. The information passed on to the slave
becomes available at the output terminals just after
the trailing edge of the control pulse occurs. The
master-slave (MS) two-latch cascade is called a flip-flop (FF). Since this particular design provides the
information gated into storage at the output terminal when the trailing edge of the gating pulse occurs, it
is called a trailing-edge-triggered (TET) flip-flop. A macrotiming diagram for the trailing-edge-trigged
flip-flop is shown in Fig. 1.71.

Each type of latch has a corresponding type of flip-flop. The single block symbols for the corresponding
FFs are given in Fig. 1.72.

FIGURE 1.69 A synchronous SRlatch with external feed-
back.

1.6.13 Standard Master-Slave Data Flip-Flop

Itis convenient to have data flip-flops that have a simple direct means for initializing them to either the high
or the low state. For this purpose the standard D FF is provided with separate S and R input terminals,
as shown in Fig. 1.73, so that it can be directly set or reset independently of the data input terminal.

MASTER SLAVE

@ ¢ l>° (0)

FIGURE 1.70 Trailing-edge triggered master-steve (MS) SR-FF: (a) circuit diagram, (b) SBS representation.
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FIGURE 1.71 Macrotiming diagram for a trailing-edge-triggered MS SR-FF.
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The standard D FF, thus, can be either used as an asynchronous SR latch by using terminals S and R
(without signals to terminals D and C), or can be used as a D FF by using terminals D and C (without
signals to terminals R and S).

1.6.14 Sequential Logic System Description

Sequential logic circuits differs from combinational S 0 J o
logic circuits by containing memory. A sequential

logic circuit output consequently depends on prior " 5 P °
inputs as well as the current inputs. For the purpose @ < (o) <

of digital systems the state of a wire (or terminal) is 0 )
the value of the signal on it. The state of a circuit is

the set of signals on the set of wires in the circuit. r 5 ° el
Since each wire is connected to an output terminal © < @ £

of an element in the circuit, the set of signals at
the output terminals of the elements comprising
the circuit represent the state of the circuit. If the
element is a gate, then the output is given by the
current inputs of the gate. Hence, a sufficient de-

FIGURE 1.72 Flip-flop symbols: (a) SR FE, (b) JK FF,
(c) T FE (d) D FE

scription of the system is given by the set of values
of the signals at the output terminals of the mem-
ory elements in the circuit. Hence, the state of the
circuit is represented by the collected states of the
set of memory elements comprising the circuit.

Q|

If the output is a function of the input as well as
the state, the system is referred to as a Mealy model,
Fig. 1.74(a). If the output is only a function of the
state the system, it is referred to as a Moore model,
Fig. 1.74(Db).

The behavior of a system can be represented by its sequence of states induced and the outputs produced
in response to the inputs. This can be represented by a state diagram, which shows the possible states,
and the transitions between the states, and the outputs produced in response to the inputs. The basic
elements of the state diagram are shown in Fig. 1.75(a). For the Mealy model the output is designated in
the transition arrow as shown in Fig. 1.75(b). For the Moore model the output is designated in the state

FIGURE 1.73 Standard D FF with set amd reset input
terminals.

X =——{ MEALY MODEL |——0p X = MOORE MODEL }——p
7=2(Q,% z=-2(Q)

FIGURE 1.74 System models: (a) Mealy, (b) Moore.

E=E, O=0),(O=0)

FIGURE 1.75 State diagram elements: (a) prototype, (b) Mealy model, (c) Moore model.
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o\ o 1 Q o X 1 z
00 o0 | 10n 00 01 10 0
o1 o1/0 | 1000 o1 01 10 0
11 oo/1 | 1000 11 00 10 1
@@ 10 10/0 | 11/0 () 10 10 11 0

FIGURE 1.77  State tables for the 1-input 1-output four-state example of Figure 1.76: (a) Mealy model, (b) Moore
model.

circle as shown in Fig. 1.75(c). An example of a four-state system is illustrated in the state diagrams in
Fig. 1.76.

The information in the state diagrams can also be expressed in a tabular form called a state table.
Figure 1.77 shows the tabular form of the state diagrams in Fig. 1.76.

Given that there are no critical race conditions, that only one input at a time is changed, and that
no changes are initiated unless the system is in equilibrium, the state table or state diagram allows the
prediction of the behavior of the system for the specification of the input sequence and the initial state.
An example is given in Fig. 1.78.

1.6.15 Analysis of Synchronous Sequential Logic Circuits

The general procedure for analyzing synchronous sequential circuits is given by the flow chart in Fig. 1.79.
As an example of analysis consider the circuit shown in Fig. 1.80(a). The excitation K-maps, the output
K-map, the excitation table, the FF truth tables, the transition table, the state table, the state diagram,
and an output sequence example are shown in the successive parts of Fig. 1.80.

1.6.16 Synthesis of Synchronous Sequential Logic Circuits

The general procedure for the synthesis of synchronous sequential circuits is shown in Fig. 1.81.

The design process is illustrated in Fig. 1.82 for a 0111 sequence detector. This figure displays each of
the steps in the synthesis process starting with the state diagram specification of the sequence detector in
Fig. 1.82(a). Letters are initially assigned to represent the states. The considerations required for assigning
binary code representations for the states require considerations that are covered later in this chapter. The
machine is initialized to be in state D. If the first input is a 1 the machine remains in state D. The system

i
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Q: 1 100 01
X: 0 1
Z: 0 0
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0
0
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oro
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e
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0
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FIGURE 1.78 Sample behavior for the I-input l-output four-state example of Fig. 1.24: (a) Mealy model,

(b) Moore model.
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MEMORY ELEMENT COMPILE %IQIE
EXCITATION K-MAPS
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CIRCUIT | OUTPUT K-MAPS |
| OUTPUT SEQUENCE |
FIGURE 1.79  Analysis procedure for sequential logic circuits.
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FIGURE 1.80 Synchronous 1-output 2-input four-state sequential logic circuit analysis example: (a) circuit diagram,
(b) K-map J = x,Q,, (c) K-map K = x,Q,, (d) K-map D = x,Q, (¢) K-map z = x, Q1 Qs, (f) J K D excitation
table, (g) J K truth table, (h) D truth table, (i) transition table, (j) state table, (k) state diagram, (1) output sequence

example.
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SEQUENTIAL
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FIGURE 1.81 Synthesis procedure for synchronous sequential logic circuits.
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FIGURE 1.82 Development for a 0111 sequence detector: (a) state diagram, (b) character state table, (c) binary state
table, (d) transition table, (e) J K FF input table, (f) D FF input table, (g) ] K D excitation table, (h) K-map ] = xQ,
(i) K-map K = &, (j) K-map D = xQ; (k) K-map z = xQ; Q,, (1) synchronous sequential logic circuit.
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is placed in state A to designate that a 0 has been received, in state B to designate that the sequence 01 has
been received, state C to designate the sequence 011 has been received, and state D when the sequence 0111
has been received. The system outputs a 1 when the transition to state D is made to signify that the desired
sequence has been detected, otherwise the output is 0. The character state and the binary state diagrams
are constructed next, as shown in Fig. 1.82(b) and Fig. 1.82(c). Since there are four states the number of
storage elements required is two. This first example will illustrate the procedure without considering the
problems of minimizing the number of states or of making optimum code assignments. Hence, the Gray
scale code is assigned without changing the state table configuration as shown in Fig. 1.82(c). The transition
table is extracted from the binary state table and is shown in Fig. 1.82(d). For illustrative purposes these will
be chosen as J K and D flip-flops. To determine the excitation table it is necessary to have the input tables
for these flip-flops given in Fig. 1.82(e) and Fig. 1.82(f). Consequently, the excitation table is that shown
in part Fig. 1.82(g). The excitations are then separated into individual K-maps shown in Fig. 1.82(h) to
Fig. 1.82(j). The output K-map is taken from Fig. 1.82(c) and shown in Fig. 1.82(k). The resulting circuit
diagram specified by the K-maps is shown in Fig. 1.82(1).

1.6.17 Equivalent States

Minimizing the number of states minimizes the number of storage elements required and, hence, sim-
plifies the circuit, which reduces its cost, increases its reliability, and increases its speed. States that are
equivalent to other states can be eliminated. Two states are equivalent if and only if for every possible
input:

* they produce the same output

* the next states are equivalent.

If starting from two different states a sequence of X
k inputs produces the same sequence of outputs 0 0 1
the two states are k equivalent. If the states are k
equivalent for all k, then the states are equivalent. A A0 61
Three techniques for determining equivalency
are: B cn Do
* Inspection
o c A0 Bi1
* Partitioning
* Implication table
D A0 Do

Inspection can easily be done for cases in which
single step comparisons can be made. For example,  pJGURE1.83  State table foramachine, which has equiv-
if two states have the same next states as well as  glent states that are apparent by inspection.

the same output they are the same state. This is

illustrated in Fig. 1.83, which shows that states A

C are the same.

1.6.18 Partitioning

Partitioning provides a straightforward procedure for determining equivalency for any amount of com-
plexity. Successive partitioning steps produce smaller partitions. If the next step does not yield any smaller
partitions no further steps will yield any smaller partitions and, hence, the partitioning process is then
complete. All states that are in the same partition after k steps are k equivalent. All states that are in the
same partition when no further partitioning can be accomplished are equivalent. States that are not in the
same final partition are not equivalent. The partition table resulting from the partioning process, shown
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FIGURE 1.84 Partition table construction process: (a) sample machine state table, (b) first partition step, (c) second

partition step, (d) third partition step, (e) composite partition table, (f) reduced state assignments, (g) reduced state
table.

in Fig. 1.84, is illustrated in Fig. 1.84(e) for the machine whose state table is shown in Fig. 1.84(a). The first
partitioning step is based on the output. If two states have the same outputs for all possible inputs they
are I1-equivalent. Figure 1.84(b) displays the outputs for all possible inputs organized into a format that
facilitates the required comparisons. States A, B, C, G, and H all have the same outputs and, hence, belong
in the same level-1 partition. Likewise, D and F have the same outputs and, hence, belong in the same
level-1 partition. At this point only state E is shown not to be equivalent to any other state and, hence, is
in a level-1 partition by itself. The level-2 partitions are based on comparisons of the next states that each
state can make a transition to. Figure 1.84(c) displays the next states for all possible inputs organized into
a format that facilitates the required comparisons. In the level-1 partition /D, F/ with a 00 input D goes
to D but F goes to H. Since D and H are not in the same level-1 partition, D and F are not in the same
level-2 partition and, hence, D and F are not equivalent. Similarly, B is in a different level-2 partition
from A, C, G, and H. Once a state is in a partition by itself, there are no other states equivalent to it.

States that have a given equivalence level with other states have to be examined for partitioning at the
next level. This is done for the level-2 partition /A, C, G, H/ in Fig. 1.84(d). The level-3 partitioning
process produced no additional partition and, hence, no further partitioning is possible. Consequently
states C, G, and H are all equivalent to state A and, hence, can be eliminated from the state table to
produce a reduced state table. The states are lettered consecutively but distinguished with primes from the
states of the original machine as shown in Fig. 1.84(f). The reduced state table is given in Fig. 1.84(g). In
practice the individual partitions are not done in separate tables, but in one composite table as shown in
Fig. 1.84(e).

1.6.19 Implication Table

An implication table contains a triangular array of squares such that there is one square for each pair of
states as shown in Fig. 1.85. Notation is placed in each square to indicate that the pair of states are not
equivalent, may be equivalent, or are equivalent. The first step in the process consists of placing an X
in those cells representing states that are not equivalent because they do not have identical outputs for
the same inputs, as shown in Fig. 1.86(a) for the machine defined in Fig. 1.84(a). The second step in the
process is to list in each cell the pairs of states that must be equivalent if the pair represented by that cell
is to be equivalent, as shown in Fig. 1.86(b). If a pair required for equivalence is not equivalent then the
lack of equivalence is designated by a / drawn across the square, as shown in Fig. 1.86(c). The next sweep
rules out one additional pair, B, G, as shown in Fig. 1.86(d). The array is successively scanned to check
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ALL B
STATES
BUT c
THE
FIRST D
E
Silocennn £
' H G
: . H
(@ Sj ALL STATES BUT THE LAST (b) A B C D E F G
FIGURE 1.85 Implication table format: (a) square for state pair S;, S;, (b) implication table format for an eight-state
machine.

each remaining possible equivalence to see what pairs can be ruled out. Further sweeps uncover no further
nonequivalencies. Consequently, the squares that have not been ruled out represent pairs of equivalent
states. The equivalencies are, consequently, (A, C), (A, G), (A, H), (C, G), (C, H), and (G, H). These
equivalencies can be more compactly expressed as the set (A, C, G, H). This is the same result as obtained

using the partition table.

B AC
FG
c AC
el Y
D
E
F DH
EF
AC
G AG | 4G | AG
AF
H | AH gl:’ Arl-_l’ Al;_lll
GH | FG EG EG
@ A B C D G ® A B C D G
A A
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A A
c | AG A AG o
D
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D, D,
F ' F
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G|AG | 4 | Ac AG | £ | AG
CoA AH AH AH
H AH GH GH AH | 2 & GH
GH. G | AG AG GH G | AG AG
(c) A B C D G (d) A B C D G

FIGURE 1.86 Implication table development for the machine specified by the state table in Fig. 1.84(a): (a) partial
implication table with state pairs Xed out that are not equivalent by virtue of different outputs, (b) partial implication
table with the remaining squares having state pair entries, which must be equivalent for that state pair to be equivalent,
(c) partial implication table with state pairs /ed out on the first sweep because the next state pairs are not equivalent,
(d) implication table after last sweep rules out no additional state pairs.
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1.6.20 State Assignment

The number of ways in which the binary code can be assigned to the states increases rapidly with the
number of states. Let

Nsa = number of ways of assigning states
Ns = number of states
Ngr = number of flip-flops required

The number of flip-flops required is related to the number of states by
Npp = (logz NS)truncated up

The number of digits in the binary code assignment is equal to the number of flip-flops Ngg. The
number of different codes that can be provided is the number that can be assigned to the first state times
the number that can be assigned to the second state, and so on down to the number that can be provided
to the last state. The number of codes that can be provided to the first state is

Ny = 2%
Once a code has been assigned to the first state, the choice of codes for the second state is one less,
N, =N —1
the number of codes available for assigning to the third state is
Ny=N,—1=N; -2
etc. Consequently, the number of different codes that can be assigned to states is

Ny! 20|
Na = Ni(Ny = 1)(N; —2) -+ (N, = Ns + 1) = =
sA 1(N1 = 1)(Ny = 2)--- (N s+ 1) (N, = Ns)! (2N — Ny)!

The individual variable names can be interchanged without changing the circuit. Since there are Ngp
flip-flops there are Ngg! different equivalent ways of assigning codes based on the flip-flop identification
numbers. With each of these assignments the particular code digit may be either a 0 or a 1; hence, there are
2Nee different codes for each of these permutations. Since these last two factors do not constitute different
unique assignments (i.e., represent different hardware), the number of unique assignments is smaller than
the number of possible assignments by the factor that is the number of equivalent assignments, 2% Ng!,
consequently,

Nsa

NUA - NFF!ZNFF

Table 1.26 shows how the number of flip-flops, the number of possible state assignments, and the
number of unique state assignments, are a function of the number of states. The number of unique state
assignments increases so rapidly that it is impractical to determine the optimum assignment if the number
of states is large. The machine defined by the state table in Fig. 1.87(a) is used to illustrate the effect
of code assignment choice. This machine has no equivalent states, as shown by the implication table in
Fig. 1.87(b). With seven independent states, three flip-flops are required and, hence, there are 840 unique
code assignments. Implementations of the required combinational logic circuits using J K flip-flops for
the two code assignments specified in Fig. 1.87(c) are given in Fig. 1.87(d). The gate counts required for
these implementations are summarized in Fig. 1.87(e).
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TABLE 1.26 State Assignments

Ns N Nsa Nua
2 1 2 1

3 2 24 3

4 2 24 3

5 3 6,720 140
6 3 20,160 420
7 3 40,320 840
8 3 40,320 840
9 4

4,151,347,200 10,810,800

TABLE 1.27  State Table Based State Assignment Guidelines.

Rule No. Give logically adjacent assignments to states that:
1 have the same next state for a given input
2 are the same next state of a present state

1.6.21 State Assignment Guidelines

An exhaustive study of all possible implementations is generally impractical; hence, it is desirable to have
some guidelines for making a near optimum choice. Complexity is reduced by having realizations with
higher order prime implicants. This is provided by codings that have large clusters of minterms. The
arrangement of 1s on the K-map are improved by using the logically adjacent assignments rules specified
in Table 1.27.

C
B
E 1 2
X B C
QN 0 1 ClEF | EF O & Q|0 & O
A [BIO[E0 Al0 0 0[O0 0 O
B [clo|G/o b D £ Blo o 1|0 o0 1
c [po|Fo E|R - clo 1 o]lo 1 1
D [an a0 plo 1 1lo0 1 o
E [io] cio F Ef1 o o1 o0 1
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G |Fol b clenlde D cli 1 ol1 1 1
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FIGURE 1.87 Comparison of implementations for two code assignments: (a) state table, (b) implication table,
(c) selected code assignments, (d) combinational logic circuit implementations, (e) relative complexity of the two
implementations.
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FIGURE 1.88 Example used to illustrate rules for state assignments: (a) example machine, (b) unique state assign-
ments, (c) unique state assignment K-maps, (d) adjacencies provided by the various orderings, (e) combinational logic
circuit implementations, (f) relative complexity of the three implementations.

These are illustrated in Fig. 1.88 with the machine defined by the state table in Fig. 1.88(a). According
to rule 1:

* AB should be adjacent since they have the same next state C for x = 0.
* AC should be adjacent since they have the same next state D for x = 1.

According to rule 2:

* CD should be adjacent since they are the next states of state A.
* there should also be adjacencies AC, BD, and AB.

Since adjacencies AB and AC are called for by both rules, fulfilling them should receive first priority within
the constraint of maximizing the number of adjacencies. With four states there are only three unique ways
of assigning codes, shown in Fig. 1.88(Db).

The K-maps in Fig. 1.88(c) show the three unique assignments for this case. Figure 1.88(e) gives the
circuit implementations with D flip-flops and Fig. 1.88(f) gives the relative circuit complexity. Assignment
one has the maximum number of adjacencies, the fewest gates, and the fewest connecting wires.

1.6.22

A flow graph whose nodes represent pairs of states, as specified by the state table, constitutes a tool for
selecting good state assignments. The implication graph is similar to the implication table in that it contains
the same information in a flow graph form and can be constructed as follows:

Implication Graph

* choose a pair of states
* go to the next pair of states for each input and enter as a new node, but omit if the pair is a single state

* repeat until no new pairs can be generated

An illustrative example is given in Fig. 1.89.
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TABLE 1.27 Continuation: Implication-Graph-Based
State Assignment Guidelines

Rule No.  Give logically adjacent assignments to:

3 state pairs on closed or contiguous subgraphs

An implication graph is complete if it contains all possible pairs. The example in Fig. 1.90 is a complete
implication graph. Normally, cases are not complete. A subgraph is part of a complete graph. A closed
subgraph is one in which all outgoing arcs for each node within the subgraph terminate on nodes within
the subgraph. This is important for state assignments. The example in Fig. 1.89 has no closed subgraphs.

The implication graph should be used to guide the rearrangement of the state table to make:

* logically adjacent states physically adjacent

* the next-state-pair of two current-adjacent states adjacent and to follow rule 3 in the continuation
of Table 1.27.

Rule 3 dictates the same choice for the example
represented in Fig. 1.89 as rules 1 and 2 do for the
same example applied directly to the state table. For

other and more complicated examples the various No 1

rules may not be in agreement, in which case prefer- 4 [Bo]cn
ence is recommended for rules 1 and 3. In general, i Z ‘13 gi 3
the rules should be followed as closely as possible @ 0 [PAlen

to obtain on an average a more optimum solution

than would be obtained on an average by a purely  pjGURE 1.89 Exampletoillustrate animplication graph:
random code assignment choice. (a) state table example, (b) implication graph.

1.6.23 Incompletely Specified Circuits

Incompletely specified circuits may have a combi-

nation of unspecified outputs and next states. These O\_ 0 1

unspecified quantities can be treated as don’t cares. Al A |en
However, the presence of don’t cares complicates sl & | &

the process of minimizing the number of states cl o | eo
required. With don’t cares the concept of compat- o erl o
ible states replaces that of equivalent states. Two

states that are equivalent to a third state are equiva- i M

lent to each other. However, two states that are com- N U

patible with a third state are not necessarily com- clLe l¢o

patible with each other because different choices

for the don’t cares may be evoked by the different FIGURE1.90 An incompletely specified circuit.
equivalences. As a result the incompletely specified

circuits have an added complexity for which merger diagrams are introduced to facilitate treatment. An
illustrative example of the incomplete specification is given in Fig. 1.90.

Incompatible states of an incompletely specified machine are caused by different outputs or by incom-
patible next states. An incompatible class is a set of mutually incompatible states. A maximal incompatible
class is one for which there are no other incompatible states that are incompatible with the states already
in the class. The maximal incompatibles can be constructed as illustrated for this example in Fig. 1.91(e).
Starting with the rightmost column of the implication table the compatible state pairs are cumulatively
listed. Whenever compatible states can be combined in a larger compatible class this is done on the next
line. The incompatible sets are given in Fig. 1.91(f).
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FIGURE 1.91 Use of implication table to determine compatible states for the example in Fig. 1.90(a): (a) partial
implication table with incompatible states caused by different outputs designated by an X, (b) partial implication
table with listings of states which must be compatible for the present states to be compatible, (c) partial implication
table with first sweep through listings of states with a / to designate incompatibles, (d) implication table for machine
after final sweep through listings of states with a \ to designate last found incompatibles, (e) compatibility classes, (f)
incompatibility classes.

Determination of the maximal compatible sets is facilitated by a merger diagram. The merger diagram is
formed by representing the states as dots spaced around a circles as shown in Fig. 1.92(a). A straight line is
then drawn between each pair of compatible states. Each maximal set is obtained from the merger diagram
by noting those sets of points for which every point in the set is connected to every other point in the set.
For the example shown there are five maximal sets: (AEG), (BCG), (CDG), (CEG), and (CFG).

The minimization of an incompletely specified state table is as follows. A set of compatibility classes
must be selected that meet the following conditions:

* Completeness. All of the states in the original machine must be contained in the set of compatibility
classes chosen.

* Consistency. The next states must be in some compatibility class within the set, that is, the set of
compatibility classes chosen must be closed.

* Minimality. Choose the smallest set of compatibility classes that meets the preceding criteria.

(@ E b (b) E b

FIGURE 1.92 Merger diagram for the machine defined in Fig. 1.90: (a) merger diagram for maximal compatibles,
(b) merger diagram for maximal incompatibles.
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Each compatibility class corresponds to a state in the reduced machine. Since the selection of the
compatibility classes is a trial-and-error process, it is helpful to bound the number of states required Sy,
in the realization of the minimal-state machine. The upper bound on the number of states is given by

Sy = minimum (Nyc, So)
So = number of states in the original machine
Nuc = number of sets of maximum compatibles

Since
Nuve = So
it follows that
Su = Numc
The lower bound on the number of states in the minimal circuit is given by

Sp = maximum( Nyi, Nuizs - - - > Nuiko - - +)
Nuixk = number of states in kth maximal incompatibles group of the original circuit

For the illustrative sample S; = 4 and Sy = 5.

. . . 0 1 0 1
The set of maximal compatibles is always complete (ae0) [AG [ca alan B C DL
and consistent but may not be minimal. Search for (BCo) |BG |AEG | 8- A0
a minimal set of compatibility classes by examining (CDG)| CG | CEG)  C'|BIC\DFIL | D10
At i (CEG) |AG |cEc o| an DI0
sets of maximal incompatibles in groups of S . @ (o [pc |aes| o £]  cr A0

The example defined in Fig. 1.90 has a closure
table and reduced state table given in Fig. 1.93(a) FIGURE 1.93 Incompletely specified example: (a) clo-
and Fig. 1.93(b). When more than one state is listed  sure table, (b) reduced state table.
for the next state it is in essence a restricted don’t
care in that it does not matter which of the listed states is the next state, whereas a don’t care is unrestricted
as to which state is the next state.

1.6.24 Algorithmic State Machines

A state machine is a sequential logic circuit. An algorithmic state machine (ASM) is a state machine that
is designed directly from a hardware algorithm, which is the procedure to be directly implemented in
hardware. The procedure consists of two major portions:

* A circuit to process data, that is, produce the output data from the input data

* Another circuit to produce the control signals that initiate the successive steps in the production
process

The control logic receives status signals from the processor and external signals that dictate the sequence
of control signals produced as shown in Fig. 1.94(a). The objective of this approach is to provide a more
logically straightforward and more easily and quickly executable design methodology rather than providing
the most optimum circuit with the fewest components.

An algorithmic state machine chart is a specialized form of flow chart, which represents the timing
relationships, as well as the sequence of operations and the conditions required for their performance. The
ASM chart has three basic elements:

* State box
* Decision box

* Conditional box

These are represented by rectangles and diamonds, both common to conventional flow charts, and boxes
with rounded ends, respectively. The state box is represented by labeling it with the state name and
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FIGURE 1.94 Algorithmic state machine: (a) hardware algorithm implementation, (b) illustrative ASM chart.

placing the operation that is executed when the machine goes to that state. The decision boxes contain
the expression that can have more than one value with a different output for each value. The conditional
boxes contain the expression for the operation that is executed if the condition designated by the decision
box leading to it is true.The conditional operations are performed when the machine is in the specified
state. These elements are illustrated in Fig. 1.94(b). When more than a few storage elements are needed,
the previous design procedures get out of hand. The algorithmic state machine is convenient to use for the
design of large systems.

1.6.25 Asynchronous Sequential Machines

The basic memory elements, latches, previously introduced are asynchronous sequential machines. Anal-
ysis of asynchronous machines with difference equations and timing diagrams rapidly gets out of hand
with an increase in complexity. Utilizing the state table, transition table, and excitation table methodology
is generally simpler but requires that the system be restricted to the fundamental mode of operation to
make the process valid. In the fundamental mode of operation only one input at a time is applied and
the system must reach equilibrium before another input is applied. Problems that can occur when not
operating in the fundamental mode are described in the discussion of races and cycles.

Transition Tables

Transition tables for asynchronous circuits can convey significant information more quickly by placing
circles about the next states that are stable, unstable next states are uncircled. The output and feedback
variables have been labeled Q to identify them as state variables. This identifies the transition table for the
asynchronous circuit with the transition table of the synchronous circuit. There is usually at least one next
state entry that is, the same as the current state in each row. If this were not true then that state would not
be stable. The procedure for obtaining a transition table is summarized in Table 1.28.

TABLE 1.28 Procedure for Obtaining an Asynchronous
Circuit Transition table

No.  Step

1. Let Qi designate the input provided by feedback loop k.

2. Let Q} designate the output provided by feedback loop k.

3. Derive the boolean expression for QJ in terms of the inputs.
4. Construct the K-map for the outputs in terms of the inputs.
5. Combine the individual K-maps into a composite.

6. Circle the next state values that are stable.
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FIGURE 1.95 Asynchronous sequential circuit example: (a) circuit, (b) output K-maps, (c) transition table.

An example of an asynchronous sequential circuit is shown in Fig. 1.95(a). The K-maps for the outputs
are shown in Fig. 1.95(b). The composite K-maps show how the signals change upon passage through the
circuit and constitute the transition table shown in Fig. 1.95(c).

Flow Table

In the design process the optimum codes are not known in advance; hence, it is necessary to designate
the states by nonnumeric symbols. A flow table, in essence, is a transition table in which the states are
designated by letter symbols. Figure 1.96(a) shows a flow table in which the output is included for the
case of a two-state circuit with two inputs and one output. The table for this example shows that if
the input x; = 0 the circuit is in state A independent of the value of x,. If the inputs x;x, = 11 the
circuit may be in either state A or state B. If the inputs changed from 01 to 11 the circuit remains
in state A, but if the inputs changed from 10 to 11 the circuit remains in state B. A change in input,
from 00 to 11, is not allowed in the fundamental mode. To illustrate problems that can occur with the
nonfundamental mode of operation, consider the circuit that results with the code assignment A = 0 and
B = 1, which gives the transition table, output K-map, and circuit shown in Fig. 1.96(b), Fig. 1.96(c), and
Fig. 1.96(d).

Race Conditions

When a change in the input causes two or more variables to change nonsimultaneously, due to unequal
delays, one variable reaches its stable state before the others, that is, there is a race between the variables.

X1Xo X1X2

00 01 11 10 Q\ 00 01 11 10
A [®.0o|@.o| @o|BoO o [O]O]O]2
B|AO0[AO0[® 1B 0 1 o]0 [@]®

(@) (b)

J*D»)_L ] |

X1 X X1
Q\ 00 01 11 10

of[ofJoJoTo Ql

(C)lOOlO (d)

FIGURE 1.96 Asynchronous two-state two-input one-output sequential circuit example specified by a flow table: (a)
flow table, (b) transition table, (c) output K-map, (d) circuit diagram.
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FIGURE 1.97 Race Examples: (a) uncritical, (b) critical.

This may cause state variables to change in an unpredictable manner. Consider the examples shown in
Fig. 1.97. If the state changes from 00 to 11 and there are unequal delay times, then the system may go
through the intermediate state 01 or 10 depending on whether Q, or Q, changes first. The race is critical
if the final state depends on the order in which the state variables change, otherwise it is noncritical.
Critical races must be avoided for reliable operation. Race conditions can be avoided by making binary
state assignments in a way that only one state variable can change at a time when a state transition

occurs.

Cycles

A cycle is a unique sequence of unstable states. A cycle will keep repeating if it does not end in a stable

state. Examples are given in Fig. 1.98.

Stability

The utility of a digital circuit depends on its being
able to remain indefinitely in the same state unless
driven by an input signal to another state where
it remains indefinitely. Figure 1.98(b) illustrates a
case where an input signal 1 causes the states to
change cyclically through three different states and,
hence, is unstable. Figure 1.99 is an example of a
two-state two-input that oscillates between 0 and 1
when the both inputs are 1.

Race-Free Code Assignments

Race-free code assignments are provided by assign-
ing logically adjacent codes to states between which
transitions are made. The procedure for doing this
is illustrated by the example in Fig. 1.100(a).
Figure 1.100(b) to Figure 1.100(d) show the tran-
sitions required from each state and Fig. 1.100(e)
shows the composite set of state transitions. A trial
code assignment is shown in Fig. 1.100(f). This trial
assignment makes A and B adjacent, B and C ad-
jacent, but not A and C.

X X

QIONO 1 QON0 1
00 01 00 01

01 11 01 11

11 10 11 10

10 | a0l 10 01
00 > 01— 11— 10 01— 11
b4

@ (b) 10

FIGURE 1.98 Cycle examples: (a) single transit, (b) un-
stable.

X1%;

O\__00 01 11 10

T [+ [®
@00

051 for xpx, =11

1 0

FIGURE 1.99
sition table.

Unstable two-state two-input example tran-

The insertion of an extra row in the flow table of this example, as shown in Fig. 1.101, allows the
elimination of critical races by the introduction of cycles. This is done by changing an unstable
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FIGURE 1.100 Example illustrating a method of obtaining race-free assignments: (a) transition table, (b) transition

required for row A, (c) transition required for row B, (d) transition required for row C, (e) all transitions required, (f)
trial code assignement.

destination state to the added state and then assign- A%
ing the destination state for the added state to be

the original destination state before the added state

was introduced. A restriction on the assigned des-

tination states for the added state is that it not be @
itself in order not to introduce an extra stable state. @ 6

In Fig. 1.101(a) slashes are used to indicate that the

next state may be any state except the current state.

Also, in this example the fourth state can be added

without increasing the number of binary variables ®) 6 6

in the state description.

More involved examples may require the intro- FIGURE 1.101 Modification of the example in Fig. 1.100
duction of an extra binary variable in the state code  giving a race-free assignment: (a) transition table modi-
in order to provide the extra states needed to intro-  fication, (b) transition diagram.
duce the cycles required for elimination of critical
races.
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Defining Terms

Algorithmic state machine (ASM): A sequential logic circuit whose design is directly specified by the
algorithm for the task the machine is to accomplish.

Asynchronous: A circuit whose response is directly initiated by the input without depending on a syn-
chronizing signal.

Combinational logic: A logic circuit without memory elements.

Compatible: Two states that can be treated as the same because of the presence of a don’t care.

Critical race: A race that results in different states depending on the relative delays involved.

Equivalent states: States that produce the same outputs and whose next states are equivalent.

Excitation: Any input to a circuit, but more specifically an input to a storage element.

Excitation table: A table of inputs required to produce a specified set of transitions.

Feedback: An output of a unit connected to the unit’s input.

Flip-flop: A two-stage latch in a master-slave configuration.

Implication table: A triangular table having squares identified by state pairs containing information to
enable the determination of state equivalency.

Latch: A memory element that does not have immunity to external feedback.

Leading-edge triggered: A device that is activated by the leading edge of a signal.
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Master-slave: A two-stage memory element with each stage being a synchronous latch having the syn-
chronizing signal such that the first stage (the master) can accept information when the second
stage (the slave) cannot and vice versa.

Mealy model: A model, the outputs of which are functions of the inputs and the states.

Moore model: A model, the outputs of which are functions only of the states.

Noncritical race: A race that always results in the same state.

Partition table: A table that enables the grouping of states into equivalent sets.

Race: When two or more variables may change values at different times due to differences in circuit
delays.

Sequential logic: A logic circuit with memory.

Stable: A device, the output or state of which does not change except with an intended excitation.

State: The condition in which a system exists.

State diagram: A figure showing the set of states a system may have and the transitions that can occur
between the states and the outputs which are produced.

State table: A tabular display of the same information contained in a state diagram.

Synchronous: A circuit that will not respond to the input without the occurrence of a synchronizing
signal.

Trailing-edge triggered: A device that is activated by the trailing edge of a signal.

Transition: The change in a system from one state to another.

Transition table: The tabulation of the state transitions a system has.

Unstable: A device, the output or state of which changes without an intended excitation.
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Further information on sequential logic design and analysis can be found in occasional articles in the
following journals:

Lecture Notes in Computer Science (annual)

International Journal of Electronics (monthly)

IEEE Transactions on Education (quarterly)

IEEE Transactions on Computers (monthly)

IEEE Transactions on Software Engineering (monthly)

IEEE Transactions on Circuits and Systems 1. Fundamental Theory and Applications (monthly)
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1.7 The Physical Nature of Sound
Floyd E. Toole, E. A. G. Shaw, Gilles A. Daigle and Michel R. Stinson

1.7.1 Introduction’

Sound is a physical disturbance in the medium through which it is propagated. Although the most common
medium is air, sound can travel in any solid, liquid, or gas. In air, sound consists of localized variations in
pressure above and below normal atmospheric pressure (compressions and rarefactions).

Air pressure rises and falls routinely, as environmental weather systems come and go, or with changes in
altitude. These fluctuation cycles are very slow, and no perceptible sound results, although it is sometimes
evident that the ears are responding in a different way to these infrasonic events. At fluctuation frequencies
in the range from about 20 cycles per second up to about 20,000 cycles per second the physical phenomenon
of sound can be perceived as having pitch or tonal character. This generally is regarded as the audible or
audio-frequency range, and it is the frequencies in this range that are the concern of this chapter. Frequencies
above 20,000 cycles per second are classified as ultrasonic.

1.7.2 Sound Waves

The essence of sound waves is illustrated in Fig. 1.102, which shows a tube with a piston in one end. Initially,
the air within and outside the tube is all at the prevailing atmospheric pressure. When the piston moves
quickly inward, it compresses the air in contact with its surface. This energetic compression is rapidly passed
on to the adjoining layer of air, and so on, repeatedly. As it delivers its energy to its neighbor, each layer
of air returns to its original uncompressed state. A longitudinal sound pulse is moving outward through
the air in the tube, causing only a passing disturbance on the way. It is a pulse because there is only an
isolated action, and it is longitudinal because the air movement occurs along the axis of sound propagation.
The rate at which the pulse propagates is the speed of sound. The pressure rise in the compressed air is
proportional to the velocity with which the piston moves, and the perceived loudness of the resulting
sound pulse is related to the incremental amplitude of the pressure wave above the ambient atmospheric
pressure.

Percussive or impulsive sounds such as these are common, but most sounds do not cease after a single
impulsive event. Sound waves that are repetitive at a regular rate are called periodic. Many musical sounds
are periodic, and they embrace a very wide range of repetitive patterns. The simplest of periodic sounds
is a pure tone, similar to the sound of a tuning fork or a whistle. An example is presented when the end
of the tube is driven by a loudspeaker reproducing a recording of such a sound (Fig. 1.103). The pattern
of displacement vs. time for the loudspeaker diaphragm, shown in Fig. 1.103(b), is called a sine wave or
sinusoid.

If the first diaphragm movement is inward, the first event in the tube is a pressure compression, as
seen previously. When the diaphragm changes direction, the adjacent layer of air undergoes a pressure
rarefaction. These cyclic compressions and rarefactions are repeated, so that the sound wave propagating
down the tube has a regularly repeated, periodic form. If the air pressure at all points along the tube
were measured at a specific instant, the result would be the graph of air pressure vs. distance shown
in Fig. 1.103(c). This reveals a smoothly sinusoidal waveform with a repetition distance along the tube
symbolized by A, the wavelength of the periodic sound wave.

Ifa pressure-measuring device were placed at some point in the tube to record the instantaneous changes
in pressure at that point as a function of time, the result would be as shown in Fig. 1.103(d). Clearly, the
curve has the same shape as the previous one except that the horizontal axis is time instead of distance.
The periodic nature of the waveform is here defined by the time period T, known simply as the period

1From: Jerry Whitaker and K. Blair Benson, Standard Handbook of Audio and Radio Engineering, 2nd edition,
McGraw-Hill, New York, NY, 2001. Used with permission.
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FIGURE 1.102 Generation of a longitudinal sound wave by the rapid movement of a piston in the end of a tube,
showing the propagation of the wave pulse at the speed of sound down the length of the tube.

of the sound wave. The inverse of the period, 1/T, is the frequency of the sound wave, describing the
number of repetition cycles per second passing a fixed point in space. An ear placed in the path of a
sound wave corresponding to the musical tone middle C would be exposed to a frequency of 261.6 cycles
per second or, using standard scientific terminology, a frequency of 261.6 Hz. The perceived loudness of
the tone would depend on the magnitude of the pressure deviations above and below the ambient air
pressure.
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FIGURE 1.103  Characteristics of sound waves: (a) a periodic sound wave, a sinusoid in this example, is generated
by a loudspeaker placed at the end of a tube. (b) waveform showing the movement of the loudspeaker diaphragm as
a function of time: displacement vs. time. (c) waveform showing the instantaneous distribution of pressure along a
section of the tube: pressure vs. distance. (d) waveform showing the pressure variation as a function of time at some
point along the tube: pressure vs. time.
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The parameters discussed so far are all related by the speed of sound. Given the speed of sound and the
duration of one period, the wavelength can be calculated as

A=cT (1.18)

where
A = wavelength
¢ = speed of sound
T = period

By knowing that the frequency f =1/T, the following useful equation and its variations can be derived:

c
L= — = _ = fA 1.19
P oS=g o=t (119)

The speed of sound in air at a room temperature of 22°C (72°F) is 345 m/s (1131 ft/s). At any other
ambient temperature, the speed of sound in air is given by the following approximate relationships [1, 2]:

c(m/s) = 331.29 + 0.607t(°C) (1.20)
or
c(m/s) = 1051.5 4+ 1.106¢(°F) (1.21)

where t = ambient temperature.

The relationships between the frequency of a sound wave and its wavelength are essential to understand-
ing many of the fundamental properties of sound and hearing. The graph of Fig. 1.104 is a useful quick
reference illustrating the large ranges of distance and time embraced by audible sounds. For example, the
tone middle C with a frequency of 261.6 Hz has a wavelength of 1.3 m (4.3 ft) in air at 20°C. In contrast, an
organ pedal note at Cl, 32.7 Hz, has a wavelength of 10.5 m (34.5 ft), and the third-harmonic overtone of
C8, at 12,558 Hz, has a wavelength of 27.5 mm (1.1 in). The corresponding periods are, respectively, 3.8,
30.6, and 0.08 ms. The contrasts in these dimensions are remarkable, and they result in some interesting
and troublesome effects in the realms of perception and audio engineering. For the discussions that follow
it is often more helpful to think in terms of wavelengths rather than in frequencies.

Complex Sounds

The simple sine waves used for illustration reveal their periodicity very clearly. Normal sounds, however, are
much more complex, being combinations of several such pure tones of different frequencies and perhaps
additional transient sound components that punctuate the more sustained elements. For example, speech
is a mixture of approximately periodic vowel sounds and staccato consonant sounds. Complex sounds can
also be periodic; the repeated wave pattern is just more intricate, as is shown in Fig. 1.105(a). The period
identified as T; applies to the fundamental frequency of the sound wave, the component that normally is
related to the characteristic pitch of the sound. Higher-frequency components of the complex wave are
also periodic, but because they are typically lower in amplitude, that aspect tends to be disguised in the
summation of several such components of different frequency. If, however, the sound wave were analyzed,
or broken down into its constituent parts, a different picture emerges: Fig. 1.105(b), (c), and (d). In this
example, the analysis shows that the components are all harmonics, or whole-number multiples, of the
fundamental frequency; the higher-frequency components all have multiples of entire cycles within the
period of the fundamental.

To generalize, it can be stated that all complex periodic waveforms are combinations of several harmon-
ically related sine waves. The shape of a complex waveform depends upon the relative amplitudes of the
various harmonics and the position in time of each individual component with respect to the others.
If one of the harmonic components in Fig. 1.105 is shifted slightly in time, the shape of the waveform
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FIGURE 1.104 Relationships between wavelength, period, and frequency for sound waves in air.

is changed, although the frequency composition remains the same (Fig. 1.106). Obviously a record of
the time locations of the various harmonic components is required to completely describe the complex
waveform. This information is noted as the phase of the individual components.

Phase

Phase is a notation in which the time of one period of a sine wave is divided into 360°. It is a relative
quantity, and although it can be defined with respect to any reference point in a cycle, it is convenient
to start (0°) with the upward, or positive-going, zero crossing and to end (360°) at precisely the same
point at the beginning of the next cycle (Fig. 1.107). Phase shift expresses in degrees the fraction of a
period or wavelength by which a single-frequency component is shifted in the time domain. For example,
a phase shift of 90° corresponds to a shift of one-fourth period. For different frequencies this translates
into different time shifts. Looking at it from the other point of view, if a complex waveform is time-delayed,
the various harmonic components will experience different phase shifts, depending on their frequencies.

A special case of phase shift is a polarity reversal, an inversion of the waveform, where all frequency
components undergo a 180° phase shift. This occurs when, for example, the connections to a loudspeaker
are reversed.

Spectra

Translating time-domain information into the frequency domain yields an amplitude-frequency spectrum
or, as it is commonly called, simply a spectrum. Figure 1.108(a) shows the spectrum of the waveform in
Fig. 1.104 and Fig. 1.106, in which the height of each line represents the amplitude of that particular
component and the position of the line along the frequency axis identifies its frequency. This kind of
display is a line spectrum because there are sound components at only certain specific frequencies. The
phase information is shown in Fig. 1.108(b), where the difference between the two waveforms is revealed
in the different phase-frequency spectra.

The equivalence of the information presented in the two domains—the waveform in the time domain
and the amplitude- and phase-frequency spectra in the frequency domain—is a matter of considerable
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FIGURE 1.105 A complex waveform constructed from the sum of three harmonically related sinusoidal components,
all of which start at the origin of the time scale with a positive-going zero crossing. Extending the series of odd-harmonic
components to include those above the fifth would result in the complex waveform progressively assuming the form
of a square wave. (a) complex waveform, the sum of b, ¢, and d (b) fundamental frequency (c) third harmonic (d) fifth

harmonic.

importance. The proofs have been thoroughly worked out by the French mathematician Fourier, and the
well-known relationships bear his name. The breaking down of waveforms into their constituent sinusoidal
parts is known as Fourier analysis. The construction of complex waveshapes from summations of sine waves
is called Fourier synthesis. Fourier transformations permit the conversion of time-domain information into
frequency-domain information, and vice versa. These interchangeable descriptions of waveforms form
the basis for powerful methods of measurement and, at the present stage, provide a convenient means
of understanding audio phenomena. In the examples that follow, the relationships between time-domain
and frequency-domain descriptions of waveforms will be noted.

Figure 1.109 illustrates the sound waveform that emerges from the larynx, the buzzing sound that is
the basis for vocalized speech sounds. This sound is modified in various ways in its passage down the
vocal tract before it emerges from the mouth as speech. The waveform is a series of periodic pulses,
corresponding to the pulses of air that are expelled, under lung pressure, from the vibrating vocal cords.
The spectrum of this waveform consists of a harmonic series of components, with a fundamental frequency,
for this male talker, of 100 Hz. The gently rounded contours of the waveform suggest the absence of strong
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FIGURE 1.106 A complex waveform with the same harmonic-component amplitudes as in Fig. 1.105, but with the

starting time of the fundamental advanced by one-fourth period: a phase shift of 90°.

high-frequency components, and the amplitude-frequency spectrum confirms it. The spectrum envelope,
the overall shape delineating the amplitudes of the components of the line spectrum, shows a progressive
decline in amplitude as a function of frequency. The amplitudes are described in decibels, abbreviated dB.
This is the common unit for describing sound-level differences. The rate of this decline is about —12 dB

per octave (an octave is a 2:1 ratio of frequencies).
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FIGURE 1.107 The relationship between the period T and wavelength A of a sinusoidal waveform and the phase
expressed in degrees. Although it is normal to consider each repetitive cycle as an independent 360°, it is sometimes

necessary to sum successive cycles starting from a reference point in one of them.
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FIGURE 1.108 The amplitude-frequency spectra (a) and the phase-frequency spectra (b) of the complex waveforms
shown in Fig. 1.105 and Fig. 1.106. The amplitude spectra are identical for both waveforms, but the phase-frequency
spectra show the 90° phase shift of the fundamental component in the waveform of Fig. 1.106. Note that frequency
is expressed as a multiple of the fundamental frequency f;. The numerals are the harmonic numbers. Only the
fundamental f; and the third and fifth harmonics ( f5 and fs) are present.

Increasing the pitch of the voice brings the pulses closer together in time and raises the fundamental
frequency. The harmonic-spectrum lines displayed in the frequency domain are then spaced farther apart
but still within the overall form of the spectrum envelope, which is defined by the shape of the pulse
itself. Reducing the pitch of the voice has the opposite effect, increasing the spacing between pulses and
reducing the spacing between the spectral lines under the envelope. Continuing this process to the limiting
condition, if it were possible to emit just a single pulse, would be equivalent to an infinitely long period,
and the spacing between the spectral lines would vanish. The discontinuous, or aperiodic, pulse waveform
therefore yields a continuous spectrum having the form of the spectrum envelope.

Isolated pulses of sound occur in speech as any of the variations of consonant sounds, and in music as
percussive sounds and as transient events punctuating more continuous melodic lines. All these aperiodic
sounds exhibit continuous spectra with shapes that are dictated by the waveforms. The leisurely undulations
of a bass drum waveform contain predominantly low-frequency energy, just as the more rapid pressure
changes in a snare drum waveform require the presence of higher frequencies with their more rapid rates of
change. A technical waveform of considerable use in measurements consists of a very brief impulse which
has the important feature of containing equal amplitudes of all frequencies within the audio-frequency
bandwidth. This is moving toward a limiting condition in which an infinitely short event in the time
domain is associated with an infinitely wide amplitude-frequency spectrum.

1.7.3 Dimensions of Sound

The descriptions of sound in the preceding section involved only pressure variation, and while this is the
dimension that is most commonly referred to, it is not the only one. Accompanying the pressure changes
are temporary movements of the air “particles” as the sound wave passes (in this context a particle is a
volume of air that is large enough to contain many molecules while its dimensions are small compared
with the wavelength). Other measures of the magnitude of the sound event are the displacement amplitude
of the air particles away from their rest positions and the velocity amplitude of the particles during the
movement cycle. In the physics of sound, the particle displacement and the particle velocity are useful
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FIGURE 1.109  Characteristics of speech (a) waveforms showing the varying area between vibrating vocal cords and
the corresponding airflow during vocalized speech as a function of time (b) the corresponding amplitude-frequency
spectrum, showing the 100-Hz fundamental frequency for this male speaker. (From [3]. Used with permission).

concepts, but the difficulty of their measurement limits their practical application. They can, however,
help in understanding other concepts.

In a normally propagating sound wave, energy is required to move the air particles; they must be
pushed or pulled against the elasticity of the air, causing the incremental rises and falls in pressure.
Doubling the displacement doubles the pressure change, and this requires double the force. Because the
work done is the product of force times distance and both are doubled, the energy in a sound wave is
therefore proportional to the square of the particle displacement amplitude or, in more practical terms, to
the square of the sound pressure amplitude.

Sound energy spreads outward from the source in the three dimensions of space, in addition to those
of amplitude and time. The energy of such a sound field is usually described in terms of the energy flow
through an imaginary surface. The sound energy transmitted per unit of time is called sound power. The
sound power passing through a unit area of a surface perpendicular to a specified direction is called
the sound intensity. Because intensity is a measure of energy flow, it also is proportional to the square of
the sound pressure amplitude.

The ear responds to a very wide range of sound pressure amplitudes. From the smallest sound that is
audible to sounds large enough to cause discomfort, there is a ratio of approximately 1 million in sound
pressure amplitude, or 1 trillion (10'2) in sound intensity or power. Dealing routinely with such large
numbers is impractical, so a logarithmic scale is used. This is based on the bel, which represents a ratio of
10:1 in sound intensity or sound power (the power can be acoustical or electrical). More commonly the
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TABLE 1.29 Various Power and Amplitude Ratios and Their Decibel

Equivalents*
Sound or Electrical Sound Pressure, Voltage,
Power Ratio Decibels or Current Ratio Decibels
1 0 1 0
2 3.0 2 6.0
3 4.8 3 9.5
4 6.0 4 12.0
5 7.0 5 14.0
6 7.8 6 15.6
7 8.5 7 16.9
8 9.0 8 18.1
9 9.5 9 19.1
10 10.0 10 20.0
100 20.0 100 40.0
1,000 30.0 1,000 60.0
10,000 40.0 10,000 80.0
100,000 50.0 100,000 100.0
1,000,000 60.0 1,000,000 120.0

* Other values can be calculated precisely by using Equation (1.18) and Equa-
tion (1.19) or estimated by using this table and the following rules:

Power ratios that are multiples of 10 are converted into their decibel equivalents by
multiplying the appropriate exponent by 10. For example, a power ratio of 1000 is 10,
and this translates into 3 x 10 = 30 dB. Since power is proportional to the square of
amplitude, the exponent of 10 must be doubled to arrive at the decibel equivalent of an
amplitude ratio.

Intermediate values can be estimated by combining values in this table by means of
the rule that the multiplication of power or amplitude ratios is equivalent to adding level
differences in decibels. For example, increasing a sound level 27 dB requires increasing
the power by a ratio of 500 (20 dB is a ratio of 100, and 7 dB is a ratio of 5; the product
of the ratios is 500).The corresponding increase in sound pressure or electrical signal
amplitude is a factor of just over 20 (20 dB is a ratio of 10, and 7 dB falls between 6.0
and 9.5 and is therefore a ratio of something in excess of 2); the calculated value is
22.4. Reversing the process, if the output from a power amplifier is increased from 40
to 800 W, a ratio of 20, the sound pressure level would be expected to increase by 13 dB
(a power ratio of 10 is 10 dB, a ratio of 2 is 3 dB, and the sum is 13 dB). The corre-
sponding voltage increase measured at the output of the amplifier would be a factor of
between 4 and 5 (by calculation, 10.5).

decibel, one-tenth of a bel, is used. A difference of 10 dB therefore corresponds to a factor-of-10 difference
in sound intensity or sound power. Mathematically this can be generalized as

p
Level difference = log Fl bels (1.22)
2

or

P
Level difference = 101log Fl decibels (1.23)
2

where P; and P, are two levels of power.

For ratios of sound pressures (analogous to voltage or current ratios in electrical systems) the squared
relationship with power is accommodated by multiplying the logarithm of the ratio of pressures by 2, as
follows:

PZ
Level difference = 10 log —12 = 20log L} dB (1.24)
P; P2

where P; and P, are sound pressures.
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TABLE 1.30 Typical Sound Pressure Levels and Intensities for Various
Sound Sources*

Sound Pressure  Intensity

Sound Source Level, dB W/m? Listener Reaction
160 } Immediate damage
Jet engine at 10 m 150 103
140 } Painful feeling
130
SST takeoff at 500 m 120 1 Discomfort
Amplified rock music 110
Chain saw at 1 m 100 ftf
Power mower at 1.5 m 90 1073
75-piece orchestra at 7 m 80 f
City trafficat 15 m 70
Normal speech at 1 m 60 10-° P
Suburban residence 50
Library 40 PPP
Empty auditorium 30 107°
Recording studio 20
Breathing 10
of 10712 Inaudible

*The relationships illustrated in this table are necessarily approximate because
the conditions of measurement are not defined. Typical levels should, however, be
within about 10 dB of the stated values.

fO-dB sound pressure level (SPL) represents a reference sound pressure of
0.0002 yebar, or 0.00002 N/m?.

The relationship between decibels and a selection of power and pressure ratios is given in Table 1.29.
The footnote to the table describes a simple process for interpolating between these values, an exercise that
helps to develop a feel for the meaning of the quantities.

The representation of the relative magnitudes of sound pressures and powers in decibels is important,
but there is no indication of the absolute magnitude of either quantity being compared. This limitation
is easily overcome by the use of a universally accepted reference level with which others are compared.
For convenience the standard reference level is close to the smallest sound that is audible to a person with
normal hearing. This defines a scale of sound pressure level (SPL), in which 0 dB represents a sound level
close to the hearing-threshold level for middle and high frequencies (the most sensitive range). The SPL of
a sound therefore describes, in decibels, the relationship between the level of that sounds and the reference
level. Table 1.30 gives examples of SPLs of some common sounds with the corresponding intensities and
an indication of listener reactions. From this table it is clear that the musically useful range of SPLs extend
from the level of background noises in quiet surroundings to levels at which listeners begin to experience
auditory discomfort and nonauditory sensations of feeling or pain in the ears themselves.

While some sound sources, such as chain saws and power mowers, produce a relatively constant sound
output, others, like a 75-piece orchestra, are variable. The sound from such an orchestra might have a peak
factor of 20 to 30 dB; the momentary, or peak, levels can be this amount higher than the long-term average
SPL indicated [4].

The sound power produced by sources gives another perspective on the quantities being described. In
spite of some impressively large sounds, a full symphony orchestra produces only about 1 acoustic watt
when working through a typical musical passage. On crescendos with percussion, though, the levels can
be of the order of 100 W. A bass drum alone can produce about 25 W of acoustic power of peaks. All these
levels are dependent on the instruments and how they are played. Maximum sound output from cymbals
might be 10 W; from a trombone, 6 W; and from a piano, 0.4 W [5]. By comparison, average speech
generates about 25 UW, and a present- day jet liner at takeoff between 50 and 100 kW. Small gasoline
engines produce from 0.001 to 1.0 acoustic watt, and electric home appliances less than 0.01 W [6].
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1.8 Principles of Light, Vision, and Photometry
Jerry C. Whitaker

1.8.1 Introduction

Vision results from stimulation of the eye by light and consequent interaction through connecting nerves
with the brain.? In physical terms, light constitutes a small section in the range of electromagnetic radiation,
extending in wavelength from about 400-700 nm or billionths (10~?) of a meter. (See Fig. 1.110.)

Under ideal conditions, the human visual system can detect:

* Wavelength differences of 1 nm (10 Al angstrom unit = 1078 ¢m)
* Intensity differences of as little as 1%
* Forms subtending an angle at the eye of 1 arc minute, and often smaller objects

Although the range of human vision is small compared with the total energy spectrum, human
discrimination—the ability to detect differences in intensity or quality—is excellent.

1.8.2 Sources of Illumination

Light reaching an observer usually has been reflected from some object. The original source of such energy
typically is radiation from molecules or atoms resulting from internal (atomic) changes. The exact type of
emission is determined by

* The ways in which the atoms or molecules are supplied with energy to replace that which they
radiate

* The physical state of the substance, whether solid, liquid, or gaseous

The most common source of radiant energy is the thermal excitation of atoms in the solid or gaseous state.

The Spectrum

When a beam of light traveling in air falls upon a glass surface at an angle, it is refracted or bent. The
amount of refraction depends on the wavelength, its variation with wavelength being known as dispersion.
Similarly when the beam, traveling in glass, emerges into air, it is refracted (with dispersion). A glass prism
provides a refracting system of this type. Because different wavelengths are refracted by different amounts,
an incident white beam is split up into several beams corresponding to the many wavelengths contained
in the composite white beam. Thus is obtained the spectrum.

If a spectrum is allowed to fall upon a narrow slit arranged parallel to the edge of the prism, a narrow
band of wavelengths passes through the slit. Obviously the narrower the slit, the narrower the band of

ZPortions of this chapter were adapted from Whitaker, J.C. 2000. VIDEO Displays: McGraw-Hill, New York. Used
with permission.
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FIGURE 1.110  The electromagnetic spectrum.

wavelengths or the sharper the spectral line. Also, more dispersion in the prism will cause a wider spectrum
to be produced, and a narrower spectral line will be obtained for a given slit width.

It should be noted that purples are not included in the list of spectral colors. The purples belong to a
special class of colors; they can be produced by mixing the light from two spectral lines, one in the red end
of the spectrum, the other in the blue end. Purple (magenta is a more scientific name) is therefore referred
to as a nonspectral color.

A plot of the power distribution of a source of light is indicative of the watts radiated at each wavelength
per nanometer of wavelength. It is usual to refer to such a graph as an energy distribution curve.

Individual narrow bands of wavelengths of light are seen as strongly colored elements. Increasingly
broader bandwidths retain the appearance of color, but with decreasing purity, as if white light had been
added to them. A very broad band extending generally throughout the visible spectrum is perceived as
white light. Many white light sources are of this type, such as the familiar tungsten-filament electric light
bulb (see Fig. 1.111). Daylight also has a broad band of radiation, as illustrated in Fig. 1.112. The energy
distributions shown in Fig. 1.111 and Fig. 1.112 are quite different and, if the corresponding sets of radiation
were seen side by side, would be different in appearance. Either one, particularly if seen alone, however,
would represent a very acceptable white. A sensation of white light can also be induced by light sources
that do not have a uniform energy distribution. Among these is fluorescent lighting, which exhibits sharp
peaks of energy through the visible spectrum. Similarly, the light from a monochrome (black-and-white)
video cathode ray tube is not uniform within the visible spectrum, generally exhibiting peaks in the yellow
and blue regions of the spectrum; yet it appears as an acceptable white (see Fig. 1.113).

1.8.3 Monochrome and Color Vision
The color sensation associated with a light stimulus can be described in terms of three characteristics:

* Hue
* Saturation
* Brightness
The spectrum contains most of the principal hues: red, orange, yellow, green, blue, and violet. Additional

hues are obtained from mixtures of red and blue light. These constitute the purple colors. Saturation
pertains to the strength of the hue. Spectrum colors are highly saturated. White and grays have no hue and,
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FIGURE 1.111 The radiating characteristic of tungsten: (trace A) radiant flux from 1 cm? of a blackbody at 3000 K,
(trace B) radiant flux from 1 cm? of tungsten at 3000 K, (trace C) radiant flux from 2.27 cm? of tungsten at 3000 K
(equal to curve A in the visible region). (Source: Adapted from IES. 1981. IES Lighting Handbook. llluminating
Engineering Society of North America, New York.)

therefore, have zero saturation. Pastel colors are of low or intermediate saturation. Brightness pertains to
the intensity of the stimulation. If a stimulus has high intensity, regardless of its hue, it is said to be bright.
The psychophysical analogs of hue, saturation, and brightness are:
* Dominant wavelength
* Excitation purity

* Luminance

This principle is illustrated in Table 1.31.
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FIGURE 1.112  Spectral distribution of solar radiant power density at sea level, showing the ozone, oxygen, and
carbon dioxide absorption bands. (Source: Adapted from IES. 1981. IES Lighting Handbook. Illuminating Engineering
Society of North America, New York.)
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FIGURE 1.113  Power distribution of a monochrome video picture tube light source. (Source: Adapted from Fink,
D.G. 1952. Television Engineering, 2nd ed. McGraw-Hill, New York.)

By means of definitions and standard response functions, which have received international acceptance
through the International Commission on Illumination, the dominant wavelength, purity, and lumi-
nance of any stimulus of known spectral energy distribution may be determined by simple computations.
Although roughly analogous to their psychophysical counterparts, the psychological attributes of hue,
saturation, and brightness pertain to observer responses to light stimuli and are not subject to calculation.
These sensation characteristics as applied to any given stimulus depend in part on other visual stimuli in
the field of view and on the immediately preceding stimulations.

Color sensations arise directly from the action of light on the eye. They are normally associated, however,
with objects in the field of view from which the light comes. The objects themselves are therefore said to
have color. Object colors may be described in terms of their hues and saturations, as is the case for light
stimuli. The intensity aspect is usually referred to in terms of lightness, rather than brightness. The psy-
chophysical analogs of lightness are luminous reflectance for reflecting objects and luminous transmittance
for transmitting objects.

At low levels of illumination, objects may differ from one another in their lightness appearances but
give rise to no sensation of hue or saturation. All objects appear to be of different shades of gray. Vision
at low levels of illumination is called scotopic vision, as distinct from photopic vision, which takes place
at higher levels of illumination. Table 1.32 compares the luminosity values for photopic and scotopic
vision.

TABLE 1.31  Psychophysical and Psychological Characteristics of Color

Psychophysical Properties Psychological Properties
Dominant wavelength Hue

Excitation purity Saturation

Luminance Brightness

Luminous transmittance Lightness

Luminous reflectance Lightness
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TABLE 1.32 Relative Luminosity Values for Photopic and
Scotopic Vision

Wavelength, nm Photopic Vision Scotopic Vision
390 0.00012 0.0022
400 0.0004 0.0093
410 0.0012 0.0348
420 0.0040 0.0966
430 0.0116 0.1998
440 0.023 0.3281
450 0.038 0.4550
460 0.060 0.5670
470 0.091 0.6760
480 0.139 0.7930
490 0.208 0.9040
500 0.323 0.9820
510 0.503 0.9970
520 0.710 0.9350
530 0.862 0.8110
540 0.954 0.6500
550 0.995 0.4810
560 0.995 0.3288
570 0.952 0.2076
580 0.870 0.1212
590 0.757 0.0655
600 0.631 0.0332
610 0.503 0.0159
620 0.381 0.0074
630 0.265 0.0033
640 0.175 0.0015
650 0.107 0.0007
660 0.061 0.0003
670 0.032 0.0001
680 0.017 0.0001
690 0.0082

700 0.0041

710 0.0021

720 0.00105

730 0.00052

740 0.00025

750 0.00012

760 0.00006

Only the rods of the retina are involved in scotopic vision; the cones play no part. As the fovea centralis is
free of rods, scotopic vision takes place outside the fovea. Visual acuity of scotopic vision is low compared
with photopic vision.

At high levels of illumination, where cone vision predominates, all vision is color vision. Reproducing
systems such as black-and-white photography and monochrome video, however, cannot reproduce all
three types of characteristics of colored objects. All images belong to the series of grays, differing only in
their relative brightness.

The relative brightness of the reproduced image of any object depends primarily on the luminance of
the object as seen by the photographic or video camera. Depending on the camera pickup element or the
film, however, the dominant wavelength and purity of the light may also be of consequence. Most films and
video pickup elements now in use exhibit sensitivity throughout the visible spectrum and, consequently,
marked distortions in luminance as a function of dominant wavelength and purity are not encountered.
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Their spectral sensitivities seldom conform exactly to that of the human observer, however, so that some
brightness distortions do exist.

Visual Requirements for Video

The objective in any type of visual reproduction system is to present to the viewer a combination of visual
stimuli that can be readily interpreted as representing or having close association with a real viewing
situation. It is by no means necessary that the light stimuli from the original scene be duplicated. There
are certain characteristics in the reproduced image, however, that are necessary and others that are highly
desirable. Only a general qualitative discussion of such characteristics will be given here.

In monochrome video, images of objects are distinguished from one another and from their backgrounds
as a result of luminance differences. In order that detail in the picture be visible and that objects have
clear, sharp edges, it is necessary that the video system be capable of rapid transitions from areas of
one luminance level to another. This degree of resolution need not match that possible in the eye itself,
but too low an effective resolution results in pictures with a fuzzy appearance and lacking fineness of
detail.

Luminance range and the transfer characteristic associated with luminance reproduction are likewise
of importance in monochrome video. Objects seen as white usually have minimum reflectances of ap-
proximately 80%. Black objects have reflectances of approximately 4%. This gives a luminance ratio of
20/1 in the range from white to black. To obtain the total luminance range in a scene, the reflectance
range must be multiplied by the illumination range. In outdoor scenes, the illumination ratio between
full sunlight and shadow may be as high as 100/1. The full luminance ranges involved with objects in such
scenes cannot be reproduced in normal video reproduction equipment. Video systems must be capable
of handling illumination ratios of at least 2, however, and ratios as high as 4 or 5 are desirable. This
implies a luminance range on the output of the system of at least 40, with possible upper limits as high as
80 or 100.

Monochrome video transmits only luminance information, and the relative luminances of the images
should correspond at least roughly to the relative luminances of the original objects. Red objects, for
example, should not be reproduced markedly darker than objects of other hues but of the same luminance.
Exact luminance reproduction, however, is by no means a necessity. Considerable distortion as a function
of hue is acceptable in many applications. Luminance reproduction is probably of primary consequence
only if detail in some hues becomes lost.

Images in monochrome video are transmitted one point, or small area, at a time. The complete picture
image is repeatedly scanned at frequent intervals. If the frequency of scan is not sufficiently high, the
picture appears to flicker. At frequencies above a critical frequency no flicker is apparent. The critical
frequency changes as a function of luminance, being higher for higher luminance. The basic requirement
for monochrome video is that the field frequency (the rate at which images are presented) be above the
critical frequency for the highest image luminances.

Images of objects in color video are distinguished from one another by luminance differences or by
differences in hue or saturation. Exact reproduction in the image of the original scene differences is not
necessary or even attainable. Nevertheless, some reasonable correspondence must prevail because the
luminance gradation requirements for color are essentially the same as those for monochrome video.

Luminous Considerations in Visual Response

Vision is considered in terms of physical, psychophysical, and psychological quantities. The primary
stimulus for vision is radiant energy. The study of this radiant energy in its various manifestations, including
the effects on it of reflecting, refracting, and absorbing materials, is a study in physics. The response part
of the visual process embodies the sensations and perceptions of seeing. Sensing and perceiving are mental
operations and therefore belong to the field of psychology. Evaluation of radiant-energy stimuli in terms
of the observer responses they evoke is within the realm of psychophysics. Because observer response
sensations can be described only in terms of other sensations, psychophysical specifications of stimuli are
made according to sensation equalities or differences.
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1.8.4 Photometric Measurements

Evaluation of a radiant-energy stimulus in terms of its brightness-producing capacity is a photometric
measurement. An instrument for making such measurements is called a photometer. In visual photometers,
which must be used in obtaining basic photometric measurements, the two stimuli to be compared are
normally directed into small adjacent parts of a viewing field. The stimulus to be evaluated is presented
in the fest field; the stimulus against which it is compared is presented in the comparison field. For most
high-precision measurements the total size of the combined test and comparison fields is kept small,
subtending about 2° at the eye. The area outside these fields is called the surround. Although the surround
does not enter directly into the measurements, it has adaptation effects on the retina and thus affects the
appearances of the test and comparison fields. It also influences the precision of measurement.

1.8.5 Luminosity Curve

A luminosity curve is a plot indicative of the relative brightnesses of spectrum colors of different wavelength
or frequency. To a normal observer, the brightest part of a spectrum consisting of equal amounts of radiant
flux per unit wavelength interval is at about 555 nm. Luminosity curves are therefore commonly normalized
to have a value of unity at 555 nm. If, at some other wavelength, twice as much radiant flux as at 555 nm
is required to obtain brightness equality with radiant flux at 555 nm, the luminosity at this wavelength is
0.5. The luminosity at any wavelength X is, therefore, defined as the ratio Pss5/P,, where P, denotes the
amount of radiant flux at the wavelength A, which is equal in brightness to a radiant flux of Psss.

The luminosity function that has been accepted as standard for photopic vision is given in Fig. 1.114.
Tabulated values at 10-nm intervals are given in Table 1.32. This function was agreed on by the International
Commission on Illumination (CIE) in 1924. It is based on considerable experimental work that was
conducted over a number of years. Chief reliance in arriving at this function was based on the step-by-step
equality-of-brightness method. Flicker photometry provided additional data.

In the scotopic range of intensities, the luminosity function is somewhat different from that of the
photopic range. The two curves are compared in Fig. 1.115. Values are listed in Table 1.32. The two
curves are similar in shape, but there is a shift for the scotopic curve of about 40 nm to the shorter
wavelengths.

Measurements of luminosity in the scotopic range are usually made by the threshold-of-vision method.
A single stimulus in a dark surround is used. The stimulus is presented to the observer at each of a number
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FIGURE 1.114 The photopic luminosity function. (Source: Adapted from Fink, D.G. 1952. Television Engineering,
2nd ed. McGraw-Hill, New York.)
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FIGURE 1.115 Scotopic luminosity function (trace A) as compared with photopic luminosity function (trace B).
(Source: Adapted from Fink, D.G. 1952. Television Engineering, 2nd ed. McGraw-Hill, New York.)

of different intensities, ranging from well below the threshold to intensities sufficiently high to be definitely
visible. Determinations are made of the amount of energy, at each chosen wavelength, that is reported
visible by the observer a certain percentage of the time, such as 50%. The reciprocal of this amount of
energy determines the relative luminosity at the given wavelength. The wavelength plot is normalized to
have a maximum value of 1.00 to give the scotopic luminosity function.

In the intensity region between scotopic and photopic vision, called the Purkinje or mesopic region, the
measured luminosity function takes on sets of values intermediate between those obtained for scotopic and
photopic vision. Relative luminosities of colors within the mesopic region will therefore vary, depending on
the particular intensity level at which the viewing takes place. Reds tend to become darker in approaching
scotopic levels; greens and blues tend to become relatively lighter.

Luminance

Brightness is a term used to describe one of the characteristics of appearance of a source of radiant flux
or of an object from which radiant flux is being reflected or transmitted. Brightness specifications of
two or more sources of radiant flux should be indicative of their actual relative appearances. These ap-
pearances will depend in large part on the viewing conditions, including the state of adaptation of the
observer’s eye.

Luminance, as indicated previously, is a psychophysical analog of brightness. It is subject to physical
determination, independent of particular viewing and adaptation conditions. Because it is an analog of
brightness, however, it is defined in such a way as to relate as closely as possible to brightness.

The best established measure of the relative brightnesses of different spectral stimuli is the luminosity
function. In evaluating the luminance of a source of radiant flux consisting of many wavelengths of light,
the amounts of radiant flux at the different wavelengths are weighted by the luminosity function. This
converts radiant flux to luminous flux. As used in photometry, the term luminance is applied only to
extended sources of light, not to point sources. For a given amount (and quality) of radiant flux reaching
the eye, brightness will vary inversely with the effective area of the source.

Luminance is described in terms of luminous flux per unit projected area of the source. The greater
the concentration of flux in the angle of view of a source, the brighter it appears. Luminance is therefore
expressed in terms of amounts of flux per unit solid angle or steradian.
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In considering the relative luminances of various objects of a scene to be captured and reproduced
by a video system, it is convenient to normalize the luminance values so that the white in the region of
principal illumination has a relative luminance value of 1.00. The relative luminance of any other object
then becomes the ratio of its luminance to that of the white. This white is an object of highly diffusing
surface with high and uniform reflectance throughout the visible spectrum. For purposes of computation
it may be idealized to have 100% reflectance and perfect diffusion.

Perception of Fine Detail

Detail is seen in an image because of brightness differences between small adjacent areas in a monochrome
display or because of brightness, hue, or saturation differences in a color display. Visibility of detail in a
picture is important because it determines the extent to which small or distant objects of a scene are visible,
and because of its relationship to the sharpness appearance of the edges of objects.

Picture definition is probably the most acceptable term for describing the general characteristic of
crispness, sharpness, or image-detail visibility in a picture. Picture definition depends on characteristics
of the eye, such as visual acuity, and on a variety of characteristics of the picture-image medium, including
its resolving power, luminance range, contrast, and image edge gradients.

Visual acuity may be measured in terms of the visual angle subtended by the smallest detail in an object
that is visible. The Landolt ring is one type of test object frequently employed. The ring, which has a
segment cut from it, is shown in any one of four orientations, with the opening at the top or bottom or
on the right or left side. The observer identifies the location of this opening. The visual angle subtended
by the opening that can be properly located 50% of the time is a measure of visual acuity.

Test-object illuminance, contrast between the test object and its background, time of viewing, and other
factors greatly affect visual-acuity measurements. Up to a visual distance of about 20-ft (6-m) acuity is
partially a function of distance, because of changes in shape of the eye lens in focusing. Beyond 20 ft it
remains relatively constant. Visual acuity is highest for foveal vision, dropping off rapidly for retinal areas
outside the fovea.

Ablackline onalightbackgroundisvisibleifithasa visual angle no greater than 0.5”. Thisis not, however,
a true measure of visual acuity. For visual-acuity tests of the type described, normal vision, corresponding
to a Snellen 20/20 rating, represents an angular discrimination of about 1’. Separations between adjacent
cones in the fovea and resolving power limitations of the eye lens give theoretical visual-acuity values of
about this same magnitude.

The extent to which a picture medium, such as a photographic or a video system, can reproduce fine
detail is expressed in terms of resolving power or resolution. Resolution is a measure of the distance between
two fine lines in the reproduced image that are visually distinct. The image is examined under the best
possible conditions of viewing, including magnification.

Two types of test charts are commonly employed in determining resolving power, either a wedge of
radial lines or groups of parallel lines at different pitches for each group. For either type of chart, the
spaces between pairs of lines usually are made equal to the line widths. Figure 1.116 shows a test signal
electronically generated by a video measuring test set.

Resolution in photography is usually expressed as the maximum number of lines (counting only the
black ones or only the white ones) per millimeter that can be distinguished from one another. Measured
values of resolving power depend on a number of factors in addition to the photographic material itself.
The most important of these typically are:

* Density differences between the black and the white lines of the test chart photographed
¢ Sharpness of focus of the test-chart image during exposure

* Contrast to which the photographic image is developed

* Composition of the developer

Sharpness of focus depends on the general quality of the focusing lens, image and object distances from
the lens, and the part of the projected field in which the image lies. In determining the resolving power
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FIGURE 1.116 Test chart for high-definition television applications produced by a signal waveform generator. The
electronically produced pattern is used to check resolution, geometry, bandwidth, and color reproduction. (Source:
Tektronix.)

of a photographic negative or positive material, a test chart is generally employed that has a high-density
difference, such as 3.0, between the black-and-white lines. A high-quality lens is used, the projected field is
limited, and focusing is critically adjusted. Under these conditions, ordinary black-and-white photographic
materials generally have resolving powers in the range of 30-200 line-pairs/mm. Special photographic ma-
terials are available with resolving powers greater than 1000 line-pairs/mm.

Resolution in a video system is expressed in terms of the maximum number of lines, counting both black
and white, that are discernible in viewing a test chart. The value of horizontal (vertical lines) or vertical
(horizontal lines) resolution is the number of lines equal to the vertical dimension of the raster. Vertical
resolution in a well-adjusted system equals the number of scanning lines, roughly 500 in conventional
television. In normal broadcasting and reception practice, however, typical values of vertical resolution
range from 350400 lines. The theoretical limiting value for horizontal resolution (Rg) in a 525 line,
30-Hz frame rate system is given by

_2x075x Af
T 30 x 525
Ry =0.954 x 107 x Af

H

Where Af is the available bandwidth frequency in Hz. The constants 30 and 525 represent the frame and
line frequencies, respectively in the conventional U.S. vision system. A factor of 2 is introduced because in
one complete cycle both a black and a white line are obtainable. The factor 0.75 is necessary because of the
receiver aspect ratio; the picture heightis three-fourths of the picture width. There is an additional reduction
of about 15% (not included in the equation) in the theoretical value because of horizontal blanking time
during which retrace takes place. A bandwidth of 4.25 MHz—typically that of the conventional terrestrial
television system—thus makes possible a maximum resolution of about 345 lines.
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Sharpness

The appearance evaluation of a picture image in terms of the edge characteristics of objects is called
sharpness. The more clearly defined the line that separates dark areas from lighter ones, the greater the
sharpness of the picture. Sharpness is, naturally, related to the transient curve in the image across an edge.
The average gradient and the total density difference appear to be the most important characteristics. No
physical measure has been devised, however, that in all cases will predict the sharpness (appearance) of an
image.

Picture resolution and sharpness are to some extent interrelated but they are by no means perfectly
correlated. Pictures ranked according to resolution measures may be rated somewhat differently on the
basis of sharpness. Both resolution and sharpness are related to the more general characteristic of picture
definition. For pictures in which, under particular viewing conditions, effective resolution is limited by
the visual acuity of the eye rather than by picture resolution, sharpness is probably a good indication of
picture definition. If visual acuity is not the limiting factor, however, picture definition depends to an
appreciable extent on both resolution and sharpness.

1.8.6 Human Visual System

The human visual system (HVS) is powerful and exceeds the performance of artificial visual systems in
almost all areas of comparison. Researchers have, therefore, studied the HVS extensively to ascertain the
most efficient and effective methods of communicating information to the eye. An important component
of this work has been the development of models of how humans see in an effort to improve image
processing systems.

1.8.7 A Model for Image Quality

The classic approach to image quality assessment involves the presentation to a group of test subjects visual
test material for evaluation and rating. The test material may include side-by-side display comparisons, or
a variety of perception-threshold presentations. One common visual comparison technique is called the
pair-comparison method. A number of observers are asked to view a specified number of images at two or
more distances. At each distance, the subjects are asked to rank the order of the images in terms of overall
quality, clearness, and personal preference.

An image acquisition, storage, transmission, and display system need not present more visual informa-
tion to the viewer than the viewer can process. For this reason, image quality assessment is an important
element in the development of any new video system. For example, in the development of a video com-
pressing algorithm, the designer needs to know at what compression point impairments are visible to the
average viewer.

Evaluation by human subjects, although an important part of this process, is also expensive and time
consuming. Numerous efforts have been made to reduce the human visual system and its interaction with
a display device to one or more mathematical models. (Some of this research is cited in Grogan (1992),
Barten (1992), Daly (1992), Reese (1992), and Martin (1992).) The benefits of this research to design
engineers is obvious: more timely feedback on new product offerings. In the development of advanced
displays, it is important to evaluate the visual performance of the system well in advance of the expensive
fabrication process. Display design software, therefore, is valuable. Because image quality is the primary
goal in many display designs, tools that permit the engineer to analyze and emulate the displayed image
assist in the design process. Such tools provide early feedback on new display techniques and permit a
wider range of prospective products to be evaluated.

After the system or algorithm has successfully passed the minimum criteria established by the model,
it can be subjected to human evaluation. The model simulation requires the selection of 