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Preface

Analog design is all about insight. More designs lead to better insight, which
is built on experience. There is no shortcut to more experience than to carry out
more designs. And yet, analog design automation has been promised to build
up insight faster and more efficiently. For this purpose, analog design must first
be structured. This is what this book is all about.

Terms such as structured design, algorithmic design, systematic design, etc.
all refer to a better description of the design procedures used. They are key to
the documentation of an analog circuit. They are key to the redesign of analog
circuits. As aresult structured design has become a necessity to efficient analog
design. Structured design has become a necessity to provide optimal circuits,
subject to a set of specifications.

This book explains how to structure the design process such that optimal
circuits result. It is divided in a number of chapters which detail the design
procedures. Each chapter contains a number of examples. It is aimed at ampli-
fiers first, covering all aspects such feedback, frequency compensation, noise
and distortion. Finally considerable attention is paid to biasing circuits. The
structured design approach is mainly illustrated by means of amplifier designs.
No sampling circuits nor converters are considered. On the other hand both
CMOS and Bipolar transistors are used in parallel.

The first chapters introduce the fundamentals of structured design, showing
how this can lead to the synthesis of analog integrated circuits. Concepts such
as nullors, norators, conveyers, etc. are introduced and applied to circuits of
higher complexity. Then feedback is discussed. The four types of feedback are
detailed. Itis shown how they naturally evolve from the basic circuit blocks of
the first chapters.

The two main limitations are noise at low signal levels and distortion at high
signal levels. Noise receives considerable attention in this book. All aspects
are discussed in great detail, such as origin, models and ways to accurately
describe their influence both in the circuits themselves as towards the inputs.

xiii



Xiv PREFACE

Amplifiers invariably use feedback to improve the accuracy and the band-
width. Chapters on frequency compensation are thus inevitable. Terms such
as pole splitting, pole-zero compensation, phantom zero, etc. are treated with
great care and precision. This by itselfis sufficient a reason to check this book
out.

Finally a large chapter is devoted to biasing. Most books on analog circuits
omit these circuits as they seem to be of less importance. However in analog
design, biasing circuits are the backbone to set the transistor parameters right.
This chapter is thus very welcome. It details many circuit solutions and design
examples.

It can be concluded that this book is invaluable to whoever is serious in
optimizing the design cycle. It shows how analog design can be structured,
leading to faster design and less errors. As a result this book is key towards
gaining insight in analog circuit design and performance.

WILLY SANSEN
KU-Leuven, Belgium
June 2003



To Ernst Nordholt
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1

INTRODUCTION TO STRUCTURED ELECTRONIC
DESIGN

1.1  Searching the “circuit space”

The design of electronic circuits actually consists of a search through a large
space of combinations of components with all different kinds of properties. It
would take very much time to find a suitable circuit for an application by just
performing an exhaustive search and testing every combination of components
that can be made. Therefore it is necessary to use some strategy, to find a solution
more quickly. The “oldest” strategy that can be used is evolution. Starting
from a (randomly chosen) circuit, repeatedly new generations of circuits are
generated of which a number of parameters is changed. The performance of
the new circuits is then evaluated and compared to the performance of the parent
generation. If the performance has improved, the new generation is maintained,
if the performance has not improved, it is abandoned (becomes extinct).

From the great example, nature, we know that evolution takes a lot of time,
so it is obvious that designing electronic circuits in this way takes a lot of time
too. Still there are computer programs for designing electronic circuits that are
based on the evolution principle that produce usable circuits. In some cases,
evolution is “speeded up” a bit by looking at the sensitivity of the performance
parameters with respect to circuit parameters. Then it can be found which
parameter has the most influence on the performance at that moment and in
which direction it should change. In this case, evolution becomes a bit less
blind for the results of its actions.

Though the evolution strategy eventually will yield usable results and is
therefore reliable in this sense, there are several major drawbacks from this
strategy.
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s Evolution never guarantees that an optimal solution to a problem will be
found and does not give any clue about the distance of a given solution to
the optimum.

m The relations between component parameters and circuit performance are
never made completely explicit. Only from generation to generation deriva-
tives may be taken, but the conclusions are only valid at that time. Purely
coincidentally, circuit performance may become sensitive to an irrelevant
parameter because of the fact that the circuit is actually unsuitable for the
application.

= It will be hard to tell what should be changed to a circuit when, for ex-
ample, the specifications are changed. Since there are no clues how the
present circuit was found and why it is able to fulfill its present job, there
are no clues for improvements either. Especially, when apparently no fur-
ther improvements can be made, there is never certainty whether the new
specifications are indeed beyond reasonable limits or whether the inade-
quate performance of the present circuit just happens to be the result of an
unfortunate turn somewhere in the evolution process. In the latter case, a
new drastic mutation could give a fresh start to the evolution process which
might yield a suitable circuit, in the former case mutations would only result
in useless time consuming calculations. No “proof” can be given that given
specifications are fundamentally impossible to meet.

Thinking about design, awareness of relations between parameters and per-
formance, and adequate modelling of circuit behavior, speeds up the design
incredibly. Creating order in the chaos by separation of the design problem
into smaller, if possible orthogonal (independent) problems, makes the design
problem more clear and more easy to deal with.

This book is about a design strategy that tries to meet with these conditions.
A number of assumptions will be made that enable us to formulate an “algorith-
mic” design strategy which quickly yields results that are at least optimal within
the restrictions on the search space that were assumed. This may seem a very
unfortunate consequence at first sight, but in practice the designs found with
this strategy are usually among the best circuits known for their application.
So, the penalty for obtaining a short design time seems to be very modest. Also
it has appeared that the design method is very suitable for automated design,
since most design rules are very clear and without any heuristics.

The method of “structured electronic design” is very suitable to find a so-
lution to a design problem very quickly. However, it depends on a number of
assumptions and a limited set of rules. There may be electronic circuits that are
widely used, accepted and even valuated that would not be found with the de-
sign theory described in this book. Evolution of electronic circuits is based on
“survival of the fittest”, so instead of an immediate rejection of circuits like this,
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these survivors should be evaluated with great interest. It very often happens
that it can be shown that the circuit is not optimal and that a better performing
circuit is found with the design strategy, but in some cases these circuits reveal
gaps in the design theory. In the end, this results in an improvement of the design
theory. Actually the complete design theory originates from close inspection of
the results of evolution and the interpretation of its “decisions”. Therefore, the
practical application of structured electronic design should never result in dog-
matic rejection of evolutionary results (or results of any other design strategy),
since this would also stop the evolution of the design theory itself.

The structured electronic design strategy is not focused on one particular
type of circuit. Though it started with the structured design of amplifiers [1],
[2], [3], [6], [7], it is applicable to any other (electronic) design problem, like
bandgap references [8], [9], oscillators [10], [11], [12], [13], [14], [15], filters
[16], [17], [18], [19] and so on. However, the design rules for amplifiers are
the most simple, so it is very convenient to show the theory being applied for
amplifier design. Also the class of amplifiers to be design has been restricted
for the sake of simplicity. Only the design of single-loop negative-feedback
amplifiers will be treated. The design of multi-loop amplifiers is described in
[1] and does, apart from the increased complexity, not differ from the strategy
for single-loop negative-feedback amplifiers.

1.2  Circuit performance

The technical merits of an electronic circuit are valuated from the way it
performs its function. Of course there are more factors involved than just the
technical ones, like the costs to produce the circuit and so on. However, in
this book only the pure technical merits are evaluated. In this way it is found
what can be ultimately achieved, when all freedom is given. When due to other
constrains some options are not allowed, it can easily be found how much the
decrease of performance will be. It depends on the circumstances whether a
manufacturer is willing to pay the price for extra performance or not, but it is
at least known how much improvement can be expected and what price has
to be paid to get it. In some cases, it can save the manufacturer from paying
a price for finding an improvement that is fundamentally not feasible. There
are, for example, circuits build in bipolar technology that would not have an
improved performance when they would be build in BICMOS technology, since
the extra options given by the more expensive BICMOS process play no role in
the optimization of that particular circuit. Structured electronic design might
produce “good reasons” for BICMOS.
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1.2.1 Fundamental specifications

There are many ways to specify the performance of electronic circuits, but
there are only three fundamental aspects of the performance:

= Noise (N)

m Signal Power (S)

a Bandwidth (By,)

related to each other via Shannons formula [20] :

C = B, log, <S -;\_/,N)

(LD)

in which, C is the signal-handling capacity of the circuit. It is a measure for the
information the circuit can process per second (for digital circuits it is expressed
in bits per second). The ultimate goal of a designer is to maximize the signal-
handling capacity within the constraints given by the environment. It can be
seen from equation (1.1) that the bandwidth is linear in the expression and the
signal-to-noise ratio is in the logarithm, so an increase of the bandwidth yields
more improvement than a comparable increase of the signal-to-noise ratio.
Circuits that “are good at bandwidth” together with signals that are properly
coded—so they have little dynamic range and much bandwidth—are therefore
likely to be favored when a large signal-handling capacity is required. Digital
circuits and signals perfectly match to these requirements and they are indeed
by far the “dominant species” in the signal processing world.

However, in areas where bandwidth is a problem, like it is under low-power
conditions or at very high frequencies, or when there is no freedom to code the
information properly, the signal-handling capacity has to be optimized via the
signal-to-noise ratio. In this area high-performance analog circuits have to do
the job. This book focuses on the design of these analog circuits and in particular
on the design of negative-feedback amplifiers. Still the design strategy for these
circuits differs in principle only from the design of digital circuits as far as the
rules are concerned. The assumptions to enable the application of the strategy
are basically the same.

The three fundamental aspects described above are sufficient to specify the
performance of a circuit, but they are not the only specifications that are given in
practice. Supply voltage, supply current, power consumption, chip area and so
on, are, of course, also of great importance. These specifications can, however,
be seen as a parameter (often the cost) for the three fundamental criteria. It is
usually not too complicated to show, for example, the relation between power
consumption and noise behavior. From this it can be found what are the power
costs of optimal noise behavior or what the noise behavior will be at a given
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power consumption.

In practice it is important to know both these relations and the optima if there
were ultimate freedom. Then it can be evaluated if it is desired orjustifiable to,
for example, change a supply voltage or increase a supply current in order to
improve the performance of a circuit. It can become clear what is the influence
of the supply voltage on the performance of a circuit and what voltage becomes
“critical”, and marks the limit beyond which degradation becomes dramatic.
This approach gives much more insight in the behavior of circuits than for
example the blink design of 1V circuits because it is a fashion today.

1.3  Fast synthesis

To speed up the design process, several assumptions have to be made. They
will be made on:

® how the fundamental specifications are interrelated;

8 the validity of the predictions on circuit behavior found with simplified
models;

a the relation between decisions taken at the different stages of the design
process.

1.3.1  Orthogonality

As we have seen before, there are three fundamental aspects of the perfor-
mance of a circuit that have to be specified. During the synthesis of a circuit,
it is tried to orthogonalize the design with respect to these three aspects. Then
the multi-dimensional design problem, which is hard to solve, can be split into
three separate one-dimensional design problems that are more easy to solve.

Suppose there is a design problem with two different criteria,A and B. All
possible solutions are within the collection shown in figure 1.1. Suppose that
all solutions that are on the same horizontal line have identical properties as far
as property A is concerned. Then, when there is an optimum for property A,
this optimum is not a point in the collection, buta line. It does not matter which
solution is chosen on this line, shown by the drawn line in figure 1.1a, as far as
this property is concerned. When for property B all solutions on a vertical line
are identical, a vertical line of optimal circuits exists, as shown in figure 1.1b. It
does not matter which solution on this line is chosen, property B of the solution
is always optimal. When the intersect point of both lines is chosen, a solution
that is optimal for A and B is obtained. The orthogonal organization of the
collection makes it very simple to find this optimum, since itis allowed to search
just for the optimum of A ignoring the behavior for B completely. When this
optimum is found, an independent search for the optimum of property B can
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- <— upper bound for A

<—— optimum for A

1

I

Q right bound for B
! optimum for B

' i L left bound for B

Figure 1.1. Optimal solutions for property A and for property B.

be started. It is guaranteed that this search for the optimum of property B does
not change the performance for property A in any way.

In practice, of course, the criteria are not truly orthogonal, but during the
design it will be assumed they are orthogonal. Even special measures will be
taken to make the assumption true. This strategy has as a result that some so-
lutions, that have fundamental non-orthogonality, cannot be found. However,
there is no efficient way to find these “absolute best” solutions. Only the slow
multi-dimensional search strategies (like evolution) might find them, presum-
ably after a long time. A combination of both strategies is the best option in
those cases. The “orthogonal” solution should then be used as a starting value
for the non-orthogonal search. In most cases the actual optimum is so close to
the orthogonal solution that it can be found with ease by the slow strategies,
but the (usually minor) improvement of the performance may not be worth the
trouble anyway.

In the design strategy described in this book, the design for noise, signal
power and bandwidth will be done orthogonally and several measures will
be taken to make this possible. For the three design aspects, the following
assumptions on orthogonality hold:

® When noise is evaluated, signal-power aspects, like distortion, are not con-
sidered. Therefore, the linear small-signal models of the components can
be used. Frequency behavior is taken into account when the noise perfor-
mance is evaluated, but the bandwidth demands on the complete circuit are
not considered.

® When signal power is evaluated, neither noise nor frequency behavior are
considered. Static large-signal models will be used. Noise is assumed
to be small enough to obtain a negligible correlation with the non-linear
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behavior of a circuit and (unfortunately) theory for dynamic non-linearity
is not mature enough for synthesis yet', so it will just be checked for later.

w When bandwidth is evaluated, signal-power (distortion) and noise behavior
are not considered, so again small-signal models will be used.

1.3.2  Model simplification

Since there is a vast number of possible solutions, it is of great importance
to have efficient selection criteria. It should be prevented that extensive cal-
culations are necessary to detect the non-feasibility of a solution. As soon as
possible, a non-feasible solution should be recognized and rejected. Therefore,
several criteria will be formulated that are necessary (but not sufficient), to ob-
tain a certain performance. When these criteria are not met, it is certain the
final solution will not meet its specifications. If the criteria are met, there isa
chance the specifications will be met. The risk of such a solution being non
feasible in the end is reduced.

To obtain these fast evaluation criteria, simple models will be defined, that
yield a superior behavior to the actual behavior. The simple models will ease
the evaluation to a great extent and it is sure that the actual solution shall never
perform better than the ideal solution. If the ideal solution does not meet the
specifications, the actual solutions will not too.

Of course, it would be nonsense to define models at a level of ideality that
is way beyond the actual performance of a solution. Then a proven feasibility
of the ideal solution would have little predictive value for the behavior of the
actual solution. Therefore, the models will be arranged such that the actual
performance can come very close to the idealized behavior. Consequently, at
some places in the design of a circuit, special measures have to be taken tomake
the assumption on the validity of the simple models true.

1.3.3  Hierarchy

During the design, different levels of complexity can be distinguished. Start-
ing from simple models the design is more and more refined, which produces
increasing accuracy but also increasing complexity for the calculations. At each
level, decisions for the design are taken. To obtain an efficient design strategy,
every decision that has been taken, has to remain correct and thus unaltered for
the rest of the design. Also orthogonality is of great importance to enable hier-
archy in the design process. It makes it possible to take a decision concerning
one of the fundamental criteria without taking the others into account.

The use of hierarchy in the design itself is also a good means to obtain
reduction of the complexity of the design process. For example, in a negative-

"This is probably the largest gap in the design theory at present.
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feedback amplifier two main blocks can be distinguished: the feedback network
and the active part. It is possible to design one of the two, assuming ideal
behavior for the other. In this way, the design of one negative-feedback amplifier
splits into the (independent) more simple design of two smaller sub-circuits.
Also in these sub-circuits further divisions are possible. In this way, the large
complete design problem is made more clear. For every aspect of the design, a
responsible part can be pointed out, so it becomes very easy to distinguish the
bottlenecks and to evaluate the measures to be taken for further optimization of
a design. Of course, the orthogonality of the three main aspects noise, signal-
power and bandwidth is of great help to bring hierarchy into the design.

1.34  Summary

For the design of electronic circuits there are three fundamental aspects to
describe the performance completely:

® noise;
8 signal power
= bandwidth.

The signal-handling capacity of a circuit is completely determined by these
three aspects.

For the design theory described in this book three assumptions are made that
enable the strategy to be efficient:

= Orthogonality
The circuits will be arranged such that the behavior for the three fundamental
aspects can be designed orthogonally.

s Simplicity
Simple models will be defined to obtain quick predictions for the feasibility
of a design. Non-feasible solutions can be detected in an early stage. Special
arrangements will be made such that the predictions areclose to the actual
results.

® Hierarchy
The hierarchy in the design makes it possible to reduce the complexity
of the design problem, because the it can be split efficiently into smaller
independent design problems. The design will be arranged such that each
decision, taken on a certain hierarchical level, remains valid through the rest
of the design.

1.4  Synthesis of electronic circuits

Any electronic system can be described by a differential equation. The task
of an electronic designer is to “translate” the differential equation into silicon.
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So, in principle the design of an electronic system starts with the specification of
the differential equation. A differential equation is composed of various basic
operators. For example the equation:

dz

*
T a

+w+%=/ﬂﬂ@m—a (1.2)

comprises the operations:

®  Generation of a well-defined constant: a
& Multiplication: *

= Addition: +

m Subtraction: —

= Non-linear operation: sin(x)

a Division: :%
s Integration: [ dz
s Differentiation: H%
s Equating: =

. ...

When for each mathematical operation an electronic implementation exists,
every electronic system can be constructed by combining the correct basic
functions.

14.1 Implementation limitations

In mathematics the range of (most) operators is unlimited. For example,
addition is valid for any operand:

a+b=c a,bceC 1.3)

In electronics, usually conditions are imposed on the operands. Their value
may, for instance, be limited to the supply voltages:

VotV =V, (14)
if:

Vo < Vee (1.5)

Vo < Vee (1.6)

Ve < Vee 1.7
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else:

Ve = Ve, (1.8)

independent of the inputs. Apparently, there is an upper limit to the operands.
The output signal becomes distorted when the inputs become too large. The
signal power (S) is limited and the limits are set by the amount of distortion
that is accepted. Beyond these limits the circuit does not operate as an adder.

There is also a lower limit. In the mathematical description the accuracy of
the addition is infinite. Consider the following addition:

1+1=2 (1.9)

The result of the addition of two operands, that are exactly equal to one, result
in exactly 2; there are no tolerances. In electronics however, operands cannot
be given an exact value. Only a range can be specified in which the value of
the operand is with a certain probability.

1€ <0.9,1.1 >|ggo (1.10)

Also the result of the addition can be observed with a certain accuracy. So, the
electronic equivalent of equation (1.9) could be:

0.98 + 1.09 ~ 2.03 (1.11)

It is of no use to try to put information of higher accuracy through this circuit,
all the corresponding details will be lost. The unpredictability” of the signals
is called noise (N).

Apparently, every electronic circuit has a limited input range and a limited
output range. It is limited in the upper side by distortion, which limits the
maximally allowed signal power (S) and on the lower side by noise (&), which
masks any further details of the information. The combination of these two
limits is called the dynamic range (DR) of the circuits and signals, according

to:
_S+N 1.
DR (1.12)

The dynamic range is a very important quality measure for electronic circuits. It
is one of the factors in Shannons formula, equation (1.1), which determines the
signal-handling capacity. It is more important to look at the dynamic range than
to look at the distortion and the noise separately. Occasionally an improvement
of the noise behavior leads to an increase in the distortion, sometimes resulting
in a net decrease of the dynamic range. There are only very rare cases in which

Not only stochastic noise, like thermal noise of resistors results in unpredictability, but also, for example,
errors in matching of devices.
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this is really desired.
Only when the design of the noise behavior and the distortion behavior are made
orthogonal, it is safe to do separate optimizations.

There is also a third practical limit to the performance of the electronic
implementations of mathematical operators. Thisisspeed. Speed is not defined
for the operator” + ” in equation (1.9). In the electronic implementation of
” +” however, the electronic circuit needs some time to determine the result of
the addition. So, the operands may not change faster than the implementation
of 7 +” can add. Faster variations are not observed by the adding circuit and
therefore do not contribute to the output result. The operator has a limited
bandwidth (By,), which should, of course, always be equal to, or larger than the
bandwidth of the information.

The speed limitation together with the limited dynamic range determines the
signal-handling capacity as given by equation (1.1). This expression suggests
that bandwidth can be exchanged for dynamic range and vice versa without
a loss of signal-handling capacity. So, optimization of the signal-handling
capacity also comprises the optimal distribution of the information between
bandwidth and dynamic range. However, this is not the topic of this book. This
distribution depends on the way the information is coded in the signals and very
often there is no freedom to choose the appropriate coding for each separate
circuit. The way of coding is a “system level” decision and therefore usually
one of the fixed constraints for a circuit being designed for that system. In this
book, bandwidth and dynamic range are treated as orthogonal criteria, between
which exchange is not considered.

1.4.2  Specifications

The first step of a design is tofind the complete set of specifications for the
electronic system. This implies that, at first, the designer has to specify the
desired behavior of the system without the “professional blindness” that very
often accompanies experience. Very often electronic designers start their design
on a too low hierarchical level. They start from a well know system solution
to their problem and design an improved version of it. An example of this is
the radio receiver. Generally, a basic receiver is considered to be organized as
depicted in figure 1.2. It consists of a pre-selection filter, a mixer, an oscillator,

Antenna Local oscillator

Presclection IF-filter Detector ﬁ
filter

Mixer
Figure 1.2. A heterodyne radio receiver.
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an intermediate-frequency filter and a detector.

However, this is not the direct implementation of the receiver system. The
primary task of a radio receiver is to select one spectral component out of a
large frequency band of radio signals and convert the information in this signal
to the audible base band. So, only a filter for the selection and a detector for the
conversion are essential. The radio receiver depicted in figure 1.3 represents
therefore the most direct implementation of the desired electronic system. In

Filter Detector —[q %

Figure 1.3. A direct receiver.

practice itis very often difficult to realize the filter for the direct receiver. Some
specifications are in severe conflict with each other. The quality factor,Q, of
the filter has to be high enough to select just one radio station at a timeand it has
to be tunable. For many years it has been technically not possible to combine
both properties with sufficient quality in one filter. So, an optimal fixed filter is
designed and the tuning is arranged with a mixer-oscillator system. Presently, it
has become possible to implement active filters, that do posses both the desired
Q and the tunability, that can be used in the long-wave band. They offer the
possibility to implement a direct receiver for the long wave range and it would
be a shame if this option was forgotten due to “experience”.

Another example is found in an amplifier with a frequency dependent trans-
fer, like bandpass amplifiers. According to the strict definition, amplifiers just
increase the power of the signal at their input on which the information is
present. They just multiply the input signal with a constant. Frequency de-
pendency of the transfer is not according to this definition, and indeed some
degrees of freedom are lost when bandpass amplifiers are designed without any
system consideration. Frequency selectivity and amplification are two differ-
ent basic functions. A bandpass amplifier is actually a combination of these
two functions. When both functions have to be performed, there are several
different options for the implementation. When an amplifier and a filter are
designed separately, there is more freedom to optimize each, and further, there
are a number of ways to cascade these functions. Combinations are, for exam-
ple, first filtering and then amplification, first amplification and then filtering or
even first a part of the filtering, then amplification and the rest of the filtering
after the amplification and so on. The combination of the filter and amplifier
into one electronic circuit is just one of these options and it is obvious that,
due to the correlation that then exists between the two functions, optimization
becomes more complicated. Each option has its own advantages and disadvan-
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tages and their importance depends strongly on the specific design environment.
A justified decision must be made for one of the options.

1.5 Small-signal models, biasing and distortion
1.5.1 Models

The electrical behavior of electronic components can be described with many
different models. But since at the system level a linear behavior is expected
from an amplifier, the first choice is to use just linear elements to implement it.
To have amplification, linear controlled sources could be used. These linear
controlled sources do not exist in practice but using them in the first steps of the
design makes life very easy. Later in the design, more practical (and complex)
elements are used, that show this linear behavior in a sufficiently large signal
range. So, further in the design, the assumption that linear controlled sources
can be used in the first design steps is correct, is (must be) made true.

The linear controlled sources that are used in electronic design are depicted
in figure 1.4 and figure 1.5. They are the so-called “small-signal models” of
the bipolar transistor and the field effect transistor, respectively. This merely
means that when these models are used in the first design steps, it is likely that
for a limited signal range the behavior of these sources can also be realized
using a bipolar transistor or a field effect transistor. Merely this, because more
elements than just a transistor are needed to really implement something that
may behave like the small-signal model. Inspecting figure 1.4 and figure 1.5,
it can be seen that both models contain a source. A transistor does not contain
a source. The sources in the models can generate power, a transistor can not.
But a biased transistor can. Being anon-linear element, a transistor can convert
power from a DC-source (a bias source, a battery) to any other frequency. So,
the combination of a transistor and DC-source can generate the necessary power
at the right frequency and thus perform the role of the controlled source that
is present in the small-signal model. It is important to understand what the
small-signal model really stands for, since this will provide the proper insight
in what biasing is and what is its relation to distortion.

Apart from the small-signal model, also detailed so-called “large-signal mod-
els” for the detailed evaluation of a circuit are used. These models are typically

3 Linearity has already been the main paradigm for electronic design for many decades. Although the world
around us is not linear at all, the linear models help us very much to synthesize circuits with a predictable
behavior. Deviations from the linearbehavior are called distortion and are considered tobe undesirable. The
factthat these deviations can still be rather predictable is usually ignored in the sense that they are notused
to improve circuit behavior. Circuits thattruly exploit the dynamic non-linear capabilities of the electronic
components arerarely designed. Probably the design theory for circuits like that is not mature enough.
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used in computer programs like SPICE and are mainly used for analysis of
designed circuits. The small-signal model is, because of its simplicity, also
conveniently used for synthesis.

I Cr
— |
bo— _} ra || oc
Ve K| |G gt | r,
eo : oe

Figure 1.4. The small-signal model for the bipolar transistor.
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Figure 1.5. The small-signal model for the field effect transistor.

The small-signal models shown in figure 14 and figure 1.5 can be used
efficiently to design the frequency behavior and the noise behavior (when adding
the modelled noise sources) of a circuit. For designing the distortion behavior,
these models cannot be used, since distortion is a measure for the deviation of
the actual behavior from the small-signal models.

Note that the only difference between the two small-signal models is the
presence of 7, for the bipolar transistor. The gate bulk resistancery finds its
origin in parasitic resistances of interconnect to the gate. Very often poly-silicon
is used for interconnect to the gates, which can easily resultin a series resistance
that is comparable to the base-resistance of a bipolar transistor.

1.5.2  Biasing

The parameters of the small-signal models are the derivatives of the transfers
in the large-signal model in a chosen point of operation. For small signal-
variations, the parameters can be considered constant. Any variation of the
parameters will be called distortion. To have (for small signals) a transfer
described by this derivative, the input signal for the device is translated to the
operating point by adding the proper bias signal to it. At the output, the signal
is translated back to the origin by subtracting a bias signal from it. In figure 1.6
this is shown in more detail. The operating point on the non-linear curve is
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chosen to be at (Xg, Yg), at which the derivative is determined. This is the
desired small-signal transfer fy5(Zs) with:

Ys = fas(xs) = f’(XQ)ms = A1z, (1.13)

inwhich f/(Xg) is the derivative of f(z) in the operating point. A; is aconstant.
To have this transfer, first the input signal is translated to the operating point by
adding X¢q to it. After passing the device, the signal is translated back to the
origin by subtracting Yg from it. In this way a linear (small-signal) transfer,
with the value Ay, for the information is achieved.

output

|
i
I
I
i

XQ >
input

Figure 1.6. A non-linear transfer function.

Note that for a linear system with a transfer H the following relation has to
be true:

H(azx) + Bze) = aH(z1) + BH(z2) (1.14)

So:
H(zy + 2)2) = H(:L‘l) + H(zs) (1.15)
H(az) = oaH(z) (1.16)

From this, it follows that the translation described above is necessary to have a
linear transfer. If one of them is left out, this results in an offset which on its
turn leads to non-linearity.

Every linear transfer function is centered around the origin. So, when a
device with a non-linear characteristic f(z) is used to implement a small-signal
model with atransfer Az, the operating point has to become the new origin. This
is achieved by translating the signal, both at the input and the output, by adding
bias signals. In figure 1.7 the principles of operation are shown. A new transfer
d(z) results that is centered around the origin (§(0) = 0). First, a signal X¢
is added to the input signal Zg. Then, when the signal & is small enough, it is
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X x & y y
s + f(x) + _L

g L5
Figure 1.7. 'The principle of translation with bias signals.

amplified with a “constant” factor A¢. Then, a signal YQ is subtracted and the
output signal ¥, remains. The addition and subtraction of the bias signals X¢

and Y have produced the required centering of the transfer around the origin.
In figure 1.8 a practical example is shown. The two voltages Vig and Vo

VCC
v O H
e— _i

Figure 1.8. A practical implementation of bias voltages.

across the coupling capacitors form the two shifting informationless quantities
Xgand Ygq that center the transfer of the complete circuit around the origin.
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153 Distortion

Actually, Agis the linear term of the Taylor expansion [5] of f (z)in the
operating point (Xg, Ygp):

v+Yy = f(Xg)
+ f'(XQ)(x Xo)

f”(XQ) (w X )2

v 1 ""XQ)<x Xo)?

+ ... 1.17)

All other terms, including the DC ones, are distortion terms. The constant term
is of a different nature compared to the higher-order terms. The constant term is
signal independent, whereas the others are signal dependent. So, the influence
of the constant term can be completely removed via the translations described in
section 1.5.2. The influence of others cannot be completely removed because of
the unpredictability of the input signalzs. What remains after the translation is
the non-linear system which is shown in figure 1.7 with a transferg(x) centered

around the origin. When the information carrying signals are small enough,
the linear term is the only significant term for amplification. The higher-order
terms represent the distortion of the signal. The information that they contain
is not used. The complete Taylor expansion for the system shown in figure 1.7
18:

~II 0 ~II/ 0
y = Axs + 2(') s+ 3(') s+... (1.18)
with: .,
A= 9—1(?) (1.19)

There are several ways to describe the non-linearity of this circuit. For each
different application, different ways of describing the non-linearity are used. In
chapter 5 some of these measures will be discussed. For now, it is sufficient to
know that when small-signal models are used during the design:

» the parameters of the small-signal models are the first-order derivatives of
the actual non-linear transfer function in the operating point. Since the
derivatives commonly change when the operating point is changed, bias
quantities tend to appear as parameters in the noise performance and fre-
quency behavior of a circuit. Though they are not applied as actual signals
yet, their value is already prescribed via the required small-signal behavior.
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= informationless biasing signals have to be added later to the information
carrying signals in the practical circuit, in order to obtain the centering of
the transfer around the operating point. So, there will be a separate biasing
step at the end of the design process. The details will be described in
chapter 8.

1.54  Checking device parameters

The parameters for the small-signal models are based on the parameters for
the (non-linear) large-signal models. Therefore, it is good practice to check for
the presence of all large-signal model-parameters that may be relevant in the
operating point (and you have to know at least their order of magnitude to see
if they are relevant). Sometimes, a model is delivered with a parameter-set that
is not complete. The lacking parameters will be given a default value by the
simulator. These default values usually represent an idealized behavior. So,
then the small-signal model probably yields too optimistic results.

With only a very small number of basic simulations, it is already possible to
perform a simple check, in which the parameterization of the DC-behavior and
the frequency behavior can be tested. It hardly costs any time to do these sim-
ulations but they provide much insight in the behavior of the available devices.
It is therefore a good habit to always start a design with these simple checks.
Especially when circuits are being designed for extreme constrains, e.g. very
low-power (current), insufficient characterization of the devices usually results
in inadequate predictions of circuit behavior by a simulator.

For a bipolar transistor three very illustrative plots can be generated:

= A plot of the current I and the base current Ip, as a function of the base—
emitter voltage, the “Gummel-plot”.

= A plot of the current-gain factor 8, as a function of the collector current
Ic'

® A plot of the transitfrequency fr, as a function of the collector current z.

The results should look like the plots given in figure 1.9, figure 1.10 and fig-
ure 1.11, respectively. Figure 1.9 shows the Gummel-plot, in which clearly
three area’s can be distinguished. Area 2 is the “normal” region of operation
for the bipolar transistor. Only the early effects at the base-collector and the
base-emitter junctions affect the current-gain factor somewhat. This is mod-
elled via parameters VAF and VAR, respectively. It is important to note that
the parameter VAR, the “reverse” early voltage, is of influence in the forward
mode just as well. In some circuits, like bandgap references, neglecting this
parameter may even lead to considerable errors.

At low currents, in area 1, non-idealities of the base current become important.
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Figure 1.9. The Gummel-plot of a bipolar transistor.
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In figure 19 it can be seen that this reduces the current-gain factor of the tran-
sistor at low currents. Parameters ISE and NE describe this behavior.

At high currents, in area 3, bulk resistors and high-injection effects reduce the
current-gain factor. The important parameters are the bulk resistors RE, RC and
RB and the “knee-current” at which high injection starts, IKF. Actually there
are more than one parameters that describe the base resistance, because it is
usually current dependent. A detailed description of this is, however, beyond
the scope of this book. In the SPICE manual all parameters and equations are
described in detail.
In figure 1.10 the current-gain factor as a function of the collector current is
plotted. This can be derived straightforwardly from the Gummel-plot.

Current-gain factor

300

250 ¢

]
le-09

le-06 0.001
Collector current

Figure 1.10. The current-gain factor as a function of the collector current],
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Figure 1.11. 'The transit frequency fr as a function of the collector current I..

In figure 1.11 the fr of the transistor is shown as a function of the collector
current. The transit frequency fr is the frequency at which the current-gain
factor of the transistor becomes equal to unity. Several AC-analyses are nec-
essary to obtain this plot. Figure 1.12 shows the fr measurement circuit. The
collector-emitter voltage V. must be chosen such that the transistor operates
properly. For this analysis the transistor is biased at a constant collector voltage,

Ve
.

L T Vee

Figure 1.12. A circuit to find the current-gain factor and fr.

because the output has to be short circuited for the signal for a correct mea-
surement of the output current. The transistor is current driven. For a number
of different values of the DC-bias current, the transit frequency is determined.
The fr is mainly determined by parameters TF, CJE and to some extent CJC.
At the flat part in figure 1.11, parameter TF is dominant in fz with:

1
27TF

Via parameter TF the “diffusion capacitor” of the forward biased emitter-base
junction is modelled [21]. At high currents, parameter ITF is responsible for a
reduction of fp. Atlow currents, parameters CJE and CJC become important.

(1.20)

fr=~
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Parameters CJE and CJC model the “junction capacitors of the emitter-base and
base-collector junction, respectively [21]. In this region the fr of the transistor
becomes current dependent.

For FETs similar plots can be generated and similar areas can be distin-
guished. However, there are many different models for FETs. The selection
of the appropriate model strongly depends on the application and also on the
dimensions of the transistor itself. Therefore, it is not simple to present a short
list of “‘essential parameters”. The manual of the simulator should be consulted
for this.

Figure 1.13 shows two simple circuits that can be used to find the small-
signal parameters in a simulator like SPICE. For the bipolar transistor the base-

Figure 1.13. Example circuits that can be used to find the parameters in SPICE.

collector voltage is set by the voltage source Ve and the collector current is
set by the current source I,. For the FET Vy and Iy are used for this. This
is a biasing scheme that is also frequently used in measurement setups for
parameter extraction’. When the desired biasing values are set, SPICE will
produce a complete list of small-signal parameters for that operating point in
its output.

1.6 The chain matrix

The synthesis of negative-feedback amplifiers presented in this book will be
based on the interconnection of two-ports. There are many ways to describe a
two-port, butin this book it has been chosen for the chain matrix. Itis the most
convenient way to describe a system with cascaded stages of which each stage
is also described by a chain matrix. The chain matrix relates the input voltage
and current of a two-port to the output voltage and current. The corresponding
sign conventions are depicted in figure 1.14. Itshould be noted that the common
sign convention for the output current is inward. The convention as depicted
in figure 1.14 is more convenient when cascading two-ports as the outward
directed output current directly matches the orientation of the inward directed

“When there is a separate substrate connection e.g. in the case of models for transistors on an integrated
circuit, the biasing of this node should be taken care of too, of course.
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Figure 1.14. The sign conventions for a two-port with chain matrixK.

input current of the subsequent two-port. The chain matrix definition is given

by:
Vi _ A B Vo
(-4 o
with:
A lou (1.22)
“ Vo io=0
B - r1_Uu (1.23)
Y o Vo=0
c = 1.4 (1.24)
¢ Woli=o
1 1
D = Z=2 1.25
i (1.25)

It is important to note the conditions 2, = 0 and v, = O at the definitions.
Frequently errors are made in this respect in practice.

1.6.1  Chain matrices of devices

The small-signal behavior of the available active and passive devices is de-
scribed with chain matrices too. For the bipolar transistor used in common-
emitter configuration (CE), it follows:

__1 1
gmTo 9m
Kpip = . o1 . . (1.26)
w w
~(g +a0)n (g D)

and for the FET used in common-source configuration (CS), it follows:
1 _ 1
gm7d gm
KreT = . . (1.27)
_w1l  _jw
wr rqd wp

The chain matrix of the gyrator with a transfer Z is:

Ky = ( 0 2 ) (1.28)

1
z 0
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For a transformer with a ration the chain matrix is:

Kir = ( 0 ° ) (1.29)

n

Apart from chain matrices of single devices, it is very interesting to know the
chain matrices of some frequently used device combinations, like thedifferential
pair. When this chain matrix is expressed in terms of the matrix entries of
a single CE-stage, it can be seen quickly what are the consequences of the
replacement of a single CE-stage by a differential pair.

Starting from the chain matrix of a CE-stage given by equation (1.26), the chain
matrix of a differential pair equals:

Ace 2Bcr )
K = 1.30
CE,dif ( cg2a Dog (1.30)

From this it can be seen that only B and C differ with just a factor of 2. This
means, for example, that when in a later stage of the design it is decided that a
CE-stage should be replaced by a differential pair, the calculations for the new
circuit can be reduced to introducing a factor of 2 at some places.
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1.7 Exercises

Exercise 1.1
Fig. 1.15 shows two two-ports. One with a parallel connected resistor, the
other with a series connected resistor.

1. Calculate for each two-port the chain-matrix.

- - + +

Figure 1.15. A parallel and a series resistor in a two-port

The chain-matrix of the amplifier depicted in fig. 1.16 can be calculated in two
ways. Itcan be done “directly” as it was done in the cases above, but it can also
be done via a matrix multiplication of the chain-matrices of the two smaller
two-ports that are indicated with dotted lines in the figure.

2. Calculate the chain-matrix for the amplifier shown infig. 1.16 via both meth-
ods.

3. Identify the matrix entry in this chain matrix that defines the desired transfer
of the voltage amplifier.

+ -
v.s‘ource ks ’7 _‘ vom‘
O -

Figure 1.16. A voltage amplifier

4. Calculate the chain-matrix of the amplifier depicted in fig. 1.17 on page 25
via amatrix multiplication of the chain-matrices of the two smaller two-ports
that are indicated in the figure.
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Figure 1.17. A voltage amplifier connected to a source
When the source impedance R, is inaccurate, the transfer of the amplifier
becomes inaccurate.

5. Identify the entry in the chain matrix of the amplifier calculated in 2. that

introduces the influence of the source impedance on the voltage-to-voltage
transfer.

6. How can this entry be made zero?
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Exercise 1.2
Given the chain matrix of a CE-stage:

Ace Bce
1.31
( Cce Dck ) (131)

1. Determine the elements of this matrix with the assumption that the frequency
dependent elements can be ignored.

2. The stages depicted in figure 1.18 comprise one or more CE-stages. De-
termine for the depicted combinations the chain matrix as a function of
Ack,Bcg,Cor and Deg. It can be assumed that all the CE-stages are
identical.

) I L

Figure 1.18. Various combinations of CE-stages
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SYNTHESIS OF ACCURATE AMPLIFIERS

2.1 Introduction

The design of high-performance amplifiers can be a very complicated task.
There are many parameters that influence the performance. The complexity
very often leads to a “chaos” in which the design procedure stalls. The main
purpose of this book is to create order in this chaos. A design approach will
be proposed in this chapter, strongly based on orthogonality, hierarchy and
model simplification, as discussed in the previous chapter. The assumptions of
orthogonality and hierarchy make it possible to quickly design an amplifier that
is optimal within the constrains thatare necessary to make the assumptions valid.
Usually, the quality of this amplifier is so close the the absolute optimum, that
further optimization is not worth the effort. Buteven when further optimization
is still desired, the designer is usually well aware what to do, since the structure
in the design approach has provided him with much insight in the behavior of
that particular circuit. At the end it is “safe” to loosen the constraints, “Then
the search space has become too small for chaos to fit into it...”

The amplifier-design methodology described in this book is based on the
negative-feedback topology consisting of an active circuit (implementing a nul-
lor) combined with a feedback network. This makes it possible to distinguish
two large orthogonal design steps that can be assessed separately. These are:

» the design of the feedback network, while modelling the active circuit with
a nullor (the “ideal active circuit”);

= the design of an active circuit of which the properties approach that of the
nullor as good as required for the application.

Within these two global steps, smaller orthogonal design steps can be dis-
tinguished. To complete the design, each of the smaller design steps can be

27
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assessed separately if the correct design sequence is used. It will be shown in
this chapter that, to come as close as possible to true orthogonality, the design
steps should be assessed in a specific order.

Six separate design steps can be distinguished within the two larger steps.

@ Within the first global step:

=~ Detailed source, load and transfer specification.
This “trivial” step is a very important one. A wrong decision here will
lead to an amplifier that is optimized for the wrong task. Performance
will be poor despite all the design efforts.

— Determination of the amplifier topology and dimensioning of the feed-
back network.
Also this step is very critical. The amplifier performance will never be
better than that of the feedback network. Optimizing a wrong amplifier
topology often does lead to an acceptable amplifier, but never to the
optimal one (see exercise 1).

® Within the second step, (the nullor design):

~ Noise

- Distortion
= Bandwidth
- Biasing

Figure 2.1 shows a graphical representation of the design procedure. Each of
these steps again consist of smaller orthogonal steps. The hierarchy that can
be used in the design steps is a typical benefit of the orthogonality that makes
the design clear and straightforward. Each step can be treated independently
of what is to follow. Iterations will be scarcely necessary and if they are, the
implications can been overseen easily. In each step, theory on a specific aspect
of the performance is necessary. In this chapter it will only be discussedwhat
is done and why it is done at that particular stage of the design. In the chapters
to follow, it will be discussed how things are done. There the theory will be
treated in full detail. Figure 2.1 shows a graphical representation of the design
procedure.

Topology,

network

Design of ideal transfer Nullor implementation with active circuit

Figure 2.1. 'The design procedure.
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2.2  The definition of an amplifier

An accurate definition of the function that has to be implemented should
always be given first. This is to make sure that no design constraints ‘“‘sneak
into” the design procedure that could be dealt with more elegantly on a higher
hierarchical (system) level.

An amplifier is a circuit that increases the power contents of an information
carrying signal by multiplying itby anaccurate constant.

This implies that the chain matrix of an amplifier has four entries that mustbe
constant and accurate. The most simple solution to this design problem would
be the use of a device with a chain matrix that meets with these demands. So,
the first thing to do is to evaluate the chain matrices of various devices and rank
them for these two properties. Two different classes of devices can be defined:

s devices with an accurate and constant transfer;
m the others.

Unfortunately, at present, the first class contains only passive devices that are
unable to produce any power amplification. In the second class, there are many
devices that can produce this amplification, but, unfortunately, non of them has
sufficient accuracy. So a strategy has to be developed that is able tocombine
the best of both classes. Circuit topologies have to be found that make use of
the accuracy of devices from the first class and of the power amplification of
the second class. Of the many error correction techniques used in electronic
design, negative feedback is the only one that is capable of doing this. In this
chapter the design method to make optimal use of the feedback topology is
introduced.

2.2.1  Configurations for high-performance amplifiers

The only transfer that can be made accurately with the devices from the first
accurate class is a transfer that reduces the power content of the information
it transfers. So, it is only possible to make very accurate attenuators. The
only amplifier topology that makes use of an accurate attenuator to obtain ac-
curate amplification is the feedback topology. This clearly distinguishes the
negative-feedback topology from other error correcting topologies like error
feed forward or compensation. In amplifiers using one of the latter two meth-
ods, the error at the output is not measured and corrected, but during design
time the expected error of the active components is estimated and a correction
circuit to remove this error is added. Since it is not possible to predict the errors
perfectly, it is not possible with perfect passive devices from the first class to
design a perfect amplifier. For the negative-feedback topology it is possible to
design a perfect amplifier, so this is by far the preferred topology. The only
reason for not using the feedback topology is an impossibility to generate ad-
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equate loop gain. For example, at very high frequencies the gain of the active
devices may have reduced so much that it is difficult to generate sufficient loop
gain. Of course, this frequency constraint is moving up swiftly with the ever
growing speed of modern technologies'. Another reason might be the danger
of instability of the feedback loop. The other two topologies mentioned above
do not have an intentional loop and therefore are not likely to show this type of
instability. However, a proper design of the frequency behavior of the feedback
loop prevents this problem.

2.2.1.1 The negative-feedback topology
Suppose there is a network of two resistors as shown in figure 2.2. This

R,
+
Vsrc C) i
RZ Vx

4 L _

Figure 2.2. A voltage divider.

circuit is known as the voltage divider and its behavior is described with the
following equation:

- ——Vsrc (2-1)
2

Since it merely consists of passive components, it can be used to generate a
very accurately attenuated copy of the signal Vs, at its input. For a given value
of the voltage source there is only one solution to this equation.

In a feedback amplifier, the output signal of the attenuator is actively made
equal to an input signal, Vi, so:

Ve =Vin (2.2)

In circuit theory, this equation is indicated with anullator, as shown in figure 2.3.
The nullator indicates that the voltage difference between the two nodes it
connects is defined to equal zero. Also by definition, no current flows through
the nullator. So, the nullator itself has no ability to force this equality. This is

"This is sometimes “missed” by circuit designers, of which some keep on using HF-techniques for circuit
design even when sufficient loop gain could be obtained.
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nullator

Figure 2.3. A voltage divider with a nullator.

done by a controlled source, Vsre. The value of the source Vgpe is controlled
such that the conditions imposed on the circuit by the nullator are met. This
variable source that adapts its output to fulfill the nullator conditions is called
anorator.

The combination of a nullator and a norator makes it possible to have equation
(2.2) met for every value of V.

Though the output value of the norator is written as a voltage in this example, it
is not defined whether the norator itself is a voltage source or a current source.
Itis the nullator that gives the constraint and to fulfill this, the voltage across the
norator and the current through the norator have to be adapted. The impedance
at the terminals of the norator relates the norator current to the norator voltage,
so when the norator produces the one, the other is automatically set via this
impedance.

Later in the design, when the implementation of the norator is started, a choice
has to be made whether the norator is implemented as a controlled voltage
source or a controlled current source. A similar choice arises for the nullator
which, when implemented, is replaced by either a current or a voltage sensor.
This will be discussed later in this chapter.

With the voltage source Vgpe acting as norator at the input of the voltage
divider and the nullator at the output of the divider, as shown in figure 2.4,
accurate gain is achieved, completely dominated by the value of the passive
components. The voltage across the norator is given by:

Vire = DXy, i @3)

2

Note that the norator is directly at the output of the amplifier and is able to gen-
erate any voltage or current needed, so the amplifier iscompletely independent
ofany load that is connected to the amplifier. So, it can be concluded that it is
possible to build amplifiers of which the transfer is completely dominated by
accurate passive components using the negative-feedback topology. The only
requirement for this is the availability of a nullator and a norator.
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Figure 2.4, A voltage divider with a nullator and a norator (V;.c).

2.2.2 The nullor

Since usually nullators and norators occur in pairs in circuits, it is convenient
to use a network element that represents this combination. This element is called
a nullor” It is a two-port as depicted in figure 2.5. The relations between the

i:’ io
- -
+o——i ————o+
0 0
‘Vlv Vo

Figure 2.5. The nullor.

input and the output quantities are:

(#)=(o)(%) 24

So, the chain matrix of a nullor contains only zero’s. A nullor has an infinite
voltage gain (i), current gain (), transconductance (y) and trans-impedance

“There are a number of more complex amplifier circuits that can not be modelled efficiently with an equal
number of nullators and norators. This may, for example, be the case when two controlled sources are
assumed to produce correlated output signals. If this correlation is not explicitly introduced as a constraint
(with a nullator) on the circuit, introducing nullors could introduce either too much equations or too much
variables, resulting in circuits that do not work properly e.g. circuits that have multiple bias solutions (most
of them being latch-up states). Working explicitly with nullators and norators prevents these problems in
those cases. For this reason nullators and norators are mentioned in this chapter as the basic building block
of the nullor. Problems in this respect are easily detected when at the start of the design it is made certain
that all constrains imposed on a network are made explicit, especially required symmetry of signals e.g. in
balanced differential amplifiers.
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(&). It adapts its output such that at its input terminals the voltage and current
are equal to zero.

(From this it can already be seen intuitively that the design of amplifiers based
on the nullor approach will make use of feedback configurations. For the nullor
output to have influence on the nullor input, some of the nullor-output signal
has to be fed back to the nullor input.)

Looking at the second class of components (the others), it can be seen that,
though non of the devices have neither constant nor accurate entries in their chain
matrices, most of them have very small entries. They have a large gain, which
makes them to closely resemble a nullor. Cascading these devices increases the
gain and therefore makes the resemblance to a nullor even better.

Evidently it is possible to implement nullors with the active components and,
consequently, implement amplifiers that have the accuracy and constancy of the
passive devices of the first class and use the gain of the devices in the second.
The better the implementation of the nullor is, the better the behavior of the
circuit is dominated by the passive components.

The negative-feedback topology makes it possible to split the design into
two orthogonal parts:

1. The design of the feedback network, assuming a nullor is present.
2. The implementation of the nullor with suitable active devices.

From the first step, the fundamental limit to the performance can found. The
nullor produces no noise, no distortion and does not limit the bandwidth of the
circuit in any way: it is perfect. Practical implementations of the nullor never
improve the performance found with the nullor. If there is an improvement, the
modelling of the circuit is incorrect or insufficient and should be corrected!

After the first step is completed successfully and the performance is within
specifications, the active circuit that fulfills the nullor function is implemented.
When the resulting circuit is not performing according to the specifications
anymore, it is just a matter of finding a better nullor implementation to bring
the circuit within specifications. Usually itis very clear in what respect the active
circuit is not performing sufficiently. Then it s fairly simple to determine what
measures have to be taken to improve the circuit, or to decide that the circuit is
not feasible.

A strategy will be described in this book which makes it simple to find
directions for optimization. It consists of several clearly distinguishable design
steps. It is of great importance, especially for automated design, that unfeasible
circuits are recognized before excessive calculations have been performed on
them. Therefore, for each step the models are kept as simple as possible.
The predictions given by these models are “best case” predictions. When a
circuit does not meet its specifications at a particular step it is certain the more
detailed practical implementation will not meet its specs either. So, the circuit
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A

10

Figure 2.6. A negative feedback system.

can be rejected before extensive calculations have been performed. However,
when it does meet its specifications at that step, there is no certainty that the
specifications will be metin the end. The circuit may be rejected in a later stage.
Therefore the steps have an increasing complexity. As a circuit passes for more
tests, the risk of performing useless calculations on a non-solution reduces.

Also the steps are sorted for orthogonality. It is assumed that the three
fundamental criteria noise, signal power and bandwidth are orthogonal, that a
design can be optimized for one of them without affecting the performance for
the others. In practice, it appears that the order in which the three criteria are
dealt with affect the validity of the assumption of orthogonality very much. It
will be shown later in this chapter that it is best to optimize for noise first, then
for distortion and finally for bandwidth.

2.3 The asymptotic-gain model

The design of the amplifier consists of two major parts. The design of the
feedback network and the design of the nullor. A model is needed that can be
used to perform these two design steps independently. The asymptotic gain
model is well suited for this purpose. In figure 2.6 a negative-feedback system
has been depicted. {3 is the transfer of the feedback network, A is the transfer
of the active circuit (nullor). Frequently a direct transfer exists between input
and output, caused by various kinds of parasitic coupling. This is modelled
via the direct transfer factor Ay, i.e. the gain when the loop gain is zero.
When the input of the active part is not connected directly to the source and
the output of the feedback network, the extra transfer is modelled via& and
in a similar way ¥ models an extra transfer between between the norator and
the amplifier output when they are not directly connected. Though Az has
been depicted as a separate signal path from the input to the output, generally
it is a property of the active circuit itself. Also many feedback networks are
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not unilateral and therefore can produce a direct path from the input to the
output. In a “proper design”§ and v should both equal unity, though frequency
compensation, components at the input or the output may even affect these
parameters in this case.

The transfer of the system of figure 2.6 is:

A + Aw 2.5)

A
tT1AB
The product A is called the loop gain indicated with symbol L. When the
amplifying part is a nullor, i.e. when L = oo, the gain is:

Jim A, = —‘%— + Aw = Are 26)

The gain A can be expressed in terms of Azeo as:

L A
A= Ao 7 1L
The first factor of the first term (A4o0) is determined by the feedback network, its
second factor is determined by the quality of the nullor implementation. It can
be seen as the deviation from the ideal case (with the nullor). Ideally, it equals
unity. In chapter 7, the details of this error term, like its frequency dependency
will be discussed.

Generally the second term (IA}%) can be neglected for reasonable loop gains.
However, this does not mean that Ayg is of no importance! It is also a term
in Ao, S0 even when a nullor is present, a direct transfer caused by e.g. the
feedback network is not removed. In some cases,A¢ may even have adominant
influence on the transfer and large design errors are made when it is neglected.
With the aid of this model it is possible to divide the synthesis of a negative-
feedback amplifier into two orthogonal parts. The ideal transferAsoo is designed
under the assumption that a nullor is present, it remains unchanged during the
design of the nullor.

@27

2.4  The synthesis of Ao

The first design steps comprise the synthesis of the feedback network. The
necessary gain is provided by a nullor.

24.1  Step 1: The determination of the input and output
quantities

The amplifier has to match optimally to its environment, so apart from the
amplification factor, also information about the source and the load is necessary.
Therefore, to be able to start the synthesis of the feedback network, the following
data have to be known:
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® The source quantity and impedance

® The load quantity and impedance

& The bandwidth of the information

s The maximal signal level

® The dynamic range of the information

& The amplification factor

The source and load quantities are the quantities that are theprimary carriers
of the information. The source and load quantities can be:

m Voltage, (V)
8 Current, (I)

s Power, (P) in which voltage and current are related via a characteristic
impedance.

Usually, the source and load impedance are notknown with sufficient accuracy,
but when the topology is correctly chosen, these impedances have no influence
on the quality of the transfer. This implies that the amplifier has to be sensitive
to the primary information carrying quantity at its input and also has to deliver
the primary carrier at its output.

Suppose, for example, a source of which the current is the primary informa-
tion carrier, e.g. a piezo electric pressure sensor. It consists of a piezo electric
crystal fitted between two metal plates serving as electrical connections. When
pressure is put on the crystal its dipoles are deformed which produces charge
built up over the crystal. The amount of charge is the primary measure for
the pressure. When the two metal plates are short circuited and the current is
measured, the amount of charge can be measured accurately.

Lsensor = é‘b%tlteg 2.8)
Gplates 1s the charge that is generated by the crystal.

When the connections are left open, the charge creates a voltage difference
across the plates of the sensor. The value of this voltage depends on the charge,
but also on the capacitance that is between the plates.

dpl
Uplates = pg = (2-9)

The value of the capacitance between the plates “pollutes” the information with
its inaccuracy. It may, for example, vary with the pressure, since the crystal
is deformed under pressure, which causes non linearity. From this it can be
seen that the choice of the appropriate input and output quantity is of primary
importance.
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Figure 2.7. 'The four different negative-feedback amplifiers.

24.2  Step 2: The synthesis of the feedback network

The task of a feedback network is to take the output signal of the nullor, and
reduce it into a signal that can be compared to the input signal by the nullator.
Depending on the input and output qglantities, four different feedback networks
can be distinguished (see table 2.1)
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Table 2.1. Four different feedback-network transfers.

With these networks combined with anullor, fourdifferentnegative-feedback
amplifiers can be made. In figure 2.7 these amplifiers are shown. Ideal non-
energetic components (gyrator, transformer) are used as feedback network (The
details can be found in chapter 4). The transfer of all amplifiers is dominated
by the transfer of the network:

a When a voltage is fed back to the input of the nullor, the output of the
feedback network is placed in series with the source.

3This book treats only amplifiers that have either current or voltage inputs and outputs. This implies they
need only one feedback loop. For multi-loop amplifiers, having e.g. power inputs and outputs, the theory is
similar, but calculations are a bit more elaborate. Details can be found in [1].
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= For a current input, the output of the feedback network is placed in parallel
to the source.

This is because in the first case the feedback network has to compensate the
source voltage to obtain a zero input signal for the nullor, and in the latter case
it has to compensate the source current.

The input of the feedback network is placed

® in parallel with the nullor output when the output voltage of the nullor is the
primary information carrier

® in series with the nullor output when the current is the primary information
carrier.

Itcan be easily seen that the amplifiers that have a current input, have a zero input
impedance and that amplifiers that have a voltage input have an infinitely high
input impedance. The amplifiers that have a current output, have a infinitely
high output impedance and amplifiers that have a voltage output have a zero
output impedance.

Ideally, the feedback network does not need to have any influence on the noise
performance of the amplifier. This is the case when non-energetic components,
like the transformer or the gyrator are used. In practice, these components are
often not feasible. A gyrator can not be implemented without it producing at
least the noise corresponding to its transfer and transformers are only of use in
limited frequency ranges and certainly not suited for DC. Lacking gyrators and
transformers of adequate performance, a network of impedances, like resistors,
is used. In that case, the noise behavior is affected somewhat by the particular
design of the network. In figure 2.8 amplifiers are shown that use impedances
instead of non-energetic components as feedback network. In all cases, because
of the presence of the nullor, the evaluation of the noise behavior of the amplifier
is very simple. Atthis stage, noise contributions can be expected from the source
and in some cases from the feedback network. This is the absolute best noise
performance of the amplifier. After the nullor has been implemented, it will
become worse. It can be seen that for the voltage and the current amplifier,
the gain can be set by the ratio of two impedances in the feedback network.
The noise contribution of the network is determined by the absolute value
of the impedances (the impedance level of the network). Via the impedance
level of the feedback network its noise contribution can be optimized without
interfering with the gain. Unfortunately, the power consumption ofthe amplifier
is also related to the impedance level of the network in an opposite way, so a
compromise has to be found. Therefore, at this stage of the design it is known
what the highest noise performance will be and also what the minimum output
signal will be, that the nullor has to deliver. It has to supply the voltage and
current for the load and for the feedback network. There are cases in which the
feedback network loads the nullor output more than the actual load impedance!
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Figure 2.8. The four different negative-feedback amplifiers with impedances in the feedback
network.

2.5 The next steps: Synthesis of the nullor

Indesign steps 1 and 2 the feedback network (Atoo) has been desi gned. Atthis
pointin the design, the nullor will be implemented in several steps with practical
components, thereby taking care that the degradation of the performance that
can be expected is identified and kept within tolerable limits.

In aproperly designed amplifier, in which every stage offers maximum gain,
only the noise behavior of the first stage of the active circuit is of importance.

Property noise is localized at the input.

Clipping, the most aggressive way of distortion is likely to happen at the
output, since in a properly designed amplifier, the signals are the largest in the
output stage.

Property distortion is localized at the output.

The fact that these two properties can be assigned to different parts of the
amplifier makes the assumption of orthogonality for these two valid. The third
property, bandwidth cannot be assigned to any particular part of the amplifier.
Both the input stage and the output stage contribute to the bandwidth perfor-
mance of the complete amplifier too. Therefore noise and clipping-distortion
optimization always interfere with bandwidth optimization. For this reason
noise and clipping-distortion optimization should beperformedbeforeband-
width optimization. During these optimizations bandwidth is not taken into
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account. It is assumed that the bandwidth can be repaired later outside the first
and last stage. The contributions of the first and last stage to the bandwidth are
taken for granted during bandwidth optimization. They are taken into account,
but in principle not changed.

Bandwidth calculations can be very tedious. Therefore, before the actual
bandwidth of the amplifier is determined, first a prediction of the bandwidth
is made by way of a fairly simple calculation, using simplified models. When
the circuit passes this test, the actual bandwidth calculations are performed
using fully detailed models. So, especially bandwidth optimization consists of
a number of (orthogonal) stages:

8 bandwidth estimation, based on simplified models

8 bandwidthoptimizationorfrequencycompensation, stillbasedonsimplified
models

® model refinement combined with circuit measures to maintain the perfor-
mance found with the simplified models

The reason for using very simple transistor models atfirst, and refining the model
later after each successful calculation, is that this enables to detect unfeasible
solutions before extensive calculations are performed. Also this gradual refine-
ment of models provides a lot of insight for the designer in the exact cause of
appearing problems in the amplifier.

After the bandwidth optimization is completed successfully, the biasing cir-
cuits are introduced. First as ideal voltage and current sources. At this stage a
first verification with a circuit simulator like SPICE can be performed. After
this, gradually the ideal biasing sources are replaced by practical implemen-
tations. In this way, the influence of each source on the performance of the
amplifier can be evaluated and if necessary corrected.

2.6 Topology synthesis of the nullor
2.6.1 The cascade topology

Before starting the synthesis of the various nullor stages and optimizing
the performance of each stage, it has to be decided first what kind of stages
will be used. Since the nullor is the part of the negative-feedback amplifier
that produces the gain, it should only consist of devices that can deliver this
gain. So, only active devices are usedto implement the nullor. Passive devices
can only reduce a signal (especially resistors that dissipate signal), so their
presence in the nullor circuit would only degrade its performance. Only during
the bandwidth optimization step, sometimes passive compensation components
may be added to the nullor circuit to influence its frequency behavior. So, after
the frequency compensation passive components may be found in the nullor
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circuit that are “legal”, of course only if the better places, like the feedback
network do not offer an opportunity to do the frequency compensation there.
The active devices are seen as two-ports with a chain matrix with small (but
unfortunately not zero) entries. The configuration consisting of more than one
device that produces the most gain is the cascade of devices. It is not the
only “correct” configuration, but it is the correct “first guess”, and usually it is
the best choice. A typical nullor circuit, consisting of three stages, is shown
in figure 2.9. To each stage one of the properties of the negative-feedback

[ Py
===

Figure 2.9. The nullor as a cascade of three two-ports

amplifier can be assigned as the property to be optimized. Noise to the first
stage, clipping to the last stage and frequency behavior to the middle stage(s).
Each two-port contains active devices only.

2.6.2 Two-ports with active devices

The active devices that can, for example, be used in the nullor are the bipolar
transistor and the MOS-transistor. For simplicity, in the figures only bipolar
transistors will be shown, but at all times MOS-transistor or even vacuum tubes
could replace them. Figure 2.10 shows the 6 ways a transistor can be used
to implement a two-port. Note that the three single-transistor two-ports have
one terminal of the input port directly connected to one terminal of the output
port because actually the transistor is a tree-terminal device. This limits the
number of configurations in which they can be used as two-port. Itis important
to understand that although transistors have been drawn inside the two-ports
in figure 2.10, actually small-signal models are used during this design step as
shown in figure 2.11. Initially, even more simplified models are used as shown
in figure 2.18 on page 52 and explained in section 2.9.3.

Unfortunately, no special symbol has been defined that represents a small-
signal model, so the standard symbol for a transistor is used both in small-signal
diagrams and circuit diagrams representing the actual fully biased circuit. This
often leads to confusion in interpreting a circuit diagram.

The connection between one input and one output terminal in the case of the
single-transistor cases has been drawn explicitly outside the two-port in order
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Figure 2.10. Six ways to use transistors in a two-port.
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Figure 2.11. Six ways to use transistors in a two-port, using the small-signal models.

to make it visible at this synthesis level. If the connection can be tolerated, a
single-transistor stage can be used. If not, a stage containing a differential stage
must be used. Using the two-ports shown in figure 2.11, it can be easily found
what type of two-ports is necessary to implement negative feed-back amplifiers
as shown in figure 2.8. In figure 2.12, the current amplifier implemented with
two CE-stages is shown. Only one CE-stage can be used because of the direct
connection between one of the input terminal and one of the output terminals.
With two CE-stages, it is not possible to have the correct sign of the loop gain.
One of the stages has to be a differential stage, but there is freedom to choose
where to put it. Of course, it is always possible to use two differential stages.
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Figure 2.12. Two two-stage current amplifiers.

2.6.3  Replacing the nullator and the norator

The nullor has a nullator at its input and a norator at its output. The nullator
represents an element that is described as just one point in the origin of the
impedance V-I plane, i.e. no current and no voltage. There is no practical
element with this property. Butitis possible to create a set of nodes in a circuit
that meet the specs, i.e. no voltage between the nodes and no current from
one node to the other. Negative feedback is needed to do this. To be able to
realize this with negative feedback, a measurement has to be done at the nodes
involved. There are two measurements that can be done:

1. A measurement of the current from one node to another, where the negative-
feedback loop nullifies this current and via the impedances across the nodes,
consequently, also nullifies the voltage.

2. A measurement of the voltage difference between the two nodes, where the
negative-feedback loop nullifies this voltage difference and viathe impedances
across the nodes, consequently, also nullifies the current from the one node
to the other.

This implies that the nullator is replaced by either a devices that measures
current or a device that measures voltage. This is a choice that has to be made
explicitly, because it may have a considerable impact on the performance of the
amplifier.

A similar thing holds for the norator. The norator is an element thatrelates the
voltage across it to the current through it in such a way that the set of equations
that describe the circuit has a solution. So, the output signal of the norator will
be such that for the nullator the zero current and voltage conditions are met.
The norator is a source, in this respect that it can supply power to the circuit,
but it is not explicitly a voltage source or a current source. So, for the practical
situation in which only voltage and current sources are available, a choice has to
be made: the norator has to be replacedby eithera voltage source or a current
source. Also this choice has to be made explicitly because of the impact it has
on the performance of the amplifier.
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2,64  The ideal substitution and the practical situation

Looking at the four configurations shown in figure 2.7, it can be seen that for
each one a different choice should be made for the substitution of the nullator
and the norator. This will be explained below.

2.64.1 The voltage amplifier

In the voltage amplifier, the feedback network generates a voltage at its
output. This voltage is made equal to the input signal. An error would generate
a voltage difference, so the primary quantity that should be observed by the
nullator-substitute isvoltage.

At the output of the amplifier, the feedback network senses the voltage. This
implies that the norator should be replaced by a voltage source.

‘When the nullator-substitute is chosen to be an element that observes current,
it is of course a zero(low)-impedance element. Then it can easily be seen that a
current flows through it that depends on the difference between the input voltage
and the voltage returned by the feedback network, converted into a current via
the source impedance. So, then the loop gain also depends on the source
impedance which makes it less accurate. In a similar way, the load impedance
starts having influence when at the output the current is sensed instead of the
voltage.

This shows thatonly when the proper substitutions have been done, the source
and load impedances have absolutely no influence on the transfer, even if the
loop gain is not infinite any longer. To have the best independence of source
and load impedance, in order to have the most accurate voltage amplifier, the
nullator should be substituted by a voltage sensor and the norator by avoltage
source in this case.

2.6.4.2 The voltage-to-current amplifier.

In the voltage-to-current amplifier, at the input the same situation exists as
for the voltage amplifier. So, also in this case the primary quantity that should
be observed by the nullator-substitute is voltage.

Atthe output of the amplifier, the feedback network senses the current. This
implies that the norator should be replaced by acurrent source.

Also in this case it can be easily seen that source and load impedances have
absolutely no influence on the transfer, even if the loop gain is not infinite
anymore. So, in order to have the most accurate voltage-to-current amplifier,
the nullator should be substituted by a voltage sensor and the norator by a current
source.
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2.6.4.3 The current-to-voltage amplifier

In the current-to-voltage amplifier, the feedback network generates a current
at its output. This current is made equal to the input signal. An error would
generate a current difference. So, the primary quantity that should be observed
by the nullator-substitute is current.

Atthe output of the amplifier, the feedback network senses the voltage. This
implies that the norator should be replaced by avoltage source.

So, in order to have the most accurate current-to-voltage amplifier, the nul-
lator should be substituted by a current sensor and the norator by a voltage
source.

2.6.44 The current amplifier

In a similar way it can be found that in order to have the most accurate current
amplifier, the nullator should be substituted by a current sensor and the norator
by a current source.

2.6.4.5 The practical situation

Figure 2.13 shows the amplifiers of figure 2.7 with their ideal nullator and
norator substitutes. To have perfect independence of source and load,even when
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Figure 2.13. The four different single-loop negative-feedback amplifiers with the ideal substi-
tute for the nullator and the norator.

the gain of the nullor circuit is not infinite anymore, the nullator and norator
should be replaced by the elements shown in this figure. Looking at figure 2.11,
it can be seen that the current technology (with transistors) does not provide
these elements in a perfect way. Perhaps with the CE-stage the technology
matches the best to the requirements for the voltage-to-current amplifier, butthe
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same stage matches very poorly to the requirements for the voltage-to-voltage
amplifier. So, for many configurations the nullator and norator are replaced by
elements of the “incorrect” type.

When the nullator and the norator are not replaced by elements of the correct
type, the source and the load impedances influence both the transfer of the
amplifier and the loop gain. This influence, basically, can be separated into two
effects:

1. Areduction of the loop-gain, making the factorl——_% in equation 2.7 deviate
more from unity. This makes the influence of the feedback network on the
transfer less dominant. The result is less accuracy.

2. An increased unpredictability of the loop gain, since both the source and
load impedance might be not very accurately known.

Problems caused by the first effect can be simply reduced by increasing the
loop gain, for instance, by adding an extra stage.
The latter effect can cause the most serious problems. When the source and
load impedance are very unpredictable—this is for example the case for opera-
tional amplifier for which the source and load impedance are not known during
design time—the value of the loop gain also is very unpredictable and it may
be impossible to do a reliable frequency compensation.
In this case, and only in this case, it is necessary to give the most priority to
the substitution of the nullator or norator by the best matching transistor stage
concerning its input or output impedance. In all other cases priority should be
given to the maximum contribution of the substituting stage to the loop gain.
If a problem can be solved by increasing the loop gain, this always is the best
method. Only if this is no option, other methods may be considered.

Selecting the proper stage, two criteria are used. In order of priority, the
available stages can be sorted as:

1. stages that offer the largest gain, in other words, the stages that have the
smallest entries at every location of the chain matrix are preferred;

2. stages that match best to the source and load impedance of the amplifier as
described above.

Both the CE-stage and the differential CE-stage always match best to the first
criterion, but not always to the second one. From table 2.2 it can be seen that
for the CB-stage chain-matrix parameter D equals unity and for the CC-stage
this holds for parameter A. So, the contribution of these stages to the loop gain
is lower than that of a CE-stage. Also the noise and the distortion behavior is
usually negatively affected when these stages are used at the input or the output
ofthe nullor circuit. However, the CB-stage has an input impedance that comes
closest to the “current-sensor substitution” for the nullator. Therefore if the
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A B C D | sense type | source type
CE-stage | small | small | small | small v I
CB-stage | small | small | small 1 I I
CC-stage 1 small | small | small v \"

Table 2.2, Typical entries of the chain matrix of the three transistor stages and their typical
input and output behavior.

current-source impedance is very unpredictable, at the expense of a decreased
noise performance and reduced loop gain, the influence of the source can be
reduced, making a predictable design possible.

In a similar way, the CC-stage has an output impedance that comes closest to
the “voltage source substitute” for the norator. Therefore if the load impedance
is very unpredictable, at the expense of the distortion behavior and the loop
gain, the influence of the load impedance can be reduced, making a predictable
voltage-output design possible.*

From all this it can be concluded that, except for some very rare cases, the CE-
stage and the differential CE-stage should be the building blocks to implement
the nullor circuit. Later it will be shown that sometimes CB-stages could occur
as a cascode stage to improve the behavior of a CE-stage.

2.6.5 The current mirror as a stage in the nullor circuit

The current mirror is a “strange” translinear stage that does not fit very well
in the classification of stages that has been made so far. Still they are often
used, so there must be a reason to use stages like this, even when their use is
not indicated by the theory described above (yet?).

In figure 2.14 a circuit diagram is drawn that shows the behavior of a current
mirror when a signal current ¢ is supplied at its input. It just multiplies the
current at its input by a factor 2. With one of its output terminals connected to
the supply or the ground it always injects signal into the supply environment.
Since only one terminal of the output port is freely available, the current mirror
cannot be used to process differential signals. Sometimes it is used to increase
the gain of a nullor circuit by a factor 2 as can be seen in figure 2.15. Without
the current mirror, this nullor circuit would have had half the current gain it
has now. The price to pay for this is the connection of one of the terminals

“This is generally the reason to design operational amplifiers (OPAMPS) with an output stage like this.
The load impedance is not known. Especially a capacitive load could cause stability problems when this
capacitance can generate an unpredictable dominant pole. Usually the CC-stage at the output shifts this pole
to the non-dominant group. For “OPAMPS” that are used internally in integrated circuits, where the source
and load impedance are known, there is no reason to use the CC-stage. Giving in on the reflex of using a
CC-stage in this case means giving in on the over-all performance. But designers do think....
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Figure 2.14. 'The signal behavior of a current mirror on the “system level”.
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Figure 2.15. A current mirror used to increase the gain of a nullor circuit by a factor 2.

to the signal ground (which can also be the supply voltage). Even when the
current mirror is used in an intermediate stage the ground connection occurs,
thus creating a leakage path for the signal to ground. Used as a differential
pair or as a cascoded CE-stage instead of as a current mirror, the two transistors
could have contributed much more to the gain of the nullor circuit and no ground
connection would occur.

The input impedance of the current mirror is low. In this respect it is very
similar to the CB-stage. So for instance it could be used as a cascode stage, to
improve the properties of a CE-stage. However the CB-stage performs better
in this case.

Figure 2.16 shows the current mirror in a circuit with a differential pair in
which the bias currents for the differential pair are shown too. Itcan be seen that
in this case the current mirror can be used effectively to separate bias current
from signal current. At the free output terminal, the signal current is available
without bias currents and the differential pair is nicely symmetrically biased
following the tail current that sets the value of the bias current. In section 8.12.3
this will be discussed. From all this it could’ be concluded that it only makes
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Figure 2.16. The current mirror as a bias device.
sense to introduce a current mirror in a circuit for biasing reasons....

2.7  Step 3: Design of the first nullor stage: noise

The first property that is optimized in the nullor design, is the noise perfor-
mance. In figure 2.17 the nullor configuration is shown that is used for this.
The first stage is put in front of the nullor. When the gain of the first stage
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Figure 2.17. The model for the active circuit used for noise optimization,

is sufficient, the noise contribution of the rest of the circuit can be neglected.
Therefore, as a first stage a CE or a CS stage should be used, because they offer
the most gain. Basically, three different ways of noise optimization can used at
the input:

= noise matching to the source via a transformer;
® optimization of the bias current of the input stage;
® connecting several input transistors in series/parallel.

All of them can essentially be viewed as variants of the first type. The difference
is the number of noise sources which are taken into account in the optimization.
Details will be described in chapter 4.

31t will take some more research before the word “could” can be replaced by the word “can”.
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The advantage of starting with the noise optimization is the fact that it is
possible to model the circuitry following the first stage by a nullor. In this way,
the other two criteria, bandwidth and distortion, remain ideal. The nullor will
supply infinite power if necessary, its infinite gain results in infinite bandwidth
and zero distortion. The designer only has to be concerned with noise in the
input stage. As long as the implementation of the nullor is good enough, the
performance of the first stage with respect to bandwidth and distortion can be
of no importance. An orthogonal design of the noise performance is therefore
possible.

2.8 Step 4: Design of the last nullor stage: distortion

The clipping distortion, though also localized at a specific place in the am-
plifier, is better not taken as the first aspect to be optimized. This is because it
is not possible, like it was for noise, to take the stage concerned and cascade it
with a nullor to make the optimization independent of the noise and bandwidth
aspects. The nullor would be placed in front of the stage concerned and with
its infinite gain, it would reduce the distortion caused by this last stage to zero,
irrespective of the implementation of that stage. So, to keep calculations simple
as long as possible, by keeping a nullor in the design as long as possible, the
design should start with noise optimization.

During most of the design small-signal models are used. As already men-
tioned in section 1.5.2 and section 1.5.3, these models are only valid for small
signals, for which the higher-order terms in equation 1.17 are negligible. This
is the criterion that sets the validity range of the model. Outside this validity
range, the behavior of the circuit differs from the model to a certain extent. The
distortion that is caused then can be divided into two classes:

m  weak distortion;
® clipping distortion.

When the signal becomes so large that the higher-order terms are not negligible
anymore, but are not causing a complete change in the signal behavior of the
amplifier this is called “weak distortion”. Usually an increase of the loop gain
can reduce it.

When the signal becomes so large that an additional increase of the input signal
does not lead to an increase in the output signal, “clipping” occurs. A direct
consequence of the clipping of an amplifier is that the feedback loop is broken.
This tends to result in a violent and unpredictable behavior of the amplifier and
should be prevented at all times. When an amplifier is close to clipping, the
small-signal parameters become strongly signal dependent yielding an consid-
erable increase of the nonlinear distortion. Clipping occurs, for example, in the
circuit with transfer g¢x) shown in figure 1.7 on page 16, when a signal with
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magnitude X¢q is applied to the input. Then the small-signal transfer is zero;
the loop is broken.

Clipping occurs when the signal has a large amplitude. When every stage
in the nullor circuit is designed for maximum gain as is stated in section 2.6,
the largest signals can be expected in the output stage. So, as the first stage is
optimized for noise since a that place the signal is the smallest, the last stage is
designed for preventing clipping. Bandwidth can be manipulated anywhere in
the amplifier, so any restriction on bandwidth caused by the last stage, can be
corrected elsewhere in the amplifier.

For the best orthogonality, the gain of the last stage should be as large as
possible. The magnitude of the signals in the preceding stage is reduced by
the gain of the last stage. Therefore it is unlikely that this preceding stage will
cause clipping distortion problems if the last one does not. So, also at the output
a CE or a CS stage is preferred.

The dominantcontribution to the weak distortion, caused by the non-linearity
of the devices, may not come from the last stage. In a lot of cases it appears
to be the first stage that causes this type of distortion. However, this type of
distortion can be reduced by increasing the loop gain, a measure that can be
taken anywhere in the circuit and that is not in conflict with bandwidth or noise
optimization. Details will be described in chapter 5.

29  Step 5: Bandwidth optimization

Bandwidth optimization comprises three steps. Firstly, an estimation of the
bandwidth capabilities of the amplifier obtained so far. When this estimation is
large enough, the second step can be done, the actual frequency compensation.
These first two steps use simple models yielding simple (and fast) calculations.
The third step in the bandwidth optimization is to check whether these simple
models are valid or not. If not, counter-measures should be taken to make these
simple models valid again.

2.9.1 Bandwidth estimation

The exact calculation of the bandwidth of an amplifier is very complicated
and not necessary to assess the feasibility. Therefore, first a prediction is made
on the achievable bandwidth of a solution that is not based on complicated
calculations. By model simplification, calculations are reduced even further.

In figure 2.18 the models that will be used for the CE and the CS stage are
depicted. The outputimpedance is made infinite. The capacitancesC), and Cyq
from base to collector and from gate to drain, respectively, are not included in
the model.

The two stages that have resulted from the noise and the distortion optimiza-
tion are now cascaded to form the first guess for the complete active circuit. The
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Figure 2.18. The simplified model for the CE and the CS stage for used for bandwidth estima-
tion.

simple models are used. In some cases differential pairs may be used instead
of single transistors. Details about this are found in the appropriate chapters.
A negative-feedback amplifier results that at least meets the noise and the clip-
ping specs. Now the product of the poles and the DC-loop gain is calculated.
Because of the simple models this is a very simple job. The result is called
the loop—gain—poles product(LP-product). The following prediction about the
bandwidth of the amplifier can be made with the use of this LP-product:

When n poles of the amplifier can be forced into Butterworth position during
compensation, the bandwidth of the amplifier will be:

B, = {/LP, (2.10)

It is a necessary, but not sufficient requirement on the amplifier. When the
LP-product is not sufficient, the amplifier will never meet its bandwidth specs.
When it is sufficient, there is a good chance that an amplifier results after
frequency compensation that meets the bandwidth specs.

When the LP-product is not sufficient an extra stage is added to increase
it. Every time a CE or a CS stage is added, a factor fr is contributed to the
LP-product. Other than these stages contribute less than fr, so they are not
favored. Atthis design stage, only extra intermediate CE or CS stages are added
until the LP-product predicts sufficient bandwidth.

Not all poles can be forced into Butterworth position. Only so-called “dom-
inant poles” can. A method to distinguish dominant poles from non-dominant
poles will be described in chapter 6. There also the biasing requirements for
the intermediate stages and slewing effects will be discussed.
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2.9.2  The actual frequency compensation

When the LP-product is sufficient, the poles of the amplifier have to be
forced to the required position. Several methods exist thatcan be used. They are
phantom-zero compensation, pole-splitting, pole-zero cancellation and resistive
broad banding. These are treated in detail in chapter 7. It is important to note
that this frequency compensation is performed using the simplified models!

2.9.3 Model refinement

model, refinement Frequency compensation is at first performed with the
simple models. When a full compensation is established, the models are refined
step by step. Each time an output impedance or a Miller capacitance is added
and the pole-zero pattern is evaluated. In the cases where the pole-zero pattern
is seriously affected, an ideal current follower is cascaded to the stage that
causes the problems. In figure 2.19b this is shown for a stage in which a Miller
capacitance is added. The ideal follower short circuits the output impedance, so
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Figure 2.19. Gradual correction of errors that occur during model refinement.

any problems that occur due to this should disappear. The collector—base Cp)

capacitance is shorted to ground also and thus the pole of the stage is back at
its original place again. Only the right-half-plane zero that is introduced by Cj,

is not removed. When the pole-zero pattern is not restored by the introduction
of the follower, it is certain the problems are caused by this zero. Then for a
bipolar transistor it can sometimes be forced to a higher frequency by proper
voltage biasing of a collector. Also a device with a smaller Miller capacitance
could be selected. In all other cases a more complicated compensation, taking
the zero into account, has to be performed.

In case the ideal follower restores the original pole-zero pattern, it is replaced
by a practical implementation, a CB or CG stage. In figure 2.19c this is shown.
In case the practical follower does not restore the pattern while the ideal follower
does, it is certain the right-half-plane zero does not cause the problems—for
this reason the step with the ideal follower was introduced—but the insufficient
performance of the practical follower. Appropriate measures can then be taken.
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2.10  Step 6: Biasing

The biasing step starts when the small-signal design is completed. This
means that until now, the small-signal models have been used for the devices
and the deviations from this model caused by the non-linearity of active devices
was dealt with as distortion or clipping. Biasing values like a collector current
have been used already in the small-circuit design, but not as actual bias currents
and voltages actually occurring in the circuit. They appeared as parameters that
set the value of the small-signal parameters. For example, the small-signal
transconductance gm of a bipolar transistor is related to a “parameter” fo with
the name collector current. In the small-signal model no collector currentl is
found. During the small-signal design the only thing that matters is to know
that when the bias parameters have the correct value, the small-signal model is
valid, in principle only in the bias-point itself, but allowing for acceptable errors
(distortion) the model is valid in a certain range around this bias point. During
the biasing step, the actual transistor, being a non-linear device, is combined
with bias sources in such a way that in a specified signal range it behaves
sufficiently similar to the small-signal model used in the previous design steps.

In figure 2.20 the small-signal model of a MOSFET has been depicted. Apart
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Figure 2.20. The small-signal model for a MOSFET .

from some passive components, there also is a voltage-controlled current source.
This source can generate power at any frequency completely under control of
the signal at the controlling port. This can be a completely linear circuit.
When precisely compared to the behavior of a practical device it becomes
clear that this small-signal model cannot be the model for just the MOSFET.
A practical MOSFET contains no sources. It cannot generate power at any
frequency under control of the gate voltage. Also, the most dominant brand
of sources available in practice are uncontrollable DC sources. So, a direct
practical implementation of a controlled source is not feasible. To generate
power at any desired frequency with only DC sources available requires a non-
linear device, because only with a non-linear system energy can be exchanged
between different frequencies. A practical circuit that can approximate the
behavior of the small-signal model must comprise at least one non-linear device
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and one DC-source. As mentioned in section 1.5.2, also an offset makes a
system non-linear, so to make the desired practical circuit meet the small-signal
requirement, also off-set sources are needed. Figure 2.21 shows the complete
practical circuit that has a behavior close enough to the behavior of the small-
signal model shown in figure 2.20 in a limited signal range. The components
are:

1. the non-linear device: the MOSFET;
2. the DC-source that supplies the power;

3. the DC-sources that remove the offset and define and maintain the operating
point.

Two of the DC sources are controlled. Note that even a MOSFET has a con-
trolled DC current source at its input. Even when a nominal value of zero is
expected, this does not mean that the control can be deleted. The details on this
topic are found in chapter 8.
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Figure 2.21. A biased MOSFET .

When all small-signal models have been replaced by transistor-source combi-
nations, the number of DC-sources can be reduced by shifting them through the
network and merging them. Voltage sources that can be shifted into grounded
branches form the supply voltage. So the supply voltage is not given as a speci-
fication, but found from the required performance. When only a lower a supply
voltage is allowed, it is easy to understand that then the required performance
can not be obtained. Still, since it is known where the voltage sources origi-
nated, it is possible to select which performance aspect will be reduced to be
able to meet with the supply voltage constraints. Sometimes it is also possible
to reduces the necessary supply voltage by changing the type of some of the
devices, e.g. by replacing some N-MOST transistors for P-MOST transistors.

Of course, first ideal voltage and current sources are used for biasing. During
this design stage, the functioning of bias loops can be evaluated and frequency
compensation of each bias loop can be performed. After this, one by one the
ideal sources are replaced by practical implementations, to see what influence
each source has on the performance.

Chapter 8 will deal with the complete biasing theory.
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2.11 A note on current conveyors

In this book, apart from this section, no current conveyors will be found.
Current conveyors can be seen as basic building blocks (atoms) that are used
to construct circuits. The same holds for nullors. In this chapter, nullors have
been introduced as the power and gain providing atoms for the synthesis of
amplifiers. Both the nullor and the current conveyor are sufficient by themselves
to cover the complete synthesis space of electronic circuits. It is possible to
build a synthesis method based on either one of them. When one of them is
chosen as the atom, the other can be constructed with it. In figure 2.22a, it can
be seen how a current conveyor is constructed from a nullor by applying the
appropriate feedback. In figure 2.22b, it is shown how a nullor is constructed
from two current conveyors. It is obvious that it is not necessary to introduce
both of them as an atom in a design theory.

It depends on the demands of a designer which element is chosen as an
atom. Surely both elements have their advantages and their disadvantages, and
it is not easy to rank them. A big advantage of a current conveyor is that the
most common active devices presently available in technology all resemble
current conveyors. Both bipolar transistors and MOSFETS easily match to the
current conveyor. When a circuit has been synthesized with current conveyors,
it therefore seems to be not too difficult to translate this circuit into hardware.
When a circuit has been designed with nullors as atoms, often constructions
like that given in figure 2.22b are used before the circuit can be translated into
hardware. This implies that the center node, which connects the “X” terminals
ofthe current conveyors in figure 2.22b, remains unnoticed during the first stages
of the design. Itis hidden within the nullor. Still, this node can be “an input for
trouble” in the practical circuit. This node is usually involved in the biasing of
a circuit, making it a signal node too, especially when there is a special biasing
loop. Choosing the nullor as the atom inevitably introduces this problem, and
one might think it is best to forget about nullors and to start designing with
current conveyors as atoms. Also the fact that the present devices behave like
current conveyors might suggest into this direction. However, appearances are
deceptive. The devices are poor performing current conveyors and for high
performance applications they will not be able to do the job on their own. It
is not wise to mix different hierarchical levels, the system level and the device
level. To find new circuits, new applications and to drive technology, the choice
for an atom on the system level should never be dictated by technology. The
most convenient atom for the system level design should be chosen and this is
beyond any doubt the nullor.

Therefore, in this book the nullor has been chosen as the atom. It has been
chosen because of its largest advantage over the current conveyor: it is more
general and therefore matches better to the creativity of the designer.
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Figure 2.22. (a) Construction of a current conveyor with a nullor, (b) construction of a nullor
with two current conveyors.

Looking at figure 2.22a, it can be seen that a current conveyor can be con-
structed from a nullor, by applying feedback to it. And this is an important
difference between the two elements. The current conveyor can be seen as an
element with an internal feedback loop and consequently an internal loop gain.
And this is where the problem pops up in practice. As long as the loop gain
in a device that is used to implement a current conveyors is sufficient, there is
no problem in translating designs into hardware. The problem occurs when the
loop gain is not sufficient, which tends to be in high-performance designs. It
is not a big problem to increase the loop gain in the case of figure 2.22a, since
only the gain of the nullor implementation has to be increased. As always,
when an implementation of a nullor fails to do the job, only its gain needs to be
adapted and the problem is solved. However, when a device does not operate
as a current conveyor within specifications, there is no simple way to increase
its internal loop gain. Itis given by technology. Then more devices are needed
to do the job. When this happens, the distinction between “true” current con-
veyors and constructions shown in figure 2.22a, becomes very vague. Then
the nullor approach is “loosely”” followed to construct better current conveyors.
Then these conveyors are used to constructs circuits. There is a great risk this
results in sub optimal circuit! In this situation, it is of course better to directly
construct the circuit with the nullor approach. Also, when the current conveyors
are implemented with more than one device, internal nodes are created, similar
to the internal X-node of figure 2.22b.

Considering these practical conditions, it is obvious that the nullor is the
best choice as the atom for a clear, insight-providing design strategy. It will be
shown later that the awareness of a potential ‘“X-node problem”, makes it, if it
does occur, easier detectable and solvable.
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2.12 Exercises
Exercise 2.1

In the figure given below, fig.2.23, the gain A of an opamp (without feedback)
is depicted. The gain equals 140 dB (Ag) for the relatively low frequencies,

AldB]
120
80
40 -
u 1 1 T 1 1 ] 1] 1]
1Hz 1kHz 1MHz —"\
f

Figure 2.23. The gain of an operational amplifier as a function of frequency

whereas the gain drops with 20 dB/dec beyond 10 Hz. The gain is reduced to
1 at 100 MHz (fr, the transit frequency). When this operational amplifier is
used in a negative-feedback structure, the figure can be used to determine the
bandwidth of the closed-loop amplifier.

With this operational amplifier a negative-feedback amplifier is made with a
gain of 10.

1. Determine with the help of this plot the bandwidth of the negative-feedback
amplifier, using the operational amplifier as the active part, for a 90% accu-
rate transfer.

2. Repeat this, but now for a 99% accurate transfer.

3. When you, as a designer, have the ability to increase one of the two variables,
fr or Ay, in order to increase the accuracy of the feedback amplifier, which
one should you choose and why?
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Exercise 2.2

A transducer supplies a signal currents equal to:
is = X - 10 pA, 2.11)

in which X is the information carrying quantity. The output impedance of the
transducer is approximately 100 k2.
This signal has to be amplified to a signal, vs:

ve=X-1uVv (2.12)

The load of the amplifier is approximately 1 K2.

Below, 6 basic configurations are depicted which are proposed for the required
amplifier. For 3 configurations the Norton-Thevenin transformation is applied
to the source.

Motivate for each of these 6 configurations whether it is a good choice for the
required signal processing function, or not.

i=X'10pA ﬂ}: ca. 100k Q
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Exercise 2.3

1. Using a nullor, design a current follower (D=1) and a voltage follower
(A = 1) by applying unity feedback to this nullor.

2. Use one CE-stage, as shown in fig.2.24, as a nullor implementation. Com-
pare the resulting circuits to the CB and the CC stage. What conclusions

can be drawn from this?

+

Figure 2.24. A single transistor nullor.
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Exercise 2.4

Small-signal diagrams are used to analyze the behavior of, for instance,
nonlinear transistors when excited by a relatively small signal.

1. Derive for relatively low frequencies (DC) the small-signal diagram of a
PNP bipolar transistor.

2. Compare it to the low-frequency (DC) small-signal diagram of a NPN bipo-
lar transistor.

3. What is your conclusion? Explain your findings.
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Exercise 2.5
Figure 2.25 depicts three nullor implementations.

-]

O O
+
m |
O = O
S = —
+
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o— I O

Figure 2.25. Three arbitrary nullor implementations.
1. Which of the implementations of figure 2.25 are correct and which incorrect?
Motivate your choices.

2. Indicate in the figures the intended output polarities. A reference polarity
for the input is given in the figure.
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Exercise 2.6

Figure 2.26 depicts two, two-stage nullor implementations realizing an in-
version between input and output, as indicated.

o o o o
+ - + -
B *5 o- Lk
)] (I

Figure 2.26. Two two-stage nullor implementations realizing inversion between input and
output,

1. Are both implementations correct implementations?

2. No: describe what is wrong and indicate what the consequence is on the
performance of the nullor implementation.

3. Yes: which one do you prefer? Motivate!
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Exercise 2.7

Given the four amplifiers in figure 2.27.
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Figure 2.27. TFour feedback amplifiers.

1. Determine the ideal transfer, Assc, Of each of these amplifiers by using the
nullor constraints.

2. Give for each of the nullors a two-stage implementation using MOSFETs

3. Derive for each of the implementations the loop gain, L(s), and the direct
transfer, Ao.
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Exercise 2.8

+
is T? Cs—L + - RL QCLJ- vout
1L 1 L
Figure 2.28. A transimpedance amplifier.

The above depicted transimpedance amplifier needs to be connected to a
current signal source. The output impedance of the signal source is capacitive
and not accurately known. This is because the amplifier is intended to be
connected via a long shielded wire to a sensor. The exact length of the wire
is determined only at the moment of the application of the amplifier. Thus the
value of Cj is not known.

1. What is the effect of the uncertainty in Cs on the transfer of the amplifier
when the active part is a nullor?

2. What are the consequences of the uncertainty in Cs when the nullor is
implemented by means of transistors?

3. What type of transistor stage (CE, CB or CC) is the most appropriate one,
in order to minimize the effect of the uncertainty in Cy the most?

4. What is the effect on the three quality aspects: noise; distortion and band-
width for the chosen stage?
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NEGATIVE FEEDBACK

3.1 Introduction
The goal in electronic circuit design is to realize a specified transfer function.
Three fundamental signal-processing quality aspects are of importance:

® noise
s bandwidth

m distortion

In order to attain an implementation that is optimal to all three aspects quickly,
a systematic design method has to be followed. According to chapters 1 and 2,
this method consists of a top-down method, in which the three design aspects are
orthogonalized. In this chapter negative feedback is dealt with as a method for
realizing the accurate transfer. The asymptotic-gain model is discussed, which
models the amplifier as a combination of a nullor, or a circuit implementation of
it, and an accurate passive feedback network. This division orthogonalizes the
design of the active circuit and the design of the feedback network, that realizes
the accurate transfer. This makes the asymptotic-gain model well suited for
synthesis.

Ideally, the gain part of a negative-feedback amplifier is a nullor, so it has
infinite amplification. In practice, when the nullor is implemented with transis-
tors, an error is made. Then the loop gain is finite and is likely to show some
non-linearity. However, when the loop gain is still high enough, the dominance
of the feedback network in determining the transfer may still be sufficient.

Ideally, the transfer of the overall amplifier is fully determined by the feed-
back network. The feedback network may consist of ideal elements: gyrators
and transformers. They consume no power and produce no noise. With com-
bination of these elements all possible single-loop negative-feedback amplifier

67
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configurations can be realized as can be seen in figure 2.7. The transfer can be
both inverting and non-inverting, depending on the connection of the feedback
network. So, totally eight configurations exist.

By using the more practical passive components, not all amplifier combina-
tions are possible with only one nullor. As can be seen in figure 2.8, the voltage
amplifier and the current amplifier have to be non-inverting and the other two
must be inverting. The use of “indirect feedback™ and “active feedback” may
yield feasible results but this is beyond the scope of this book. If only passive
feedback networks and one nullor are to be used, only four amplifiers out of
eight types can be realized. And, of course, the impedances in the network load
the nullor circuit and may introduce noise or increase the noise contribution of
existing sources.

3.2 Accurate transfer

In chapter 2 it has already been shown that negative feedback is the only
strategy that has the potential of synthesizing amplifiers of which the accuracy
is completely dominated by passive components. This chapter will describe in
more detail the procedure that makes use of the asymptotic-gain model to do
this.

321  Negative feedback

Negative feedback has best accuracy, because an accurately reduced copy
of the output signal is compared with the original input signal. Any deviation
from the intended output signal is found at the input of the nullor circuit, which
adapts its output signal to the required value. The feedback network determines
the transfer function completely when the nullor circuit has a perfect behavior.
It only delivers the required signal power. Therefore, the nullor circuit needs
not to be accurate, but only needs to have large gain, ideally an infinite gain.
The feedback network consists of passive elements only, which must have high
accuracy.

3.22  Adaptation to source and load

In electronic systems, the information can be coded in three domains:
® current
s voltage
B power

Both the source and load have the signal coded in one of these domains, resulting
in nine different types of amplifiers (18 when the inverting and non-inverting
possibilities are taken into account). All these types can be realized by negative-
feedback amplifiers. The feedback network of the amplifier must be chosen



3.3. THE ASYMPTOTIC-GAIN MODEL 69

such that the amplifier has an ideal match with respect to the source and load
conditions, as explained in the following.

3.2.2.1 Source condition

It is important to prevent the source impedance from having influence on
the transfer. So, a voltage source requires an amplifier with an infinite in-
put impedance, while a current source requires an amplifier with a zero input
impedance. Via these ideal terminations of the sources, the influence of the
source impedance is prevented. When the source is not terminated correctly,
the source impedance is somehow found in the transfer of the amplifier. Both
impedances can be inaccurate or even nonlinear, thus resulting in performance
degradation, even when a nullor is used as active element. This phenomenon
can be used to do a quick and simple evaluation to see if the correct amplifier
configuration has been chosen. A nullor should make a circuit perfect. Ifin a
circuit the active part intended for amplification is replaced by a nullor and the
circuit does not become perfect, the circuit is not correct for the application'.

Suppose the signal of a voltage source with a source impedance of 1 K2
is amplified by an ideal current amplifier (with nullor). The input
impedance of the current amplifier behaves like a short circuit, so
a signal current flows with a magnitude that is set by the source
impedance. When this source impedance is inaccurate or non-linear,
the resulting current is a much worse representation of the informa-
tion that was originally contained in the signal voltage of the source.
The lost information cannot be recovered, not even by a perfect cur-
rent amplifier.

3.2.2.2 Load condition

The load condition for amplifiers is similar to the source condition. The
signal to be delivered must be coded in the required domain, otherwise the
non-ideal load impedance determines the signal transfer too, even when the
amplifier itself is a perfect one.

3.3 The Asymptotic-Gain model

Several models exist for describing feedback systems, of which Blacks model
is the best known. However, Blacks model assumes ideal unilateral transfers
and no loading effects at the input and the output, which is far from practice
in electronics. A better model for describing electronic feedback systems is
the asymptotic-gain model. The starting point to come to the asymptotic-gain
model is the superposition model, shown in figure 3.1. The signals in this model

"This is a general feature of the introduction of a nullor and not limited to just amplifiers.
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Figure 3.1. The superposition model.

are linear combinations of the signal from the source Eg4 and an arbitrarily
chosen controlled source E, °. As it is not important whether the signals are
voltages or currents, they are denoted by E. For the model the following holds:

E, = ApE; +vE,, 3.1)
E; = §E;+ PE,, (3.2)

E; s the signal at the amplifier output

E; s the control input of the controlled source

E, isthe signal at the amplifier input

E, is the signal from the controlled source

The output of the controlled source depends on its control signal according to:

E, = AE, (3.3)

in which:

A is the gain of the controlled source, 3 represents the feedback.
The transfer 4; of the amplifier is defined as the ratio between the load and

source signal: E 4
= -
Ay = E, Ao + l/{l Y 3.4)
The product
L=Ap (3.5)

is called the loop gain. The higher the loop gain, the more dominant the feedback
3 becomes on the overall transfer. For the loop gain approaching infinity the
asymptotic gain, Ao, is found as:
vé
lim A; = Ao = A — —. 3.6
fm A= Ao = A = 5 3.6)

20f course, we are thinking of a nullor here.
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The factors ¥ and £ represent a non-ideal coupling between the input source
and the control input of the controlled source and a non-ideal coupling between
the controlled source and the output, respectively. Normally they equal unity.
When an incorrect amplifier type is chosen as discussed before, source or load
impedances may cause them to have a different value. Usually that results in
inaccuracy’. Therefore, to keep the equations simple, the substitutionsy = 1
and £ = 1 are made. Then the expression for the transfer A yields:
E; —-L Ao

A=g =TT 1oL

3.7

For an infinite loop gain, the second term disappears and even in practical
amplifiers the first term tends to dominate the second one. Note that A is
also in the expression for A¢ee, S0 loop gain does not remove the influence of a
direct transfer! Still, for high loop gains the transfer can be approximated by:
—L
At = Apoo———. 3.8
t too 1-L ( )
So, when there is infinite loop gain—which would be there if the controlled
source was a nullor—the transfer of the amplifier is:
1
At = 5 (3.9)
an expression that can realized with just passive components, sinceg is smaller
than one for an amplifier with a gain larger than one. It can be seen that the
design of amplifiers can be separated into two orthogonal design steps:

» design of the asymptotic gain Ao}

s realization of a large (infinite) loop gain L,

or in circuit terms:

m design of the feedback network, assuming the presence of a nullor;

s design of a circuit with a behavior that approximates the nullor sufficiently.

The model that makes use of the asymptotic gain,A¢no, is called the asymptotic-
gain model. The model takes implicitly the source and load impedances into
account. Their influence on Ay is modelled via € and v, respectively. By
choosing the appropriate feedback network they can be made one and then
the source and load impedance do not have an effect on the ideal transfer. This

There are also negative-feedback amplifiers with indirect feedback, that may have av or £ not equal to
unity by nature. So not in all cases inequality to unity indicates an incorrect choice of the amplifier type.
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means that the amplifier implicitly has the correct input and output impedances.
The influence of the source and load impedance on the accuracy is taken into
account via the loop gain. When the loop gain is sufficiently large (infinite in
the ideal case) the transfer function is equal t0 Ageo: the signal is transferred
according to specifications.

3.4 Transfer of an amplifier

The transfer of an amplifier is determined by the feedback network. The
feedback network and the nullor implement a strict relation between the currents
and voltages at the input and output ports of the amplifier. The behavior of the
amplifier is fully determined by four (anti causal) transfers, given by the chain

matrix:
Y _ A B Vo
(4)-(&5)(%) 610
in which the chain parameters are given by:

Vi
= — ,B:

Yo |;,=0

vj i i
= 7C=_ ,D=,—
1o

Vo

(3.11)

to

vo=0 1,=0 vo=0

The reciprocal values of these parameters are the transfer parameters, and
give the transfer from the input to the output of the two port.

1
voltage — gain factor = p= 1= % (3.12)
i li,=0
1 ,
transadmittance factor = yv=—= = Yo (3.13)
B Vi V=0
transimpedance factor = (= l = & (3.14)
C (71 io=0
1 ,
current — gain factor = a= D= Z—o (3.15)
1 ly,=0

By applying negative feedback, it is possible to accurately determine one of
these transfer parameters.

3.5 Nullor feedback networks

The asymptotic-gain model shows the possibility for accurate amplification,
if a high-gain stage and an accurate passive feedback network are available. In
that case the transfer function approaches Ayoo. The ideal circuit-theoretical
element that fulfills the high-gain requirement is the nullor as discussed in sec-
tion 2.2.2. The nullor is an ideal element with infinite gain, infinite bandwidth
and infinite output capability, without addition of any noise. When a design,
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in which a nullor is incorporated, is not functioning according to specifications
already, it is sure that it will never meet the specifications irrespective of the
successive design steps. It is sure that the behavior of any practical circuit that
is designed to substitute the nullor is worse than the ideal nullor behavior. If it
happens that a practical circuit yields better results than a nullor would, prob-
ably a serious error has been made in the choice of the circuit topology. The
correct choice would give a better ideal circuit with the nullor and also a better
“practical” circuit.

3.6 Feedback networks

The source and load representation of the information can be voltage, current
or power. In case the information is coded in power, the voltage and the current
have a strict relation to each other. To obtain an accurate relation between the
source signal and the load signal, an accurately reduced copy of the output
signal must be compared to the input signal. Output series feedback is used
when the output of the amplifier is a current. Output shunt feedback is used
when the output of the amplifier is a voltage. To allow the nullator to make
a comparison between the output signal and the input signal, the input shunt
feedback is used for current comparison and the input series feedback is used
for voltage comparison.

3.6.1 Transformer and gyrator networks

The use of gyrators and transformers constitutes a fully ideal feedback net-
work. No noise is introduced, no bandwidth limitations imposed and no dis-
tortion is present. They seem to be the ideal candidates for implementing the
feedback network. And indeed, transformers nowadays can be attractive feed-
back components, though integrated transformers only become feasible above
a few hundreds of MHz. At low frequencies they are frequently considered to
be too bulky. Unfortunately gyrators are just ideal circuit-theoretical elements
that can not exist in practice. The gyrator function can only be simulated by
electronic components, thereby fundamentally introducing noise and a limited
dynamic range.

Still, transformers and gyrators as ideal circuit-theoretical non-energetic two-
ports can be used to design a desired transfer function. In figure 3.2, two gyrators
and two transformers are used to realize all possible transfer functions, yielding
a relation between current, voltage or power at the input and output of the
amplifier. The designer can choose one, two, three or four feedback loops to
realize the required signal transfer accurately, according to the table 3.2. Single
loop amplifiers —the main topic of this book— only allow for current and voltage
signals; no power transfer is possible, because for this at least two loops are
necessary.
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Figure 3.2.  All possible ideal feedback networks.

output voltage | output current output power |
input voltage ny G, n; and G
input current Go ng n9 and G»
input power ny and G2 G and ng ny, ng, G1 and Go

Table 3.1. Required feedback loops as a function of input and output quantities.

3.6.2 Passive single-loop feedback by one port elements

When transformers and gyrators are not available, the feedback network
can employ resistors, inductors and capacitors to determine the overall transfer
function. The configurations that are possible are given in figure 3.3. According
to its definition (section 1.4.2) the transfer function of an amplifier is frequency
independent, so the transfer of the feedback network must also be frequency
independent. When the transfer depends on the ratio of two impedances, the
two impedances should have an equal frequency behavior. When resistors are
used, they introduce noise, which have to be taken into account when optimizing
the noise performance of the amplifier.

Of course, when using only resistors, capacitors and inductors it is not pos-
sible to realize each type of transfer both inverting and non-inverting, but this
hardly causes a real problem. Still, when it does, using indirect feedback or
using active feedback it is possible to realize both inverting and non-inverting
transfer functions for every amplifier type. Both methods will only be treated
briefly in the following.
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Figure 3.3. The four possible feedback configurations that can be realized with a single feed-
back network using impedances

3.6.3 Indirect feedback

For indirect feedback the load signal is not directly sensed, or the input signal
is not directly compared to the signal coming from the feedback network. For
indirect feedback at the outputa copy of the load signal is used as input for
the feedback network. Especially in low voltage applications (and) when the
output signal is a current this method could be applied. Because the feedback
signal is only a copy of the load signal, the load-signal accuracy is limited by
the accuracy of the copying. The copy can be an inverted version of the original
signal, e.g. via the use of a current mirror, thus making it possible to design
both inverting and non-inverting amplifiers of every type. Similarly, indirect
feedback at the input uses a copy of the input signal to compare with the signal
which comes from the feedback network.

3.64 Active feedback

Active feedback amplifiers make use of active components in the feedback
network to realize a specified transfer function. The active element can be in-
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verting. This again makes it possible to design both inverting and non-inverting
amplifiers of every type.

3.7 Example: asymptotic-gain model

In this example it is shown how the asymptotic gain and the loop gain can be
calculated using the asymptotic-gain model. The amplifier depicted in figure
34 is studied. The gain of the amplifier is set by resistor Rfeegback- The

Rfeedhack
—
-
+ P -
iST@ = | Q, " Ri| | Vow

1 1.9 —%

Figure 3.4, The signal diagram of a transimpedance amplifier with an two-stage nullor imple-
mentation.

input signal is a current g and the output signal is a voltage ¥gy¢. The nullor is
implemented with two stages. The first stage is a CE-stage and the second stage
is a differential pair in order to guarantee a negative loop gain. The detailed
small-signal circuit of this amplifier is given in figure 3.5. For the differential

Rfeedback
1
e

ST &L S T
‘@ T 1T 1 Qb ) @ﬁ_ E

Figure 3.5. The small-signal diagram of the amplifier of figure 3.4,

pair, a simplified small-signal model is used. In figure 3.6 the relation between
this simplified model and the two-transistor model is shown. For the case that
both base currents are equal in the differential pair, no current flows through the
branch indicated with X. So, it can be removed from the diagram. The circuit
that remains is easily reduced to the diagram at the right side of figure 3.6.
For the resulting diagram, the input and output port do not have a terminal in
common and thus an inverting as well as anon-inverting transfer can be realized
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3 Tgmgvg

Figure 3.6. The small-signal diagram for a differential pair.

with this stage. The relations between the elements are:

Teg = Trl+Tr2= 27'1r (3.16)
C1r101r2 C1r

Crg = —2iim2 _ =n 17

m C1r1 + C1r2 2 (3 )
Im1gm2 Im

= Imifmi _ Im 3.18

gms 9mi+9gm2 2 .18)

in which the last equalities hold for the case of two identical transistors biased
at the same current.

The model shown in figure 3.5 is used to calculate the asymptotic gain and
the loop gain.

The asymptotic gain is found for infinite loop gain, i.e. the active part has
nullor properties. The nullator constraints are imposed on the input port of
the active circuit. This implies that the input current of the active part is zero
and thus all the signal current flows through the feedback resistor. As also
the input voltage of the active part is zero, the output voltage is found to be
—Rjeedbackis. Note that the only correct location in the network to impose the
nullator conditions on is the input of the active circuit. Other nodes inside the
active circuit do not exist on a higher hierarchical level, since the nullor at that
level only has an input and an output port defined. Any loop gain calculated
via another set of nodes in the active circuit would not be defined at the higher
hierarchical levels. Obviously the loop gain should be defined in the same
way at all hierarchical levels. So there is only one loop gain defined for every
feedback circuit.* Tmposing the nullator constraints on the input port of the
active circuit, the asymptotic gain is easily found to be:

At = _Rfeedback (3.19)

“Sometimes, textbooks state that depending on the choice of ports, the expression for the loop gain could
differ, sodifferentloop gains exist for the same circuit. This is an incorrect statement based on an improper
definition of the loop gain.
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For calculating the loop gain, L, the loop has to be “broken” somewhere, and the
gain should be calculated between the two open ends, assuming that the input
signal (i) is zero. Of course, care should be taken that by breaking the loop
the impedance at non of the nodes should change. For instance, when the loop
would be broken by cutting R feedback from the input, the impedance seen at Ry,

is changed as Rfeedback is floating now. In contrast, when a controlled source
is assumed to be uncontrolled, the loop is also broken. In this case the topology
is not changed and thus the loop gain is calculated exactly. As example, when
the controlled current source with currentgy,1v; is assumed to be uncontrolled
with output current iz (see figure 3.7), the loop is broken. The loop gain is
found easily now. First the transfer from i to v; needs to be calculated. As in
the real amplifier the relation between "i" and v; is gm1, multiplying by gm1

yields the loop gain:

L=—.gm (3.20)

]

It should be noted that the controlled source which is assumed to be uncon-
trolled for calculating the loop gain, cannot be chosen arbitrarily. The criterion
is that by making the controlled source uncontrolled, the overall loop is really
broken. This can easily be checked by making the corresponding control vari-
able infinite. In that case the loop gain should become infinite. It may be safest
to select the controlled source that is at the nullator position to be independent.
This is not as strict a rule as the rule to select the location to impose the nullator
constraints on, because the loop gain is a loop property that is not concentrated
in one stage or location, as the nullator property is. In a cascade topology this
would make any controlled source useable and the one that yields the most
simple calculations can be chosen.

An incorrect choice easily made, for instance, can occur dealing with a
differential pair. This is when the small-signal diagram on the left side of figure
3.6 is used and one of the two controlled sources is assumed to be uncontrolled.
The two sources are correlated and this correlation must be maintained. The
correct choice is using gm3 of the diagram at the right side of figure 3.6 in
which the correlation is taken into account. Errors like this are easily prevented
when the circuit is inspected on a higher hierarchical level, that shows the two-
ports, that are used to implement the nullor (see for example figure 2.12). All
controlled sources within such a two-port are correlated.

In the example, the voltage-controlled current source of the input transistor
is made uncontrolled. Figure 3.7 shows the new small-signal diagram. The first
step is to calculate the transfer from ¢, to v;. This can be done by the MNA
method but also by inspection: use current division at the several nodes and the
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Figure 3.7. Small-signal diagram for calculating the loop gain; the voltage-controlled current
source of the input transistor is assumed to be uncontrolled and the input signal is made zero.

gain of the transconductances:

-7 . T2
Vi=-I, 1+ s7rgCrs 9m2 3.21)

Ry, ) Trl
Ry, + Rfeeavack + Troronreoy 1+ 97n1(Cs + Cm)

in which s is the Laplace variable. The loop gain is found by multiplying this
expression by gm1. Simplifying the resulting expression yields:

—B1BRL
Tr1 + R + Rfeedback
1 1

’ Tx1(RL+Rjeedback)
1+ 37’120‘”2 1+ Sm}{m . (Cs + C7r1)
in which 8 = gmrz. From this expression the DC loop gain [L(0)] and the
poles (p1, p2) are readily found to be:

X

L(s) (3.22)

—b1B R,
L) = 3.23
( ) el + Rp + Rfeedback ( )
-1
n o= m 3.24)
- R eedbac
py = (rx1 + RL + Rfeedback) (3.25)

27rm (RL + Rfeedback)(cs + C"rrl)

A detailed procedure to calculate the poles and the DC loop gain and to use
them to predict and later to optimize the frequency behavior of the amplifier
will be discussed in chapter 6 (the predictions) and chapter 7 (the optimization).
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3.8 Exercises
Exercise 3.1

With negative feedback, the quality of passive elements (accuracy) and the
quality of active elements (gain) can be combined.

1. Discuss the problems of error feed forward when trying to design accurate
amplification with passive and active elements.

2. Discuss the problems that arise when error-compensation techniques are
used for realizing active amplification.

3. What is the essential difference between negative feedback and the two
previous discussed methods?
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Exercise 3.2

Assume that the inaccuracy of the passive elements that can be used in the
feedback network is 1%. The active part is implemented such that it approxi-
mates the nullor well enough.

1. What would you consider in this case a reasonable minimum loop gain?
Motivate your selection.

2. Whatis the required bandwidth for the amplifier when the inaccuracy should

be below 1% up to 1 MHz? Assume a second-order behavior for the ampli-
fier.
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Exercise 3.3
Given the three amplifiers in figures 3.8 and 3.9. For each of the amplifiers,

b
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Figure 3.9. Amplifier 3.

calculate (using simple small-signal models, i.e. gm, T'x, Cr, Cgs):
1. the Asymptotic-gain for the transfer from source to the load quantity;

2. the loop gain in terms of the small-signal parameters, source, load and
feedback impedances.
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Exercise 3.4

Consider the transconductance amplifier with a capacitive load, as depicted
in figure 3.10.
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Figure 3.10. A transconductance amplifier.

1. Determine A¢oo for the amplifier.

Subsequently, assume that the nullor is approximated by a three stage imple-
mentation. The corresponding small-signal diagram is depicted in figure 3.11.
For this situation the loop gain is studied.

NG, i | | <l

+

Figure 3.11. The small-signal diagram for the amplifier when the nullor is implemented by
three stages.

2. For calculating the loop gain, the loop needs to be broken somewhere. How
and where can you break the loop for the amplifier of figure 3.11?

What should be the polarity of a correct loop gain? Motivate!
What is the dimension of a correct loop gain? Motivate!

What is the effect of the integrator capacitor, C, on the loop gain?

S

Determine the expression for the loop gain.
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Exercise 3.5
Given a transimpedance amplifier as depicted in figure 3.12.
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Figure 3.12. A transimpedance amplifier.

1. For what source and load type is this amplifier optimal? Motivate your
choices.

2. Determine Ao for this amplifier.

The nullor is implemented by means of two amplifying stages. The correspond-
ing small-signal diagram is depicted in figure 3.13. In the figure a load resistor,
R, is added.
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Figure 3.13. The small-signal diagram of the transimpedance amplifier when the nullor is
approximated by two amplifying stages.

2. What is the DC loop gain of the integrator ?

3. Calculate the loop gain as a function of the frequency.
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Noise is one of the phenomena that is ubiquitously present throughout physi-
cal mechanisms and physical systems. Such systems obey the well-predictable,
deterministic rules only to a certain extend; the noise introduces slight non-
predictable perturbations from it. The hissing sounds produced e.g. by radios,
televisions, and telephones between messages is perhaps the most widely known
example of noise. In engineering, however, the term noise is used to refer to
a much wider class of very diverse random phenomena. As you may have
expected already, electronic components are subjected to noise as well; their
behavior is also impaired by slight non-predictable perturbations.

Returning to our amplifier design procedure, what is the effect of electronic
circuit noise on the operation of electronic amplifiers? The most general answer,
given in chapter 2, is that it limits the amplifier information handling capacity.
More specifically, this means that it defines a lower bound on the range of signal
magnitudes that can be reliably processed; only signals larger than the noise
can be reliably distinguished.

What measures can we take during amplifier design to minimize the amplifier
noise, such that very weak signals can processed reliably? The answer on that
is the subject of this chapter. You will learn the techniques to design amplifiers
with an optimal noise performance (= minimal noise), and be able to predict
the minimum achievable noise level in advance. Altogether, this constitutes the
first step to the implementation of the nullor by transistors.

The first thing to asses is the way noise manifests itselfin the amplifier. There
are many noise sources and it would be very inconvenient to deal with every
source separately. Fortunately, the effect of all noise sources can be modelled
in one “‘equivalent noise source”. In section 4.2 this will be discussed, together
with the various noise transformations that can be used to find the equivalent
noise source. When the contributions of various noise sources are added, it

85
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is very important to take into account whether noise sources are correlated or
uncorrelated. This difference leads to different ways in which the sources are
added. In section 4.3 this will be discussed. The noise sources related to the
components used in the amplifier will be discussed in section 4.4. Subsequently,
section 4.5 provides you some short-cut tools to analyze the noise behavior of
a given circuit. Section 4.6 derives criteria for the input stage of the nullor
implementation for optimum noise performance. Finally, section 4.7 provides
the techniques to design amplifiers with an optimal noise performance.

4.1 Measure for the Amplifier Noise Performance

The first thing we have to do to realize an amplifier with an optimal noise
performance, is specifying in detail what we actually mean by a “good” and a
“bad” noise performance. That is, we need a criterion in order to optimize the
noise performance, i.e. find the best possible match to it.

This section will select a suitable criterion for the amplifier noise perfor-
mance, that will be used throughout this chapter. As shown below, this criterion
is the result of considerations from information and circuit theory.

4.1.1  Signal-to-Noise Ratio

To obtain a suitable measure for the amplifier noise performance, we return
to the principle concept of the design procedure; the idea that an electronic
amplifier can be considered as a realization of (a part of) an information chan-
nel. The speed at which the information transfer through the channel takes
place cannot exceed the capacity of the information channel. Any information
supplied to the channel in excess of its capacity will be lost during transmission.

Noise is one of the factors that limits the information handling capacity of the
channel; it reduces the accuracy by which one signal value can be distinguished
from another (resolution). Shannon’s information theory, which in its simplest
form is described by equation (1.1), states that the channel capacity increases
logarithmically with the Signal-to-Noise Ratio (SNR) in the channel. Ampli-
fier noise reduces the (maximum possible) SNR in the channel, and thereby
also decreases the channel capacity. As a result, the information rate at the
destination decreases; the noise destroys part of the transmitted information.

The amplifier design strategy has to make sure that an as small as possible
amount of information is destroyed by circuit noise. In other words, it should
maximize the amplifier channel capacity by maximizing the (maximum possi-
ble) signal to noise ratio in the amplifier. Consequently, the maximum possible
SNR in the amplifier is a suitable measure for its noise performance.

The (maximum possible) signal-to-noise ratio in the amplifier can be max-
imized through separate optimization of the maximum tolerable signal power,
and the generated noise power. This is due to the fact that both characteris-
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tics can be made orthogonal, by concentrating them in different parts of the
amplifier design. The maximum tolerable signal power is determined by the
distortion, which is mainly generated in the output part of the amplifier. The
weakest signals in the amplifier, encountered mainly in the input part, are most
vulnerable to noise. Consequently, the design strategy has to minimize the
amplifier noise production through proper design of the amplifier input part.

4.1.2 Equivalent Input and Output Signal-to-Noise Ratio

Although we know right now that the maximum possible signal-to-noise
ratio is a suitable measure for the amplifier noise performance, we are notready
yet to apply it in our design strategy. We haven’t determined at which position
in the amplifier circuit this SNR, or the signal power and noise power, should
be observed.

According to the channel model from information theory we have been using
so far, the most suitable position would be the amplifier output. It is the output
of the information channel, and the information contained in the signal at this
position is used as input for further information processing.

From the viewpoint of the amplifier design strategy, however, it would be
more appropriate to associate the maximum possible SNR to the input of the
amplifier; this is the part to be optimized with respect to noise. Furthermore, as
shown in the remainder of this chapter, an input referred SNR is easier to cal-
culate, and is better suited to explain the various noise optimization techniques.

In section 4.3 it will be shown that an input referred SNR, the so called
equivalent input SNR, can, and preferably should be used in design and analysis
of the noise performance if (and only if) the amplifier transfer is frequency
independent. This statement can be made plausible at this point already using
figure 4.1. When the output signal is a voltage, the amplifier output as observed
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Figure 4.1, Thevenin equivalent (a) and Norton equivalent (b) of the amplifier output in the
presence of noise,
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from the load can be represented by the Thevenin equivalent of figure 4.1a.
Likewise, if it is a current, it can be represented by the Norton equivalent of
figure 4.1b. Both equivalents consist of the amplifier output impedance Zgyt,
and two independent sources. One of these, of course, represents the intended
amplifier output information signal. The other one, the so called equivalent
output noise source represents the combined contribution of all noise processes
in the amplifier to the output signal. It is an ordinary independent source,
of which the value is a stochastic signal. In fact, the equivalent noise source
replaces all other noise in the amplifier; after insertion of vn,eq,out OT %n,eq,0uts
the amplifier itself can be considered ‘noise free’. The amplifier output SNR
equals the ratio of the power content of Yoyt and Un,eq,out» OF tout and in eq,out-
The input referred SNR, or equivalent input SNR, is easily related to the
output signal and noise. Assume that the amplifier gain G is frequency in-
dependent. Then, the amplifier noise performance can also be modelled by
the combination of the input information signal and equivalent input noise.
Both quantities, which are also represented by independent current or voltages
sources, are related to the output signal and equivalent output noise through:

eout = Gein, @4.1)

€n,out,eq = Gen,in,eqa 4.2)

where e denotes either current or voltage. Let Ps,wt and Pn,eq,out represent
the output signal and equivalent output noise power, respectively, and Py j and
P, ¢q,in the corresponding input quantities. Then, it follows that the equivalent
input- and output SNR are related through:

SNR. .= Ps,(mt _ GzPa,in
eq,out — =
¢ Pn,eq,out G2Pn,eq,1"n

= SNReg in- @.3)

Consequently, both SNRs are equivalent and the input SNR can be used in the
design process instead of the output SNR, as stated before.

Thus, in order to assess the amplifier noise performance, the equivalent input
noise power and input signal power have to be determined. Techniques to deter-
mine the equivalent input noise source and its associated power are considered
in detail in section 4.2 and section 4.3.

4.1.3 Available Input Signal-to-Noise Ratio

Although we have determined by now that the equivalent input SNR is a
suitable measure for the amplifier noise performance, there is one slight problem

"The word ‘independent’ should be interpreted in the circuit theoretical sense here; the current/voltage
impressed upon the circuit by an independent source is not affected by any other current or voltage in the
network. Independence in the stochastic sense has a different interpretation in circuits, as discussed later on.
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looming: both the signal power and (equivalent) noise power delivered to input
of a single-loop amplifier equal zero! Therefore, it seems that formally, the
equivalent amplifier input SNR is not well defined. An elegant solution to this
problem is provided by the the concept of an ’available Signal-to-Noise Ratio’,
as shown below.

Figure 4.2a and figure 4.2b represent the input part of an amplifier with a
voltage input and a current input, respectively. In order to ensure accurate
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Figure 4.2. Amplifier with a voltage input (a) and a current input (b).

amplification of the information signal, we concluded in chapter 2 that the
usually inaccurate source impedance should not appear in the amplifier transfer,
which means that its power dissipation should equal zero. In figure 4.2a, this is
zachieved when the amplifier input impedance Z; is infinite, and in figure 4.2b
when Z; equals zero. The consequence of this is that also the power delivered
to Z; becomes zero.

The power delivered to the amplifier is some fraction of the maximum power
that the source can deliver, the so called available power. As is well-known
from circuit theory, the complete available power is delivered toZ; when it
equals the complex conjugate of the source impedance Z,:

Zi=2; =Ry~ jX,. 4.4)

This yields an available input signal powerPs g in and available equivalentinput
noise power Py 4 in for figure 4.2a equal to:

L — Sva(f)

Poain = [ grydt @5)
R S'Un,eq.in(f)

Prain = / P AL 4.6)

Where Sy, (f) and Sy, ,,;,(f) represent the power spectral densities (see sec-
tion 4.3) associated to ¥s ana ¥pn eq,in, respectively. As can be observed from
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the equations above, a major advantage of Py qin and Py qin is that they are
independent of the amplifier input impedance Z;; it is an ’intrinsic’ property of
the source.

In circuit theory, it is usually assumed that the source still provides the max-
imum available power when Z; is not equal to Z3, i.e. when there is no power
match. In that case, Z; absorbs only part of this, and reflects the remainder back
into the source. The power absorbed by Z; can, after transmission-line theory,
be viewed as the ‘transmitted power’, and the part that is not absorbed as the
‘reflected power’. The associated transmission coefficientT’(f) and reflection
coefficient R( f) are customarily defined per unit of frequency:

A Spectral density of transmitted power
T(f) 2 2 b P @7

Spectral density of available power

Spectral density of reflected power
R(f) & X 24 P 4.8)

Spectral density of available power

Further, based on the conservation of energy, we know that:

T(f)+ R(f) =1, 4.9
0<T(f),R(f) <1 (4.10)

A graphical representation of T'(f) and R(f) is depicted in figure 4.3. For
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Figure 4.3. Power transmission and reflection at the amplifier input.

figure 4.2a, the equivalent input SNR can be expressed as:

sty T()df

SNRegin = g h (4.11)

[ w2 TS

This expression looks rather complicated. Fortunately, however, we know thata
well-designed single-loop amplifier doesn’t load the signal source; all delivered
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signal power is reflected, such thatT'(f) = Oand R(f) = 1. In other words: for
a well-designed amplifier, both T'( f) and R(f) are frequency independent. In
that case, the equivalent input SNR becomes equal to the available, equivalent
input SNR, SNRy in:
TP;an Py 0,in
SNRgin = —— = ——— = SNR, jn. 4.12)
a0 TP n,a,in P, n,a,in -

The available input SNR is well-defined, and therefore very suited for noise
optimization purposes, to be discussed later on. When necessary, all noise
calculations will therefore be referred to this SNR.

414  Summary

According to information theory, which is the underlying principle for the
entire design strategy, the Signal-to-Noise Ratio (SNR) is the best suited mea-
sure for the amplifier noise performance. The signal power and noise power
can be separately optimized, since they are determined by different parts of
the amplifier; the noise by the input part, and the maximum allowable signal
power by the output part. Optimization of the noise performance is therefore
equivalent to minimization of the generated circuit noise power.

Although formally the amplifier output SNR is of most importance (the out-
putsignal is the wanted signal), an input referred SNR is better suited for design
purposes, since the amplifier noise behavior is determined by the input circuitry.
It appears possible to use such an SNR for almost all types of amplifiers. The
amplifier circuit noise can be represented by a single, independent voltage or
current source (depending on the nature of the input information signal) that
adds to the input signal source. The input referred SNR, the so called equivalent
input SNR, equals the ratio of the power contained in the signal source and the
equivalent input noise source.

The equivalent input SNR is not directly suited for noise optimization pur-
poses, since both the signal power and equivalent noise power absorbed by
single-loop amplifiers equals zero; their power gain is infinite. As shown, the
available equivalent input SNR is better suited for this purpose; it is equal to the
equivalent input SNR for well-designed single-loop amplifiers, but is associ-
ated to the ratio of the nonzero available signal power and the nonzero available
equivalent noise power, instead of the power absorbed by the amplifier.

4.2 Equivalent Input Noise Source

As one of the first steps in a noise analysis, we have to determine the so called
equivalent (input) noise source. This source models the noise experienced at
the amplifier output, due to internal circuit noise production. It concentrates
the entire circuit noise production into one circuit branch, and thereby provides
straight-forward calculation of the experienced noise power.



92 NOISE
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Figure4.4. Representation of the amplifier circuit as a noise-free multi-port network, connected
to multiple noise sources.

To determine the contributions of all internal noise sources to the equivalent
noise sources, a combination of various transformations, originating from cir-
cuit theory, is needed. In contrast, no use of any statistical property of the noise
sources is required to obtain the equivalent noise source; these are required only
to determine the equivalent noise power, as explained in section 4.3.

In this section, you will learn how to determine the equivalent input noise
source of an amplifier efficiently, using the appropriate circuit transforms. We
start with a rather general description of the relation between the equivalent
source and the various (original) noise sources in the circuit in section 4.2.1.
Subsequently, section 4.2.2 through section 4.2.5 focus on four transforms that
enable you to perform all necessary noise source manipulations. Section 4.2.6
gives an example calculation.

42.1 The Equivalent Input Noise Source

The equivalent input noise source replaces all other noise sources in the
amplifier circuit. Determination of this source may therefore be viewed as
‘wiping’ all circuit noise to the amplifier input, resulting in one noise source,
and a noise-free amplifier.

This ‘wiping’ or transformation of circuit noise to the input is schematically
represented by figure 4.4. The circuit noise processes are distributed all over
the amplifier circuit, and can each be represented by an independent current
or voltage source. These sources can be considered as external inputs to the
otherwise noise-free amplifier, which is represented as a multi-port network.

As far as the noise is concerned, the amplifier network behaves linear, such
that we can describe the contribution of each noise source to the equivalent input
noise source as a (time-domain) convolution with an impulse responseh(7),



4.2. EQUIVALENT INPUT NOISE SOURCE 93

as depicted for ¥n2n and fgm41 in figure 44. If we reserve the odd indices
for noise current sources and the even ones for noise voltage sources, we can
formally express the equivalent input noise source (either current or voltage)
as:

n m
€n,eqin(t) = Z hai * vp 2i(t) + Z hok+1 * in2k+1(t), 4.13)
i=1 k=0

where % denotes convolution. When €y eqin(t) is a voltage the impulse
responses hgi(T) are dimensionless (voltage-to-voltage), while hgi+1(7) are
(trans-)impedances. Likewise, when €p eq,in(t) is a current, hgi(7) are (trans-
)conductances, while hg;+1(7) are dimensionless (current-to-current).

The above shows that in order to obtain the equivalent noise source, we
basically have to determine the impulse responses hg;(7), or the associated
transfer functions Hys(327 f). We could do this in a straight-forward way, by
evaluating the circuit equations of the amplifier. Such a procedure, however, is
rather involved, and not very suited for design purposes. It doesn’t yield much
insight into the origin of dominant noise contributions, and hides the key design
parameters that are essential to optimization of the noise behavior.

Instead of such a ‘global’ one-step transform, we will apply another ap-
proach in this book, one that breaks the transformation of a noise source to the
equivalent input noise into several consecutive steps. In this way, the approach
exploits knowledge about the topology of the network, which is very similar
for the various amplifier types, and directly shows the dominant factors and key
parameters determining the amplifier noise behavior. The approach uses com-
binations of four different types of transformations, each of which is separately
discussed below.

422  Transform-I: Voltage Source Shift

The voltage source shift (V-shift) is a transform that enables to move (noise)
voltage sources through the amplifier network. Generally, it is used to shift
these sources to the amplifier input, the output, or a branch where it can be
subjected to another type of transform.

The major constraint to be posed on any source transform is that the trans-
form itself does not change the noise current/voltage experienced at the circuit
input (or output); it should not be noticeable to an observer measuring the noise
voltage/current at these points whether or not noise sources have been trans-
formed/shifted internally in the amplifier network. For the V-shift, this means
that it must not change the Kirchhoff Voltage Law (KVL) of any mesh in the
circuit.

The V-shift obeying this constraint is visualized in figure 4.5. The original
(noise) source ¥y, is shifted out of the branch between the nodes 14 into the
two other branches connected to node 4; the ones between 2,4 and 3,4. In order
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Figure 4.5. V-shift transform.

to guarantee that the KVLs of the meshes LILIII, associated to node 4 remain
unchanged, the new sources vp1 and vp2 have to be exactly equal to each other
and to the original source vy.

As we will see later on, this means that the stochastic processesvy, vn1 and
vng are fully correlated, and possess identical stochastic properties. Observe
what happens with the V-shift in the general case, when node 4 is connected to
n branches (n > 2). Then, shifting v,, through node 4 from its original branch
to the n — 1 other branches yields n — 1 identical sources, instead of just 2.
Further, note that the V-shift allows to move v, around mesh I and II, but not
out of it; this would change the KVL.

4.2.3 Transform-II: Current Source Shift

The dual transform of the V-shift is the I-shift, which allows to move current
(noise) sources through the amplifier network. It is generally used to shift these
sources to the amplifier input port, output port, or intermediate nodes that allow
another type of transform.

Whereas the V-shift is not allowed to affect the KVL of any circuit mesh, the
I-shift is not allowed to change the Kirchhoff Current Law (KCL) of any circuit
node, for the same reason. The transform obeying this constraint is depicted in
figure 4.6. The original (noise) current source, is redirected from the branch
between nodes 1,2 through the sourcesin,; and in 2 between nodes 1,3 and 2,3.
In order to keep the KCLs of the nodes 1,2, and 3 unchanged, in,l and in,g
have to be exactly equal to each other and toi,, and also have to be directed as
illustrated.
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Figure 4.6. 'The I-shift transform.

Similar to the V-shift, this means that the original source, and the trans-
formed sources #n,1 and #,,2 have to be fully correlated and possess identical
statistical properties. We further notice that, similar to the V-shift, the I-shift
allows to move a current source around the network, but cannot be used to
disconnect it from the original nodes; this would change the KCL.

424 Transform-III: Norton-Thevenin Transform

The equivalence of the well-known theorems of Norton and Thevenin can
be used to transform a (noise) current source into a (noise) voltage source and
vice versa. This type of transform does essentially not move sources through
the amplifier network, but is used to switch between the V-shift and I-shift.

The Norton-Thevenin transform, which automatically obeys the constraint
that it does not affect the observed output noise (why ?), is depicted in figure 4.7.

Z=1/G
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Figure 4.7. Norton-Thevenin transform.
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The current source %, and the voltage source v, have a one to one corre-
spondence through the impedance Z. The stochastic processesty and v, are
therefore fully correlated, and possess similar, though not identical stochastic
properties. Note that this transformation does change the KVLs and KCLs of
the circuit; it exchanges a circuit branch for a circuit node, and vice versa. For
this reason, the Norton-Thevenin transform, in combination with the V-shift
and I-shift can be used to eliminate a voltage source from a mesh, or a current
source from a node.

4.2.5 Transform-IV: Shift through Two-ports

The three transformations we have considered so far are all concerned with
two-terminal elements (one-ports) only. If a network consists entirely of such
elements these three transforms are all we need to determine the equivalent
input noise.

An amplifier network, however, will always contain elementary two-ports,
controlled sources (due to transistors) or a nullor, that cannot be replaced by any
combination of one-ports. For such networks, we need an additional transform:
the two-port shift. This transformation is illustrated by figure 4.8. The output
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Figure 4.8. Shifting a noise current and voltage source through a two-port.

voltage v, and the output current %, of the two-port are mutilated by a noise
voltage v, and noise current iy, respectively, as depicted in the upper part of the
figure. The purpose of the two-port shift transform is to obtain the equivalent
input noise sources that yield this output noise current and voltage, as depicted
in the lower part of figure 4.8.

The transformation is established using the chain matrix of the two-port, that
relates the two-port input voltage v;; and input current ¢;;, which in the upper
partequal v; and 1;, respectively, to the two-port output voltagev,s and output
current 4o¢. In the upper part of the figure, the output voltage v, and output
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current ¢, are related to the two-port output voltage and current as:

Vo = Vgt + Un, 4.14)
io = iot + in. (4.15)

In the lower part of the figure, v, and 4, have been transformed to the input,
such that ¥, and %, have become the output current and voltage of the two-port.
Substitution for e and 44 into the chain matrix equation then yields:

v; A B\ (vn\ _ (A B\ (v,
(i,-) + (c D) (zn) = (C D) \i,)- (4.16)
'Uit)
tit
As indicated, the left hand side of this equation denotes the two-port input
voltage vj¢ and input current ¢4, shown in the lower part of figure 4.8.
We observe that the output noise voltage source vy, is transformed into an
input noise voltage source Avyn, and a noise current source Cvy,, which, as we will
see, are fully correlated (originate from the same source), and possess similar

statistical properties. Likewise, the output noise current sourcety, transforms
into an input noise voltage source Bi, and an input noise current source Diy,.

42,6 Example 1

In order to illustrate the use of the four previously discussed transforms, we
will now determine the equivalent input noise voltage source of the voltage
amplifier depicted in figure 4.9. The positions of the noise sources match the
practical situation, as will be explained in section 4.4. For the time being,
however this is not important, nor is it to know the origin of the sources. In
accordance with figure 4.4 and equation (4.13), all noise voltage sources have
been labelled with even indices, while the current source has an odd index.
Further, to emphasize its presence, the ground terminal has been explicitly
plotted as a node.

Unfortunately, no explicit rules are available (yet) that show us which se-
quence of transforms most efficiently leads us to the equivalent input noise
source. In many cases, several different sequences lead to the same result with
a comparable efficiency. However, it is generally observed that the most ef-
ficient transform sequences always shift all noise sources out of the amplifier
core, i.e. towards the source, the load (amplifier output) or the nullor output.
The reason for this is that circuit nodes and meshes in the amplifier core are not
connected to the amplifier input or output signal, and therefore eventually have
to become ‘noise-free’. In the final step, the sources shifted towards the output
are transformed to the input by means of the two-port shift.
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Figure 4.9. Voltage amplifier with noise.

Using this information, we proceed with the determination of the equivalent
noise source of the voltage amplifier in figure 4.9 from the edged towards its
core, starting with the sources located nearest to the signal source and the load..

Step 1: vp,2 and vp 10

The voltage sources, vn 2 and v, 10 are located already in series with the sig-
nal source vs, and therefore can be included directly into the equivalent noise
voltage source. No further transforms on these sources are required.

Step 2: v 8

The source vy g in series with the load impedance is a tricky one, that will easily
lead to mistakes. We will show that, although a different conclusion might be
drawn at first sight, this source does not contribute to the equivalent input noise.
The reason for this is as follows.

In the first place, notice that the combination of v, g and Ry, represents the
Thevenin equivalent of the noisy load. This means that it describes the behavior
of the load correctly only between its terminals, i.e. the minus output terminal
ofthe nullor, and the ground node. The node between Ry, and vp g is aninternal
node of the Thevenin equivalent, that is not physically present in the circuit.
The output voltage v,y can therefore not be measured across the load Ry, alone,
but instead only over the combination of Rr, and v, g, as shown in figure 4.9.

Secondly, notice that the voltage amplifier impresses its output voltage di-
rectly across the Thevenin equivalent of the load. Since the output impedance
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of this (ideal) amplifier equals zero, the Thevenin equivalent is short-circuited
such that ¥n,8 does not contribute to Yout- Figure 4.10 illustrates the situa-
tion in two alternative ways, where the amplifier output port is modelled by its
Thevenin equivalent. In figure 4.10(a), the V-shift transform has been applied

Z Vag _ Vng z
B e
LT N o 3
+ = - Vi + +
i {

V. N +
Z
+ Vo ° ; +
v = v v“fRLT I:I RL v

out

amplifier amplifier

(@) (b

Figure 4.10. Contribution of vy, s to the output voltage vou:.

to Up g, in order to shift it in series with the output voltagevey:. From the KVL
of the outer mesh of this circuit, we obtain:

4.17)

Consequently, v, g only contributes to the noise in vyt When itinduces a voltage
across the amplifier output impedance Z,. However, since Z, of the ideal
voltage amplifier equals zero, the voltage across it equals zero, and vy g has no
effecton veyt. For arbitrary values of Z,, one obtains:

Z
Vout = L Yo + . Un,8.
Ry + Z, R, + Z,

This confirms our statement: vp g vanishes if (and only if) Z, = 0. In practice,
however, Z, will be much smaller than Ry, such that the contribution of v, g
is negligible anyway.

Figure 4.10(b) depicts the Norton equivalent of the load. From this figure it
is easily seen that v, g transforms into a voltage source in series with ¥ only
when Z, # 0, which is consistent with our previous observation. Alternatively,
application of the two-port transform to the noise current source, shows that
the corresponding equivalent input noise source equals zero, since the chain
parameters B and D of the amplifier are zero (see figure 4.8).

Vout = Yo — Vz,-

o

(4.18)

Step 3: in,1
The source ¢,,1 is also located in the input circuitry and, according to the
previously mentioned guidelines, should be shifted away from the input of the
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nullor towards the source. It is clear that only the I-shift can be used to perform
the first step in the transform sequence; to shifti, 1 towards the signal source, it
should become connected between the amplifier input terminals, i.e. the minus-
terminal of the nullor and the ground node. The required I-shift is depicted in
figure 4.11. The leftmost of the resulting current sources is easily transformed

L - +

Figure 4.11. Application of the I-shift transform toi,, ;.

into a voltage source in series with v; using the Norton-Thevenin transform
across the source impedance . The other one still has to be removed from the
internal amplifier node, connected between ground and the plus-terminal of the
nullor. Since we have used the I-shift already, the only suitable transform for
this purpose is a Norton-Thevenin transform across Ry. The resulting voltage
source is connected in series with v, 4. Since the same transforms will apply
to both sources from this point on, they will be combined into a single source
Vy, 4» as depicted in figure 4.12.

Step 4: vy, 4 and vn,¢

The sources vy, 4 and vn,6 should be shifted away from the amplifier core,
according to our guidelines.

The source ¥y, 4 should thus be moved downward through the ground node
by use of the V-shift. Since six” branches are connected to this node, the
transformation yields five copies ofv;m, as indicated in figure 4.13. The source
Un,6 should be moved towards the load Ry, through the node that connects the
feedback network to the load and the nullor. Since this node has four branches,

*The ground symbol doesn’t count as a branch; it is connected only to one node in the circuit, to mark it as
the datum. A voltage source in series with it doesn’t appear in any KVL of the circuit, since it is not included
in any mesh.
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+ . ¥

Figure4.12. Application of the Norton-Thevenin transform to both current-sourcesiy, 1.

the applied V-shift will result in three copies ofvyne (see figure 4.13). The

o+ L - +

Figure 4.13. Application of the V-shift transform tov}, 4 and vy, 6.

sources in series with the load Ry, vanish, for the same reason thatvg g vanishes.
The sources in series with the output are combined into one voltage sourcev;l’s.
One copy of ’U:,, 4 and vn 6 is located directly in series with the output port of
the nullor. The two-port transform, applied to the nullor shows us directly that
these sources will not yield any equivalent input noise source, since all chain
parameters of the nullor equal zero. Consequently, these sources vanish too.
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Step 5: v], ¢

The final step consists of the transformation of U;;,e to the amplifier input.
Since U;,S is connected in series with the output port of the complete voltage
amplifier, this transformation can be established by application of the two-port
shift to the complete voltage amplifier. As is known from chapter 3, only the
chain parameter A of this configuration is nonzero, and equals the reciproke
of the voltage gain. v;t,ﬁ therefore results only in one equivalent input voltage
source, and no current source. The result of this transformation is depicted in
figure 4.14. From this figure, we observe that the equivalent input voltage noise

R/RAR)V', ¢ «

K S\

Figure 4.14. Application of the two-port transform tovy, 6.

source of the amplifier, ¥y eq,in €quals:

Uneain = | Bs + R R ) v, Ry v,
n,eq,in — 8 Rl i R2 n,1 n,2 Rl + R2 n,4

R,
+ (m) Un,6 + Un,10, 4.19)

where the polarity ofti eq,in has been chosen the same as the polarity of v.
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4.2.7  Noise transformations at the output port

It is easy to make an error while transforming noise sources via the output of
an amplifier. For example in figure 4.14, the source'uil,ﬁ at the output is easily
forgotten when the output terminal is not explicitly drawn. There would be no
branch for the source to exist in. This situation is shown in figure 4.15. The
left hand side shows the output port of an amplifier with a voltage output and
the right hand side shows the output of an amplifier with a current output. In
this situation also errors may be made with the noise source of the load resistor
itself. This is shown in figure 4.16. When the noise sources are put into the

O _LRIQ_V"“' QIR, lfm,

Figure 4.15. Common ways to indicate the output quantity.

circuit schematic, an output indicator easily ends up at the wrong position. In
both cases the indicated signal contains a noise contribution of the noise source,
but the true output signal of the amplifiers does not.

0 LR . 6_1 i, @ R Q b

Figure 4.16. Output indicators at the wrong position in the schematic.

A good method to make sure that the output indicators are at the right position
and no branches are “forgotten”, is to insert a voltage or a current meter in the
schematic that measures the amplifier output signal, like a for example a multi
meter would be used in a practical situation. Only signals that show up in the
read-out of the meter are of interest. This is shown in figure 4.17. From this
figure it can be easily seen that in both cases the noise source of the load resistor
does not produce a signal in the meter, so there is no contribution of the noise
of the load resistor in the amplifier output signal.

In the left hand situation in figure 4.17 the noise of the load resistor only
manifests itself as a noise current through the resistor. The voltage across the
resistor, which is the designed output quantity of the amplifier is completely
determined by the amplifier output voltage and does not contain noise caused
by the load resistor itself.
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Figure 4.17. Explicit measurement of the output quantity with a volt or a current meter.

In the right hand situation in figure 4.17, the noise of the load resistor only
manifests itself as a noise voltage across the resistor. The current through the
resistor which is the designed output quantity of the amplifier is completely
determined by the amplifier output current and does not contain noise caused
by the load resistor itself.

4.3 Equivalent Input Noise Power

Once we have determined the equivalent input noise source, using circuit
transforms, the equivalent input noise power and with that the signal-to-noise
ratio can be determined. For this purpose, we need to use some of the statistical
characteristics of the noise.

This section will acquaint you with the techniques required to determine
the equivalent input noise power. In order to demonstrate the significance
of the various quantities and measures involved, we traverse the procedure in
reverse order. First, section 4.3.1 considers the relation between the equivalent
input noise power and its distribution over frequency, leading to the so called
power spectral density. Section 4.3.2 and section 4.3.3 subsequently relate this
spectral density to the equivalent noise source. As an example, section 4.3.4
applies the procedure to the equivalent input noise of the amplifier considered
in section 4.2.6. Section 4.3.5 summarizes the results.

43.1 Definition of the Equivalent Input Noise Power

It will be clear from our previous discussions that the equivalent input noise
power, which will be referred to as Pneq,in, is tightly related to the power
produced by the equivalent input noise source. What has been less clear so
far, is that the equivalent input noise power is not exactly equal to the power
produced by that source; some of the power produced by the source is not
included into P eqin. The purpose of this section is to explain the difference
and relation between both power measures.

The difference between Py eq,in and the power produced by the equivalent
input noise source is related to the distribution of these powers over frequency.
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As we know, the distribution of the energy of a (deterministic) signal over
frequency can be made visible through application of the Fourier transform.
The spectrum resulting from this transform is a complex function describing
the magnitude and phase of the contributing frequencies. In a similar way, we
can visualize the distribution of signal power over frequency by means of a so
called power spectral density. This function, referred to as S(f), describes the
power contained in the signal per unit of frequency; the power contained in a
very small (infinitesimal) frequency band between f and f +df equals S(f)df
For the moment, this definition of S(f) is sufficient; amore accurate definition,
and methods to calculate such a density are given later on.

We can assign a power spectral density to both the amplifier input signal
source, denoted by Syin(f) and the equivalent input noise source Sy, eq,in(f)-
Both are schematically depicted in figure 4.18. The most important observation,

P S,

Pn,eq,iu
Figure 4.18. Schematic representation of the noise- and signal power spectral densities.

which is generally true, to be made from this figure is that the noise is spread
over amuch wider frequency range than the information signal, which is bound
to the information bandwidth Binf as shown.

From an information theoretical point of view, only the noise that cannot be
distinguished from the information signal fundamentally limits the information
handling capacity. In figure 4.18, this is the noise located inside the same
frequency band Biny as the information signal. Any noise located outside
this bandwidth can in principle be removed by means of frequency filtering.
Consequently, the noise power located in the information bandwidth is a lower
bound, and the corresponding SNR an upper bound on the SNR that can exist
within the amplifier.

For this reason, we define the equivalent input noise powerFy eg,in to be part
of the power produced by the equivalent input noise source that resides in the
same frequency range as the information signal. Power equals the area under
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the power density spectrum, such that:
JAN
Prain2 [ Suequl0) (420)
Bin !

In the next section, we discuss how the power spectral density Sp,eq,in(f) can
be determined.

43.2  Power Spectral Density

As we have seen, the power spectral density is the key towards the calculation
of the equivalent input noise power, and the equivalent (available) input SNR.
In this section, we discuss in which way the spectral density corresponding to
the equivalent input noise source can be determined.

Formally, according to its definition, the power spectral density should be ob-
tained through Fourier transformation of the so calledautocorrelation function,
denoted by R(T):

S(f) & /_ ” R(r)exp (—j2r fr) dr. 4.21)

The autocorrelation function expresses "how fast a stochastic process fluctuates
in time on average’ (a formal definition is postponed to section 4.3.3), such that
S(f) describes the frequencies associated with these fluctuations. Since for
physical stochastic processes R(7) is a symmetrical real-valued function,S( f)
is also real valued (and symmetrical around f = 0).

In the calculation of the equivalent amplifier input noise power, however, we
can circumvent the elaborate calculation of the autocorrelation function, and
subsequent Fourier transformation. This is due to the fact that the power density
spectra of the various uncorrelated circuit noise processes are generally known.
Therefore, we only have to express the power spectral density of the equivalent
input noise in terms of the spectral densities of the various noise processes; the
frequency-domain equivalent of equation (4.13). For this purpose, we can use
the Wiener-Kintchine theorem, which (basically) states that when a noise pro-
cess en,y(t) equals the convolution of a linear-time invariant impulse-response
h(7) and a noise process ep ¢(t), i.e.:

3n,y(t) =hx* en,z(t)v 4.22)

then its power spectral density, Sn,y( f), is related to the power spectral density
Sn.z(f) of en z(t) through:

Sny(f) = [HG2m ) Snelf), 4.23)

where the transfer function H(j27 f) is the Fourier transform of k(7). By
application of this theorem to equation (4.13), we find that the power spectral
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density of the equivalent input noise can be expressed as:

Sneqin(f) = Y [Hai(52m ) S (F) + Y [ Hakr1 (527 )1 S s (),
i=1 k=0
(4.24)

where it is assumed that all involved noise processes are uncorrelated (see
section 4.3.3).

Throughout the literature, the power spectral density of an electrical noise
process is often given in terms of the mean-square value of the noise associated
to a frequency band [f, f + A f]. This value is nothing else than the power con-
tained in a frequency band A f around frequency f. Consequently if v2(f, Af)
denotes the mean-square value of a noise voltagevn(t) in a frequency band A f
around f, and Sy, (f) denotes the associated power spectral density, then the
two are related through:

Sun(f) = lim valf, AF) (4.25)

f—0 Af

Examples of such representations are given in section 4.4.

433 Correlation and Autocorrelation Function

The discussions in foregoing sections sometimes referred to properties or
assumptions regarding the correlation between various noise processes. For
example, the general expression for the power density spectrum of the equiv-
alent input noise, equation (4.24), assumed that all noise processeswyn,2; and
in,2k+1 are uncorrelated. In section 4.2, however, we saw that noise transforma-
tions can result in correlated noise sources. Thus, apparently, the assumption
leading to equation (4.24) is not always true. Therefore, in order to use this
equation, we have to check whether the assumption is true or not. Fortunately,
as we will see in this section, we can always make this assumption true by re-
arranging our formulation of the equivalent input noise. Further, section 4.3.2
mentioned that the power spectral density is related to a time-domain function;
the autocorrelation function.

In this section, we briefly review the notions of correlation and the autocor-
relation function to the extend required to apply equation (4.24) in the correct
way. For a more advanced treatment, the reader is referred to texts on probability
theory and stochastic processes.

Correlation

In essence, correlation is a measure for the extend to which two noise processes
are related to each other; they have something in common. Generally, the
existence of a relation between two processes indicates that they somehow have
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the same origin. An obvious example of this is given by the noise transforms
discussed in section 4.2. Reconsider the V-shift transform as illustrated by
figure 4.5. The two noise sources vn,1 and vy,,2 are correlated, due to the fact
that they are related through v,,1 = vn 2. This relation is caused by the fact
that v, 1 and vp 2 share the same origin: the source vy.

An alternative way to express that two noise sources are correlated is that
each of them contains information about the other one. Returning to the V-
shift transform example, we see that once we know the value ofv, 1, we can
predict the value ofwvy g with 100% accuracy (or, in stochastic terminology, with
probability 1). Thus, vy,,1 contains all information required to predict the value
of vp 2 completely. These two noise processes are therefore fully correlated.
The opposite situation occurs when two noise processes do not contain any
information about each other; in that case, knowledge of one of them is of no
use in an attempt to predict the value of the other one. Such processes are
called uncorrelated. In general, when two noise processes ey 1(t) and en 2(t)
are correlated, e,,2 contains some information aboutey, 1, but not all information
required to predict its value completely. This is the case wheney, g is a mixture
of several (uncorrelated/unrelated) noise processes. For example, leten 1 be
given by:

€n,1 = aen2 + ben,3, (4.26)
where @ and b are arbitrary constants. Then knowledge ofen 2 reduces the
uncertainty about the value ofen,;, but cannot eliminate it completely; for this,
we also need to know ey, 3. For this reason, €,,1 and e, 2 are correlated, but not
fully correlated.

The significance of correlation for our noise calculations is that it affects the
mean square value (also the mean square value associated to a frequency band
A f) and the power spectral density of a process. This can be demonstrated by
calculating the mean square value of the process ey, given by equation. (4.26).
When E(...) denotes the expectation operator (i.e. a kind of weighted average),
then we can write:

E(ef,) =E [(aen,2 + ben,s)z]
= a®E (e2 ;) + b°E (€2 3) + 2abE (en 2€n,3) -

427

Likewise, the variance associated to a frequency band A f can be written as:

21 (f, Af) = a%e2 ,(f, Af) + b2 4(f, Af) + 2abR {Erzens(f, AN},
(4.28)

where R(...) denotes the real part of its argument; the cross-term in equa-
tion (4.28) is generally complex valued. Notice that equation (4.28) contains
cross-terms between €, 2 and e, 3, Whereas equation (4.24) contains no cross-
terms at all. Apparently, the cross-terms vanish for uncorrelated processes. This



4.3. EQUIVALENT INPUT NOISE POWER 109

can be seen as follows. When two processeseqn,g and ey 3 are uncorrelated, then
the following equation hold:

E (en,gen,;;) =E (en,z) E (en,3) . (429)

The quantities at the right-hand side of this equation equal the mean (i.e. av-
erage) values of ep 2 and en 3, respectively. It is known that the mean value
of all electrical noise processes of interest in this book equals zero. Therefore,
the right-hand side of equation (4.29) vanishes. Consequently, for zero-mean,
uncorrelated processes €n,2 and €53 We can write:

A, Af) = a®e 5 (£, A1) + Vel (£, A1), (4.30)

This is the result used in equation (4.24).

Autocorrelation Function

So far, we have assumed that the power spectral density, or mean square value
for a frequency band A f of the various noise processes in equation (4.24) are
given. In the rare cases that this is not the case, it has to be derived from
the autocorrelation function through Fourier transformation, as explained in
section 4.3.2. Here, we will give a qualitative explanation of the meaning of
the autocorrelation function, and its definition formulas.

Our discussion on correlation was implicitly restricted to values of different
processes evaluated at the same time instant. In contrast, the autocorrelation
function considers the relation between two values of the same noise process
at different time instances. This is illustrated by figure 4.19, which depicts
the noisy signal en(t) as a function of time. The autocorrelation of ey, is a

Figure 4.19. A noisy signal as a function of time.

measure for how good the value ofe, at time ¢ = £) predicts the value of e,
at time t = to = t; + 7. It is not difficult to see that this is tightly related
to the bandwidth of ep(t). When this bandwidth is very small, it is unable to
change its value in time very quickly, while when it is large,epn(t) can change
rapidly. In other words, when the bandwidth ofey(t) is small, en(t1) will quite
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accurately predict the value of e,{t2) up to relatively large time intervals 7.

On the other hand, when the bandwidth is much larger, the prediction will be
accurate only for very small 7. Of course, for extremely large T, the prediction,

i.e. the correlation between e, (t1) and en(t2) will become very inaccurate in
both cases; the values become uncorrelated. Thus if the bandwidth of en(t)

is relatively small (corresponding to a narrow power density spectrum), the
autocorrelation will be a relatively wide ‘peak’, whereas it is a narrow ‘peak’
for large bandwidths.

The formal definition of the autocorrelation function of en(t) is:

Ra(t,7) 2 E{en(t)en(t +1)}. 4.31)

Thus, in principle, it is a function of both the absolute timet and the time-
interval 7. For a large class of noise processes, however, the autocorrelation
is only a function of the time interval 7, and not of £. Such processes are
called (wide-sense) stationary >. All important electrical noise processes are
wide-sense stationary, such that we can write:

R(7) 2 E {en(t)en(t + 7)} . (4.32)

Expression (4.32) is not very suited to determine the autocorrelation from
measurement results, since it requires the joint probability density function of
en(t) and e, (t + 7) to be known for all time-differences 7. For such purposes,
one often uses an alternative definition:

T
1 (%
Ra(r) = Jim = f_ , ent)en(t 7). 433)
Although both formulations are quite different they yield the same function
R,(7) for a large class of stochastic processes. Such processes are called
(weakly) ergodic. Again, all major electrical noise processes are (assumed)
weakly ergodic.

434  Example

As an example of an equivalent input noise power calculation, we determine
the equivalent input noise of the amplifier of figure 4.9. The equivalent input
noise voltage of this amplifier was determined already in section 4.2.6, and is
given by equation (4.19).

30ne usually distinguishes wide-sense stationary and strictly stationary processes. Although significant in
probability theory, this distinction is not important in our present discussion.
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Step 1: Detect Correlation between Noise Sources

The first step we have to take is determine whether the various noise sourcesy, 2;
and the current source ¢,,1 appearing in this expression are uncorrelated. This
depends on whether these sources have the same origin, i.e. originate from the
same electrical noise mechanism, or not. Although we have not discussed the
noise phenomena present in electronic circuit components yet, we will assume
that all noise source have zero mean and are uncorrelated, except the sources
in,1 and vp2. As explained in later sections, these two sources represent the
equivalent input noise of the nullor implementation, originating from the first
transistor stage of the circuit implementing the nullor.

We will further assume that v, 2 and ¢,,1 can be expressed as a linear com-
bination of three zero-mean, uncorrelated noise processes¥n,12, in,3 and in 5
as:

Un2 = Un,12 + Bin3 4.34)
in,1 = in,5 +Dx i",3, (4.35)

The three independent noise sources are usually the main noise sources of
the input transistors of which the details will be given in section 4.4.4 and
section 4.4.5. The parameters that are used to transform the shot noise of the
collector or drain current to the input of the transistor are B and D. Parameter
B has the dimension of an impedance and D is the dimensionless current-gain
factor. For this example, B is chosen to be constant and D to be frequency
dependent. So, for D the impulse response d(T) is used (a “typical FET-case”).

Step 2: Rearrange Expression for the Equivalent Noise

Before we can apply equation (4.24) to determine the power spectral density,
expression (4.19) for ¥p,eq,in has to be rearranged in such a way that it consist
of a sum of mutually uncorrelated terms only. For this purpose, we substitute
equation (4.34) and equation (4.35) forv, 2 and i,,1 into equation (4.19), and
collect the terms for the uncorrelated processesin,3, in,5, and vy, 12. This yields:

RiR . R
Un,eqin = [(Ra + ﬁ) D(s) - B] tn,3 — (RszRQ) Una

Ri\Ry \ . Ry
+ (Rs + R+ Rz) ins5 + <m) Un,6 + Un,10 — Un,12, (4.36)

where d(7) has been represented by its Laplace transform D(s) for convenience.
Al terms in this expression are uncorrelated, such that equation (4.24) can be
applied to it.
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Step 3: Equivalent Input Power Density Spectrum

In order to calculate the power density spectrum of Up eq,in,» We apply equa-
tion (4.24) to equation (4.36). Subsequently, the expressions for the power
density spectra of the noise current- and voltage sources appearing in the right-
hand side of equation (4.36) and the Fourier transform D(f) of d(7) have to
be substituted. Usually, all these spectra are known in advance, such that the
corresponding autocorrelation function doesn’t have to be determined first.

We will assume that the power density spectra of all noise voltage sources
are so called white spectra, i.e. frequency independent. This means that e.q.
Suy.3(f) = Sy, 5. For the noise current sources we will assume:

Sins(f) = S3 (1 + %) , 437)
Si,s(f) =S5 (1 + -f%) , (4.38)

and for D(f) we take:
D(f) = Do + jonfD. (4.39)

Substitution of all these expressions finally yields:
Svn,eq,in (f) =
RiR 2 RiR; \?
(Ra+ 12 +D0—B) + (Rs+ L2 ) Df(21rf)2}

Ry + Ry R, + Ry
XS3(1+%§)

Ry, \? RiR; \? fis
L T R, + —af2_ 14 Ju8
+(R1+R2) ”"’4+< st mrm) S\t

Ry \?
+ (m) Svne t Svp10 T Svpyz-  (4.40)

Although this is a formidable expression, we can get a good impression of its
behavior by looking at the various frequency asymptotes contained in it. The
following asymptotes can be identified:

= an asymptote inversely proportional with frequency(f~1);
» an asymptote independent of frequency (f°);
= an asymptote proportional with frequency ( f!);

® an asymptote proportional to the square of frequency (f2).
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Figure 4.20. Asymptotic representation of Sy,, ., ... (f)-

These asymptotes are sketched in figure 4.20 on a double-logarithmic scale
(Bode Plot). As observed from this figure, the information signals located in
the frequency region where the noise spectrum is white (flat) experience the
smallest contamination by noise. In effect, to obtain an as low as possible
equivalent input noise power, it is preferable to locate all signal information in
this frequency range.

Step 4: Equivalent Input Noise Power

Finally, the equivalent input noise power is obtained by integration of the equiv-
alent input noise power spectral density over the information bandwidth. This
can be done separately for each of the four identified asymptotes.

Generally, the message information is located in the white part of the spec-
trum, such that the equivalent input noise power increases linearly with the
information bandwidth; it simply equals the product of the power spectral den-
sity in that region and the information bandwidth. We will not give the general
result for the noise power that can be obtained from equation (4.20), since it
doesn’t contribute much to the understanding of the noise behavior.

435  Summary

This section discussed the techniques required to determine the equivalent
input noise power from the equivalent input noise source.

This power was defined to be the part of the noise power produced by the
equivalent input noise source that is located in the same frequency range as the
information signal, the so called information bandwidth. This part of the noise
power fundamentally limits the Signal-to-Noise Ratio that can exist within the
amplifier. All noise power produced by the equivalent source located outside
this region can, in principle, be eliminated.

The distribution over frequency of the noise power produced by the equivalent
source is described by its power spectral density. This power spectral density
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can be derived from the power spectral densities of the various contributing noise
processes, which are generally known in advance, and the transfers of these
sources to the equivalent input source. A constraint on this way of calculation is
that all contributing noise sources have a zero mean value, and are uncorrelated.

Correlation is a measure for the extend that one noise process contains in-
formation about the value of another process. Two processes are calledfully
correlated when the value of one of them can be used to predict the value of
the other one completely. When two processes are uncorrelated, they do not
contain any information about each other. Correlated noise processes generally
have a common origin. In the amplifier noise analysis, correlated noise sources
can always be expressed in terms of linear combinations of uncorrelated noise
processes.

The autocorrelation function is a measure for the extend that the present value
of anoise process is able to predict future values. The Fourier transform of this
function equals the power spectral density of the noise process. In amplifier
noise analysis, however, it is not necessary to determine the power spectral
density in this way.

4.4 Noise Models for Electronic Circuit Components

Throughout the foregoing sections, the various noise analysis techniques
without reference to the origin of the noise sources have been discussed. For
most of the discussions this was simply not necessary. An exception is the step
were the presence of correlation between noise sources has to be detected, as
illustrated by the example calculation in section 4.3.4. At such a point, the
(common) origin of noise sources has to be identified.

In noise analysis of electronic circuits, however, the noise sources will not be
given in advance, but have to be obtained from the noise models of the various
circuit components. In addition, these models reveal the origin of the noise
processes, and their mutual correlations.

In this section, we will discuss the noise models of the most frequently used
electronic circuit components, the mutual correlations that exist and the asso-
ciated noise power spectral densities. Together with the techniques discussed
in section 4.2 and section 4.3, this provides all information necessary for the
noise analysis of electronic amplifiers.

The various electronic noise processes have very similar characteristics, that
will be considered in section 4.4.1. Sections 4.4.2 through 4.4.5 discuss the
noise models of the various circuit components. Section 4.4.6 illustrates the
use of this model for the voltage amplifier used in foregoing sections. Finally,
section 4.4.7 summarizes the results.
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44.1 General Characteristics of Electronic Circuit Noise

Although several different types of electronic circuit noise, with slightly
different causes can be identified, all of them are fundamentally due to the
quantized nature of electric charge on a microscopic scale. As a result of this
quantized nature, electric current is not a continuous flow of charge, as it is
modelled in circuit theory, but a stream of charged particles moving on average
in one direction. Due to several (microscopic) mechanisms, their actual path of
motion can be very irregular and very different from this average direction. As a
consequence, the instantaneous current flowing through electronic components
will slightly fluctuate in a random manner: it contains noise.

Due to this common cause, the statistical characteristics of electronic noise
processes are very similar. All these processes are due to random move-
ments of large numbers of equally charged particles. From stochastic theory
is known that the probability density function of such processes approaches
a normal/Gaussian density function. For this reason, all electrical noise pro-
cesses considered in this book possess an (approximately) Gaussian probability

function p (en):
RY
exp [ (en I-"n! ]

n
Y4 (en) - On \/2_7l'
The parameters py, and o5, in this expression represent the average (expected)
value and the variance of the process respectively. Since electrical noise is
generally defined as the fluctuations of currents and voltages with respect to
their average value, the average value of electrical noise processes equals zero:

Un = 0. 4.42)

The value of the variance differs among the types of noise processes, and is
determined by circuit and component parameters. In the sequel, the variance for
each noise process will be specified in terms of the mean square value associated
to a frequency band A f, which is related to the power spectral density through
equation (4.25).

(4.41)

44.2 Resistor Noise Model

Resistors produce a type of circuit noise that is called thermal noise. It
is caused by (thermal) kinetic energy gained by free charge carriers when the
temperature rises (thermal agitation). Ifthe temperature is the same everywhere
in the resistance material, this thermal motion of the charge carriers has no
preference for any direction. As a result, thermal energy causes carriers to
move randomly, uniformly distributed among all directions, which generates a
random current/voltage.

In addition to the thermal agitation, an external applied source gives the mo-
tion of the charge carriers a drift component, in the same (or opposite) direction
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of the external current. The total external noticeable current/voltage equals
the superposition of both effects, and therefore contains a random component:
thermal noise.

Nyquist has shown that the voltage fluctuations (voltage noise) observed at
the terminals of a resistor with value R due to thermal agitation possesses a
mean-square value associated to a frequency band A f equal to:

v2(f,Af) = 4kTRAf, f >0, (4.43)

where k = 1.38-10~23 (J/K) denotes Boltzmanns constant, and7 the absolute
temperature in Kelvin. Thus, resistors produce white noise’. Figure 4.21
depicts the Thevenin and Norton equivalents of the resistor with thermal noise
voltage source vy, and noise current sourcetn, respectively. Using the Thevenin-

a0 &
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Figure 4.21. Noise model of a resistor.

Norton transform, equation (4.24) and equation (4.43), we find that the mean
square value of the noise current in the Norton equivalent equals:

2 (f,Af) = M%, f>o. (4.44)

In resistors made of materials with a very irregular internal structure, another
type of noise, so called 1/ f noise or flicker noise, may yield a non-negligible
contribution to the resistor noise production. This is sometimes the case for
resistors made of compressed coal powder. The variance of this flicker noise
can be written as:

R, Af) = kTRLAS f >0, (4.45)

f
where f; denotes the frequency above which the white thermal noise dominates.
For frequencies below fi, the flicker noise dominates. The flicker noise is
uncorrelated with the thermal white noise.

“In reality, the thermal noise of the resistor has an extremely large, but finite bandwidth. Its power spectral
density, however, remains white up to frequencies far beyond the range of interest to electronic circuit design.
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Figure 4.22. Noise model of a diode.

443 Diode Noise Model

Diodes, either pn-junction or Schottky, produce a type of noise that is called
shot noise. As is known from semiconductor physics, the conduction in diodes
is due to the diffusion mechanism, that injects minority carriers in the n-region
and p-regions across the junction. The crossing of the individual carriers across
the junction is a random process, that causes slight fluctuations, i.e. noise, in
the external diode current.

The crossing events of the individual carriers can be assumed to occur inde-
pendently from each other. The probability of such events is known to possess a
Poisson distribution, which approaches the Gaussian distribution if the number
of crossings becomes large. Figure 4.22 depicts the noise model of a diode,
consisting of the diode and the shot noise current source connected in paral-
lel. The mean square value of the noise current is proportional to the average
external diode current I, i.e. the diode bias current:

2 (f, Af) = 2¢ (Ig+ 2L) Af ~ 2qI;Af, f > 0, (4.46)

where I denotes the diode saturation current. Thus, also the diode shot noise
has a white power spectral density.

444  Bipolar Transistor Noise Model

Bipolar transistors produce a combination of shot noise, thermal noise and
flicker noise. If forward biased in the normal operating region, the one of
interest to amplifier design, this noise is determined by four uncorrelated noise
processes.

Since the device essentially consists of two pn-junctions, shot noise is a
principal cause of noise in bipolar transistors. In normal operation the base-
emitter junction is forward biased, while the base-collector junction is reverse
biased. The diffusion currents across the latter one are therefore extremely
small, such that their noise contribution is negligible (see equation. (4.46)).
The two diffusion currents crossing the forward biased base-emitterjunction are
not negligible, and therefore produce non-negligible shot noise. The diffusion
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current injected from the emitter into the base, constituting the collector current
I.., is transported out of the base through the reverse biased base-collector
junction. This current therefore results in a shot noise source connected between
the collector and emitter. The other diffusion current is injected from the base
into the emitter, constituting the base current Ip, and therefore results in a shot
noise source connected between the base and the emitter. Both sources, denoted
by 4 and 5 respectively, are depicted in figure 4.23. Their mean square values

L
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Figure 4.23. Noise model of a bipolar transistor.

vn, b

are given by:
2 (f, Af) = 2qI.Af, f >0 (4.47)
2 (f, Af) = 2¢LAf, f >0, (4.48)

where I and I denote the DC collector and base currents, respectively.
Flicker noise, due to a variety of imperfections, yields another contribution

to the noise current between the base and the emitter. In figure 4.23, it is

represented by a current sourcegy¢. Its mean square value can be expressed as:

fi
f

For modern bipolar transistors, the frequency f; is usually very small (up to a
few Hz), such that 1/ f noise is mostly negligible.

The resistance of the bulk material, connected to the intrinsic base-emitter
and base-collector junction produces thermal noise. The (small-signal) bulk
resistance of the base, denoted by 73, is generally much larger than the col-
lector and emitter bulk resistances, and is usually the only one that produces
non-negligible noise. The mean square value of the noise voltage vnp (see
figure 4.23) produced by it equals:

V2, (f,Af) = 4kTrsAf, f > 0. (4.50)

2, (f,Af) = 201, Af. (4.49)

44.5 Field-Effect Transistor Noise Model

The operation of Field-Effect Transistors (FETS), like Junction FETs and
MOSEFETs, is based on modulation of the resistance (or conductance) between
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source and drain by a third terminal, the gate. The noise produced by these
devices is therefore mainly of thermal origin. Generally, this noise is determined
by five different noise processes. Two or three of them, however, can often be
neglected.

The principle cause of noise in FETs is the thermal noise produced by the
drain-source channel resistance. The value of this resistance, and also its noise
production, is generally dependent on the gate-source and gate-drain voltages.
The lowest resistance is observed in the triode region, where the channel con-
tains free charge carriers over its entire length between source and drain. In
amplifiers, FETs are used in the saturation region, i.e. above pinch-off, where
part of the channel is depleted, resulting in a higher resistance value. The ther-
mal noise in the channel is generally represented by a noise current sourceig,
connected between drain and source, as depicted in figure 4.24. Although the
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Figure 4.24. Noise model of a JFET and a MOSFET.

mean square value of ¢¢ is determined by the channel conductance between
source and drain, it is customary to express it in terms of the transconduc-
tance gm, relating the small-signal drain current to the gate-source voltage,
and a proportionality constant ¢ (the ratio of the channel conductance and the
transconductance) [3, 23, 24]:

3 (f,Af) = 4kTcgmAf. (451)

Although ¢ depends on the bias voltages of the device, one usually adopts a
single value for it. From theoretical considerations, it follows thatc = 2/3 for
JFETs in saturation. For MOSFETs, theory predicts values betweene = 2/3
and ¢ = 4/3. However, practical values can range up to aboutc = 2.

Besides a thermal component, the channel noise generally also contains a
flicker noise,1/ f noise component. Its influence is considerably larger than in
bipolar transistors, due to the fact that the channel is located close to the surface,
and therefore contains many defects and traps. The 1/ f noise is represented
by a current source ig¢ between source and drain, that possesses a mean-square
value equal to:
fi

Af. 4.52
f f (4.52)

2 (f,Af) = 4kTcgm
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For JFETs, the frequency f; can be up to several tens of kHz, while for MOS-
FETs, it can even be several hundreds of kHz.

Another, often omitted thermal noise contribution is generated by the resis-
tance Ry in series with the gate. Its value is usually small, since the gate is
generally made of a highly doped semiconductor, or a metal. In some cases,
however, the gate is made of a material with a relatively high-ohmic resistance,
resulting in a non-negligible noise contribution. The mean-square value of the
associated noise voltage un,g equals:

vZ, (f,Af) = 4kTR,Af. (4.53)

In JFETs, a small shot noise contribution is generated by the saturation
current I, flowing through the reverse biased gate-channel (source and drain)
pn-junction. This noise current, represented by iy in figure 4.24, possesses a
mean-square value equal to:

2 (f,Af) = 2qI,Af. (4.54)

At very high frequencies, around the transistor transit frequency, so called
induced gate noise becomes noticeable. It is caused by the capacitive coupling
that exists between the channel and the gate terminal. Charged particles travel-
ling through the channel induce a small current through the gate terminal, i.e.
the other plate of the gate-channel capacitance. In figure 4.24, the induced gate
noise is represented by the current source %59 connected between the gate and
the source. Its mean-square value equals [3, 23, 24]:

22
2 (f,Af) = 4kT(2"Tf;C£A 5. (4.55)
m
The noise current 43¢ and the thermal drain noise currentiq are correlated, due
to capacitive gate-channel coupling. However, since their cross-correlation is
complex valued with a zero real part, its does not contribute to the noise power
spectral density (see section 4.3). For this reason, ;g and %4 can be considered
to be uncorrelated in calculation of the equivalent amplifier input noise power.

44.6  Example

In this section we illustrate the use of the noise models for electronic circuit
components in the calculation of the equivalent amplifier input noise. For
this purpose, we continue the voltage amplifier example, and implement the
first stage of it by a JFET in common-source configuration, as illustrated in
figure 4.25. The noise of the JFET, i.e. the equivalent input noise of the nullor
implementation, is represented by the noise sourcesiy,; and v 2. An expression
for them has to be derived from the JFET noise model, depicted in figure 4.24.
The channel noise sources 4 and ¢4 have to be transformed to the JFET input
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Figure 4.25. Voltage amplifier with a JFET input stage.

using the two-port transform. The chain parameters of the JFET required for
this, B and D, equal:

Br——1f) (4.56)
gm

327§ (Cys + Coa)
9m )

D(f) ~ (4.57)

The result after transformation is depicted in figure 4.26. Subsequently, the

P N

Figure 4.26. JFET noise model with channel noise transformed to the input.

noise current sources have to be shifted through the gate resistance, to the input
port of the model. This is achieved by combined application of the I-shift and
the Norton-Thevenin transform. The result is depicted in figure 4.27. This
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Figure 4.27. Equivalent JFET input noise.

yields the following resultforin,1 and ¥p,2:

1 =g+ g (4.58)
gm
1 2 f Ry (Cgs + C
Up,2 = —Ung — Rty — Rgiig + [_ + Jj2nf g( gs + gd) (iq + ":df)'
gm 9m
4.59)

Obviously, the two sources are correlated, since they contain several contribu-
tions with the same origin.

The expression for the equivalent input noise voltagetp, eq,in, 1S Obtained by
substitution of these expressions into equation (4.19). The resulting expression
has to be re-grouped into uncorrelated terms before the equivalent input noise
power spectral density can be determined; all contributions that originate from
the same source have to be collected. The result obtained forSy,, ., ., (f) is:

RiR; \?
Suncan (1) = (Rt Ry + 2P [53,(7) + 54, (1)

RiR, ) (2 f)? (Cgs+Cyd)2
R, + R, +
( *T Y T Ri+ Ry g2, gm

X [Sig(f) + Sigy ()]

R2 2 R1 2
*(m) S+ (75 g) S+ Sue (D)
(4.60)

+

where it has been assumed that v, 4 represents the (thermal) noise of resistor
Ry, vy 6 the noise of Ry. Further, it has been assumed that the noise produced
by the source equals the (thermal) noise of the source impedance R4, modelled
by vn,10. In general, however, the noise produced by the source can be very
different from the thermal noise of the source impedance. Expressions for
the various component noise power spectral densities in equation (4.60) are
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obtained from the component noise models. Substitution of them finally yields:

Som,eqin(f) = 4T (Rs +Ry+ % )
o (1+9).

(4.61)

Usually, the contributions of%gq and 4;¢ are negligible, such that the second term
in this expression can be omitted.

An important conclusion that can be drawn from equation (4.61) is that the
feedback resistors R and Rg affect the amplifier noise behavior in exactly
the same way as a resistance connected in series with the source, with a re-
sistance value equal to the parallel connection of Ry and Rp. It appears that
analogous behavior is observed in the other three single-loop amplifier config-
urations. This can be used to simplify the noise analysis considerably, as will
be demonstrated in the remaining sections of this chapter.

447 Summary

This section considered the final step in the amplifier noise analysis; the
identification and modelling of the electronic circuit noise processes. Elec-
tronic noise is due to the quantized nature of electric current at a microscopic
scale. Each noise mechanism involves large numbers of independently be-
having charge carriers, which causes the probability density of virtually all
electronic noise processes to be (approximately) Gaussian.

The three most important types of noise encountered in electronic compo-
nents are:

» thermal noise, due to the thermal energy of charge carriers;
® shot noise, due to barrier crossings;
» flicker noise, 1/ f-noise, due to surface defects/traps.

Expressions for the power spectral densities of all relevant noise sources have
been given that can readily be used in calculations of the equivalent input noise
of a circuit. It appears that most electronic noise processes have a white noise
power spectral density, at least as far as the frequency range covered by elec-
tronic circuit design is concerned.
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In the example analysis, performed for a voltage amplifier with a JFET input
stage, it was shown that the (impedance) feedback network affects the noise in
the same way as an impedance connected in series with the source, with a value
equal to the parallel connection of the feedback network impedances. Similar
result can be obtained for the other three single-loop amplifier types. This result
can be used to simplify the noise analysis considerably, as will be demonstrated
in subsequent sections.

4.5 Feedback network noise optimization

The noise analysis techniques discussed in the foregoing sections are impor-
tant, but not sufficient to attain an amplifier with an optimal noise performance.
In addition, we need design techniques to minimize/optimize the noise contri-
bution of both the feedback network and the nullor implementation.

This section shows in which way the feedback network should be designed,
in order to arrive at an amplifier with an optimal noise performance.

The foregoing sections already demonstrated that the feedback network can
affect the amplifier noise performance in two different ways:

® it can produce noise by itself;
8 it can enlarge the noise contribution of the nullor implementation.

For example, the expression for the equivalent input noise power spectral density
in section 4.4.6, equation (4.61), shows that the feedback resistors 2y and
R3 do not only contribute through their own thermal noise (first term), but
also by enlarging the noise contribution of the JFET (second and third term).
These effects can be minimized, starting from a generic model for the feedback
network. This finally leads to the feedback networks that are optimum with
respect to noise.

4.5.1 Generic Model for the Feedback Network

In order to find all possibilities to design a feedback network with an optimal
noise performance, we should start from a very general description that initially
does not contain any information about its construction. Such a model can be
obtained from the chain matrix, that was used already to describe the ideal
feedback amplifier configurations, and the nullor.

In the same way as we did for the nullor and the entire amplifier, we can
describe the feedback network transfer through its chain matrix K, given by:

Ap B
Kp= 05 f”) ) 4.62
fb (Cﬂ) be ( )

The input of the feedback network is connected to the output of the amplifier,
while the output is connected to the input of the amplifier. The transform
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described by the chain matrix Kjgp is thus directed from amplifier input to
amplifier output.

From this chain matrix, an especially useful circuit representation can be
derived, consisting of a controlled source, an input impedance and an out-
put impedance. The controlled source represents the idealized transfer of the
feedback network. For example, the circuit model of the feedback network of a
transimpedance amplifier contains a voltage-controlled current source (VCCS).
Itis not difficultto show that this type of representation also holds for impedance
feedback networks. The input and output impedance of the feedback network,
Zb,in and Z gy out, can both be expressed in terms of the chain parameters

AnZL,go + B

Zin o = Sz D (4.63)
_ B+ DspZs 5

where Zp, sp denotes the load of the feedback network (combination of the nullor
input and the signal source), and Z,, fb the impedance of the ‘source’ driving the
feedback network, i.e. the amplifier output impedance in combination with the
amplifier load impedance. Expression (4.63) and (4.64) are the key to obtain
the optimal feedback networks.

4.5.2  Magnification of Noise by the Feedback Network

As stated before, the feedback network can increase the amplifier noise pro-
duction through magnification of the noise of the nullor implementation, even
when it does not produce noise by itself.

In this section, we explain the origin of this magnification effect, and derive
conditions on the feedback network that should be met to prevent it.

We derive the results for an amplifier with a voltage input (input informa-
tion signal is a voltage). Figure 4.28 represents the input part of an amplifier
with a voltage input, using the previously discussed generalized model for the
feedback network. The voltage source vgp represents the signal fed back from
the amplifier output to the input, while the impedance Zoyt, b is given by equa-
tion (4.64). The sources in,1 and ¥n 2 represent the equivalent input noise of
the nullor implementation. Possible noise production by the feedback network
is currently disregarded.

The magnification effect becomes clearly visible by calculation of the equiv-
alent input noise voltage for this configuration. The first observation to be
made is that the outputimpedance Zout, £b is connected in series with the source
impedance. Therefore, the noise current SOUrcety, ; transforms into a noise volt-
age source by application of the Norton-Thevenin transform to the combination
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Figure 4.28. Model of an amplifier with a voltage input in the presence of noise.

Zs + Zous, pb- This yields:
Un,eq = (Zs + Zout,fb) 2"n,l + vp,2. (4.65)

This expression shows that the output impedance of the feedback network mag-

nifies the contribution of the input noise current of the nullor implementation by

increasing the ‘source impedance’ seen by the current noise source. Similarly,

in the case of a current input, the output impedance of the feedback network

magnifies the contribution of the input voltage noise of the nullor implementa-

tion by decreasing the source impedance seen by the noise voltage source.
Consequently, to prevent magnification, we should require:

8 Zout, b = 0 for a voltage input;
8 Zout,fb — 00 for a current input.

These conditions can be translated into conditions on the chain parameters via
equation (4.64). The impedance Zg g in this expression equals the amplifier
output impedance. When the amplifier has a voltage output, thenZ; gut = 0,
while Zs oyt — 001n case of a current output. Combination of this information
then yields the requirements on the chain parameters listed in table 4.1.

Notice that the chain parameters required to be nonzero are exactly those
that determine the transfer of the amplifier; they equal the (ideal) amplifier gain
Atoo. Furthermore, only two of the four chain parameters are subjected to the
conditions. The other two can, as far as noise magnification is concerned, be
chosen arbitrarily.
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Amplifier Output
V(Zs,55=0) 1(Z, 55 — o0)

V(ng_ﬂ,:(]) Afb?éO,beZO Cfb;"’—‘o,be=0
Amplifier
Input

I1(Zout,fp = 0) | Asp=0,Bp #0 | Cpp =0, Dgp #0

Table 4.1. Conditions on the chain parameters of the feedback network to prevent noise mag-
nification.

453 Noise Production by the Feedback Network

The second constraint on the feedback network for an optimum noise per-
formance is that the feedback network itself should not generate noise. Using
the ideal lossless network components, the transformer and the gyrator satisfy
this requirement. Obviously, components like transistors, diodes and resistors
do not satisfy this constraint.

A more general conclusion that can be drawn is that if the feedback network

does not produce noise, its power gain cannot be larger than unity. As far as
known, physical mechanisms that provide power amplification also cause the
production of noise. A noise-optimal feedback network therefore cannot pro-
vide power amplification. A noise-optimum feedback network must therefore
be passive. This matches very well to the conclusion in section 2.6.1, which also
states that the feedback network should merely consist of passive components.
But even losses in the feedback network should if possible be avoided. Power
losses, like the power dissipation of resistors, always coincide with noise gen-
eration. So, the most favorable network is loss-free, i.e. its power gain equals
unity. An other reason why this is desirable, is given in the next section.
It can be concluded that both power amplification and power dissipation (power
attenuation) are processes that are generally contaminated by noise. So, in-
evitably, the circuit implementing the nullor will produce noise, but for the
feedback network it is possible to avoid this.

454  Feedback Networks with Optimum Noise
Performance
The previous sections already revealed the requirements that have to be sat-

isfied by the feedback network to assure an as low as possible noise production.
In order to arrive at an optimal feedback network, however, one additional
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Amplifier Output
V (Zin,gp = 00) | I(Zin,56 =0)

v (ZL,fb —F OO) Aﬂ, 7é 0, Cfb =0 Afb =0, Cfb 9& 0
Amplifier
Input

I(ZL‘beO) B‘fb;éO,be:O beZO,be?’—'O

Table 4.2. Requirements on the chain parameters of a feedback network that does not load the
nutlor.

requirement has to be fulfilled. By adding this requirement, we derive the
noise-optimal feedback network configurations in this section.

As discussed in chapter 1, orthogonality should be established in order to
allow separate optimization of the design requirements (noise, distortion and
bandwidth). Optimization of the noise behavior of the feedback network should
therefore not result in a degeneration of the distortion behavior or bandwidth
(LP-product), that cannot be repaired in later stages of the design procedure.

The orthogonality between amplifier noise and amplifier distortion is directly
affected by the power gain/attenuation of the feedback network. The amplifier
distortion is minimal when the output stage of the nullor implementation has
to deliver an as low as possible amount of power to the load and the feedback
network. The amount to be delivered to the load cannot be influenced by
the designer. The amount of power required to drive the feedback network,
however, can be influenced by proper design. The best possible situation is
attained when all power provided by the nullor is used in the load, i.e. when
nothing is spoilt to/lost in the feedback network. To achieve this, the feedback
network should be loss-free.

The orthogonality constraint can also be translated into requirements on
the input impedance of the feedback network. The network should not load
the nullor. This means that if the amplifier has a voltage output (i.e. if it is
a voltage or transimpedance amplifier) the input impedance of the feedback
network should be infinite. When the amplifier has a current output (current
and transconducance amplifier), the input impedance of the feedback network
should be zero. Through equation (4.63), these requirements can be translated
to requirements on the chain parameters, see table 4.2. Note that the requirement
are not contradictory with the respective requirements listed in table 4.1.

Combining all requirements on the feedback network itis found that a noise-
optimum feedback network should:
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® not cause magnification of the noise of the nullor implementation;
® be passive and lossless to prevent noise production;
8 not load the nullor to maximize orthogonality between noise and distortion.

Looking to the requirements as shown in table 4.1 and table 4.2, and considering
the chain matrices of the ideal transformer and gyrator, it can be concluded that
the optimal feedback network for a voltage amplifier and a current amplifier
is an (ideal) transformer, while the optimal feedback network for a transcon-
ductance and transimpedance amplifier is a gyrator. Unfortunately, both the
ideal transformer and the gyrator are circuit theoretical abstractions, that can-
not be realized as an electronic circuit component. So, during the noise design,
also more practical feedback networks, as shown in figure 2.8 constructed from
impedances, will have to be examined. These networks will enlarge the am-
plifier noise and/or distortion level, but still an optimization is possible and
must therefore be carried out, knowing that the absolute minimum that could
be reached with a transformer or a gyrator is beyond reach. Only the feed-
back networks of current- and voltage buffers, consisting of just “wires” (zero
impedance), are practical noise-optimal feedback networks.

4.5.5 Impedance Feedback Networks

‘When the noise-optimal feedback networks with transformers are not real-
izable, lacking the proper transformer for the application or because a gyrator
is needed that cannot be realized noiseless in practice, one usually has to resort
to impedance networks. Since these networks are not noise-optimal, they in-
evitably somehow affect the amplifier noise and distortion. In this section it will
be shown how to minimize the influence of the impedance feedback network
on the amplifier noise and distortion. This will also yield a very useful “‘short
cut” for the evaluation of the equivalent input noise.

Noise Magnification

As discussed in section 4.5.2, magnification of the noise of the nullor imple-
mentation by the feedback network is the result of a non-zero or finite feedback
network output impedance, for a voltage or current input, respectively. The
output impedance of impedance feedback networks is always non-zero and fi-
nite, with a possible exception for a few discrete frequency points, like f = 0 in
case of a capacitance/inductance network. Consequently, impedance feedback
networks always enlarge the noise of the nullor implementation.

If the amplifier has a voltage input the output impedance of the feedback
network is connected in series with the source impedance, as depicted in fig-
ure 4.29(a), and enlarges the effect of the input current noise of the nullor
implementation. As far as magnification of the noise of the nullor implementa-
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tion is concerned, the configuration of figure 4.29(a) therefore behaves identical
to the configuration of figure 4.29(b), in which the source impedance has been
increased from Z, to Zs 4 Zout, sp. This circuit is preferable in noise calcula-

ZS+Z \f n,2

out,fb_

(a) (b)
Figure 4.29. Amplifier with a voltage input (a), equivalent circuit w.r.t. magnification of the
noise of the nullor implementation (b).

tions, since it reduces the number of noise transformations required to find the
equivalent input noise voltage. Furthermore, this circuit shows that to prevent
noise magnification, Zoys, sp should be small, but also that it does not make
sense to make it much smaller than Zj.

If the amplifier has a current input, the output impedance of the feedback
network is connected in parallel with the source impedance, as depicted in
figure 4.30(a), and enlarges the effect of the input voltage noise of the nullor
implementation. The configuration depicted in figure 4.30(b), with a source
impedance equal to the parallel connection of Z; and Zou, fs, yields the same
noise magnification as the circuit in figure 4.30(a). Also this circuit simplifies
the evaluation of the equivalent input noise source. In this case, the best noise
performance is obtained when the output impedance is large> But it is also clear
from figure 4.30(b) that it does not make sense to make it much larger thanZ,.

Noise Production

When resistors are used, the feedback network does not only magnify the noise
of the nullor implementation, but also produces noise itself. We already ob-
tained the noise-equivalent circuits of figure 4.29(b) and figure 4.30(b), that
provide a short-cut to the evaluation of the noise magnification by the feed-
back network. The result derived below is that these equivalent circuits also
correctly represent the noise production of the feedback network itself in the
case of resistors. Thus, when the feedback network consists of resistors only,
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Figure 4.30. Amplifier with a current input (), equivalent circuit w.r.t. magnification of the
noise of the nullor implementation (b).

its contribution to the equivalent input noise is equal to the noise of a resistor
with a value th, fb connected in series/parallel with the source.

The output impedance of a feedback network is, in the case of resistors only,
determined by parallel and series connections of these resistors. It can easily
be shown that for a series connection of two resistors Ry and Ra the power
spectral density of the equivalent voltage noise is described by:

Sy = 4kT(R; + Ry) (4.66)

and analogous for a parallel connection of two conductances 1 and G2) the
power spectral density of the current noise is given by:

S; = 4kT(G1 + Ga) (4.67)

Subsequently, via induction follows for an one-port consisting of an arbitrary
connection of resistors, the power spectral density of the equivalent voltage
noise at the terminals is given by:

Sy = 4kT Rport (4.68)

in which Rport is the equivalent port resistance.

In section 4.5.2 the feedback network is modelled as a controlled source and
an output impedance. From the previous discussion it follows that for the case
of a passive resistive feedback network the associated noise at the output of the
feedback network can be described by:

4kT
So = 4kTRouspp of Si= — (4.69)
out,
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Amplifier Output
v I

V| S, = 4T(R,//Rs) | Sy = 4kTR

Amplifier
Input
_ 4T _ _4kT
I|8Si=% Si=mim

Table 4.3. Noise production for the feedback networks of figure 2.8 on page 39 for resistive
feedback elements.

For the 4 configurations depicted in figure 2.8 on page 39 the power spectral
densities for the corresponding noise sources are given in table 4.3.

For general passive networks, thus including capacitors and inductors, the
noise production can not be be taken into account via this short-cut. It is easily
illustrated by the following reasoning.

Assume that the power spectral density of the equivalent voltage noise of the
feedback network is modelled correctly by

Sv,eq = 4kTR{Zout, v} (4.70)

Analogous, for the power spectral density of the equivalent current noise should
hold then:

4kT
Sieq = 57— 4.71)
" R Zout, o}
These two power spectral densities relate to each other as:
Sv,eq = Si,quZout,fb'2 (4-72)
Substituting the expressions for Sy,eq and Si ¢q yields:
4kT
4kTR{ Z, = ————|Zout, o’ .
{ Wt,fb} W{Zout,fb} I Wt-fb' (4 73)

This is only true if and only if
§R{Zowﬁ,fb} = |Zout,fb| 4.74)

which is only true for real (resistive) networks.

The correct way for complex networks is to connect explicitly the complete
feedback network in series/parallel, instead of a single element representing
Zout,fb. For instance, for a current amplifier the series connection of Zy and
Z3 should be connected in parallel with the input of the active part.
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Amplifier Output
\' I

v Afb=1+% (#0) | App=1 (0)

Cpp = 3; (0) Cp=Y (#0)
Amplifier
Input
I |Bp=2 (#0) | Bp=2 (0)
Dy =1 (0) Dp=1+% (#0)

Table 4.4. The chain parameters of impedance feedback networks (figure 2.8) compared with
the constraints for non-loading the nullor.

Orthogonality between Noise and Distortion

To have maximum orthogonality between noise and distortion, it was argued
in section 4.5 that the feedback network should not load the nullor such that no
increase of distortion results.

In table 4.4 the chain parameters of impedance feedback networks (figure 2.8)
are compared with the constraints for not loading the nullor (see table 4.2).

For the voltage amplifier, the feedback network is not loading the nullor for
the situation that Z2 = 0 and Z1 = oo. This yields a voltage follower, i.c. the
feedback network is just a wire. For other amplification factors the ratio of the
two impedances is determined by the specified gain and the impedance level of
Zy and Zs is free to choose. For the situation that the impedance level can be
chosen such that Z1 < Zg and Z1 + Z2 > Z,, orthogonality exists between
noise and distortion. When in this case for Z1 and Z; capacitors or inductors
are used, the feedback network does not produce noise and it is close to noise
optimal.

Analogous conclusions hold for the current amplifier. Only the current fol-
lower (Z = 0 and Z; = o0) is perfectly non-loading the nullor. For other
amplification factors loading may arise. However, with the freedom of the
impedance level, this can be optimized.

For the transimpedance and transconductance amplifier no freedom exists.
This is easily explained by the fact that the feedback impedance sets the transfer
and it is the same impedance loading the output.
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4.5.6 Example
In this section, again the equivalent voltage noise source is determined for the
voltage amplifier of figure 4.9, but now the introduced short-cut for impedance

feedback networks is used.

Step 1: vy,8
This step is identical to step 2 on page 98. The resultis thatv, g can be ignored.
This is shown in figure 4.31.

an
+ . -
o L[, 2
:MT —
0 Ml
g 1)
v, C L-I-Q—J' LV 5
= 2 L +
Rl RL
+ \t /ol.ll
Vn10 C) Vn4 v"-f )
- Q

Figure 4.31. Contribution of v, s to the equivalent noise source.

Step 2: Short-cut
Subsequently, the short-cut as introduced in section 4.5.5 can be used. This
results in the noise-equivalent diagram of figure 4.32. The effect of the feed-

—OT OIS
+ ST
kK _() in,lT s

Figure 4.32. Noise-equivalent diagram when short-cut of section 4.5.5 is used.
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back network on the noise magnification is equivalent to a resistorRyo, being
the parallel connection of Ry and Rg, in series with the signal source. The
contribution to the noise of the feedback network,vn 12, is equal to the noise of
the parallel connection of Ry and Ra. The power spectral density of this source
equals Syn,12 = 4kT Ry2.

Step 3: in,1
The last step in finding the equivalent source is transformingiy, 1 via the Norton-
Thevenin transform. This results in the situation as depicted in figure 4.33.

Yo R n12 R, Va2 L(R+R,)

N Y Y Y

Nl et R e TN L :
4 \ " +
20, o | '—
Figure 4.33. Transforming i) to the input,
Finally, the equivalent noise source is found to be:
Un,eqin = (Rs + R12)in1 — Un2 + Un,10 + Un,12 4.75)

When compared with equation 4.19 on page 102, the difference is found in the
way the noise contribution of the feedback network is represented. In expression
4.19 the contributions of the resistors Ry and Rg are indicated separately, i.e.
Up 4 and vp 6, respectively, whereas in the expression found here, the noise
of the total feedback network arises as a single term, i.e. vn,12. When the
power spectral densities are derived, for identical results are obtained for the
two expressions.

Clearly, using this short-cut, a considerable reduction in the number of trans-
forms is obtained, which is useful in the design process.

4.6  Design of the nullor input stage

The nullor implementation has to comply simultaneously with the require-
ments with respect to noise, distortion and bandwidth. To achieve this, we
orthogonalize the requirements by confining them to different stages inside the
nullor implementation in the following way. Since small signals are more
vulnerable to noise than large ones, it is likely that the amplifier input has a
dominant influence on the noise performance; the power contents of the infor-
mation signal is minimum here. Therefore, it makes sense to design the nullor
input stage for minimum noise, and assure that the noise contribution of other
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stages is negligible. In this section, we concentrate on the design of the input
stage for low noise.

The input stage of the nullor in a low-noise amplifier has to comply with two
requirements:

= it has to assure orthogonality between noise and the other requirements
= its own noise production should be minimal.

To assure orthogonality, the gain of the input stage should be made as large
as possible. This was noticed already by Friis in 1944 [22] in conjunction
with repeaters for telegraph lines. It also directly follows from the two-port
transformation discussed in section 4.2, as illustrated by figure 4.34.

v v

nl n2
N N
o @T A, B, N\ T
Ini C, D, L2

First nullor stage Remaining nullor stages

Figure 4.34. Assuring orthogonality with respect to noise by maximizing the gain of the first
stage.

The two-port at the left of this figure represents the nullor input stage, while
the one at the right represents the following stages. The equivalent input noise
sources of these stages, represented by ¥n,2 and iy,2, transform to the amplifier
input through the chain parameters of the input stage. According to figure 4.8
on page 96, their contribution to the equivalent amplifier input noise vanishes
when all chain parameters of the input stage equal zero, i.e. when the gain of
the input stage is infinite. So, itis important to use afirst stage that has a gain as
high as possible. If done so, the noise contribution of all other stages becomes
negligible and the noise optimization of the amplifier can be concentrated on
just this first stage.

The transistor stage that best approximates this behavior is the CS stage
(common source) for MOSFETS/JFETS, or the CE stage (common emitter) for
bipolar transistors. All parameters of the chain matrix are the smallest compared
to the CD and CG, and the CC and CB stage, respectively. CS/CE-stages are the
only stages that do not contain local feedback, like the source/emitter follower
where A = 1 or the current follower where D = 1 (see exercise 3). Of course,
also shunt- or series stages at the input are not preferred since they have a
reduced gain and on top of that the local feedback network produces noise or
at least increases the noise contributions of the transistor.

In the case that a CE or a CS stage does not suffice, (see section 2.6 for
the correct reasons), an voltage/current follower is the next choice since the



4.7. NOISE OPTIMIZATIONS 137

noise production of these stages is almost identical to the noise production
of the CE/CS stage. Clearly, since for the voltage/current follower the chain
parameter A/D equals one, the noise contribution of a second stage may become
significant.

4.7 Noise Optimizations

After selection of the feedback network and the nullor input stage, there are
still some degrees of freedom left to optimize the amplifier noise performance.
These optimizations will be discussed below. In general, one or more of the
following three types of optimizations can be applied:

® noise matching to the source via a transformer
® optimization of the bias current of the first stage

® connecting several input stages in series/parallel.

All of them can essentially be viewed as variants of the first type, as shown
below.

4.7.1 Noise matching to the source via a transformer

The principle of noise matching to the signal source can be explained with the
aid of figure 4.35. The sources ¥n and in represent the equivalent amplifier input

v
Z, 1:n '/—-"\+
. . U w
n.eq -
. N n T@ Amplifier
d - input

Figure 4.35. Principle of noise matching to the source.

voltage- and current noise, respectively. As shown in section 4.2, an equivalent
noise voltage source ¥n,eq can be calculated. Via the (ideal) transformer, the
ratio between the contribution of ¥, and in to Un eq can be adjusted. This can
be done in such a way that the available power of the equivalent noise source
Un,eq becomes minimum. Since it leaves the equivalent power of the signal
source ¥s unchanged, this approach maximizes the equivalent amplifier input
Signal-to-Noise ratio (SNR). The details are as follows. As known from circuit
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theory, the available power of vy and vp,eq €quals:

p2
F, = — 4.7
av,vg 4%{Zs} ( 6)
Vi,eq
P, = 477

VyUn,eq M

The equivalent amplifier input SNR equals the ratio of these two. The trans-
former has no effect on equation (4.76), but it does affect equation (4.77), via
the relation between vp eq and vy, in:

Un,eq = % + nZyin 4.78)

where 7 is the transformation ratio. Consequently, the amplifier input noise has
an effect as if the source impedance were equal ton?Zs. The transformation
ratio 7 is chosen such that equation (4.77) is minimized, while equation (4.76)
remains unchanged. For simplicity, assume thatZs = Ry is real, and v, and
in are uncorrelated (which is not always true). Then the optimal rationeps
satisfies:
1 [v2
Nopt R\ 4.79)

A similar result is found when the signal source is a current source. For the
optimal ratio, the contributions of vy, and i, are equal. The advantage of this
approach is that all noise sources in the amplifier are included in the optimiza-
tion. The main disadvantage is that a transformer is not available in many cases
or, as in microwave designs, realizes a match over a limited frequency range
only.

4.7.2  Optimization of the bias current

This type of optimization relies on the fact that the intensities of several
transistor noise sources, the collector- and base shot noise in a bipolar transistor
and the channel noise in a MOS/JFET, depend on the transistor bias current. In
addition, the chain parameters are also bias dependent.

The principle is illustrated by figure 4.36, which depicts the input stage with
all noise sources. The source %1 represents the bias dependent output noise
current source (collector shot noise/channel noise), present for both a bipolar
and MOS/JFET input stage. As depicted, it transforms to the input through the
chain parameters B and D. The bias-dependent input noise source #, 2 (shot
noise of the base current) is present only in case of a bipolar input stage. The
power spectral density of both n,1 and %2 is proportional to the bias current
I, 4. Two different situations can be distinguished.
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Figure 4.36. 'The bias dependent noise sources in a first stage.

m For a FET input stage, both B and D are inversely proportional to the drain
bias current (-,—1;) and consequently, the power contents of all equivalent

input noise sources due to ip,1 is proportional to % = %. In this case, no
d

global noise optimum exists. To minimize the noise, the bias current,Ig,
should be chosen as large as possible.

s For a bipolar input stage, a global noise optimum does exist. The chain
parameter D is independent of the collector bias currentl, in this case. The
power contents of the input current noise is proportional tol,. The power
contents of the equivalent input voltage noise is, similar to a FET input
stage, proportional to Tl,,. So, there is a possibility to optimize the noise
contribution of a bipolar transistor stage by choosing the optimal collector

bias current. In figure 4.37 the transformations are indicated. The equivalent

R, I, ifg,
F:H: S-S
. R %Ib %l i/B
h -
____J

-

Figure 4.37. Equivalent noise sources of bipolar transistor in the case of a voltage input Rs
models the source resistance and the feedback network).
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input noise is given by:
]
Un,eq = Unb + _gc (4.80)

m

in’eq = ib + ic/ﬂ (4.81)

Transforming iy eq to a voltage source in series with Up eq yields:

Un,bip = Un,eq T (Rs + Tb)in,eq (4.82)
The power spectral density is readily found to be (see section 4.4.4)
2ql1, 2q1,
Supip = 4KTTs + —EE 4 (2qu n 125) (Ry + 1p)? (4.83)
Im g
Rearranging and assuming 3 >> 1 yields:
1
Sy pip = 4kT (r,, + Ere) + 2q1y (Rs + 1)° (4.84)

in which 7, is ?’;‘IT;' By differentiating this expression with respect to %

and subsequently equating the result to zero yields the optimum collector

current:

VrvB
Ry + 1y
in which V is kT'/q. The optimum is mostly rather weak, such that biasing
is not very critical.

Loopt = (4.85)

The strength of bias current optimization is that it is virtually always applica-
ble. No additional circuitry is required. Its main disadvantage is the limited
scope. It can only optimize the contribution of bias dependent sources such
as %¢ and ¢p. The contribution of other sources cannot be influenced by it,
whereas this could be done with a transformer.

4.7.3  Connecting stages in-series/in-parallel

A third optimization method is connecting several input stages in series or
in parallel, that is scaling of the input stage.

When two identical stages are placed in parallel, their identical but uncorre-
lated input current sources add, resulting in a total noise current ofv/2 times
larger than the noise current of a single stage. It can be shown that at the same
time, the equivalent input noise voltage source of the two stages is reduced by
a factor v/2.

In case of two series connected input stages, exactly the opposite situation
occurs. The voltage noise increases by factor v/2, while the current noise
decreases by a factor V2.
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When n stages are placed in series or in parallel, the same magnifica-
tion/reduction is observed, but now with a factor\/ﬁ.

The optimal scaling factor of the input stage can again be found from equa-
tion (4.79). In full-custom IC’s, n can be chosen arbitrarily (within certain
boundaries), but in semi-custom IC’s and discrete circuits, only integer values
can be realized. But again, as the optimum is relatively flat, choosing only
integer values leads to a slightly smaller SNR than the maximum one.
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4.8 Exercises

Exercise 4.1
Given the differential pair and its noise sources, as depicted in figure 4.38.

rqll -
i icz\tr/l O o
ih2

O

'eq

Figure 4.38. A differential pair and its (equivalent) noise sources.

1. Calculate the equivalent noise sources at the input of the differential pair.

2. How do these noise sources compare to the equivalent noise sources of a
CE stage?

3. Calculate the equivalent noise sources at the input of two parallel connected
CE stages.

4. How do these sources compare to the equivalent noise sources of a single
CE stage?
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Exercise 4.2

A transadmittance amplifier is designed of which the gain is specified to
be 1—12. When compared to the noise specifications, it appears that the resistor
which is required to set the transfer function of the trans-admittance amplifier,
as depicted in figure 4.39, contributes too much noise. The only solution seems
to be a reduction of the resistance. Consequently, the transfer function becomes

too high. This can be corrected by a current attenuator cascading the amplifier
(also depicted below).

)

_——-+ﬁ
|

= + /o

R/

Figure 4.39. Two transconductance amplifiers

1. Is it possible to reduce the noise level of the amplifier in this way?
2. Are there any drawbacks?

3. To reduce the transfer to the original value, is it a good choice to use a
voltage divider at the input of the amplifier instead of a current attenuator
at the output?
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Exercise 4.3
Given the voltage amplifier built with an LF356 opamp as depicted in figure
4.40.

R, C 8,
- -
1kQ s, LF3s6 | =
+ - o
VS
R
—
| I
1kQ
R, | JooQ

Figure 4.40. A voltage amplifier built with an LF356 opamp.

For the LF356 the following specifications apply:

s S, =14410"16 V2/Hz (=12 nV///Hz)
s S;=10"28 A%/Hz (=0.01 pA/V/Hz)

For the total amplifier holds:
= R, =1012Q

For the signal holds:

" Bgignat=50Hz.. 1 MHz

1. Determine Ck on bandwidth constraints.
2. Identify all the noise sources.

3. Determine the equivalent noise source at the input (give the analytical ex-
pression).

4. Whatis the influence of C'r on the noise behavior, what do you conclude ?
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Exercise 4.4

Given the voltage amplifier as depicted in figure 4.41.

5pF

1 - Ll =
—_—

N + -

!i‘l R [ | 1kQ
L
9%k Q

R,| | 1kQ

Figure 4.41. A voltage amplifier.

The source is a transducer with a capacitive impedance. The source voltage is

the information-carrying quantity. The information supplied by the transducer
is concentrated in a relatively small band centered at 1 kHz.

For the input transistor of the nullor implementation the following devices
are available:

8 BC549C:NPN, 8 = 500, r, = 500 Q2
= J108 : NJFET, Id83 = 150 mA, gm,mx = 70 In.AN
1. Which transducer can be modelled as described above?

2. Design the first stage of the amplifier. The specification for the equivalent
noise voltage at the input is:

Uneg < 25nV/VH2 (4.86)

Calculate the optimal bias current for the bipolar transistor and for the JFET.

3. Explain/interpret the differences.
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Exercise 4.5
Given the signal diagram of an amplifier (figure 4.42).

R2
1
| I |
RI
o— ] a + o
— -
o o

Figure 4.42. An amplifier.

1. Calculate the chain matrix of this amplifier assuming the active part to be a
nullor.

2. When a noise source in is connected at the output, calculate the equivalent
sources at the input of the amplifier.

3. When the nullor is replaced by a single CE-stage, calculate again the equiv-
alent sources at the input of the amplifier.
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Exercise 4.6

A capacitive source as depicted in figure 4.43, sources a currentis. A noise
voltage source ¥y represents the equivalent noise source of an amplifier that is
connected to the source.

l% c% v

Figure 4.43. A capacitive current source

1. Is more information necessary about the amplifier to evaluate the noise
behavior or is everything defined via the equivalent noise source? Why
(not)?

2. The amplifier is implemented with a nullor as an active element. Calculate
the equivalent noise source that can be used to evaluate the signal-to-noise
ratio.

3. In a practical situation, the source will be connected to the amplifier via a
coax cable, that introduces a parasitic capacitance of about3Cs. What will
be the consequences for the noise behavior?
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Exercise 4.7

Figure 4.44 depicts a transimpedance amplifier. It comprises a nullor and a
feedback resistor with a value of 1 M2,

IMQ

1
| S

A
lmruT 4,7MQ I_" + e _| IMQ

Figure 4.44. A transimpedance amplifier.

1. Calculate the value of the power spectral density of the equivalent noise
source at the input.

2. Calculate the value of the power spectral density of the equivalent noise
source at the output.
With a “true-rms voltmeter” the power spectral density of the noise at both
the input and the output of the amplifier is measured.

3. What is the measured value of the power spectral density of the the noise at
the input.

4. What is the measured value of the power spectral density of the the noise at
the output.

5. What is the influence of the load resistor on the measurements ?
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Exercise 4.8

Below, a number of signal sources has been depicted. Each of the sources
is connected to an amplifier that has a bipolar transistor as first stage. For each

R >>r, R<<r

0~ 7 4§

(e) ® ® (h)

Figure 4.45. Various sources.

source, indicate what the effect is on the noise for the following situations /
components:

1. The base resistance 7'p.
2. The base noise current .

3. Forthe frequency-dependent source impedances, evaluate both, the situation
in which the amplifier is used to amplify very low frequencies only, and in
which the amplifier is used to amplify very high frequencies only.

4. Indicate for which sources it might be better to use a FET as first device in
theamplifier.
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Exercise 4.9

For the circuit depicted in figure 4.46, sketch the power density spectrum in
figure 4.47, for the equivalent noise source at¥g, due to ¢, . The resonance
peak of the source impedance is exactly in the middle of the information band.

w

Figure 4.46. Source with a resonant source impedance.

B

inf

Figure 4.47. The signal power.
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NONLINEAR DISTORTION

5.1 Introduction

During the design of the amplifier circuit, linear models are used which are
in the end approximated by real life nonlinear active devices. The behavior
of linear models is independent of the applied signals. The nonlinear active
devices can approximate this linear behavior up to a large extent. They deviate,
however, in three distinct ways from the linear models, they have:

= inputand output offsets
@ alimited output range
s acurved input-output relation

The fact that the input and output offsets are not zero means that signals can not
be applied to the nonlinear device as they are applied to the linear models. To
the signals a level shift needs to be added in order to compensate for the offset.
The addition of these offsets is called biasing. How to do this systematically is
extensively described in chapter 8, Biasing.

This chapter is dedicated to the fact that the nonlinear device is not linear
(not affine) in the sense that the output range is limited and that the input-output
relation is curved, see figure 5.1. The limited output range of the active device
results in the so-called clipping distortion. As the output signal cannot become
larger beyond a certain level, i.e. the clipping level, any increase of input signal
does not result in a change in the output signal. This is a rather aggressive type
of distortion.

Due to curved relation, the output signal deviates (slightly) from the expected
signal (based on a linear transfer). These deviations are calledweak distortion.
It results in additional harmonics in the case of a single-tone input signal or in
intermodulation when a multi-tone signal is applied.

151
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‘, j Cause of
" | Clipping distortion

Output

Cause of
Weak distortion

_’.
Input

Figure 5.1. 'The deviations of a nonlinear active device with respect to a linear model.

Distortion is in general a nonlinear dynamic effect. So, to describe distor-
tion with a high-level of accuracy, nonlinear dynamic models need to be used.
However, these models tend to result in a high complexity, which make them
difficult to use for design purposes. Therefor, in this chapter the focus is mainly
on instantaneous distortion, i.e. the models are nonlinear and static.

This chapter is organized as follows. First, section 5.2 focusses in more detail
on the origin of clipping and weak distortion. Subsequently, section 5.3 treats
the most commonly used ways to give a measure for the level of distortion.
For high-performance amplifiers the distortion should be low. Section 5.4 de-
scribes the design steps for preventing clipping distortion and minimizing weak
distortion. At the end of this chapter, section 5.5 describes recent developed
models derived with Volterra series. These models can predict relatively easily
the generation of nonlinear-dynamic distortion of single amplifying stages.

5.2 The origin of distortion

Most of the design of the amplifier is done using linear models. Since at
the system level a linear behavior is expected from an amplifier, this is the first
choice'. The linear controlled sources in these models do not exist in practice,

'Linearity has already been the main paradigm for electronic design for many decades. Although the world
around us is not linear at all, the linear models help us very much to synthesize circuits with a predictable
behavior. Deviations from the linear behavior are called distortion and are considered to be undesirable. The
fact that these deviations can still be rather predictable is usually ignored in the sense that they are not used
to improve circuit behavior. Circuits that truly exploit the dynamic non-linear capabilities of the electronic
components are rarely designed. Probably the design theory for circuits like that is not mature enough.
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but using them in the first phases of the design makes designing relatively easy.
The linear controlled sources that are commonly used in electronic design, are
depicted in figure 5.2 and figure 5.3. They are the so-called ‘“‘small-signal

I, Cp
b O II II “ Oc
+
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e O - QO e

Figure 5.2. The small-signal model for the bipolar transistor comprising alinear voltage-
controlled current source.
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Figure 5.3. The linear small-signal model for the field effect transistor comprising alinear
voltage-controlled current source.
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models” of the bipolar transistor and the field-effect transistor. This merely
means that when these models are used in the first design stages, it is likely
that later on for a limited signal range their behavior can also be realized
using a bipolar transistor or a field-effect transistor. Merely this, because more
elements than just a transistor are needed to really implement something that
may behave like the small-signal model. Inspecting figure 5.2 and figure 5.3, it
can be seen that both models contain a source. A transistor does not contain a
source. The sources in the models can generate power, a transistor can not. But
a biased transistor can. Being a non-linear element, a transistor can convert
power from a DC-source (a bias source, a battery) to any other frequency. So
the combination of a transistor and a DC-source can generate the necessary
power at the right frequency and thus perform the role of the controlled source
that is present in the small-signal model. It is important to understand what the
small-signal model really stands for, since this will provide the proper insight
in the origin of distortion.

The source-transistor combination has a non-linear transfer. This combina-
tion can only approach the linear signal behavior in a limited signal range. The
characteristic of the combination has been sketched in figure 5.4. The charac-
teristic of the small-signal model would be a straight line through the origin.
The first thing to do is to find a tangent to the non-linear function with the
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output

Figure 5.4. A non-linear transfer function.

same slope as the characteristic of the linear transfer. When a point is found
on the non-linear characteristic for which this is true, this is chosen to be the
operating point (Xgq, Yg). Then the parameters of the small-signal model are
the derivatives in this chosen operating point.

At the desired operating point a Taylor expansion of the transfer can be made:

y=Yo+ys = f(Xo)

+ At(.’l,‘ - XQ)
£ X
+ f (2' Q)(:E—-XQ)2
F1t X
+ ... $.D

inwhich z and y are the total input and output quantities, X ¢ and Yg the input
and output bias and ¥, the output signal, respectively. Further

A = f(Xq) (5.2)

is the parameter that expresses the desired transfer function and therefore is
found in the small-signal model. In equation (5.1) the desired expression:

Ys = Az (5.3)

is “visible” (xs = x — Xg). All other terms in equation (5.1) are distortion
terms that make the transfer non-linear. The methods to deal with the higher-
order terms and with the DC terms (X¢ and Yg) differ. The DC terms (offsets)
are removed by adding bias signals to the information carrying signals. The
higher-order terms can be reduced via the various methods described in this
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chapter. Main issue is to keep the signal small compared with the biasing. In
that case the higher-order terms can be made negligible.

To have a linear transfer, the characteristic should at least be centered around
the origin, see section 1.5.2. To have an overall linear transfer in this respect,
first the input signal is translated to the operating point by adding X¢ to it and
after passing the device the signal is translated back to the origin by subtracting
Y fromit. In this way a linear (small-signal) transfer with the valueA for the
information is achieved. B

So, when a device with a non-linear characteristic f(.) is used to implement
a small-signal model with a transfer A¢, the operating point has to become the
new origin. This is achieved by translating the signal both at the input and
the output by adding bias signals. In figure 5.5 the principles of operation are
shown. First an offset X is added to the input signal 5. Then, the total signal

i S5, M fx) i Ly

g
Figure 5.5. The principle of shifting the origin with bias signals.

¥

z is transferred via the non-linear device to the output. At the output the offset
Y is subtracted and the output signal s remains. When &, is relatively small,
it is amplified with a “constant” factor A to ys. The addition and subtraction
of the offsets (bias) X¢ and Yg have produced the required centering of the
transfer around the origin, as depicted in figure 5.6.

What remains is a new non-linear input-output relationy = §(z) in which
only the distortion caused by the higher-order terms remains present. How to
reduce this distortion, will be discussed in the next sections. The translations
will be dealt with in more detail in chapter 8.

In conclusion, the non-linear elements in the amplifier are used around an
operating point. This operating point is made the new origin of the transfer
by adding and subtracting the proper bias signals as depicted in fig.5.6. From
the fact the the device is nonlinear and biased, two types of distortion van be
distinguished:

s Clipping distortion

® Weak distortion
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output
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Figure 5.6. The translation of the operating point to the origin.

521 Clipping distortion

Clipping distortion is a direct consequence of the fact that a nonlinear device
is biased. The bias level my appear to be insufficient, resulting in clipping
distortion. The origin of clipping distortion is explained in more detail, referring
to figure 5.7. For correct functioning of the nonlinear device with the input-
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Figure 5.7. Origin of clipping distortion,

outputrelation as depicted infigure 5.7, the total applied signal, small signalplus
biasing, should result in a device operation in the first quadrantonly. Pushing
the device in one of the other regions causes the device to switch off. Clearly,
no signal processing is possible then. This is illustrated in the figure. On top of
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the bias, X¢, a sinusoidal is superimposed. The amplitude of the sinusoidal is
too large as it causes for a part of the period, the device to operate in the third
quadrant. In this quadrant the device is switched off, and thus the output signal
clips to the liney = 0.

For transistors analogous regions of operation can be identified. Bipolar
transistors as well as FETs should operate in the forward active region. A
transistor is a three terminal devicez, with terminal currents and port voltages,
so numerous graphs can be depicted in which the correct operating region can
be identified. However, as the transistors are assumed to supply gain, it is only
necessary to consider the output characteristics. For a FET device a typical
output characteristic is depicted in figure 5.8. For proper operation of the FET

1,4

Figure 5.8. A typical output characteristic of a FET (N-type).

(N-type), i.e. for applying it as a gain stage, it should operate in a region with
boundaries:

vps > VDs-sat 5.4
ip > 0 (5.5)

The first boundary states that the FET should be in the saturation region. For
drain-source voltages below Vpg—gat the transistor is in the linear region. In
that region the output resistance of the FET is relatively low, resulting in a
reduced gain. The second boundary states that the transistor always should
have a positive drain-source current.

For the bipolar transistor (N-type) same type of boundaries can be identified:

vcE > VCE-sat (5.6)
ic > 0 (5.7

Ut is assumed that the substrate or well terminal is connected to the appropriate supply line
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The collector-emitter voltage should always be larger than the saturation volt-
age. For lower voltages, the bipolar transistor starts saturating and, conse-
quently, gain is reduced. On top of that, for proper functioning, the collector
should be positive.

For P-type devices the boundaries are analogous, it is only a matter of polar-
ities and changing “>" into “<”".

Note that in figure 5.7 also the effect of weak distortion is visible. The
positive top at the output is distorted by the nonlinear input-output relation.

In OPAMP design “Slewing” is a commonly used term. Slewing can be
considered as a specific type of clipping distortion. This term is used for the
effect that an amplifying stage clips in the current domain because of a relatively
large capacitive loading. In the case of relatively high frequencies, the current
required to charge/discharge the load capacitor becomes too large such that
all the bias current of the driving stage is used for charging/discharging the
capacitor. Consequently, the driving transistor is switched off and the feedback
loop is broken. Of course, this situation should never occur in a good design. As
the design measures for preventing slewing and clipping distortion are identical,
slewing is not treated separately in the chapter.

522 Weak distortion

Weak distortion is caused by the weak nonlinearity of the input-output re-
lation of the device. When considering weak distortion it is assumed that
the proper bias signals are added, i.e. no clipping distortion present and the
required small-signal behavior is obtained. The corresponding input-output re-
lation ¥ = g(z) in which the required quiescent point is shifted to the origin,
can be described by a Taylor approximation (see also equation (5.1) ):

=1 0 > 0
ys=Atxs+92(,)m§+93(, )m2+--- (5.8)
with:
Ay =g'(0) (5.9

The first term, Ay, of this Taylor approximation is the desired linear term.
Clearly, as long as &, is relatively small, indeed the nonlinear transfer is
rather well approximated by:

Ys = A1, (5.10)

However, the higher-order terms are not zero as long as the input signal is not
zero. These always present higher-order terms in the output signal are due
to the weak distortion. They are designated as “weak” as these higher-order
terms are for high-performance amplifiers relatively small; they can be orders
of magnitude smaller than the intended output signal. Therefor, the terms with
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Amplifying stage K2 K3

CE stage T e
Diff. CEstage | pire | =2rzl@-2rein]
CS stage 1/4 0

Diff. CS stage g A

Table 5.1. The normalized output related distortion coefficients for a CE and CS stage and the
differential version.

order higher than three are ignored, yielding:
Ys = AiTs + Al + Az’ (5.11)

For obtaining a compact equation in terms of bias-related and transistor-related
parameters, expression (5.11) is rewritten in terms of a load-referred distortion
by substituting s = ys1/A¢, [25], [26] and [27]:

Ys = Ys1 + Ay + Ay, (5.12)

inwhich Ay, = A /AF. When deriving this expression for the bipolar tran-
sistor and MOS devices, it appears that a key parameter is the relative current
swing, m. It is defined as:

%

m= -2 (5.13)

Iq
inwhich , is the total output current and Iq is the bias current. In terms of the
intended output current, i.e. the linear part, the relative current swing equals:

my = IL; (5.14)

inwhich o is the linear portion of the output current. Substituting the expres-
sions for the relative current swing in expression 5.12, yields [26] and [25]:

m=m + K.gm% + r:,gm:f (5.15)

So, an expression is obtained in terms of bias-related parameters, m, and
transistor-related parameters, k. Calculating the weak distortion for a sin-
gle bipolar and MOS transistor stage, yields the k'8 as summarized in table
5.1 [25]1]] In the expressions for k4, 75 is the resistance of the driving source
and 61Q is the matching error of the quiescent current of the two transistors in
the differential stage. A difference between the bipolar transistor and FET is
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the dependency on the driving-source resistance. For the FET, the distortion
is independent of rg. This is because in the instantaneous situation the input
resistance of the FET is infinite. For the bipolar transistor the input resistance is
T, yielding the factor 74 /(75 + 77 ) in the expressions. This dependency gives
rise to the definition of two types of weak distortion:

» (-distortion
s gp,-distortion

The first type of distortion arises in the bipolar transistor when it is current
driven. Looking to table 5.1 reveals that in that case the bipolar transistor
does not introduce any distortion. In this text this is a consequence of the
assumption that the current-gain factor of the bipolar transistor is independent
of the collector current, i.e. a constant. Would the current-gain factor be
modelled as collector-current dependent, then for an infinite driving resistance,
solely this effect would be responsible for the distortion.

The second type of weak distortion is the gp,-distortion. This type of dis-
tortion is caused by the collector-current (drain-current) dependency of the
transconductance of the transistors. Clearly, when the driving resistance is
zero, i.e. an ideal voltage drive, the gy, distortion dominates in the transistor.
As FET devices have a infinite DC current-gain factor, and all the non-zero
chain parameters are a function of gm, the FET can only exhibit g,,-distortion.

For the dynamic situation, i.e. for frequencies beyond the pole of the transis-
tor, one might expect that also the bipolar transistor my dominantly introduce
gm-distortion. The relatively low impedance of the transistors input capaci-
tance causes the intrinsic base-emitter junction to be voltage driven, yielding
gm-distortion. This will be seen in more detail in section 5.5 where the dynamic
distortion is considered.

Using the normalized distortion coefficients of table 5.1, relatively simple
expressions can be obtained for the weak distortion of negative-feedback ampli-
fiers. For a nullor implemented by means of three amplifying stages, the weak
distortion of the corresponding amplifier obtained at the output, is described
by:

1 K2a Kb ch)
Ap = = ( bl e (5.16)
2 Fv abacIQa acI Qb I, Qc
1 K K K
Ap = a3 4 Be (5.17)
Fy? (agagpa o2ld, I3,
2kak2  2KpaR2e  2KgpKge )
w02lgelgy  awocdgalge  acdgplge

in which ¥ = 1 — L and v the output loading factor of the asymptotic-gain
model. Further, k5 = k3 — 23, which is listed in table 5.2 for the bipolar and
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Amplifying stage K%

CE stage ﬂﬁ”r_j
Diff. CE stage G
CS stage -1/8
Diff. CS stage 0

Table 5.2. 'The normalized output related distortion coefficients,k3 = K3 — 2k3, fora CE and
CS stage and the differential version.

FET basic stages. Further, ap and o, are the current gain of the middle stage
and output stage, respectively (stages are labelled from input to output witha
to ¢, respectively). In the derivation of this expression a relatively high loop
gain was assumed.

The equation clearly shows some general aspects of distortion generation in
feedback amplifiers:

s The larger the return difference, F, or approximately, the loop gain, the
lower the distortion. This is because the higher the loop gain, the better the
nullor is approached by the active part. In the case of infinite loop gain, i.e.
a nullor, no distortion is obtained at all.

8 The larger the bias current, the lower the distortion, which is also in line
with common intuition. A larger biasing current means a smaller relative
current variation (m), which is preferable for low distortion, see equations
(5.14) and (5.15).

s The type of amplifying stage (CE/CS or differential CE/CS) and what type
of weak distortion is dominant for the stage (8 or gy,) is described by the
Ks.

® The specific location in the loop, i.e. at what stage the distortion originates,
has two consequences.

Firstly, the closer to the input of the amplifier the distortion originates,
the less overall distortion is obtained. This is because of the fact that for
equal biasing currents and equal k8 for the stages, the relative current swing
reduces when going from output stage to input stage, which is indicated in
the equation by the as in the denominators of the corresponding terms. In
that case the distortion is dominated by the output stage.

Secondly, from the equation follows that having additional gain after a stage
with distortion is more advantageous for the overall distortion than having
additional gain before the stage with distortion. This is most easily seen
when looking to the distortion due to the middle stage, i.e. stage b. In
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the denominators of the corresponding terms for the second and third-order
distortion, only a, and ag are found, respectively, no terms relating to stage
are present. Reminding that the gain of all the stages can appear linearly in
the expression for the return difference, leads to the following conclusions.
Increasing the gain of the input stage, stage a, yields in the best case a
proportional reduction of the second and third-order distortion due to stage
b. Whereas increasing the gain of the output stage, stage c, may yield
in the best case a quadratic and cubic reduction of the second and third-
order distortion due to the middle stage, respectively. This difference is
explained as follows. Assume that the input-output relation of the middle
stage (ignoring the bias term) is given by:

€ob = breip + boed + bged, + - - - (5.18)

in which € and €gp are the input signal and output signal, respectively, and
b; are the Taylor coefficients. In the case that the gain of the output stage is
increased by Ae, the input signal of the middle stage is reduced, because of
the feedback, to €5/ A, yielding:

] . 2 . 3
eap = by (%ﬁ)wz (%) +bg (52—") e (5.19)
C c C

Clearly, second-order distortion reduced quadratically with the increase of
gain, and the third-order distortion reduces cubically with the increase of
gain. In the case that the gain of the input stage is increased by Ag, the
output signal of the middle stage decrease by the same factor, as the output
signal of the feedback amplifier remains the same. Thus:

€ob _ , i 23

e2
% _p Zib by ... .
A 1Aa+b2Aa+b3Aa+ (5.20)

A proportional reduction is obtained for all orders.

Equations (5.19) and (5.20) express the best case. For a specific amplifier
the loop gain does not need to depend linearly on the gain of all the stages;
it might be sub-linear. Consequently, some lower reduction is obtained in
both cases. Conclusion from these equations is that the stages with a higher
nonlinearity should be placed as close to the input as possible whereas the
stages with the higher gain should be placed closer to the output.

In order to illustrate the use of the distortion expressions, the distortion of
three-stage amplifiers, for bipolar and FET technology, is derived by using
expressions (5.16) and (5.17).

Example of a three-stage bipolar amplifier. Figure 59 shows an example
of a three-stage bipolar transconductance amplifier. For finding the distortion
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Figure 5.9. A three-stage bipolar transconductance amplifier.

of this amplifier the as, F and v must be calculated. The s can be found from
tables 5.1 and 5.2. The as, being the current-gain of the stages equal —8¢. F
can be approximated by minus the loop gain:

P —f — BFBraBroBre

= 21

The output loading factor is given by (according to the asymptotic-gain model):
v=— (5.22)

For this amplifier holds:
v=-1 (5.23)
The normalized output related distortion coefficients follow from the tables 5.1

and 5.2. In the simplest models it is assumed that the output conductance of
the transistors are zero. In that case the k8 become:

Tra
= _Tma 24
*2a 2("'1ra + RS) (5:24)
kobe = O (5.25)
? —Tra

= — T 5.26
" = 3.+ Rs) ©-20)
K'ab,c = 0 (5.27)

The ks for stages band ¢ are zero as those stages are current driven and thus
only exhibit 8 — distortion, which is assumed to be zero. Subsequently, the
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resulting expression for the second and third-order distortion is given by:

Tra + RS + RF [ Tra }
Az ~

RpBsaBsvBre [2(Tra + Rs)BruBrclqa
Vr
282,82, RrI3,
Tra + Rs + Rp
RrBsaBruBie
Vr
3555 Rr Il

(5.28)

Q

Tna
3(rma + Rs)ﬁ%bﬂﬁclz a

%

(5.29)

The last approximations are valid whenry, 3> Rs, RF. The expressions show
indeed that the second and last stage do not add any distortion. In contrast,
the first stage is not ideally current driven and thus introduces gpm-distortion.
So, for this amplifier, in the instantaneous case, the input stage dominates the
distortion!

Example of a three-stage FET amplifier. As indicated before, FET devices
always introduce gp,-distortion, independent whether the device is voltage or
current driven. Therefor, it might be expected when considering a three-stage
FET implementation of the transconductance, that all the stages contribute to
the distortion. The FET amplifier is depicted in figure 5.10. When considering

e i
[ —

Figure 5.10. A three-stage MOSFET transconductance amplifier.

this amplifier, a finite output resistance needs to be assumed. Otherwise, the
DC gain of the FETs is infinite and no distortion is obtained at all! Assuming
that the output resistance of the FET, @, is much larger than Rr and Ry,
and the transistors have equal voltage gain and channel length modulation, the
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following expressions can be obtained:

Va [ 1 1 ]
Ap = - -—+1
@ 4I‘a/-"bl»“cRFI%c Uble  He
Va
N —— A (5.30)
4P‘all'bl/'cRFI¢2?c
Va [ 1 1 1 1 1
Az = ——m——— |1 -—+ S5+ - +
# BuatohcRFID, | e B2 e  poi2 | pZud
Va
R 5.31
Sual‘bucRFIgc ( )
For calculating these expressions the following relations were assumed:
R
F = popppc— (5:32)
Tde
v = -1 (5.33)
Ke = 1/4 (5.34)
Ky = —1/8 (5.35)
V,
re = = (5.36)
Igi
Q; = —~T4_,Im, (5.37)

Comparing the bipolar and FET amplifier. Comparing the distortion ex-
pressions for the bipolar amplifier with the corresponding expressions for the
FET amplifier, a high similarity between the two sets of equations can be seen.
However, some specific differences can be identified:

In the case of the bipolar amplifier, the current-gain factors of the transistors
are key parameters, whereas for the FET amplifier, the voltage-gain factors
of the comprising FETs are key parameters. The voltage-gain factor of the
FET can easily be increased by choosing a longer channel. In the case of the
bipolar transistor the current-gain factor cannot be increased by the designer.

For this specific example, the distortion of the bipolar amplifier is dominated
by the input stage because of the zero 8-distortion of the second and third
stage, whereas for the FET amplifier, in the case of large voltage-gain factors
of the FETs, the output stage dominates the weak distortion.

For the bipolar amplifier the second and third-order distortion reduces with,
ﬂ?b ﬂ?c and ﬁ?bﬁ? .» Tespectively. Forthe FET amplifier, both, the second and
third-order distortion reduces proportional togiaitpfte, Which corresponds to
the increase of loop gain. The difference is due to specific location at which
the distortion originates as explained before.
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5.3 Measures of distortion

As discussed in the previous section, the output signal of an amplifier is dis-
torted due to the nonlinearity of the comprising devices. For electronics holds:
the lower the distortion the better it is and the more difficult to reach. However,
it is not straightforward to say, for instance, for two arbitrary amplifiers that
one is better than the other. At least a quality measure should be available to
rank the amplifiers. Subsequently, when one amplifier is higher in the ranking
than the other, the one is better.

Nonlinearity of a device can have several different effects on a signal and
thus, several different ways are available to qualify a device in the context of dis-
tortion. Which quality measure needs to be chosen depends on the application
of the device.

The measures of quality are based on exciting the amplifier with a reference
signal, often a single tone, and comparing the required output with the obtained
output. This comparison can be done in different ways. On top of that, the
outcome can be presented in different ways, i.e. obtained distortion for a certain
input or the maximum input for obtaining a maximum level of distortion.

In this section several measures of distortion are treated. To illustrate, a
fictitious amplifier is assumed that has an instantaneous signal behavior with
distortion up to the third order. Thus, its signal behavior can be described by
equation (5.11), which is repeated here for convenience:

Ys = Asxs + Atzxf + At3$2 (5.38)
Assume the amplifiers input signal is a single tone, like:
Ys = acos(wt) (5.39)

Substituting this expression for the input signal in equation (5.38), yields an
expression for the output signal in terms of several harmonic component:

Ys = Yo + Y1 cos(wt) + ya cos(2wt) + y3 cos(3wt) (5.40)
in which:
v = %azAtz (5.41)
y o= e+ %a%a ~ aA (5.42)
y2 = %azAtz (5.43)
ys = %a%a (5.44)

The approximation in the expression fory; is allowed for the case of relatively
low-distortion amplifiers. Note that the ignored term is three times the third-
order component, ¥3. Besides the three harmonics also a DC term is obtained.
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This term is due to rectification which results from the second-order nonlin-
earity; it is often called DC-shift The components ¥4, Y2 and ¥3 are depicted
in figure 5.11. In the figure, the output signal at the fundamental frequency

output amplitude
(log)

/
HD /

Y Y, ¥,

Clom TE; IFS input ampli!ude
(log)
Figure 5.11. The amplitude of the fundamental output signal ), the second-order output

component (y3) and the third-order output component (ys) as a function of the input amplitude
(CP: Compression Point, IP: Intercept Point).

increases linearly with the input amplitude, whereas, the output signal at the
second and third-order component increases quadratically and cubically with
the input amplitude, respectively. Further, in the figure the distortion measures
based on a single tone, to be discussed subsequently, are indicated.

531 Harmonic Distortion

The Harmonic Distortion (HD) figure of merit is obtained by comparing the
amplitude at the n-th order harmonic component, ¥y, with the amplitude of the
fundamental harmonic, ¥1, in the output signal:

HD, £ ¥ (5.45)
n
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Using the expressions (5.42)-(5.44), yields for the second-order (HD2) and
third-order (HD3) harmonic distortion:

1 A

HD; = 20. A, (5.46)
1 oA

HD; = 4a A, (5.47)

When specifying a harmonic distortion, also the input amplitude needs to be
specified. This is because the fundamental component and the higher harmonic
components depend differently on the input amplitude. Inspection of figure 5.11
clearly shows mat indeed the harmonic distortion depends on the amplitude of
the input signal.

Related to Harmonic Distortion is the Total Harmonic Distortion (THD).
This measure is used when for the distortion more than one harmonic at a time
needs to be taken into account. It is defined as:

Liis 2 ?=2 "yn|2
THD =, | ) [HD,|* = (5.48)
opurt |y

Application of this measure can be, for instance, in the case of audio amplifiers.
Assume a test tone of 1 kHz with a certain amplitude, than because of the
distortion several harmonics are in the audio band (< 20 kHz). By specifying
the THD, a measure of the total power of all the harmonics is given.

53.2 Intercept points

A different way to present the information of harmonic distortion is by using
the intercept voltages. From equations (5.41)-(5.44) and figure 5.11 clearly
follows the different dependencies on the input amplitude for ¥;, ¥2 and y3.
The second-order component increases quadratically with the input amplitude,
whereas the fundamental component increases only linearly. So, at a certain
input amplitude ¥, intercepts ¥1. The corresponding input amplitude at which
this occurs, is called I Py, the intercept amplitude for the second harmonic.
Likewise is I.P3 defined. These two points are indicated in figure 5.11. The
intercept point can be considered to be the input amplitude at which the corre-
sponding harmonic distortion is O dB.

The intercept points can be calculated from:

P = 2 A (5.49)
P = 2 ﬁ (5.50)
A
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533  Compression points

inxxdistortion, compression points In contrast to intercept points and har-
monic distortion, the compression point is used to indicate the error in the
fundamental harmonic due to distortion. To find a compression point, equation
(5.42) without the approximation, is considered (and repeated here):

3
Y1 =ad; + Za"‘Ata (5.51)

This expression shows that due to third-order distortion an additional term at
the fundamental frequency is obtained. In most of the cases, the polarity of
this additional term is opposite to the polarity of the required fundamental
term. Consequently, the gain of the amplifier is smaller than expected. A 3 dB
compression point (CP; 4g) is defined as the input amplitude at which the gain
of the amplifier is reduced by 3 dB. Of course, this reduction should be because
of the nonlinear distortion and not because of dynamic effects. In the same way
also a 1 dB compression point is used, CP, 4
The 3 dB compression point corresponding to equation (5.51), equals:

_ faa 1 5
CP3<113‘\/3A,3(2‘/E 1)"8

5.34 Intermodulation

inxxdistortion, intermodulation Last measure of distortion to be discussed is
the intermodulation (IM). When two or more tones are applied to a nonlinear
amplifier, mixing products arise. Especially in communication systems a bad
intermodulation performance is severe. In that case the information from one
channel can be mixed into an other channel.

Commonly used intermodulation tests are based on two and three tone mea-
surements. Here, the two tone intermodulation is considered. Assume that the
input signal of the amplifier with input-output relation (5.38), is given by:

Ay

- 5.52

x = acos(w;t) + a cos{wst) (5.53)

For convenience, the amplitudes of both spectral components is assumed to be
equal. The resulting spectral components and the corresponding relative ampli-
tudes are depicted in figure 5.12. In this figure, both harmonic distortion (HD)
and intermodulation (IM) products are depicted. Whereas harmonic distortion
is due to nonlinearity and a single tone, intermodulation (IM) products depend
on both tones. For instance, the I M3 products are the components at:

a 2w1 — Wy

B 2wy —wy
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Figure 5.12. The resulting spectral components and their relative amplitudes for a two tone
input with equal amplitudes.

8 2w +wy
8 2wy +wy

The frequency of each of these components is a result of mixing three compo-
nents with frequency w; and wy. Note that the amplitude of the corresponding
components of I M3, IMy, HDg and HD; are equal.

For different amplitudes and different relative frequencies of the two tones,
the plot may appear differently.

5.4  Design for low distortion

In the previous sections two basic different types of distortions were dis-
cussed. The main differences are found in the origin of the distortion and in
the corresponding effect. Clipping distortion is an aggressive type of distortion
resulting from a limited output range of a device. When clipping distortion oc-
curs, the feedback loop is broken resulting in a severe reaction of the amplifier.
Weak distortion is much milder. It originates from the weak nonlinearities in
the devices input-output relation. The consequences are harmonic and inter-
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modulation distortion. In contrast with clipping distortion, it has no significant
effect on the negative-feedback loop.

As the origins and consequences of the two types of distortion are very
different, it might be expected that also the design measures to be taken are
different.

In the next sections the design measures for preventing clipping distortion
and reducing weak distortion are treated.

5.4.1  Clipping distortion

Main cause of the clipping distortion is that the bias of a device is too small.
A signal may cause the transistor to clip and thus to switch off. Consequently,
the feedback loop is broken and is not able to counteract the clipping. This
should, of course, never occur. So, the design measure to be taken for clipping
distortion should be a measure for preventing the amplifier from clipping.

To be able to prevent clipping distortion of a device, one should know what
the maximum expected output signal is for the device. Then, the bias can be
chosen such that clipping is prevented.

‘When considering a negative-feedback amplifier, for which the active part is
implemented by a cascade of amplifying stages, it is likely that the output stage
is the hot spot for clipping. Of course, in general, all stages are vulnerable for
clipping, this will, however, be treated at the end of this section. For now, it is
assumed that the output stage is the suspected stage concerning clipping.

54.1.1  Clipping in the output stage

Determining the maximum expected signal means that the maximum ex-
pected voltage and current need to be determined, i.e. the peak values. Remind
that the bias of a nonlinear device is both, in the current domain and the voltage
domain. To determine the peak value of the voltage and current at the output
of the amplifier, consider the amplifier output as depicted in figure 5.13. In
general, both output terminals of the amplifier are loaded. For instance, for a
current amplifier one terminal is connected to the load and the other terminal is
loaded by the parallel connection of the two feedback impedances (in the case
of a feedback network based on impedances). By specification, either the peak
voltage (Vo) or the peak current (I,) of the amplifier is given somehow. Which
of the two is specified depends on the type of output quantity of the amplifier.

Voltage output. For a voltage amplifier and a transimpedance amplifier, the
peak voltage is specified in one way or another. For these types of amplifiers one
terminal is connected to the load and feedback network and the other terminal
is grounded, i.e. either Zy or Z3 is zero. Thus, the peak current is determined
by the parallel connection of the load impedance and the input impedance of
the feedback-network. Clearly, to have minimum contribution of the feedback
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Figure 5.13. Model of a general amplifier output for determining the peak voltage and peak
current at the output.

network to the total loading, the input impedance of the feedback network
should be negligibly high with respect to the load impedance.

Current output. Inthe case of acurrent amplifier and a transconductance am-
plifier, the peak current is somehow specified. Consequently, the peak voltage
needs to be determined. For these amplifier configurations one output terminal
is connected to the load and the other terminal is connected to the feedback
network, i.e. Zy and Zp are non-zero. As the output current at both terminals
have opposite sign, the peak voltage is determined by the series connection of
the load impedance and the input impedance of the feedback network. Thus,
for minimum peak voltage, given the peak current, the input impedance of the
feedback network should be low compared with the load impedance.

54.1.2 Clipping in a stage other than the output stage

For the input and intermediate stage, also clipping distortion needs to be
prevented. As at those stages the signal swing is relatively small, the chance on
clipping is also small. But in general, it needs to be checked. The intermediate
stage, is after the output stage, the stage with highest risk on clipping distortion.
Consider the cascade of two amplifying stages, which are a part of a nullor
implementation, as depicted in figure 5.14. Transistor @z needs to be able
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Figure 5.14. A cascade of two amplifying stages for determining the clipping level of stage

Qo

to drive stage Qz+1- The input of that stage can be considered as a parallel
connection of a resistor and a capacitor ¢, and ¢). For a stage, other than the
output stage, it is not always straightforward to determine the peak voltage and
peak current. By using the product of the chain matrices of the stages between
Q= and the output it is possible to relate the peak voltage and peak current at
the amplifier output with the peak voltage and peak current at the output of
stage Q. A completely different way to determine these peak values is to use
a small-signal analysis at the worst case condition, i.e. often maximum output
signal and maximum frequency. As in a small-signal analysis clipping cannot
occur, the peak current and peak voltage are the current and voltage obtained
for Qg in this worst case situation. For SPICE-like simulators an AC analysis
would give the required information. From these peak values, the required bias
can be derived to prevent clipping.

54.1.3 Design guidelines

‘When both the peak current and the peak voltage are determined, the biasing
of the output stage can be determined, taking the constraints of equations (5.4)
- (5.7) into account. Of course, some margin to the clipping level should be
incorporated. For instance, when the peak current is 1 mA, the bias current
should be reasonably higher than 1 mA. Would the bias current be chosen
slightly beyond 1 mA, the output stage would be close to clipping at the peaks,
a small unexpected increase in the peak value would lead to clipping again. On
top of that, considering weak distortion, the m factor, i.e. the ratio between the
peak current and the bias current is close to one. Further, when considering
the dynamic performance of the transistor, the ratio between the peak collector
current and the minimum current collector is very large. Taking into account
that the transit frequency of the transistor depends on the collector current, leads
to the conclusion that also the transit frequency is changing a lot as a function
of the amplitude. Generally speaking, the small-signal analysis may cease to
be valid.
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54.14 Power bandwidth

Peak voltage and peak currents for an amplifier are frequency dependent. Of
course, for preventing clipping distortion, the worst case situation needs to be
considered.

In several applications it may appear that, besides the signal bandwidth,
i.e. the band in which the transfer for small-signals should correspond to the
specified transfer, also the band is specified in which maximum signal swing
may arise. This is the so called power bandwidth. Consequently, the worst case
situation for determining peak current and peak voltage, is at maximum output
signal at the power bandwidth. Especially in those applications in which the
power bandwidth is smaller than the signal bandwidth, the bias conditions for
the corresponding stage are relieved.

54.2 Weak distortion

Weak distortion arises from the weak nonlinearity of the comprising devices.
In section 5.2.2 expressions were derived indicating the level of second and
third-order distortion as a function of amplifier and device characteristics. From
these expressions, equations (5.16) and (5.17), design guidelines can be derived.
Three different approaches can be used for lowering the weak distortion:

® decreasing the ;;
® increasing the bias current Ig;;

® increasing the return difference F.

Often also local feedback is considered as an option to improve distortion per-
formance. At the end of this section, this statement is shown to be incorrect.

54.2.1 Decreasing x

The level of distortion depends linearly on the normalized nonlinearity co-
efficients, &, of the comprising stage. Thus, when & of a stage is reduced the
distortion lowers proportionally, & can be lowered in two ways. Firstly, choose
an other stage with a lower . For instance, changing all the unbalanced stages
into balanced stages, nullifies, theoretically, the second-order distortion. Sec-
ondly, when looking to the s of the bipolar transistor, it appears that a current
drive is advantageous. In the ideal case thexs become zero. For instance, when
the output resistance of a stage is considerably lower than the input resistance
of the next stage, a current buffer (CB or CG stage) may improve the distortion
performance by increasing the driving resistance.

54.2.2 Increasing the bias currents

Straightforward method is to increase the bias current of one or more stages.
This helps for lowering the distortion as the bias currents appear in the denomi-
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nator of the distortion terms, see equations (5.16) and (5.17). On top of that, by
increasing the bias current(s) the return difference may increase as well. This
is, of course, dependent on the specific topology.

54.23  Increasing the return difference
The distortion is inversely proportional to the return difference:

F=1-L=xL (5.54)

in which L is the loop gain of the amplifier. Thus, when the loop gain is
increased, the distortion lowers proportionally. Depending on how the loop
gain is increased a larger reduction can be obtained. For instance, as discussed
before, when the bias current of a stage is increased, besides an increase in
loop gain also an reduction in the relative current swing of the corresponding
amplifying stage is obtained.

A straightforward way to increase the loop gain is by adding a stage. As-
suming that one stage dominantly determines the distortion level, for instance
the output stage, the minimally required return difference can be determined
and from that the minimum number of amplifying stages.

‘When the outputdetermines the weak-distortion level, the minimumrequired
return difference to obtain a certain level of distortion can be derived from
equations (5.16) and (5.17). Itis given by:

_ K2¢ K3c
F = max (VAt2IQc, V2At3fzc) (5-35)

5.4.2.4 The effect of local feedback

Often, local feedback is considered to be a measure for reducing the overall
distortion level. However, when calculating the distortion of an amplifier com-
prising local feedback, it appears that the distortion increases and in the best
case does not change at all. This is verified by means of calculating again As2
and Ayg for a negative-feedback amplifier comprising local feedback.

Assume, again, a negative-feedback amplifier implemented by means of
three amplifying stages. The stages are numbered from input to output asa, b
and ¢. To each of these stages local feedback is applied. The level of feedback
is indicated by the corresponding return differences of the local loops as: Fyg,
Fyand F, for the input, middle and output stage, respectively. Further, Fipqz is
the maximum return difference of the overall loop, i.e. in the case that no local
feedback is present, Fy = Fp, = F, = 1. Then, for the second and third-order
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distortion the following expressions are found [25]:

2 2 2
At2 — 1 (ﬂzan Fc + K,ngaFc + Iichan) (556)
Frazv abacIQa CthQb IQc
1 Ky FEFS Koy FoFS Ky FuFy
A - 3a"b "¢ 3bt G’ c 3t a 5.57
8= Fod (afazzaa Yam, YT, O

2""'2a"72be1‘-‘c3 _ 2"92a'92ch2Fc 2'92b’92cFaFc)
abagI QaI Qb abacIQaI Qc acIQbIQc

From these expression follows that applying local feedback at a stage does
not change its contribution to the overall distortion. What happens is that the
distortion of the other stages become more important as a result of the reduced
overall loop gain. On top of that, because of the local feedback the driving
impedance for a stage might become different resulting in an increasedk. So,
local feedback in the best case has no effect on the distortion. Usually, the output
stage is considered to be the most likely stage to apply this local feedback to, for
reducing the distortion. However, the second and third-order distortion resulting
from the other stages increase quadratically and cubically, respectively! This is
because the gain preceding the distorting stage is lowered, cf. equations (5.19)
and (5.20). Therefor, when local feedback is applied in amplifiers it should
have a different reason then reducing distortion. For instance, local feedback
can be used for designing the dynamic behavior of the overall loop. But in any
case, it should be reminded that the distortion performance can be seriously
affected when applying local feedback, especially in the output stage.

5.5 Dynamic Nonlinear Distortion

The presented description of the nonlinear behavior of a negative-feedback
amplifier is valid in the instantaneous situation only. It gives yet, however, a
rather good insight in what key aspects are in obtaining low distortion. In this
section, the description of the distortion of a single nonlineardynamic ampli-
fying stage is treated. It will be seen that, again, relatively simple expression
can be obtained for the second and third-order distortion. The extension to
a description of a cascade of amplifying stages including overall feedback is
currently still an issue of research. The modelling presented in this section is
based on the Volterra series.

5.5.1 Volterra Series

The input-output relation of a linear time-invariant system is described by
its impulse response, h(t), according to the familiar convolution integral:

y(t) = /_ " h(r)ult - r)dr (5.58)
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in which w(t) is the input signal and y(t) is the output signal. For causality
should hold that A(7) for 7 < 0 equals zero.

This convolution integral can be generalized to describe the input-output
relation of an n-th order nonlinearity. This yields an n~-dimensional convolution
integral [28], [29]:

y(t) = Halu(?)] (5.59)
= /_ /_ ho(ry, o ym)u(t — 1) - u(t — 7)dry - - - dry

In this expression, Hyp[u(t)] is called the n-th order Volterra operator, and
the terms Ay (71, * ,Tn), are called the n-th order Volterra Kernels. Note
that in the expression the input signal is present with ordern. Thus the n-
th order Volterra operator expresses the convolution of the input signal with
the n-th order Volterra kernel. Therefor, this Volterra kernel is also called the
n~-dimensional impulse response of the system.

Clearly, for a general system with nonlinearities up to infinite order, the
output is described by:

y(t) = Hi[u(t)] + H[u(t)] + Ha[u(®)] + - (5.60)

This expression is called a Volterra series.

Usually, in circuit design, a frequency domain representation is used in stead
of a time domain representation. To switch for linear systems to the frequency
domain, the Laplace transform is used. The corresponding transfer function for
a linear time-invariant circuit is the Laplace transformation of the convolution
in equation (5.58), yielding the well-known transfer function H(s):

Y(s) = H(s)U(s) (5.61)

In an analogous way, an n-dimensional impulse response orn-th order Volterra
kernel, can be transformed to a frequency domain transfer by using ann-th
order Laplace transform, [28]:

.= Hn(sl, 82, asn)U(sl)U(32) ot U(sn) (5.62)

Thus, for a nonlinear system comprising nonlinearities up to order 3, the input-
output relation is described by a sum of three transfer functions:

Y(s1,82,83) = Hi(s1)U(s1)
+ H2(81,82)U(81,82)
+ Hs(s1,82,83)U(s1, 82, 53) (5.63)

This equation is schematically depicted in figure 5.15. When describing weak
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Figure 5.15. Input-output relation of a system comprising nonlinearities up to the 3-rd order.

distortion by means of Volterra kernels, the higher-order kernels decrease rapidly.
In the remainder of this section, itis assumed that the stages are neatly described
by the first three Volterra kernels.

To derive expressions for the harmonic distortion, the Volterra kernels need
to be determined at single frequency. Thus:

Y(S, 8, 3) = HI(S)U('S) + H2(s7 S)U(S, 3) + H3('91 S, s)U(s, 8, S) (564)
Subsequently, the n-th order harmonic distortion is given by, [29]:

IU(S)I)"_1

DA 5) = (2] | Hele )

Hl(s)

(5.65)

552  Behavior of CE stage

To determine the nonlinear dynamic distortion of a single CE stage, the
nonlinear signal diagram of figure 5.16 is used. Itis assumed that the CE stage

A

Figure5.16. 'Thenonlinearsignal diagram of a CE stage for determining its harmonic distortion.

is loaded by arelatively low impedance, i.e. ideally a short. The driving source
is a voltage source with a source resistance Rg. By making Ry = 0, the
CE stage is ideally voltage driven. In the case R; = oo €2, the CE stage is
ideally current driven. In this way the effect of the relative source resistance
can be described. Further, Cpe is the input capacitance of the CE stage, which
is considered here to be constant. The nonlinear behavior of the transistor is
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modelled by the diode and the output current of the transistor is modelled with
the controlled current source.
Deriving the Volterra kernels is considered to be beyond the scope of this
book. The interested reader is referred to, for instance, reference [28] and [29].
The expressions obtained for the second and third-order harmonic distortion
are given by (in pole-zero format), [30]:

1— 2
HD2(S) = IK2| . £1 28 (566)
(1-%)(-2)
1—38)(1 -2
HDs3(s) = |Ks ( 2“)( ’“) (5.67)
(1-%) (-2)(-2)
P P71 p1
in which
Vin 1
Ky = -~ - 5.68
2 AVr (1 + R, /rz)? (5.68)
V2 1-2R,/r
Ky = —in cJAks 5.69
* T 24VE(L+ Ry/ra) 6
-1
= 5.70
PL = RJ/r)Ch >70)
-1
a4 = oo (5.71)
_ 2R8/r7r_1
29 = R.Ch (5.72)

Clearly, the ratio of Rs and 75 is important. This is in line with what was
found in the instantaneous situation, see table 5.1 and 5.2. The expression for
H Dy(s)and H Dj3(8) are depicted for two situations: Rs < 7, see figure 5.17
and Ry > 7y, see figure 5.18. These two situations correspond to voltage and
current drive, respectively. Clearly, in the case of voltage drive, the distortion
is up to the pole (p1) frequency independent, whereas the distortion in the case
of current drive starts very low and increases beyond 2;. From the two graphs,
specific information can be obtained.

For the voltage driven case, the maximum distortion levels are obtained at
the relatively low frequencies already:

HD,, = == (5.73)

AN\ 2
HDs, = 1 (‘—‘) (5.74)
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Figure 5.17. The second and third-order harmonic distortion of a CE stage which is voltage
driven, R, < rx. The solid lines are the model predictions and the dotted lines the results
obtained from a simulator using a complete model for the transistor.
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Figure 5.18. The second and third-order harmonic distortion of a CE stage which is current
driven, R, > r,. The solid lines are the model predictions and the dotted lines the results
obtained from a simulator using a complete model for the transistor.

inwhich 'fc is the maximum of the output current and I is the collector bias
current. These expressions are in line with equations (5.47)



5.5. DYNAMIC NONLINEAR DISTORTION 181

For the current-driven case, the distortion at relatively low-frequencies is
givenby (w < 21):

li; Tr 2
HDz,,'(w<21) = ZI_ (F) (5.75)
¢ 8
AN
HD3,.-(w<z1) = ﬁ <~I£) . (ﬁ) (5.76)
c 7]

Which, indeed, predictzerodistortion forRg 3> rx, as was foundin the previous
sections when considering the instantaneous case. As a worst case number,
also the maximum distortion can easily be obtained for the current-driven case.
These are given by:

max(HDy;) ~ ~% 5.77)
' 61,
A\ 2
max(HDs;) =~ 0.047 (;—) (5.78)
c

553  Behavior of Differential CE stage

One of the reasons why differential CE stages, or differential pairs, are used,
is that because of the balancing the even harmonics disappear and thus lower
distortion is obtained. This was also displayed in table 5.1, i.e. kg = 0.
However, as will be seen in this section, as a result of a non-ideal implementation
of the tail current source, even-harmonic distortion may still arise. In order to
describe both effects, the typical configuration for a differential pair, as depicted
in figure 5.19, is used. The relation between the input voltage and the output
current of a differential pair is given by:

o

tout = Trqir tanh | —— (5.79)
Vr

in which Ip44 is the tail current. When the tail-current source has a non-zero

output conductance, Y(s), an additional tail current, Iy, is obtained due to a

common-mode input voltage, Vem, according to:

I = Y(s)gm

2g9m + Y(s)
inwhich g, is the transconductance of a single transistor. Including this effect
into expression (5.79) yields:

(5.80)

iout = Toagy tonh [ =2 ) + ig(vem) tanh | o2 (5.81)
Vr Vr
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Figure 5.19. A typical implementation of a differential pair.

So, when the common-mode signal is zero, no effect is obtained due to the
non-ideal output conductance of the tail-current source. However, in many cases
the differential pair is used in an asymmetric manner, i.e. one side grounded.
In that case, the “common-mode” voltage equalsv, /2 and thus an effect must
be obtained. Having a closer look to expression (5.81) a simplification can be
made for determining the resulting distortion. The functiontanh(v;y,) has got
only even-order Taylor terms with respect to v». Consequently, the product
Vjn tanh v has got only odd Taylor terms with respect to ¥in. Thus, the even-
order distortion is due to the (ideal) differential pair, whereas the odd distortion
is due to the non-ideal tail-current source.

By using the Volterra series up to the third order, expressions can be found
for HDq and H D3. For the transistors again the nonlinear model as depicted
in figure 5.16 is used. Calculations yield [31]:

HDy(s) = |K, e (5.82)
- 0-5)
_ 3
HDs(s) = |Kjl 21 (5.83)
N (RN
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in which

K3

n

P2
21

22

~

Vi 1

2Vr (1 + 2gm7'o) (1 + Rs/"'w)
Va 1
48VE (1 + Ry/rn)’
-2
(Rs//T2)Che
14+ 2g,7,
- 7Co
-2
Rste
-1
7:Co

(5.84)

(5.85)

(5.86)

(5.87)
(5.88)

(5.89)

inwhich, 7, Cpe and gm, are the small-signal parameters of a single transistor

and r,and C, model the output impedance of the tail-current source.

Figure 5.20 depicts the second-order harmonic distortion in the case of a
voltage drive. The minimum distortion level (at relatively low frequencies), is

-0}

-110F

=130

HD,  [dB]

LSt

10 10’
Figure 5.20. The second-order harmonic distortion for an asymmetrically voltage-driven dif-
ferential pair in the case of a non-ideal tail-current source ¢, = 10 MQ and C, = 5pF’). The
solid lines are the model predictions and the dotted lines the results obtained from a simulator
using a complete model for the transistor.

10* 10° 10° 10 10°
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given by equation (5.84). The maximum distortion level is described by:

Co ":out

N — 5.90
Co ¥ 9mRsCro Tra (5.50)

max(HD2)|g, «r,
Clearly, the lower the output capacitance of the tail-current source, the lower
the distortion.

Figure 5.21 shows the third-order harmonic distortion for a voltage and cur-
rent drive. The same characteristic difference between a voltage drive and cur-

T T T T

HD, . [dB]

-90 hiaial L L L I\

10° 10° 10* 10° 10’ 10
Figure 5.21. 'The third-order harmonic distortion for a voltage-driven and current-driven dif-
ferential pair, H D3 , and H D3 ;, respectively. The solid lines are the model predictions and
the dotted lines the results obtained from a simulator using a complete model for the transistor.

rent drive is obtained as was found for the CE stage. The third-order distortion
for the voltage-driven case at relatively low frequencies is given by:

N 2
L (3
HDsy = 2 (z;“‘) (5.91)

which corresponds to a double level compared with the single CE stage. The
maximum level of distortion in the current-driven case is given by:

[

. 2
max(H Dy,;) ~ 0.0558 (’;“‘) (5.92)



5.6. EXERCISES

185

5.6

Exercise 5.1

Exercises

Consider the four different output parts of negative-feedback amplifier, as
depicted in figure 5.22. The specifications as listed in table 5.3 apply to the four

1 nF
_4F____
+
+
: llm vm
(a)
iI:tl.ll
+
- 100 Q
10kQ
1kQ
(©)

10 kQ

—|—1

®)

@

10 mH

out

Figure 5.22. Four different output parts of negative-feedback amplifiers.

situations.
| Configuration | Peak output signal Bandwidth | Power bandwidth |
@ v 50 Hz - 1 MHz 100 kHz
b) 100 mV 1kHz - 10 MHz 1 MHz
(c) 10 mA 50 Hz - 100 kHz 100 kHz
(d) 10 A 50 Hz - 20 kHz 20 kHz

Table 5.3. The specifications for the four outputs depicted in figure 5.22.

1. Design for each of the configurations, depicted in figure 5.22, an output

stage.



186 NONLINEAR DISTORTION

Exercise 5.2
Clipping distortion is assumed to be orthogonal to noise and bandwidth
performance. This is, however, not always true.

1. In what way can the distortion be made orthogonal to noise and bandwidth?

2. What is the difference/equivalence between clipping distortion and slew
rate?

Assume an intermediate stage is required for bandwidth considerations. The
biasing conditions for this stages are derived from bandwidth and clipping
distortion constraints.

3. In what way should you determine the maximum signal swing for this in-
termediate stage, by using a simulator?

4. Discuss in this context the effect on the biasing of the intermediate stage
when the output stage is a CG or a CD stage.
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Exercise 5.3

Expressions (5.16) and (5.17) describe for a general negative-feedback am-
plifier the second and third-order nonlinear distortion.

1. What is the effect of an increased loop gain on the nonlinear distortion?

2. When, because of bandwidth consideration, the loop gain needs to be en-
larged, what is the effect on the nonlinear distortion?

Apparently, bandwidth and nonlinear distortion are not completely orthogonal.

3. Can the observed relation between bandwidth and nonlinear distortion be a
bottleneck in the design methodology?

An other alternative for increasing the bandwidth (LP-product) is to increase
the bias current of one of the existing stages.

4. For which stage would you choose for increasing the bias current, taking
into account the highest effectiveness in lowering the distortion at the same
time?
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Exercise 54

Given three amplifiers, for which the nullor implementations are given, as
depicted in figure 5.23. Note that, besides CE and CS stages, other stages are

1

@ T@

(b)

W
Qg

Qz !

© Tg

Q

L

Figure 5.23. 'Three amplifiers for which the nullor implementations are give.

used as well to implement the nullors.

1. Discuss for the three amplifiers, which of the stages is most likely to limit the
maximum signal amplitude because of clipping distortion (note that clipping

can occur in the voltage

2. Indicate for each of the

and current domain).

stages of the three amplifiers, for relatively low

frequencies, whether they have B-distortion or g, -distortion.
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THE LOOP-GAIN-POLES PRODUCT

6.1 Introduction

In the previous chapters the input and output stage of the nullor were im-
plemented. These design steps introduced the noise and the distortion to the
amplifier behavior, respectively. An example of a (partially) implemented nul-
lor, which can be obtained from the previous design steps, is depicted in figure
6.1. For this nullor, the bandwidth capabilities are still ideal, i.e. an infinite

-0 O+

Figure 6.1. An example of a (partially) implemented nullor: the input and output stage are
implemented.

bandwidth. This is just because of the nullor in between the input and output
stage. To design the frequency behavior of the amplifier, an implementation
for the remaining nullor has to be made. This implementation has to be guided
by demands on the frequency behavior and, of course, the implementation has
to be as simple as possible.

The frequency behavior of an amplifier can be split into two separate parts:

= absolute frequency behavior;

s relative frequency behavior.
189
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This distinction is comparable with the distinction that is made when using
polar coordinates. The absolute frequency behavior is proportional to the dis-
tance between the poles and the origin, i.e. the length of the place vector, and
the relative frequency behavior has to do with the relative pole positions, i.e.
the angle between the place vector and the negative real axis. The absolute
frequency behavior is explicitly determined by the speed capability of the con-
stituent devices. Whereas the relative frequency behavior can be altered easily
be adding at appropriate locations some passive components. Therefore, the
design of the frequency behavior is split into two steps. First, the absolute
frequency behavior has to be derived and made large enough and second, the
loop poles have to be moved so that the system poles are at the desired relative
positions in the s-plane. The bandwidth of a system is closely related to the
absolute frequency behavior when the poles have the desired relative position.
For instance, when the relative frequency behavior is of the Butterworth type,
the absolute frequency behavior equals the bandwidth of the transfer. In the re-
maining discussion, the term bandwidth will be used for the absolute frequency
behavior, remembering that for the final transfer the relative positions also have
to be realized.

The design of the frequency behavior of the amplifier can take a lot of work.
Therefore a simple measure for the bandwidth capability of an amplifier, before
starting with the design of the relative frequency behavior, can reduce design
time considerably. In this way the chance that one needs to conclude after
lengthy calculations that the amplifier cannot reach the desired bandwidth, is
reduced significantly.

In this chapter the Loop-gain-Poles product (LP-product) is introduced and
it is shown that this LP-product is a very simple measure for the bandwidth
capability of an amplifier. When the LP product is, relative to the bandwidth
specifications, too low, it is impossible to reach the desired bandwidth. Then,
the LP product needs to be enlarged. Measures are discussed to increase the
LP-product. Itis assumed that an all-pole Butterworth characteristic is desired.
However, in an analogous way the LP product can be applied to other pole
patters as well. Subsequently, in the next chapter, the design of the relative
frequency behavior is treated.

6.2 The simple transistor model

To obtain a simple criterion for the bandwidth capability of an amplifier, a
simple model for the transistor is inevitable. The model used for the bipolar
transistor is depicted in figure 6.2. The model comprises the input impedance
of the transistor, rx and Cy, and the voltage-controlled current source, g So,
the basic components responsible for the gain and the limited speed are taken
into account. When this model is used, the DC loop gain and the poles and
zeros can be calculated relatively simple. For the FETSs, an analogous model is
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Figure 6.2. The simple model for the bipolar transistor, used for the calculation of the LP-
product.

used, i.e. Cgs and gn,. Of course, after the design of the frequency behavior,
the validity of this simple model has to be checked. This is discussed in the
next chapter.

6.3 The LP-product

In chapter 3 the asymptotic-gain model was shown to be the appropriate
model for the synthesis of amplifiers. Now, the frequency dependency of the
constituent elements is considered. The expression for the asymptotic-gain
models then reads:

—L(s)

T=L(s)’ (6.1)

Ai(8) = Ao
in which the direct transfer A is ignored. This is possible as the term with the
direct transfer cannot influence the pole positions; it can only introduce zeros
into the system transfer.

Assume a loop gain with 7 loop poles, pi; = a; + b;j with a; < 0, as given
by:
L(0)
?::1(1 - s/pli) ’

where L(0) is the DC loop gain. Then the characteristic polynomial, CP, of
Ai(8) is given by:

L(s) = (6.2)

CP(s) = s"+ -+ [1 = L(O)] [] Ipul- (6.3)
i=1

The zeroth-order term is called the Loop-gain-Poles product, or LP product
for short [1]. A more precise name would be the DC-return-difference-poles
product, because the term [1 — L(0)] is the return difference as defined in [32].
However, for accurate amplifiers, the magnitude of the loop gain is relatively
large and the magnitude of the DC loop gain is approximately equal to the
magnitude of the DC return difference. Expression (6.3) is found from the
viewpoint of the root-locus method. However, of ultimate interest are the system
poles. The characteristic polynomial derived from then system poles, ps; =
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1 Re

Figure 6.3, The characteristic placement of the poles for the case of a Butterworth pattern.
¢; + dij with ¢; < 0, equals:
n
CP(s) = 5"+ + [] Ipsil- (6.4)
i=1

Here the zeroth-order term is the product of the moduli of all the system poles,
ie. the product of the lengths of the corresponding place vectors. Thus this
term explicitly describes the absolute frequency behavior of the system. Conse-
quently, as equation (6.3) and (6.4) describe both the CP, the zeroth-order term
found in equation (6.3) isalso a measure for the maximum attainable bandwidth
of the corresponding system.

In order to get this relation more explicit, a specific relative frequency be-
havior is considered. For amplifiers, the Butterworth characteristic is a com-
monly used relative frequency behavior because it results in a maximum-flat-
magnitude transfer. For a Butterworth characteristic, the system poles are reg-
ularly placed on a half circle in the left half of the s-plane, see figure 6.3. For an
nth-order system, the halfcircle is divided into n equal parts and in the middle of
each part a pole is located. For a bandwidth of wy, the radius of the circle equals
wy and thus the modulus of each pole equals wy. Applying this to equation
(6.4) yields:

CP(s)=s"+ -+ wp. (6.5)

Equation (6.3) and (6.5) both describe the CP, thus the following relation holds:

LP, = (1~ L(O)] - [T lpul = wi: (6.6)

i=1
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or

Wimae = Y LPo = 3| |[L = LO) [] mi}. ©6.7)
i=1

So, the product of the loop poles and the DC loop gain, is a measure for the
maximum attainable bandwidth. The question is, which poles must be used to
calculate this LP-product?

Example: What maximum bandwidth can be expected when the loop consists of three
poles, pnn = —1 kHz, p1z = —10 kHz, p1a = —1 GHz, and the DC loop gain equals
-100?

‘When the three poles are used to calculate the LP-product, the maximum bandwidth ,
Bas, is found to be:

B,s = V101 .1kHz- 10kHz - 1 GHz = 1 MHz. 6.8)

With a bit of experience one knows that the pole at -1 GHz is not dominant, i.e. it does
not contribute to the bandwidth. The maximum bandwidth, Bz, calculated based on
Pu and prg yields:

B,z =v101-1kHz- 10 kHz =~ 32 kHz, 6.9)

which is about a factor 30 lower than Baga.

That the -1 GHz pole does not contribute to the bandwidth is clear; however,
what to do when it was at -1 MHz. As was stated, the LP-product only predicts
the bandwidth when the poles used can be moved into the required relative
positions, for this case the Butterworth positions; these poles then contribute to
the bandwidth and are therefore called thedominant poles. Thus, only dominant
poles should be used to calculate the LP product.

6.4 Dominant poles

In principle, one only knows at the end of the design what the maximum
attainable bandwidth really is. The LP-product gives aprediction of this maxi-
mum bandwidth. Itis not certain whether or not this bandwidth can be reached.
The only thing that is sure is that for the given number of stages the bandwidth
cannot be larger than that indicated by the LP-product. An analogous rule can
be found for the dominant poles. The following derivation of the dominant
poles is not limited to Butterworth behavior, it is generally applicable to other
relative frequency behaviors as well. However, the derivation of the dominant
poles is limited to loops with only real poles.

To find the dominant poles, the frequency behavior of the system is described
again from two points of view. Firstly, the characteristic polynomial is described
from the loop point of view, which yields:

n
CP(s)=s"—s"1Y py+.-r, (6.10)
i=1
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with py; < 0. Secondly, the characteristic polynomial is described as a function
of the system poles, which yields:

n
CP(s) =s"—s"'lz:psi+"- , 6.11)
i=1

with pg; = ¢;+dij, ¢; < 0, the system poles. Now the factor of the (n-1 )th-order
term is of interest. Comparing the term of equation (6.10) with the correspond-
ing term of equation (6.11) yields:

n n
> b= psi (6.12)
i=1

i=1

which states that the sum of the loop poles is equal to the sum of the system
poles. From this property a procedure can be derived for the dominant poles, it
is as follows.

The LP-product gives a measure of the maximum attainable bandwidth. As
the required relative frequency behavior is known, the position of the system
poles can be determined and from that their sum can be calculated. The sum of
the loop poles is also given. These sums are generally not equal and frequency
compensation has to be used as discussed in the next chapter. All the methods
discussed have the property of making the sum of the system poles smaller (i.e.
more negative, remembering that the poles are negative). Thus, when the sum
of the loop poles is smaller than the sum of the required system poles, frequency
compensation will not succeed; the loop poles cannot be placed in the desired
position; at least one loop pole is too far away from the origin. Such a pole
will be called a non-dominant pole. The most negative pole from the loop has
to be ignored and the LP-product and the sum of the remaining poles has to be
calculated again, et cetera, until the highest number of dominant poles is found.
Thus:

When py; are the poles of the loop and p,; are the poles of the system, the dominant
poles are the largest set of poles for which holds:

dopu=d pai (6.13)
i=1

i=1
The sum of the loop poles has to be less negative than the sum of the system poles.

Fulfilling this criterion is necessary but not sufficient. The characteristic poly-
nomial may include more terms which must be given the appropriate values and
it must be possible to implement the required frequency compensations in the
circuit. In contrast, when the criterion is not fulfilled, itis certain that frequency
compensation will not succeed with the given set of poles and loop gain, and
the LP-product of the set of dominant poles has to be increased.

Example: Forthe previous example the LP-product for the third-order system predicted
abandwidth of 1 MHz. For a 1 MHz third-order Butterworth system, the sum of the
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poles equals -2 MHz (ps1 = —1 MHZ, ps2,3 = —% MHz + %\/Z_{J MHz). The sum
of the loop poles is approximately -1 GHz which is much smaller than -1 MHz and
therefore at least py3 is non-dominant. The predicted bandwidth of the second-order
system is 32 kHz. The sum of the loop poles equals -11 kHz which is greater than the
sum obtained from the system poles, -45 kHz. Thus the system has two dominant poles.

Some remarks have to be made on the dominant pole criterion. The determi-
nation of the dominant poles assumes that the poles are real. For complex poles
with a high Q, the contribution to the LP product can be very large while the
contribution to the sum of the poles is only small (only the real part counts, the
imaginary parts cancel). However, when complex poles are present in the loop,
the loop comprises a second loop or a resonator (which can be seen as a loop
also). The poles of these local loops must be placed at the correct positions,
before the overall loop is compensated. Multi-loop techniques are beyond the
scope of this book and not discussed here.

Further, the dominant pole criterion is derived with the assumption that only
compensation techniques are available which make the sum of the poles smaller.
However, techniques exist to increase the sum of poles. These techniques,
however, use positive feedback and the risk of instability due to component
spread increases. Therefore, these techniques are less favorable.

6.5 Increasing the LP-product
For now the focus is on what to do when the LP-product is too low. Because,

in that case it is not possible to reach the specified bandwidth. There are two
basically different ways for increasing the LP-product:

® [ncreasing the LP-product without increasing the order;

m Increasing the LP-product by increasing the order.

6.5.1 Increasing the LP-product without increasing the
order

The LP-product is the product of the DC loop gain and the loop poles. Thus,
when the DC loop gain is increased without altering the product of the poles,
or vice versa, the LP-product increases.

In figure 6.4 an example of a transimpedance amplifier is given. The nullor
implementation is the one from figure 6.1 in which the intermediate nullor is
implemented by two wires only. For the DC loop gain and the poles holds,
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Figure 6.4. An example of a transimpedance amplifier.
when 751 € Rfeedback:
Rioad
L(0) = —-/ip
( ) Rload + Rfeedback ’
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o= 27771(Cs + Cr1)’
-1
= —— 6.14
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with the subscripts referring to the corresponding stages. From these expres-
sions the LP-product is found to be:

C1r1 Rload
s s , 6.15
Cmn +Cs fr1+ fr2 Rioad + Ryeedback )

with fr = 5% This equation shows some characteristic properties for the
LP-product:

LP =

® an amplifier stage adds a factor f7 to the LP-product;

» the influence of the source, load and feedback impedance are represented
by two factors, a factor concerning the input and a factor concerning the
output. Possibly these factors introduce additional poles.

As the source and load impedance are given for a specific design, the LP product
can be enlarged, without increasing the order, by increasing the fr of the used
transistors. The fr of a transistor is determined by:

® the type of transistor;
® its bias current.

At this point of the design the amplifier comprises two stages. Thus the LP
product can be enlarged by increasing the fr of the input and/or the output
stage.
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6.5.1.1 Increasing the fr of the input stage

For the input stage the bias current and type of transistor were chosen on noise
considerations. For the type of transistor this could have been the transistor
with the lowest base resistance, for instance. When it is possible to use a
transistor with a higher fr, without degrading the noise behavior such that the
specifications are not met anymore, the LP-product can be increased by using
this transistor. The increase in LP-product can be less than the increase in fr
because of the first factor of equation (6.15).

In chapter 4 it was found that the noise level as a function of bias current is
relatively flat near the noise minimum. Thus increasing the bias current of the
input transistor in order to increase its fr results in a small increase of the noise
level only. In contrast, the increase of the LP-product can be considerable. For
instance, when the bias point of the transistor is on the left slope of the fr — I¢
curve (see figure 1.11) the fr increases linearly with increasing bias current.

6.5.1.2 Increasing the fr of the output transistor

The output transistor was chosen on output capabilities. When the output
transistor can be replaced by a transistor with a higher maximum fz the LP-
product can be increased by using this type of transistor. Further, as long as
the output transistor is not biased at its maximum fr, the bias current can be
increased such that the fr becomes higher. The increase of the bias current
enlarges the output capabilities and thus distortion is lowered. No contradiction
between bandwidth and distortion is apparent.

Which from these measures (at the input or output) is the most effective
depends on several factors. A transistor with a higher maximum fr is not
always available. For instance, when the circuit needs to be made as an IC, the
IC process determines the maximum f7 of the transistors and not much design
freedom is left.

Increasing bias currents is often the most effective for the input stage. The
bias current of the input stage is often lower than the bias current of the output
stage. Consequently, the fr of the input stage is often lower than the fr of
the output stage and less current is required at the input to increase the fr by a
certain factor.

When with these measures the required LP-product cannot be obtained, the
order of the system has to be increased.

65.2 Increasing the LP-product by increasing the order

In this section the intermediate nullor of figure 6.1 is implemented by a single
amplifying stage and consequently, the order is increased by one. Care has to be
taken to keep the loop gain negative. When an additional CE stage is used, the
two output terminals of the differential pair,Q2, need to be interchanged. Con-
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sequently, this differential pair can be replaced by a CE stage. The additional
intermediate CE stage introduces an additional pole at:

1 fr
= == 6.16
P =5 =5 (6.16)
and the loop gain increases by a factor 8. Thus the LP product for the third-order
system is (LPs):
fr

LP3=LP,. rl -B=LP: fr. 6.17)

As long as the fr of the transistor is larger than the bandwidth given by LP»
product, the bandwidth of the system increases. This option is less favorable
with respect to previous ones, because the order increases by one and the fre-
quency compensation of the system becomes more difficult.

6.5.2.1 Biasing the intermediate stage
The bias conditions for the intermediate stage are found from two criteria:

m the fp of the transistor and
m the output capability of the intermediate stage.

As the transistor is used for increasing the LP-product of the amplifier, the bias
current has to be chosen such that the resulting LP-product is large enough. The
fr is, up to its maximum value, more or less proportional to the collector bias
current (see chapter 5, figure 1.11) and thus a minimum collector bias current
is found.

Further, the intermediate stage has to be able to drive the next stage over the
complete frequency range of interest. The input impedance of the next stage can
be capacitive for higher frequencies and, consequently, the drive current at high
frequencies can be considerably larger than the low-frequency drive current.
When the bias current of the intermediate stage is too low, slewing occurs at
high frequencies, the total bias current meant for the intermediate stage is used
to charge the input capacitance of the next stage and the intermediate stage is
switched off. As aresult, the negative-feedback loop is broken and the complete
amplifier behavior (including biasing) may be influenced. When later on the
intermediate stage has to be switched on again, the total amplifier has to settle
before proper functioning is possible. This settling time may be too large with
respect to the frequency of the input signal and the loop remains broken such
that no accurate amplification is possible anymore. This switching of stages
may cause terrible transients at the output of the amplifier.

The minimal bias current for the intermediate stage is given by the maximum
input current of the next stage. This maximum current is easily found from an
AC analysis. This analysis linearizes the complete circuit before the transfer
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is calculated. Consequently, no limitations due to bias sources occurs and the
maximum input current of the next stage is found.

6.6 The contribution to the LP-product of a (MOS)FET

The previous sections concentrated on the use of bipolar transistors. For a
(MOS)FET the situation seems to be different. The contribution to the DC loop
gain is approximately infinite because of the absence of a DC input current.
Thus the L part of the LP-product is infinite. In contrast, the pole introduced by
the (MOS)FET is at the origin. The P part of the LP-product is zero. Thus, the
product of L and Pis undefined. However, for the maximal attainable bandwidth
not the L nor the P separate is what counts, but their product.

In figure 6.5a the small-signal diagram of a (MOS)FET is depicted. In figure
6.5b the corresponding current-gain factor as a function of frequency is depicted.
To be able to calculate the contribution to the LP-product, a dummy resistorRy

to——71 log(lfD)T

Vi CuE iRy O

-0 f\
(a) (®)  f(log) i

Figure6.5. a) The small-signal diagram of a(MOS)FET and b) The corresponding current-gain
factor as a function of frequency.

is used, depicted in fig.6.5a by the dotted-drawn resistor. The low-frequency
current-gain factor, including Ry, is drawn in fig.6.5b with the dotted line. For
the contribution to the L and P now holds, respectively:

L = —ngz’
-1
P = —— 6.18
TR (6.18)
and thus the contribution to the LP-product equals
p=2r__ g (6.19)

27Clys

The contribution to the LP-product is independent of the dummy resistor. Thus,
for Ry, becoming infinite, the contribution remains equal to the fr of the tran-
sistor.

6.7 What to do with a zero in the origin

In some situations it might occur that a loop zero is at the origin. Conse-
quently, the DC loop gain is zero and the calculated LP-product is zero too.



200 THE LOOP-GAIN-POLES PRODUCT

This situation occurs, for example, in a charge amplifier as depicted in figure
6.6. Due to the pure capacitive feedback the DC loop gain is zero. A hint about

Co
ig J‘C: , 0=C, gy ‘;ma :om
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Figure 6.6. A charge amplifier with a zero at the origin in the loop.

what to do in such a case, can be found from the root locus. In figure 6.7 a typi-
cal root locus of a charge amplifier is depicted, when it is assumed that besides
the zero the loop also comprises three poles. In this particular case the zero at
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Figure 6.7. The root locus of the charge amplifier.

the origin is a phantom zero (to be discussed in the next chapter), representing
the desired integrator pole, (Asoo), of the charge amplifier. When the loop is
closed, the pole at the lowest frequency moves to the zero at the origin and
cancels it, ideally. The other two poles determine the high-frequency behavior
of the amplifier. Thus before closing the loop the low-frequency pole and the
zero at the origin can already be cancelled and frequency compensation can
concentrate on the two high-frequency poles. Then still the question remains,
what DC loop gain has to be used. This is found from the loop-gain-versus-
frequency plot, figure 6.8. Cancelling the pole and zero means in this figure
the extrapolation of the loop gain from higher frequencies to zero (the dotted
line). As mostly the pole to be cancelled is at relatively low frequencies, the
loop gain of the charge amplifier remains for high frequencies the same. Only
for low frequencies, below p1, the loop gain is actually lower.
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Figure 6.8. The loop gain versus the frequency.

Cancelling the pole and zero means that the division in which, in this case,
Cyp is involved, is made frequency independent. This can be done by removing
Ty or by placing a resistor in parallel with Cjgp such that the time constant of
the feedback network and the input impedance of the nullor implementation
are equal. With the first method a pure capacitive voltage divider is obtained.
The pole and zero are cancelled at the origin. Simulation software may have
problems with this method as for DC-loop-gain calculations mostly aresistive
path (loop) needs to be available. With the second method, cancelling the pole
and zero at pi, this problem does not occur.

6.8 Guaranteeing a negative loop gain

Now the number of stages is determined, the loop gain is not necessarily
negative anymore. Some attention was already paid to this in section 6.5.2.
For changing a positive loop gain into a negative loop gain, without changing
the number of stages, one of the stages could be made differential as discussed
in section 2.6.2, or the two output terminals of a differential pair could be
interchanged. Another way, which is frequently seen, is replacing one of the
CE (CS) stages by a CC (CD) stage. In section 2.6.2, however, it was already
made clear that this is not a favorable option.

The CC stage, also called a voltage follower, is a non-inverting stage. Thus
when a CE stage is replaced by a CC stage the sign of the loop gain changes
indeed. However, the use of a CC stage most probably reduces the performance
for one or more of the three design aspects, noise, bandwidth and distortion.
When the CC stage is placed at the input, the noise performance is deteriorated
as the influence of the voltage noise of the second stage on the noise behavior
is increased. Using the CC stage at the output, results in degradation of the
distortion behavior. As the voltage gain of the CC stage isjust 1, the preceding
stage must be able to handle the same output-voltage swing as the output stage
itself. Further, due to the local voltage feedback, the input impedance of this
stage may become very high, resulting in a larger bandwidth reduction due to
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parasitic components. All these negative effects are caused by local feedback
of the CC stage which makes the parameter A of the chain matrix equal to one.
The remedy often used to make this parameter almost zero again, is a CC-CB
combination, which is just a differential CE stage. This would just be the long
and unstructured way to the solution that should have been chosen in the first
place: an asymmetrically driven differential pair. The differential CE stage can
be used successfully as a non-inverting stage. The parameters A and D of the
chain matrix are equal to that of a single CE stage and the parameters B and C
differ only by a factor 2. They can be made equal to the parameters of the CE
stage at the expense of some extra power. Consequently, the noise performance,
distortion behavior and the bandwidth capabilities remain unaffected.

Summarizing, when a loop gain has to be made negative again, this generally
results in the use of the differential CE stage instead of a single CE stage.
When the CC stage is the first choice, this stage is nearly always placed at the
output because the deterioration of the distortion behavior is less compared to
the degradation of the noise performance. Thus, using a CC stage leads to a
differential pair at the output. In contrast, when the differential CE stage is
used, the designer can still decide whether the differential CE stage is placed at
the input or at the output. A differential CE stage at the input is in some cases
favorable (temperature behavior of the input offset voltage).
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6.9 Exercises
Exercise 6.1

o ] , 0]
O- O

Figure 6.9. A CB stage.

1. Calculate the pole of a CB-stage and compare it with the pole of the corre-
sponding CE-stage.

2. Calculate the current-gain factor of a CB-stage and, again, compare the
result with the corresponding CE stage.

3. Calculate the contribution to the LP-product of a CB-stage in an amplifier.

4. Is a CB-stage a useful way to increase the LP-product of an amplifier?
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Exercise 6.2

During the design process, i.e. after the noise and distortion minimization,
it appears that the LP-product is slightly too low. Increasing the bias current of
the input stage can increase it within specs.

1. Why is the input stage a good candidate for increasing the LP-product?

2. Is it allowed to use this option? The input stage was designed to have
maximum performance with respect to noise!

3. The addition of an extra amplifying stage is an other option. What can be
the considerations to either increase the LP-product via an additional stage
or via increasing a bias current?
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Exercise 6.3
Given the fr of a technology.

1. Up to what frequency can the bandwidth of an amplifier globally be?

2. Is it wise to design an amplifier with a bandwidth equal to that specific
frequency?
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FREQUENCY COMPENSATION

7.1 Introduction

In the previous chapter the bandwidth capability was discussed. It was found
that the LP-product predicts the absolute bandwidth capability of a nullor im-
plementation. Nothing was said about/ow to reach that bandwidth nor about
the possibility of reaching it. The only thing that can be said is that when the
LP-product is too low, it is not possible to reach the specified bandwidth at all.

In this chapter the next design step is discussed: frequency compensation.
At this point the LP product is considered to be large enough and now the
placement of the poles is of concern, i.e. the design of the relative frequency
behavior. This is called frequency compensation. The frequency behavior of
the transfer function is made such that it meets the specifications. In this chapter
it is again assumed that the transfer function has to be of the Butterworth type.

The frequency compensation techniques are not allowed to deteriorate the
former design steps, i.e. noise and distortion. Further the reduction of the
LP-product due to the frequency compensation must be as small as possible,
ideally it should not reduce the LP-product at all.

7.2  Model used for the frequency compensation

Frequency compensation tends to be the design step with the largest risk
of becoming a tedious way of calculation and trial and error. To prevent this
and to make frequency compensation more clear, the model of the transistor
is stripped to the relevant part only. Starting with the hybrid-pi model of the
bipolar transistor, figure 7.1, some simplifications are made. When the transistor
is driven from a relatively high impedance the base resistance, 75, does not
influence the transfer and can thus be ignored. When the transistor is loaded

207
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Figure 7.1. The hybrid-pi model.

with a relatively low impedance, the output impedance of the transistor,7,, is
shorted and can thus be ignored also.

The influence of C), on the input impedance can be described, under certain
conditions, by the Miller approximation:

Cinput = Cu(l - AV)- (7.1)

in which Ay is the voltage gain from input to output. Due to the assumed low
load impedance the voltage gain between the base and collector, Ay, is small
and Cy, acts just as it is in parallel with the input of the transistor. Thus when
C, < Cx theinfluence of Cy, at the input can be ignored also.

Besides the influence on the input impedance of the transistor, Cu introduces
a zero in the right half plane at:

w=te (7.2)

At this frequency the transfer from the input to the output of the transistors via
Cy equals the transfer via the voltage-controlled current source, gm, but with a
phase difference of 90°. By ignoring C}, this zero is ignored too. The simplified
model is given in fig.7.2.

igmvi

-0

Figure 7.2. 'The simplified hybrid-pi model.

7.3 Model validation after frequency compensation

When the frequency compensation using the simplified model of figure 7.2
is finished, the model has to be checked on its validity, for each transistor
separately. This can be done by introducing, one by one, the Cy;8, 7,8 and 78.
Whenanr, or a C’,, introduces an unacceptable influence, the load impedance of
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the transistor is apparently not low enough. It can be made low by using acurrent
follower cascading the amplifying stage. Remind that a low load impedance
was the criterion for ignoring Cy, and To. A current follower cascading an
amplifying stage is depicted in figure 7.3. With this current follower 7, is short

—

Figure 7.3. A transistor cascaded by an ideal current follower.

circuited and Cy, is in parallel with Cr. However, the zero due to Cj, is still
at +gm/Cy as the signal current flowing through C, flows through the current
follower as well. Thus when an ideal current follower does not reduce the effect
of Cy, significantly, there are two possible causes:

= C, is not negligible with respect to Cy;
s the zero due to C; is not negligible.

The first problem can be solved by making C), smaller by a higher reverse-bias
base-collector voltage (C,, is a junction capacitance). When Cy cannot be

reduced enough in thisway, Cy has to be changed to Cyr + C, and one iteration

for the frequency compensation has to be made. For the second problem there
are three possible solution. Firstly, a higher reverse-bias base-collector voltage
reduces C, and the zero shifts to a higher frequency. Secondly, a larger bias
current can be chosen for the transistor such thatgy, increases and the zero also
shifts to a higher frequency. In this case the frequency compensation needs
some trimming because the pole of the transistor depends on gy, also. Thirdly,

just do a frequency compensation in which the right-half-plane zero is taken
into account.

After placing all the 78 and C,s one by one, the influence of the 78 can be
checked. In figure 7.4 the situation is depicted for a transistor that is driven from
a current source, i.e. an other transistor, with a parallel impedance of Z(s). This
impedance can be due to an output impedance of the preceding stage or due to a
frequency-compensation network. The influence of 7 is especially apparent in
situations where Z(s) is on the order of ry and ry is relatively small. This can
occur in output stages where the bias current can be large. In the case that Z(s) is
due to an output impedance, Z(s) can be increased by adding a current follower
after the preceding stage. In this way Z(s) is enlarged. Of course, reducing the
base resistance by using an other transistor with a lower base resistance, or by
taken several transistors in parallel can help also.
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Figure 7.4. 'The influence of a base resistance.

When Z(s) results from a frequency-compensation network, the base resis-
tance could be lowered by taking several transistors in parallel. When this is not
possible either the base resistance should be taken into account in the frequency
compensation or the frequency-compensation network should be placed some-
where else. The chance on a problem due to the base resistance can be reduced
by putting no frequency compensation networks at the input of transistors with
a relatively high base resistance and a relatively high bias current.

Sometimes, lowering the bias current is also an option. In that casery
increases and the relative effect of rp reduces. In the last chapter, in which a
design example is discussed, this option is used to reduce the effect of a base
resistance. Of course, it must always be checked with respect to the specification
whether it is possible or not for the specific transistor to lower its bias current.

When the frequency compensation is made o.k. again with the ideal current
followers, implementations for the current followers can be made. The most
simple active implementation of the nullor is a single CE (CS) stage. This is
depicted in figure 7.5. The single-stage current follower is just the CB stage,

Ve

S AL

o ) o o
Figure 7.5. A single-stage implementation of the current follower.

or in the case of a FET a CG stage. The input impedance of the CB stage equals
1/gm. When the bias current of the CB stage is equal to the bias current of
the cascoded transistor, the voltage amplification equals Ay = —1 and thus
the influence of Cy, on the input is equal to 2C},. The output impedance of the
cascoded stage equals:

T0cascode = BTo (7.3)

As aresult of the CB stage, the output impedance is increased by afactor3.



7.4. FREQUENCY COMPENSATION VIA THE ROOT LOCUS 211

Of course the CB stage adds a pole to the loop. However, ideally this pole
is at fr and is therefor mostly non-dominant.

Analogous to the bipolar transistor the model for the (MOS)FET is as given in
figure 7.6. After frequency compensation with this model the model is extended

+ l
Y Cgs igm\";

-0 O

Figure 7.6. 'The model for the (MOS)FET to be used for frequency compensation.

with Cgqq and r4. The (MOS)FET does not have a gate bulk resistance, the
equivalent for the base-resistance. However, in the (MOS)FET technology it
is common use to connect the transistor with poly-silicon. This poly-silicon
is relatively high ohmic and by that the (MOS)FET can have a series gate
resistance of several hundreds of ohms.

So, the start of the frequency compensation is to replace each transistor by
its simplified small signal diagram. For the obtained circuit, subsequently, the
relative frequency behavior is designed.

7.4 Frequency compensation via the root locus

The goal of frequency compensation is to alter the characteristic polynomial
of a system such that the poles of the transfer function are placed at the required
positions in the s-plane. A general expression for the characteristic polynomial
of the system is given by:

n
CP(s)=s"— pis" ' +---+LP. (1.4)
i=1

Frequency compensation is equivalent to changing the coefficients of the s terms
without changing the LP-product, i.e. the maximum attainable bandwidth is not
lowered. The subsequent described method uses a two step relation between
the loop poles and the system poles. The first step is the often simple relation
between the small-signal diagram and the loop poles. The second step is the
straightforward relation between loop poles and the system poles via the root
locus method. Thus, in this two-step way, the effect of frequency-compensation
elements on the system poles can be rather simple. Adirect relation between
the system poles and the frequency-compensation elements is often not clear
enough for design purposes.

In the remaining part of this chapter, frequency compensation is treated for a
second-order system. The two poles of the system are moved into Butterworth
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position. The characteristic polynomial equals:
CP(s) = 8% — s(p1 + p2) + wl. (7.5)

The compensation of a third or even higher-order system is analogous to the
compensation of a second-order system. The only difference is the number
of compensation networks needed. For a second-order system mostly one
compensation network fulfills as for a third-order system mostly at least two
compensation networks are required.

It must be noted that third and higher-order systems are inherently unstable
for relatively high loop gains, as two or more asymptotes of the root locus are
directed into the right half plane. Therefore, these systems are less favorable
with respect to second-order systems.

Frequency compensation via the root-locus method makes explicitly use of
the asymptotic-gain model. The system poles are found from the loop poles
and the DC loop gain. Techniques to move the system poles to their specified
position concentrate on influencing the starting point of the root locus, i.e.
moving the loop poles, and influencing the shape of the root locus, i.e. adding
a zero to the loop. These two methods are depicted in figure 7.7. Figure 7.7a

fm T o

X
X
%
X

(a) (b) (c)
Figure 7.7. a) The original root locus, b) changing the starting points of the root locus by
moving the loop poles and c) altering the shape of the root locus by adding a zero.

depicts the root locus for the non-compensated system. The system poles do
have a relatively high Q, the sum of the poles is too high (remind the poles are
negative), and thus frequency compensation has to be done.

Figure 7.7b depicts the frequency compensation by moving the loop poles.
Several techniques are available for altering their position without degrading
the LP-product significantly. These are:

& pole-splitting;
® pole-zero cancellation;

® resistive broad-banding.
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The same result can be obtained by adding a zero to the loop. This is depicted
in figure 7.7c. However, the zero must be of a special type. As the system
transfer was assumed to be all pole, the zero may not be visible in the system
transfer. Zeros that are visible in the loop and not in the system transfer and
thus can be used for this type of frequency compensation are the:

® phantom zeros.
As phantom zeros show to be the most elegant way of frequency compensa-

tion this method is discussed first.

74.1 Phantom zeros

The characteristic property of a phantom zero is that it is visible in the loop
and not in the system transfer. To obtain this, a zero has to be realized in
the feedback, B3, of the loop gain L. In that case a phantom zero is obtained.
Assume a zero at 71 in the feedback factor B:

B(s) = B(0)(1 — s/m1), (7.6)
then the total transfer is given by (the direct transfer is ignored):

—L(s)(1 — s/n)

A(s)=A . 7.7
(8) = Ao} T L0y T s/ny) .7
in which the zero is made explicit. For the ideal transfer holds:
v(s)((s 1 1
Ato(8) = Ago(s) — (8)C(s) (7.8)

B(s)  B(s)  BOYI-s/m)

When it is assumed that the direct transfer, Az, is negligible and ¥ and ¢ can
be approximated by 1, the total transfer is found to be:

1 —L(s)
B(0) 1-L(s)(1-s/m)

As can be seen, the zero in 8 is only visible in the loop, i.. the denominator
of the transfer, and not in the total transfer. The phantom zero has only an
indirect effect on the total transfer via an additional pole in the system transfer.
However, mostly this pole is negligible.

Thus, a zero is a phantom zero when it is realized in the feedback network.
Three principle places exist where a phantom zero can be realized in the feed-
back network:

Ag(s) = (79)

® in its ideal transfer;

® atits input, which is at the output of the amplifier;
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® atits output, which is at the input of the amplifier.

With a phantom zero, a reduction in the loop gain, present in3, is being
cancelled beyond the frequency corresponding to the zero. When this reduction,
d, is only small the phantom zero is not very effective. In the pole-zero plot, this
effectiveness is represented by an additional pole. This pole and the reduction
d have a tight relation:

p=mn-d. (7.10)

Assume that at the output of 3, by means of a compensation network, a reduction
of a factor § is cancelled beyond 1 MHz. The corresponding phantom zero is, of
course, at -1 MHz. Then the additional pole is a factord apart from the phantom
zero. For a relatively small reduction factord, the pole is relatively close to the
phantom zero and the zero is not very effective; it is almost cancelled by the
pole. Thus, the effectiveness of the phantom zero is determined by how close
the pole is to the phantom zero and thus how large the reduction was that is
cancelled. An example is given in figure 7.8. Originally, the current from the

&'ﬁ ILII B Tlm

S

I
Figure7.8. Anexample of the effectiveness of a phantom zero. a) The realization of a phantom
zero by Rpp, b) the influence on the magnitude of the loop gain and c) the pole-zero plot.
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feedback resistor Ry was divided between Cy and C; (Rpp not present yet).
This resulted in areduction of (1 + Cs/C;) = 8. With resistor Rpy, the current
path via Cs is made less favorable with respect to the current path viaCy beyond
the frequency fpn:

1
= — 7.11
f ph o Rph Cs ( )
At the frequency fp:
1
= releA (7.12)
27rR’Ph Cs+C;

apole is found. This pole is a factor & apart from the phantom zero.

Phantom zeros are mostly placed near the band edge. Consequently, the
influence of the components used to realize the phantom zero, is only apparent
atrelatively high frequencies. Thus the influence of a phantom zero on the noise
and distortion performance of the amplifier is only apparent near the band edge
and of course, beyond that frequency. That makes this compensation technique
favorable. On top of that, it will be seen that most of the other compensation



7.4. FREQUENCY COMPENSATION VIA THE ROOT LOCUS 215

techniques reduces the loop gain in parts of the frequency band. This is, of
course, a negative side effect. In contrast, the phantom zero evenadds some
loop gain to the loop. This is, as the zero is placed often near the band edge,
also around the band edge.

7.4.1.1 The influence of a phantom zero on the root locus

In figure 7.7c the influence of a phantom zero on the root locus was qual-
itatively illustrated. But were has the phantom zero to be placed exactly in
order to obtain correct frequency compensation? To find this, the characteristic
polynomial is examined. When the loop comprises two poles, py and p2, and
one phantom zero, ny, the characteristic polynomial is given by:

LP
CP(s)=s*—s(p1+p2 + 7}—) + LP. (7.13)
1

The first-order term increases by LP/n;. Via the required sum as given by the
system poles, 1 can now easily be calculated. The sum of the system poles p,
and pg needs to be equal to:

Pa+ Py = —V2w2 = —V2LP (7.14)

for a Butterworth transfer. This has to be equal to the first order term of equation

(7.13) and thus:
-LP

~ V2LP + (p1 + p)

It mustbe noted thatp; and p2 are negative. For higher-order systems equivalent
expressions can be found.

ny (7.15)

74.1.2  Phantom zeros at the input of the amplifier

The phantom zero can be realized at the input of the amplifier. Which com-
ponent has to be used depends on the type of source impedance, i.e. resistive,
capacitive or inductive, and the type of feedback, i.e. parallel or series. In figure
7.9 a general input is depicted with parallel feedback. The type of component,
Zph, to realize a phantom zero is given in table 7.1 as a function of the type of
source impedance. The number of zeros obtained is given also. The effective-
ness of the phantom zero can be checked by making Z, infinite (ideal current
source). The larger the increase in loop gain the more effective the phantom
zero is. In the case of a capacitive source, the reduction in the loop gain can be
removed by a series resistor or inductor. For a resistor a single phantom zero is
found. In contrast, with an inductor two (complex) phantom zeros are found.

In figure 7.10 the situation is depicted for a series feedback at the input.
The effectiveness of this compensation can be checked by making the source
impedance zero (ideal voltage source). The corresponding compensation com-
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Zg,

==

gl
T¢ zs Zi

Figure 7.9. A general input with parallel feedback,

type Zs || type Zpn order

C Rand/orL | 1,2
R L 1
L : &

Table 7.1. 'Type of compensation component required to realize a phantom zero at the input of
the amplifier with parallel feedback.

Z,

F e

iQ [z

i

Figure 7.10. Realization of phantom zeros with series feedback at the input.

ponent and the number of realized phantom zeros are given in table 7.2.

type Zs || type Zpn | order
C 5 =

R C 1

L R.C 1;:2

Table 7.2. 'The type of component required to realize a phantom zero at the input with series
feedback.
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When realizing phantom zeros at the input, care has to be taken with respect
to noise. The compensation components introduce an increase of the noise by
their own noise and/or by transforming noise from other components.

7.4.1.3 Phantom zeros at the output of the amplifier

For the realization of phantom zeros at the output, analogous tables can be
derived with respect to those for the input. In figure 7.11 the output pan of an
amplifier is depicted with a parallel feedback network. The corresponding type
for the compensation component and the number of realized phantom zeros are
given in table 7.3. The effectiveness of the phantom zero is checked by making
Zy, infinite (ideal voltage load).

Zg,

o T

o Z

Figure 7.11. A general output with parallel feedback.

type Z; || type Z,p order |
C Rand/orL | 1,2

R L 1

L 5 :

Table 7.3. 'The type of component required to realize a phantom zero at the output with parallel
feedback.

The output with series feedback is depicted in figure 7.12. The corresponding
type of component and the number of zeros obtained are given in table 7.4. Now
the effectiveness is found by making the load impedance zero (ideal current
load). As the load is only slightly coupled to the loop, mostly the phantom zero
is not effective.

Phantom zeros at the output degrade the distortion performance due to the
higher load. However, this can be negligible. For instance, the output depicted
in figure 7.11 has to supply more current to realize the original output voltage,
consequently, the distortion increases. However, due to the phantom zero the
loop gain increases also and the increase of distortion is counteracted.
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Figure 7.12. Realization of phantom zeros with a series feedback at the output.

[ type Z; | type Z,p | order
C z 5
R C
L R,C 1,2

Table 7.4. The type of component required to realize a phantom zero at the output with series
feedback.

7.4.1.4 Phantom zeros in the feedback network

To be able to realize a phantom zero in the feedback network, the feedback
network has to introduce a reasonable reduction of the loop gain. Otherwise
the effectiveness of the phantom zero is low. In contrast to the phantom zeros
at the input and output, the phantom zeros in the feedback network can have an
influence on both, distortion and noise.

In figure 7.13 the V-I and I-V feedback networks are depicted. For the V-I

i
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Zs Vo
- O O -

(a) (b)
Figure 7.13. a) The V-1 and b) the I-V feedback network

feedback network the impedance has to be made lower to obtain an increase of
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loop gain. Thus the effectiveness is checked by making the feedback impedance
zero. The different types of compensation components are given in table 7.5.
The effectiveness of the of I-V feedback network is found when the feedback

| type Zp || type Zpn | order
C . 2
R C
L R,C 1,2

Table 7.5. The type of component required to realize a phantom zero in a V-I feedback network,
including the number of zeros obtained.

impedance is made infinite. Table 7.6 gives the corresponding type of compo-
nents to be used.

type Zs || type Zpn | order |
C R,L 1.2

R L 1

L 5 =

Table 7.6. Thetype of component required to realize a phantom zero in aI-V feedback network.
The number of zeros which are obtained is given aiso.

For the voltage-to-voltage and current-to-current feedback network the sit-
uation is a bit different as they consists of two impedances. In figure 7.14 the
V-V feedback network is depicted. To obtain an increase in the loop gain the

ZPhl
+0 ] | } I o+
Z,
V' Vo
thz
- Cr O -

Figure 7.14. 'The V-V feedback network

impedance of Z; has to be made lower and/or the impedance of Z2 has to be
made higher. Effectiveness is found by making Z; zero and/or Zs infinite. The
corresponding component types are given in table 7.7. For the I-I network the
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| type Z1 || type Zpn: | type Z2 || type Zpa2 |
C - & R,L
R C R L
| & R,C L -

Table7.7. Thetype of component required torealize a phantom zero in a V-V feedback network.

phantom zeros can be realized in an analogous way. The feedback network is
given in figure 7.15 and the compensation components in table 7.8.

Figure 7.15. The I-I feedback network.

| type Z1 || type Zpn | type Za || type Zphs |

C R,L C -
R L R C
L - L R,C

Table 7.8. 'The type of component needed to realize a phantom zero in a I-I feedback network.

From the foregoing treatment of the phantom zero, it can be concluded that
the phantom zero is always realized outside the nullor implementation. As the
feedback network is realized with accurate components, frequency compensa-
tion using the phantom zero is often more accurate to design than the methods
to be discussed now, which are realized inside the nullor implementation.

74.2

Pole-splitting is the technique that introduces an interaction between two
poles such that they split. The principle is depicted in figure 7.16. The poles
are split apart while their product remains constant such that the LP-product is
not changed, ideally. Due to this splitting the sum of the poles decreases (poles

Pole-splitting
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Figure 7.16. ‘The principle of pole-splitting.

are negative). Assume a part of a loop is as given in figure 7.17. The pole at the

1
1P|

J
T @g‘“‘ = T

Figure 7.17. An example of pole-splitting.

input and output of the transistor are given by, respectively Ceptit is ignored
for the moment):

-1
27rr1r1C1r1 ’
-1

= —. 7.16

Further, assume that for obtaining a Butterworth characteristic the sum of these

poles has to be decreased by AP. With capacitor Cgpiit a local loop around
the transistor is created and Pin and Peyt interact via this loop. For exact
compensation the poles can be calculated from the schematic, however by means
of inspection a good estimation can be made already.
It can be said that the pole at the input shifts to a lower frequency by a certain
factor, due to the Miller effect. The parallel feedback at the output, introduced

221
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by Cipiit, causes the output impedance of the transistor to lower and polepout

shifts to a higher frequency. Pole pot must be at a higher frequency than pin

otherwise the Miller approximation does not hold. As the LP-product remains
almost constant, Py shifts the same factor upwards (higher frequency) aspin

shifts downwards (lower frequency). The upward shift of peyt is the dominant

cause of the decrease of the sum of the poles. From AP can be found what
factor Poyt has to shift. Pole p;n is lowered the same factor as poy¢ and the

required split capacitor for realizing this factor, K, can be found by the Miller
approximation. For p;p holds:

Pin = — L = - ! (7.17)
" 21(T1r101r1[1 + %%(1 + gmlr,,g)] 27771Cr1 - K- '

From this equation Cypyi¢ can easily be found.
When exact calculations are made it appears that the LP-product lowers due
to the splitting according to:

LP, before

1 1
=14 Cgpii (—+——) (7.18
LPafter split )

Cm Cvr2
The more the poles are split, the more the LP is lowered. From equation (7.17)
can be seen that Cgpli¢ is multiplied by the voltage gain of the stage,gm17x2. For
a higher voltage gain the split capacitor can become lower and consequently,
less LP-product is lost. Thus effective places for pole splitting are between
nodes with a high voltage gain. Of course, the choice is limited to the places
where interaction can be realized between the right dominant poles.

Besides the effect pole splitting has on the loop poles, it also introduces
a zero, compare with a zero due to C;. Because of Cgpt, the stage is no
longer unilateral, which can be a severe problem for the stability. Luckily,
some simple measures exist to counteract this effect and even to change it into
a positive effect. The effect of the zero could be cancelled by making the
capacitor unilateral, i.e. using a buffer in series with the capacitor such that a
current can only flow from one side of the capacitor to the other side.

A more simple method is using a resistor, R_qpm, in series with the capacitor,
see figure 7.18. Now the zero due to Cspm is found at:

_ +1
2mClapiit (7= — Riplit)

9m1

- (7.19)

Clearly, three situations can occur, depending on the value of Rgpy; relative to
9m:

" Rt < 'y_:.f : zero in the right-half plane (RHP);

® Rt = gm% : zero atinfinity;
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Figure 7.18. 'The compensation of the right-half plane zero by a resistor.

" Rgpi > E:F : zero in left-half plane (LHP).

In some situations this third case can be used advantageously. Then, a com-
bination of poles-splitting and a LHP zero is obtained which can be a very
powerful technique for frequency compensation. Again, like when discussing
the phantom zero technique, this LHP zero has got a certain effectiveness. This
means that besides this LHP zero also an additional pole is obtained. When
calculating the characteristic polynomial, the additional pole is found at:

-1 1 1
= |1+ Copit | =— +=— ], 7.20
Pis ZWRsplitCSplit [ ol (C"f 1 Cn2 ) ] ( )

with the last factor equal to the factor of equation (7.18). Thus, for Rgpiis >
1/gm1 and Cypyig being relatively large, this pole can be relatively far away from
the LHP zero. The ratio of the pole and zero is equal to the factor that was lost
in the LP-product due to this pole-splitting!

In contrast, for a relatively small split capacitor, the pole is found at:

-1

= — 7.21
27rRspl‘itCaplit ¢ )

P3

This means, that with an exact compensation of the RHP zero,gm1 = Rgpit, the
zero in the RHP vanishes, but an additional pole is found at the same position in
the LHP. The additional loop gain due to the zero is removed but the additional
phase shift remains.

Figure 7.19 depicts a situations for which Rsptiz > 1/gm1 applies and Cpiit
is relatively small. The zero is indeed found in the LHP, closer to the origin
than the third pole. However, as the pole is relatively close to the zero, it is
probably not very effective.

As presented in the beginning of this chapter, after the frequency compensa-
tion with the simple models, the next step is to introduce one by one the Cys,
158 and 7p8. When pole-splitting is used, a special situation might occur. The
pole-split capacitor is in many cases in parallel with Cy, or Cag. When C, (Cyg)
is larger than Clspys it seems that a problem arises. However, with a current
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Figure 7.19. The pole-zero plot of pole splitting with R,z1i¢ > ﬁ;.
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Figure 7.20. Pole-splitting which is insensitive for C,,.

follower the stage may be made unilateral again, and the split capacitor can be
placed over the total stage, see figure 7.20.

Generally, introducingr, to the transistor does notinfluence the pole-splitting
much. The base resistance however, can introduce an additional pole and some
extra reduction of the LP-product.

743 Pole-zero cancellation

With pole-zero cancellation two poles can be split, just like pole-splitting
does. But with pole-zero cancellation the stages involved remain unilateral.
The principle is depicted in figure 7.21. With a compensation network a pole
(p1) is shifted to a lower frequency. When at higher frequencies the influence
of this network is removed again, a zero (?) is obtained. With this zero an
other pole (p2) in the loop can be cancelled. Of course, an additional high-
frequency pole (p3) is obtained at a frequency determined by the effectiveness
of the zero (cf. the phantom zero). This effectiveness is equal to the factor the
low-frequency pole is shifted downwards, assuming that the LP-product is not
changed. Infigure 7.22 a straightforward method for implementing a pole-zero
cancellation is depicted. The stages can be part of an arbitrary loop. Without
the pole-zero cancellation network, sz and sz, the poles of the circuit are
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Figure 7.21. The principle of pole-zero cancellation.

:pz []rn:; -Cn e@ml []ruz —Cr,
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Figure 7.22. A straight forward implementation of pole-zero cancellation.

given by:
_ -1
"~ 27r71Cr1’

-1
= 2O’ (7.22)

n

p2

Next, the pole-zero cancellation network is introduced. For relatively low fre-
quencies the capacitor of the network is dominant and causespy to shift down-

wards to:
P = !
1 27r"'1r1(C1r1 + sz) '
Beyond a certain frequency the influence of Gy, is cancelled by Rp, resulting

in a zero. This zero is at 1

" 2 RyCor

(7.23)

(7.24)
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When this zero is located at the same frequency as pole pa, the zero cancels
the pole. For the higher frequencies the resistor is the dominant part of the
compensation network, resulting in a pole at

-1

=—, 7.25
Ps = o RprCr (7.25)

The resulting pole-zero pattern is depicted in figure 7.21. The product of the
two new poles equals:

-1 -1 1

. = . (7.26
27”'1!'1(0%1 + sz) 2”"R'po'WI 271r71Cr1 - 27r2Chra )

P’1p3 =

As the DC loop gain is not changed, the LP-product remains exactly the same.
However, when the base resistances are introduced a reduction of loop gain
equal to a factor:
LPF, T
before =1+ b
LPF, fter R1zz

is found. This is caused by the remaining high frequency current division be-
tween the compensation network and the input impedance of the transistor. This
reduction can be counteracted by adding an inductor in series with the com-
pensation network such that for relatively high frequencies the compensation
network is disconnected from the circuit by that inductor.

The values for the compensation components can be found as follows, Cp,
is determined by Cr1 and how much the poles have to split. How much has to
be split is easily found when it is assumed that the difference of p2 and p3 is the
dominant part for the decrease of the sum of poles. Finally, Ry; is given from
the fact that the zero has to cancel ps.

Compared to pole-splitting, pole-zero cancellation is easier to design, less
reduction of LP-product is obtained and the stages remain unilateral. How-
ever, this way of implementing a pole-zero cancellation has two disadvantages.
Firstly, when with pole-zero cancellation the poles are split a factor X, the ca-
pacitor Cp, needs to be X-1 times as large as Cr. In contrast, for pole-splitting
the required capacitor is a factor equal to the voltage gain between the nodes
where the splitting capacitor has to be placed smaller than Cpz. This can be
very advantageous in the case of IC design. The second disadvantage is made
clear with the help of figure 7.23. The thick and the thin line depict the loop
gain versus the frequency of the original circuit and the compensated circuit,
respectively. The figure holds for both methods, pole-zero cancellation and
pole-splitting. The dashed part in the figure is the change in loop gain. In the
case of a pole-zero cancellation implemented as in figure 7.22, this part of the
loop gain is not used, it is totally wasted. In contrast, pole-splitting uses this
part in a local loop for linearization purposes. Consequently, the effect of a

7.27)
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Figure 7.23. 'The influence of splitting poles on the loop gain.

lower overall loop gain on the distortion performance is reduced. However,
sometimes pole-zero cancellation can also be used by introducing a local loop,
which is depicted in figure 7.24. The influence on the loop gain is depicted

Figure 7.24. Pole-zero cancellation by introducing a local loop.

in figure 7.25. Originally the current transfer of the differential pair equals 8
with a pole at m, the thick line in figure 7.25. Introducing the feedback

N
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I | \
] | |
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1

| |
Ip,| Inl lp,| =
Figure 7.25. 'The influence of a current-feedback loop on the transfer of a differential pair.
results in a change of the transfer. In figure 7.25 the Ao of this configuration

is depicted with the thin line. At the intersection points of those two functions,
the loop gain of the local loop is one and thus at those points the poles of the I-I
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transfer are found. Below p; and beyond pg the transfer is given by the thick
line as the loop gain is smaller than one. Between those two poles, the feedback
network sets the transfer and a zero is found at

-1

= —— 7.28
n 27!'01(R1 + Rz) ( )

With this zero, a pole of an other stage can be cancelled and a pole-zero can-
cellation is realized.

The influence of the base resistance, for this type of pole-zero cancellation is
significantly reduced with respect to the pole-zero cancellation without a local
loop. For the high frequency behavior of the local loop the total resistance
of the pole-zero cancellation, Ryj+Rjy, is in parallel with the two 7p8. As the
impedance level of the feedback network is free to choose, higher values can
be chosen. The decrease in the LP product is given by:

LPyefore ~ 2rp

~ 1 + .
LP,fer Ry + R,

(7.29)

744  Resistive broad-banding

In contrast to the previous two methods, resistive broad-banding acts only
on one pole. To keep the LP-product constant, the DC loop gain has to change
also. The principle is given in figure 7.26. With a compensation network an

e TN

X X% | i
pl’ Pi Re : \

| 1
| P | | Py : | \ £
(a) (b)
Figure 7.26. 'The principle of resistive broad-banding. The influence on a) the pole-zero plot
and b) the loop gain.

upward shift of a single pole is realized. The factor the DC loop gain changes
is equal to the factor the pole shifts. Consequently, the LP-product remains the
same.

For this type of compensation technique also two different ways of imple-
mentation are possible, as it is for pole-zero cancellation. In figure 7.27 an
implementation is given which just wastes the excess overall loop gain. The
original pole is shifted a factorl + 7, /Ry, upwards and the DC gain is reduced
by the same factor. As was expected, the LP-product remains the same. How-
ever, as it is for pole-zero cancellation, the LP-product changes when the base
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Figure 7.27. An implementation of resistive broad-banding.

resistances are introduced. The reduction equals a factor:

P,
LPoesore _ 14— (1.30)

LP, after - Rb-r

and again this reduction can be removed with an inductor in series with Rpy.
Resistive broad-banding that uses the fraction of overall loop gain, by which

the overall loop gain is reduced, for linearization purposes, is depicted in figure

7.28. The differential stage is locally fed back by a current-feedback network.

Figure 7.28. Resistive broad-banding implemented with a local loop.

In figure 7.29 the influence on the gain of the stage is depicted. In the figure
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Figure 7.29. The influence of the local feedback on the gain of the stage.

the thick line is the original transfer and the thin line is the ideal transfer, Atoo.
Again the intersection point gives the new pole position.
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The reduction of the influence of the base resistance is analogous to that for
pole-zero cancellation and equals approximately:

LPbefore 2y
—_— ]l — 7.31
LPafter Rl + R2 ( )

74.5  Changing the contribution to the LP-product

A frequency compensation method that does not fit in the list of previous
discussed methods, is frequency compensation by changing the contribution
of a stage to the LP-product. Basically, this method changes the LP-product.
However, when the LP-product is high enough, it can be a very convenient
method.

The contribution of a stage to the LP-product can be changed by choosing
an other value for its bias current. This influences the fr of the stage. As
the contribution of a stage to the LP product is governed by its fr, less or no
additional frequency compensations are required. Of course, the influence of
the changed bias, on noise, bandwidth and distortion, has to be checked.

7.5 Conclusions

A method for performing a frequency compensation was discussed. The
method is based on the asymptotic-gain model and it aims on influencing the
behavior of the total system via the root-locus method. Four different types of
compensation techniques, which do not change the LP-product significantly,
were discussed. These are in order of preference:

® phantom zero;
m pole-splitting;
® pole-zero cancellation;
® resistive broad-banding.

Depending on the situation this order of preference may be different.
Further, one type of frequency compensation technique that alters the LP-
product was discussed:

® changing the contribution of a stage to the LP-product.

Using this technique can resultin a reduction of the number of frequency com-
pensations required.
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7.6  Exercises
Exercise 7.1
Given the current-to-voltage amplifier as depicted below:

R,
e N

O

isT C‘J-R’ lé B[] L o
1 1NN

Figure 7.30. A current-to-voltage amplifier.

For the transistor, Q, holds:

= g, =40 mA/V
n Cp,=4pF

s C,=05pF

m 75 =50kQ

m =100

For the other components hold:
s C; =100 pF

s R, =10k

s Rr=10kQ

= R, =10k

s Cp =10pF

1. Determine the DC-loop gain.
2. Determine the poles and the root locus.
3. Atwhich locations can a frequency-compensation network be introduced?

4. Perform the frequency compensation such that the poles of the closed-loop
amplifier are in Butterworth position.



232 FREQUENCY COMPENSATION

Exercise 7.2

Figure 7.31. A transconductance amplifier.

Given the transconductance amplifier as depicted above. The nullor is im-
plemented with bipolar transistors. The load is modelled as a resistor in parallel
with a capacitor.

1. What is the effect of the pole due to R, and Cf, on the LP-product?

2. Determine the LP-product of the amplifier when the active part comprises
two active stages (transistors). Use symbolic notation like gm, 7 etc. for
the transistors.

3. Indicate whether it is possible or not to realize at the input, output and
feedback network a phantom zero. If possible, what component is required
and how must it be connected to realize the phantom zero?

4. Suppose a student has measured with an oscilloscope the transfer function
of the amplifier. It appears that the measurement result differs from his
calculations and simulations: an additional pole is found. What is causing
this extra pole and how can it be prevented?
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Exercise 7.3

vﬂut
Rl

=) _ + |
’— 1 -4
| S|
R, Ry |G
Figure 7.32. A voltage amplifier.

The above depicted voltage amplifier has a voltage gain of 100. The active
part is implemented with bipolar transistors. Its gain is high enough such that
up to a certain frequency the active part can be approximated as a nullor. Three
amplifying stages where used.

1. The amplifier is optimized for a low noise level. What does this mean for
the value of R1?

2. Determine the expression for the LP-product.

3. For what values of Ry is the effect of Rg on the maximum attainable fre-
quency considerable? What is the consequence for the value of R£1?

4. At which location can a phantom zero be realized by means of a capacitor?

5. When the gain of the amplifier is reduced from 100 to only 2, what is the
consequence for the maximum attainable bandwidth?

6. Do the values of Rg ,Rp, ,Cp, or the gain (2 or 100) influence the effectiveness
of the phantom zero chosen in question 4?

7. For most operational amplifiers (OpAmps) the output stage is a CC stage
instead of a CE stage.

(a) What is the contribution of a CC-stage to the LP-product?

(b) The use of a CC-stage at the output may cause problems for the preceding
stage. Evaluate what these problems can be by considering the three
quality aspects: noise; distortion and bandwidth.

(c) What can, despite these problems, be the reason for using a CC-stage
at the output of amplifier?
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Exercise 7.4
Given four different amplifier output parts, as depicted in figure 7.33.

1 nF 10 kQ
—— I
+ +
+ +
1kQ 10 mH
ITh 1T
(@ O]

i'I)I.Il. igm

+ +

- 100 Q - IIO uF

10kQ

(©) (d
Figure 7.33.  Four different output parts of negative-feedback amplifiers.

1. For each of the amplifiers as depicted in figure 7.33, indicate where a phan-
tom zero can be made. What type of component is required? How much
zeros are obtained?

2. Discuss the effectiveness for each of the phantom zeros from the previous
question. Give the ratio of the phantom zeros and its accompanying pole.
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Exercise 7

S

Given the small-signal diagram of a current amplifier (figure 7.34). The

g1

iaT e,

[ o Qe[ o ol o

Figure 7.34. The small-signal diagram of a current amplifier.

active part is implemented by two amplifying stages. The values for the various
(small-signal) components are listed in table 7.9.

Component | Value Component | Value |
P 20 kQ el 1kQ
Cr1 20 pF Cr2 100 pF
gm1 10 mA/V 9m2 100 mA/V
R 1kQ2 Rs 100 k2
Ry, 10 k2 CL 10 nF
Cs 1nF

Table 7.9. 'The values for the (small-signal) components of figure 7.34,

1. Calculate the loop gain as a function of the complex frequencys, s.

(a) What is the DC loop gain L(0)?

(b) What are the loop poles and loop zeros?

2. Determine the LP-product. Which of the poles found in the previous ques-
tion are dominant?

3. What is the maximum attainable bandwidth in the case of a Butterworth

transfer?

4. What phantom zero is required for the frequency compensation?

5. Where can you implement the required phantom zero? Which option do
you choose and why?
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Exercise 7.6

Given the small-signal diagram of a transimpedance amplifier (figure 7.35).
The active part is implemented by one amplifying stage. The corresponding

ot O m]eT

EmiV1

Figure 7.35. The small-signal diagram of a transimpedance amplifier.

element values are listed in table 7.10.

[ Element | Value
R, 10 k2
Trl 10 k2
Cpi | 100 pF
gm | 10 mA/V
Ry, 10 k2
CL 5pF
Rp 1k

Table 7.10. The element values corresponding to the circuit as depicted in figure 7.35

1. Calculate the loop gain as a function of the complex frequency, s (ignore
Cjp for the moment).

(a) What is the DC loop gain L(0)?

(b) What are the loop poles and loop zeros?

2. Determine the LP-product. Which of the poles found in the previous ques-
tion are dominant?

3. What is the maximum attainable bandwidth in the case of a Butterworth

transfer?
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The frequency compensation of this amplifier is performed by a pole-split ca-
pacitor, Cgp (indicated in the figure by the dotted-drawn capacitor).

6. What factor do the two poles need to split for a Butterworth closed-loop
transfer?

7. How much does the total input capacitance need to increase to reach this?
8. Calculate the voltage gain for the amplifying stage.
9. Determine the value of the split capacitor.

Alternatively, the frequency compensation of the amplifier is performed by
using a phantom zero in the feedback network.

10. What component is required for a phantom zero in the feedback network?
11. What is the value for the component?

12. When you compare the two performed frequency compensations, what do
you conclude?
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Exercise 7.7

Consider a negative-feedback amplifier for which the frequency compensa-
tion, using the simple small-signal models, is performed. The system poles are

located at
Ps1,2 = —1 MHz £ j MHz (7.32)

Subsequently, all the parasitic elements, like Cj, and 7, are added to the am-
plifier circuit. It appears thatonly Cy1 deteriorates the frequency performance.
In order to repair the frequency behavior, an ideal current follower is placed
in cascade with the corresponding amplifying stage. As a result, the poles are
at their original location again. As a final step, the ideal current follower is
implemented by means of a CB stage. The obtained poles and zeros are given
in table 7.11.

Situation Poles ps1.2 |
No parasitics —1MHz + j MHz
All parasitics but C,,; —1MHz + j MHz
All parasitics inclusive Cy,; —100 kHz + 1.4 MHz
All parasitics plus ideal current follower —1MHz + 5 MHz
All parasitics plus CB stage —500 kHz + 1.25 MHz

Table 7.11. 'The poles of the frequency-compensated amplifier in different situations.

1. What goes wrong and how can it be improved?
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Exercise 7.8

Sometimes it is required that frequency compensation can be controlled via
a current or a voltage. This could be required in the case of a completely
integrated circuit. Components like trimmers and potentiometers cannot be
integrated.

1. Give some options by which a frequency compensation ca be controlled
electronically, i.e. via a voltage or a current.



This page intentionally left blank



3

BIASING

8.1 Introduction

When we arrive at the biasing step, we are at the end of the “small-signal
design”. A circuit has been designed using small-signal models that has optimal
noise behavior, maximum bandwidth, with the dominant poles and zero’s at the
desired position and with an acceptable amount of distortion. So, in principle
the circuitdesign for meeting the specifications is finished. This also means that,
at this pointin the design procedure, all the bias quantities are known. To obtain
the desired small-signal parameters, operating points have been chosen for every
transistor. For example, the small-signal quantity gm, the transconductance of
a bipolar transistor, follows from the collector bias current/, as:

1
9m(le) = g1 (8.1)

q

So, to obtain a certain value for g, a certain value of I, is required. At this
point in the design procedure, the biasing quantities are nothing more than
parameters that influence the values of the small-signal parameters in the used
small-signal models, they are not implemented as real bias sources yet.

The problem that has to be solved now is that, using transistors, practical
two-ports have to be designed that show a behavior at their input and output
ports that sufficiently matches to the behavior of the initial small-signal model.

The biasing procedure has to be such that it does not influence the perfor-
mance, since this was optimized during the small-signal design. In this chapter
a method that meets this requirement will be described.

First, section 8.2, introduces some general bias rules. Which is followed in
section 83 by a discussion of the differences between the small-signal design
and a practical transistor circuit. In this section, also a method to bias a single

241
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transistor stage in such a way that the desired small-signal behavior is seen at
the input and output port, and, on top of that, that the bias is not visible at those
ports. Then every “small-signal two-port” can be replaced by a new one that
contains a “real” biased transistor, but has the same small-signal parameters.

Section 8.4 treats how to handle linear devices in the presented bias proce-
dure. Subsequently, section 8.5 - 8.10 generalizes the bias methodology for a
single transistor to circuits with more transistors and linear devices. During the
first bias steps, for every transistor four bias sources are added. This yields a
correctly biased circuit, but probably there are to many separate bias sources in
the circuit. Section 8.9 will show methods to reduce the number of bias sources
while keeping, of course, the overall biasing of the circuit unaltered. It will be
shown that by using the same shifting rules for voltage and current sources as
used for noise in section 4.2.2 and section 4.2.3, the number of bias sources can
be reduced. Voltage sources are shifted as much as possible into branches that
have one end connected to ground. These voltage sources become the supply
voltage sources. So the supply voltage follows from the small-signal design.
Sometimes it is possible to optimize the supply voltage needs by changing
device types from N to P or vice versa. This will be discussed in section 8.9.3.

Also a number of bias control loops is necessary in every biased circuit.
Some of them are trivial loops, some of them are very complex. Section 8.5
will deal with this.

In section 8.11 the method will be discussed by which the ideal bias sources
that have been used so far are replaced by practical transistor circuits. The
practical implementation of bias sources is discussed in chapter 9.

Differential amplifiers will be treated separately in section 8.12, since some
extra possibilities exist to bias these circuits. Especially there are more ways
in which the bias loops can be implemented.

8.2  General biasing rules and floating nodes

In a correctly biased circuit, all nodes should have a well defined DC-voltage
relation to each other. So, if nodes exist to which only elements with a current-
source character are connected, something should be done about this. Figure
8.1 shows an example of a floating node. Neither the transistor nor the following
stage define the DC bias voltage on the node. A control loop is necessary that
measures the DC-voltage on the floating node and controls the DC component
of at least one of the currents that flows into or out of the node, in order to fix the
DC voltage on thatnode. The result of this is that both the voltage offset and the
current offset at that node are nullified. Voltage offsets are easy to measure and
it is not difficult to implement a loop that controls them. Current offsets pose
a larger problem because there are no true current sensors available, except
for exotic elements like Hall-sensors, but these are not practical solutions in
standard circuit design. The only practical way to measure a current offset is
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Figure 8.1. Example of a floating node (a).

to convert it into a voltage offset via an impedance (like in a multi-meter) .
Fortunately, it is rarely necessary to specially introduce impedances in a circuit
for this purpose because in most cases a circuit will have one or more floating
nodes at which the voltage already is a good measure for current offsets in the
circuit. Sometimes floating nodes are even created for this purpose. The proper
ways to use these nodes to reduce the current offsets will be discussed later in
section 8.6.1.

8.3 The ideal transactor and the real transistor

At the end of the small-signal design, usually a circuit results as depicted in
figure 8.2. Itconsists of transistor symbols that actually represent a small-signal
model and not a “real-life” transistor and for the rest a feedback network, in this
case Rf, a source Igource With impedance Rgource, a load Rjgaq and possibly
some frequency compensation components, like Ceomp. To be more clear in

G
e
Rf

e e

i= + S e B
Figure 8.2. A finished small-signal design.

what the circuit diagram really shows, in figure 8.3 a better, but a little more
uncommon, circuit diagram is depicted.

The first thing to do now is to find a two-port containing a real transistor that
can replace the small-signal two-port containing the ideal controlled source
without changing the small-signal behavior. So, the first step is to start the
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Figure 8.3. A finished small sxgnal des1gn w1th the proper small s1gnal models shown.

biasing procedure locally, within the bounds of one two-port. This will be
discussed in the next section.

8.3.1 Biasing one transistor

The essential difference between the small-signal model and the real-life
transistor is that the small-signal model contains a linear controlledsource and
the transistor does not. The circuit in the small-signal model can generate
power, a separate transistor cannot. So, a transistor can not be the only element
in the two-port that has to replace the small-signal two-port. There should be
at least one source in there to deliver the power. This can be a DC source and
the transistor can convert this DC power into signal power at other frequencies.
Only non-linear elements can convert power from one frequency to another.
Obviously, transistors are non-linear elements, so in combination with a DC
source they can generate power at any desired frequency.'

The combination of DC sources and a non-linear element being the transistor
can behave like the small-signal model in a certain signal range. The size
of this range is determined during the distortion analysis in the small-signal
design phase. In that phase, the magnitude of some of the bias quantities has
been chosen. So, linearization and defining small-signal models are distortion
problems. A result from the distortion design phase is the selection of the part
of the device characteristic that is used in the information transfer. The signal is
translated to that part of the device characteristic and the result s translated back
again as shown in figure 5.6 on page 156. A prescription for the bias quantities
follows from that. But even in non-linear circuits, translation of signals may be
required, resulting in the need for biasing?

" Sometimes this matter is used to argue that amplifiers are “by definition” non-linear circuits. However, one
should be careful with this statement because it is not a fundamental property of amplifiers. For example,
the circuit depicted in figure 8.3 is truly linear. It is only the present practical unavailability of the controlled
sources which makes that the non-linear alternative is chosen.

? Actually, this translation of the information carrying signal is theessence of biasing: shifting the operating
point of the transistor to the origin. So linearization and biasing (translation) should not be confused.
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Apart from delivering the required power, the second task of the DC sources
used in the transistor-source combination is thetranslation. In figure 84 it can

X, X - y
u fx) - -

g L

Figure 8.4. 'The principle of translation with bias signals.

be seen how the operating point of a non-linear transfer function f' (z) can be
translated to the origin by adding and subtracting the proper bias signals. For
the new function §(z) holds:

§0)=0 (8.2)

When this strategy is applied to a transistor, both the voltages and the currents
need to be translated at the input and at the output. So, two DC-voltage sources
and two DC-current sources are inserted. Figure 8.5 shows the results for a
bipolar transistor and a FET. It can be seen that the transistors are surrounded

\Z ’*T, @

Figure 8.5, Transistor-DC-source combinations as a practical substitute for small-signal mod-
els.

by two independent DC sources and two controlled DC sources. At the output
an independent voltage source and an independent current source are found,
because they usually define the operating point the most accurate. Most small-
signal parameters have a more direct relation to the drain/collector current than
to the currents or voltages at the input, see for example equation (8.1). Via the
large-signal two-portrelations, that are for example described by a chain matrix,
the input voltage and current are completely defined when the bias sources at
the output have been given their value as independent sources. Therefore, the
two sources at the input need to be controlled in such a way that their values
are matching the large-signal transistor equations. This means that their value
is controlled in such a way that at the input and output of the two-port there is
no voltage or current offset.
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As a result, the first step in replacing the small-signal two-port by a more
practical circuit results in a two-port comprising:

® one transistor;
m two DC-voltage sources;
8 two DC-current sources;

= two control loops.

Note that even for a FET the current source at the input is present. Though
its nominal value may be zero, it cannot be deleted just like that since it is a
controlled source and deleting the source would also delete the control. This
controlled current source is needed to generate the temporary current that has
to flow into the gate to get it at the right potential, for example, during startup of
the circuit. When the control is not explicitly considered, the practical circuit
may find a “less attractive” way to control the current and voltage at the gate,
perhaps resulting in a slow startup behavior or even latch-up.

8.3.2  Examples of control loops for a single transistor

The control loops are needed to adjust the two bias sources at the input such
that the offsets at the input and output of the two-port are equal to zero. This
means that all offsets have to be measured and then reduced to zero by the loops.
There is one current and voltage offset, so one voltage and one current sensor
are needed. For now the loops containing these sensors will be inserted in the
circuits in a symbolic way. The actual implementation of the loops is done in
a later phase. For now, in the examples below that show how the loops could
work, it will be assumed that both voltage and current sensors are available.

Depending on the environment in which the two-port is placed, there are
different ways in which the control loops are implemented. In the cascade
topology that is used to implement the nullor circuit, there are three different
environments for a stage:

® an intermediate stage;
» the output of the amplifier;

u the input of the amplifier.

8.3.2.1 The control loops for an intermediate stage

An intermediate stage is usually preceded by either a CE/CS stage or a CB/CG
stage. In both cases, the preceding stage has a “current source behavior”, with
a nominal bias current equal to zero because it can be assumed that this stage
is biased properly too. This means that a simple model for the preceding stage
can be an open circuit.
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The following stage usually is either a CE/CS stage or a CB/CG stage. When
this following stage is properly biased, it actively keeps its input voltage offset
to zero via its own bias loops. Therefore it has a “voltage source behavior” at
its input with a nominal value of zero. This means that a simple model for the
following stage can be a short circuit.

Figure 8.6 shows the intermediate stage in this environment. It can be seen

current |V
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Figure 8.6, An intermediate stage placed in its environment.

that the drain-source voltage is correctly set viaVgs and the short circuit formed
by the following stage.

The drain current is made equal to the bias current I via the control loop
that measures the difference between the drain current and this bias current via
the current sensor. The measurement result is used to control Iy. With I it
is possible to set the gate voltage at the right value. It is not possible to do so
via Vg, since the preceding stage is an open circuit. The voltage at the input is
therefore not defined by the preceding stage, but has tobe set by the intermediate
stage itself. So, Vgs has to be controlled such that the offset voltage at the input
equals zero.

Tosummarize:

» the drain current is set via Ig;

w ], is controlled via a current sensor that measures the current offset at the
output of the stage;

8 the input offset is controlled via Vgs;

® Vg, is controlled via a voltage sensor that measures the voltage offset at the
input of the stage.

For a bipolar transistor the same biasing scheme holds. The question on how to
implement the current sensor or any other part of the loops is not important yet,
it will be dealt with later. For now the only thing that matters is to know which
quantities are measured and how they are used to control the bias sources.
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8.3.2.2 The control loops for an input stage

For the input stage two different situations can occur.

® The signal source may have a voltage-source character, which is usually the
case for the voltage and the transadmittance amplifier. For the biasing this
can be modelled as a short circuit at the input.

® The signal source may have a current-source character, which is usually the
case for the current and the transimpedance amplifier. This can be modelled
as an open circuit at the input.

(See also figure 2.13 at page 45 and observe the similarity.) When the input
has the current-mode character, this is comparable to the case of the intermediate
stage and is dealt with in the same way.

The exception that can occur for the first stage is the possible voltage-source
character of the signal source. At the output always a similar situation can be
expected as for the intermediate stage.

Figure 8.7 shows the situation with the voltage signal source, the short-circuit
at the input of the amplifier. It can be seen that the drain voltage is correctly set
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Figure 8.7. An input stage placed connected to a input voltage source.

via Vs and the short circuit formed by the next stage.

The drain-source current is made equal to the bias current I via the control
loop, that measures the difference between the drain current and this bias current
via the current sensor. The measurement result is used to control Vys. With Vi,
it is possible to set the gate-source voltage at the right value. It is not possible
to do so via Ig since the signal source is a short circuit. Controlled source I is
used to reduce the offset current at the input to zero.

To summarize:

® the drain current is set via Vgs}

n ‘/gs is controlled via a current sensor that measures the current offset at the
output of the stage;

s the input offset is controlled vialg;
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. Ig is controlled via a current sensor that measures the current offset at the
input of the stage.

Again, for a bipolar transistor a similar biasing scheme holds.
(Sometimes, having a drain or collector bias current controlled via the voltage

source is not desired. In that case a coupling capacitor may be introduced, see
section 8.4.2.1.)

8.3.2.3 The control loops for an output stage

For the output stage also two different situations are possible.

# The loading circuit may have a voltage input, resulting in an open-circuit
character, which is usually the case for the voltage and the transimpedance
amplifier.

8 The loading circuit may have a current input, which is the case for the current
and the transconductance amplifier. This results in a short-circuit character.

The second (short-circuit) situation is the same as the situation for the interme-
diate stage. The difference is in the first situation with the open-circuit character
of the load.

Figure 8.8 shows the output stage in this situation. It can be seen that the
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Figure 8.8. An output stage with a load with an open-circuit character.

drain-source voltage is not correctly set via Vgg since the load is an open circuit
and it does not define the voltage across it. The node to which Vg, and the load
are connected and also the drain node are floating nodes. A floating node is
a node of which the DC voltage with respect to the other nodes in the circuit
is undefined, which is of course intolerable and must be corrected. The two
nodes in figure 8.8 form a floating node-cluster. Now the DC-voltage relation
between this cluster and the other nodes of the circuit is undefined. This must be
corrected. The “standard” bias loop to make the drain current correct, using a
current sensor would indeed make the drain current correct, but the node-cluster
remains floating. Another bias loop is needed to control the DC-bias voltage
on this floating node-cluster. Since the two nodes are connected via a voltage
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source, a loop equating the DC-bias voltage at the output to zero also makes
the voltage at the other node correct.

Fortunately, there is no need to implement a separate loop to do this. The offset
voltage at the output can be measured and then used to control the drain current
of the FET via the gate current. When the offset voltage is equated to zero,
this also implies that the drain current is equal to the bias currentlg. So, the
bias loop that nulls the DC-bias offset voltage at the output also nulls the offset
current, making the drain current correct. (The floating node is used as an
“indirect” current sensor.) As with the intermediate stage the drain current is
controlled by controlling [g.

To summarize:

® the drain current is set vial,;

m ], is controlled via a voltage sensor that measures the voltage offset that
results from the current offset at the output of the stage;

8 the input current offset is controlled vialg;

® V. is controlled via a voltage sensor that measures the voltage offset at the
input of the stage.

Again, for a bipolar transistor the same biasing scheme holds.

8.3.3  The influence of the bias loops on the signal behavior

When the bias loops are introduced as described above, the transistor is prop-
erly biased. However, it does not show the proper signal behavior. Introducing
the bias loops just like that, changes the circuit topology because they also in-
fluence the signal behavior. Of course, the loops should only function for the
bias signals and not for the information carrying signals. So, each bias loop has
to contain a loop filter that separates the bias signals from the information car-
rying signals. The loop must be made ineffective for the information carrying
signals. So, bias filters form an essential part of the biasing loops. Still we will
wait to the very end of the biasing procedure before actually inserting a filter
into the bias loop. This is because many changes will be made to the biasing
topology e.g. by shifting bias sources or even by skipping bias loops. At all
times proper biasing can be checked without installing bias filters via a simu-
lator, but the signal transfer will be gone until the proper filters are installed.
This should not pose a problem (perhaps except making the designer nervous)
since the small-signal design was correct already and the biasing procedure will
(should) not change this. Itis most efficient to wait with inserting the filters to
the last. There are many ways to implement these filters, that this topic will be
dealt with in a separate section (section 8.10.5).
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8.3.4  Biasing of differential stages

When differential stages are used, like the stage depicted in figure 8.9, each
transistor is surrounded by four bias sources just like it is done for any other
transistor. The differential nature of the stage only has influence on the number
of ways the control loops for the controlled sources can be implemented. This
is something that is dealt with on the circuit level and not on the level of the
separate stages.

RAUAS
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Figure 8.9. A biased balanced stage after the first biasing step: placement of the sources. The
shaded sources need control.

When the biasing is done as shown in figure 8.9, not making use of the
fact that the circuit is a differential circuit at all, this results in a perfectly
biased circuit. Using the standard ‘“‘common-mode/differential-mode biasing
strategies” does not result in any extra performance for the circuit. This strategy
does not even make the circuit a “DC amplifier” although many designers think
it does. Still, there is much to say about the way to make special use of the
differential character for biasing purposes. Therefore a separate section (8.12
on page 281) is dedicated to these circuits.

8.4 Linear components

Linear components like resistors, inductors and capacitors already have a
transfer function that is centered around the origin. No translations via DC
sources are needed, so no sources are added around them. Linear components
are not biased.

When the proper bias sources are added around all nonlinear components
in a circuit and all bias loops function properly, it is guaranteed that there are
no offset voltages across the linear components and no offset currents through
them. This is very good because it is never sure if a linear (passive) component
is able to handle the offsets. For example for a 1§2 resistor, a small offset current
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is not expected to cause much trouble, whereas the same offset current could
cause serious trouble when the resistor would have a value of 1GQ. Note that
all linear components in the circuit obtained their value during the small-signal
design, and there their value can not ne changed for biasing purposes.

Apparently the linear components play no role in the biasing of a circuit.
Therefore, during the first biasing step, they can be replaced by a simpler model:
either a short circuit or an open circuit. This results in a simpler circuit which
makes the design of the bias circuit easier.

® Inductors are be replaced by short circuits.
®  (Capacitors are replaced by open circuits.

® Resistors are also replaced by open circuits. The reason for this will become
clear in the next section. Replacing the resistors by open circuits makes
detecting floating nodes much easier. A floating node is a node of which the
DC-voltage relation to the other nodes in the circuit is undefined. Floating
nodes (for biasing) cannot be tolerated in a circuit. A resistor may solve this
problem when it connects the floating node to a node with a well defined
bias voltage, but it also may not. The 1§2 resistor is likely to do the job, the
1G£2 most likely not. The safe way is to first detect the floating node and
then to evaluate if resistors that are already present can solve the problem.
Also the time-constant involved should be evaluated. A large resistor can
take a long time to charge the floating node to the desired voltage, making
the amplifier a “slow starter”.

Working this way always yields a properly biased circuit. However, sometimes
a linear component can play a role for biasing. A closer inspection for each
component is necessary to evaluate this.

8.4.1 Resistors

Resistors relate the voltage across them to the current through them via the
well known Ohm’s law. So, an offset current leads to an offset voltage across
it and vice-versa. When an offset current is allowed through the resistor the
resulting offset voltage must be evaluated to see if it is acceptable. The same
holds when an offset voltage is allowed across a resistor for the resulting offset
current.

Usually, bias sources related to the nonlinear (active) components appear
around the resistor as shown in figure 8.10a. The resistor operates without
offsets. It may happen that by pure coincidence holds:

R~ ‘/bia.s (83)
Ib’ias
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In that case a designer may decide to remove the two sources and let the resistor
be involved in the biasing as shown in figure 8.10b. This of course relates Ipigs
with Vpigs via Ra, whereas they may have been unrelated before.

Ibias
e
Ibim
R
—1 M\ -
bias Rz me bias me
(a) (b)

Figure 8.10. An unbiased resistor (a) and a resistor supporting a bias current and voltage (b).

Bias quantities are related to each other via the device equations and via the
control loops. When the resistor is getting involved in the biasing it must be
part of (or just be) the implementation of one of those bias loops.

In practice a resistor used in this way is very often not seen as a bias loop
implementation, but it should. This is because keeping track of the number of
bias loops gives the designer important information on the biasing behavior of a
circuit. When not all loops are implemented, there is an extra degree of freedom
for the circuit that is dealt with by the circuit via “parasitic”’ and unpredictable
loops, perhaps resulting in latch-up situations. When there are too many loops
there may be no “normal” bias solution but the practical circuit will find one
anyway via the non-linearity of the active components and again it may end up
in an unexpected operating point.

Situations like shown in figure 8.10a and figure 8.10b usually occur in the

feedback network, that reduces the signal and contains no sources that generate
power. There dissipative combinations of a voltage and a current source can be
found of which the quotient leads to a positive resistor value.
In the active part signal reduction is avoided. Therefore it should not be possible
to find a suitable dissipative combination of a voltage and a current soure”.
For example, in the situation of figure 8.11, the signs of the bias sources around
Rjpad are such that Rjgaq should have a negative value to generate the same
biasing conditions for the transistor as the two sources. This resistor would
need to generate and not to dissipate power.

When is is possible to find a suitable dissipating combination the designer
must have had special small-signal considerations (e.g. for frequency compen-
sation) to put it there.

3f you can find one, you most probably made a design error. There are not so many good reasons. The least
favorable frequency compensation method, resistive broad-banding may be a “good” reason.
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Figure 8.11. A biased stage.

When a resistor creates biasing problems, adding a coupling capacitor in
series solves this problem. This can also be done when absolutely no DC
offsets are tolerated for the resistor. Some resistors show increased + noise
when biased and potentiometers may create excess noise when varied.

8.4.2 Capacitors

Capacitors can be in a circuit for two reasons:

® because of their influence on the signal behavior of the circuit. Among them
are for example the capacitors used in frequency compensation.

® as biasing components used for:

— decoupling, to reduce the impedance at a node for signals in the infor-
mation band.

— coupling, to connect two nodes for signals in the information band fre-
quencies while keeping them separated for biasing.

Capacitors of the first class, the “signal capacitors” can only cause problems
when they are sensitive to the polarity of the offset voltage across them (like
electrolytic capacitors). It would be possible to describe all kinds of very so-
phisticated measures to reduce the offset to zero, but the most practical solution
is to just have the capacitor connected with the right polarity.

Of the capacitors used for biasing purposes, the application of the decoupling
capacitor is rather trivial. The most interesting one is the coupling capacitor.
There are two different tasks they can perform for biasing. They will be exten-
sively discussed in this chapter. The next section will already give a preliminary
overview.

8.4.2.1  Coupling capacitors

There are two different situations in which coupling capacitors have a useful
application. They can be used to:
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® create a voltage or current-controlled DC voltage source, without interfering
with the small-signal behavior. The most likely place is at the input of the
amplifier.

m create a floating node for DC, without braking the connection for the signal.
The most likely place is at the output of the amplifier.

Coupling capacitors at the input

In figure 8.5 on page 245, it can be seen that for correct biasing of a transistor
one controlled voltage source is necessary. Depending on the environment this
source is current controlled via a measurement of the offset current at the output
(figure 8.7) or voltage controlled via an offset voltage measurement at the input
(figures 8.6 and 8.8).

In section 8.7.1, the implementation of these controlled voltage sources will

be discussed in detail. For now, the role a coupling capacitor can play in
this matter will be discussed. Sometimes the short-circuit behavior as shown
in figure 8.7 at the input of a stage is undesirable. Reasons for this can for
example be not wanting to use the exponential relation between voltage and
current of a bipolar transistor for bias control or the difficulty to implement a
floating controlled voltage source. A coupling capacitor changes the situation
to the open-circuit variant as described for the intermediate stage (figure 8.6), in
which there is a voltage-controlled voltage source (Vje or V) that is controlled
via a loop that measures the bias offset-voltage. The voltage across the coupling
capacitor that replaces this controlled voltage source adapts such that it perfectly
nullifies the input offset voltage. The (temporary) current needed to adapt the
capacitor voltage is supplied by the bias current source Ig or Iy. So, for DC the
capacitor plays the role of controlled source that removes the input offset. For
the information carrying signal it is a short-circuit, so even the bias-loop filter
is implemented in this way.
Note that placing a coupling capacitor at the input of an amplifier when the
preceding circuit has a current output, results in an undefined bias voltage at
the output of that preceding circuit. Measures have to be taken to define the
DC-bias voltage at that node.

Coupling capacitors at the output
There are two reasons for placing a coupling capacitor between the output stage
and the load:

w because it must be made absolutely sure that no DC flows through the load.

m to create a floating node to be able to use the voltage at that node as a measure
for the offset current flowing into or out of that node. In other words, to
create a practical implementation of a current sensor.
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Placing a coupling capacitor between the output of a stage and the load (or
the next stage), leads to the behavior and the strategies described for the output
stage that is connected to a load circuit that has open-circuit character for biasing
(figure 8.8). The bias loop nullifies both the offset current and offset voltage
at the output of the stage. The capacitor voltage makes sure that the load is
without DC bias.

8.4.3 Inductors

In most cases, inductors can be considered short circuits. However, some-
times the behavior of an inductor changes when a DC current is allowed to
flow through them e.g. due to saturation of the core material. Then the safest
way may be to consider them open circuits and guarantee this with a coupling
capacitor. Of course this decision can be taken very quickly by the designer.

Because of their frequency dependent behavior, also inductors can be used
as coupling and decoupling devices for biasing. They can be used to couple two
nodes for biasing while keeping them separate for the signal. Like for example
a capacitor can be used to reduce the impedance of a supply voltage source, an
inductor can be used to increase the impedance of a current source. In standard
amplifier design, inductors are not very frequently used for this purpose yet,
buttaking in mind the way capacitors are used it will not be difficultto imagine
the opportunities for biasing that are available when the proper inductors are
available.

8.5 Biasing step 1: Identification and first implementation
of the bias loops

The first step is to place the four bias sources around each transistor. Two
of them need control. So, starting with the circuit depicted in figure 8.2 on
page 243, after placement of all sources, the circuit in figure 8.12 results. The
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Figure 8.12. The circuit of figure 8.2 after the first biasing step: placement of the sources. The
shaded sources need control.

shaded sources need control. Following the theory of section 8.3.1, for each
controlled source the origin of the controlling signal can be indicated. The
control loops are only symbolically indicated in figure 8.13. The resistors are
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Figure 8.13. The circuit of figure 8.12 including the (symbolic) control loops.

cons dered to be open circuits. As a result, the output node of the last stage
is a floating node as described on page 242. So, to both measure the error in
the collector bias current and define the node voltage, a voltage sensor is used
instead of a current sensor. The use of a current sensor does make the collector
bias current correct, but the DC-bias voltage on the collector node remains
undefined.

In a simulator like PSPICE, it is very easy to implement every controlled
source described in figure 8.13 with the four controlled sources that are available
in the simulator. Doing so, without implementing the bias-loop filters, produces
simulation result that can be used to verify the proper biasing of the circuit. Of
course, lacking the bias-loop filters, the small-signal behavior of the circuit
will be gone, but that is of no concern at this design stage. It is just to check
if the bias sources have been given their correct value and if no control loops
have been forgotten. Also from the operating point information the small-
signal parameters can be read that the simulator calculates under the actual bias
conditions. It can be verified if they indeed match to the small-signal parameters
used sofar.

8.6  Biasing step 2: The bias-current loops

Before starting with the implementation of the bias loops, designing loop
filters and going into the trouble of creating floating nodes to be able to measure
offset currents, first the number of explicit bias loops should be made as small as
possible. Preferably, only those loops should be left over that can be controlled
via offset voltages at existing floating nodes. Special current sensors are to be
avoided. The other loops are skipped with their related controlled source being
fixed at the nominal value.

8.6.1 Measuring DC-bias offset currents

Measuring bias-current offsets poses a large problem because there are no
true current sensorcurrent sensors available, except for exotic elements like
Hall-sensors, but these are not practical solutions in standard circuit design. The
only practical way to measure a current offsetis to convert it into a voltage offset
via an impedance (like in a multi-meter). Strict requirements are imposed on
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these impedances, since they may not interfere with the small-signal behavior
of the circuit. In section 2.6.1 on page 40 it has already been made clear
that passive devices can only reduce a signal (especially resistors that dissipate
signal), so their presence in a nullor circuit would only degrade its performance.
Unfortunately it is precisely in this active circuit where the offset currents need
to be measured.

There are several ways to deal with a bias offset current:

m The first choice would be not to control the offset current but to accept it.
Not all offset currents lead to a disfunction of the circuit. They may just
lead to a small acceptable variation in the small-signal parameters. In this
chapter a method will be discussed to reduce the number of current control
loops and to evaluate the resulting current-offset errors.

® The second choice is to make use of the DC voltage variations on a floating
node already present in the circuit to obtain an (indirect) indication of the
offset current that needs to be controlled to zero. The strategy is to reduce
the number of current control loops in such a way that only loops remain
that can make use of an existing floating node to measure the offset.

& The last resort is to create a floating node by inserting for example a coupling
capacitor. Then proceed as above.

® The dangerous method is to skip the explicit control of current sources
injecting into a floating node and accept the biasing error in the nodevoltage
that results. Ifa parasitic resistor like the output impedance of a transistor is
connected to the node the sum of currents at the floating node can be equated
to zero via this impedance. It works as a “poor-mans” voltage controlled
current source. The risk is the uncertainty in the value of the impedance and
its probably high value. Small offsets lead to large voltage swings"”.
The only “reliable” resistors may be found at the input, the output and the
feedback network. Sometimes such a resistor can indeed be used to deal
with the offset current and control the voltage. For example, skipping the
bias-current control for the last transistor stage in figure 8.13 may result
in an acceptably small current through the load resistor and a small offset
voltage across it.

Note that if a control is skipped, the result inevitably is incorrect biasing of
at least one of the transistors. The designer has to decide if this is acceptable.
When there is no floating node at which offset currents can be measured, the
most convenient approach is to create one. However, there are cases in which

4Usually this biasing method is not an intentional design decision, but just a forgotten loop. An unreliable
and EMC sensitive circuit usually results.
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this is not desired or not possible. An example of this is the push-pull class-AB
output stage. Controlling the bias currents in stages like this is a notorious
problem, that is not solved yet via a practical easy-to-use current sensor. Very
often, via a translinear loop (current-mirror like approach), a copy of the bias
current is made that is converted to a voltage via a resistor. This resistor is not
in the signal path and therefore acceptable.

8.6.2  Changing the topology of the current control loops

In section 8.6.1 it was already mentioned that in the original bias scheme it
is not possible to skip bias-current loops just like that. To reduce the number
of control loops, loops must be found that, when skipped, leave an acceptable
error. A method to create such loops will be discussed now.

The topology of the control loops is changed from one containing just current
loops around a single stage to a topology that contains one more global loop
around more than one stage. Starting from the circuit of figure 8.13 on page 257,
the circuit of figure 8.14 can be found by exchanging the sensing locations
controlled current sources of transistor Q3 and Q4. So, now the base current
of @3 is controlled by measuring the bias offset voltage at the floating node at
the output of the fourth stage. This is loop (a). The base current of Q4 is based
on the offset current at the output of the third stage. This is loop (b). Close
inspection shows that the collector bias currents are still completely correct in
both transistors. In this bias topology it is possible to skip loop (b). Bias loop
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Figure 8. 14. The circuit of figure 8.13 after exchanging the control locations of two loops.

(b) is a local loop, there is no transistor in the loop. When the controlled source
is set at its nominal value and the control is skipped, this results in an error in the
collector current of transistor Q3. The error is just the difference between the
nominal value of the current source Iy4 and the actual base current of Q4. This
difference can be very small. When this error is acceptable, the loop can indeed
be skipped and the circuit of figure 8.15 is found. The formerly controlled
source Ip4 is now set at a fixed value. This process of creating a local current
control loop and then skip it can be repeated several times until the number of
current controlling loops is ataminimum. Very often the minimum can be just
one overall loop over the complete amplifier, figure 8.16 shows this. Of course,
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Figure 8.15. The circuit of figure 8.14 after skipping loop (b). The formerly controlled source
Ipq is now set at a fixed value. The collector current of Q3 now has a small error.

then all transistors have a small error in the collector bias current except for the
transistor of which the bias offset-current is still measured. This transistor still
has a perfectly correct bias current. In this case it is transistor Q4.
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Figure 8.16. The circuit of figure 8.14 after skipping three out of four bias-current loops. The
formerly controlled sources are now set at their nominal value. Only the collector bias current
of Q4 is without error.

This enlargement of the control span of a loop only works when there is a
complete DC path. A coupling capacitor breaks this DC path. In figure 8.17
it can be seen how a coupling capacitor Ceoyple breaks the DC-path between
Q2and Q3. The node at the collector of @2 has become a floating node now.
This node is used as measurement node for a bias control loop as shown in the
figure. Now @2 and Q4 are correctly biased and @1 and Q3 have a small error

Figure 8.17. The effect of a coupling capacitor.

in the collector bias current.
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There are a number of reasons why a designer may decide to break a DC
path. They will not be discussed here because they normally are very design
specific but they are usually related to unacceptably large biasing error when
some of the controlled sources are fixed to their nominal value. This may, for
example, happen when the bias currents in the transistors differ several orders
of magnitude.

The sum of the number of errors in the collector current and the number of
current control loops is constant and equal to the number of transistors. So,
after implementation of a limited number of current control loops, the designer
knows how many collector currents are completely correct and how many have
an error. It is easy to find where the errors are and to check if they are indeed
acceptable.

8.6.3  Floating nodes

In the circuit in the previous section all offset-current measurements were
done via floating nodes. No special current sensors were needed. When floating
nodes are available, usually it is possible to rearrange the current controls in
such a way that no more loops are needed than there are floating nodes. Then
the implementation of the current control loop(s) becomes rather simple. So,
preferably the situation is the following:

s when there are Ng transistors
® and Nyjoqt floating nodes
® it is easy toimplement Ngjoq current control loops

® and it should be acceptable to have Ng — Nyioq¢ transistors with a small
error in the collector bias current.

Apparently, a lot depends on the number of floating nodes. So, the first
thing to do, is to find the floating nodes. Their presence will guide the bias
implementation process e.g. to find out what is the best way to change the
bias-current loop topology, or what is the best place to create a floating node if
there are not enough floating nodes.

There are a number of ways in which two nodes can have a well-defined
DC-voltage relation to each other:

® via a voltage source (the ground node and all supply nodes are related in
this way);

® via the base-emitter connection of a bipolar transistor or via the gate-source
connection of a FET;

8 via a two-terminal non-linear element like a diode;
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® via an inductor when this is allowed to support the DC-offset current;

® via a resistor of which the value is low enough and that is allowed to support
the DC-offset current.

Of every node, the bias voltage must be well defined with respect to all other
nodes in the circuit via one of the connections described above. A floating node
is a node that does not have this well defined voltage relation.

Figure 8.18 shows the way transistors define a voltage relation between two
nodes. Since the collector/drain current of every transistor is well-defined, via

Figure 8.18. 'The way a transistor defines the voltage relation between two nodes. Note that
the drain/collector node is floating.

the device input-output relations the base-emitter or gate-source voltage is well-
defined too. So, it is not because the base-emitter junction of a transistor is a
forward biased diode that the base-emitter voltage is well defined. Therefore,
for any device, even for MOSFETs and vacuum-tubes this voltage relation is
well-defined.

Resistors are a special case. Of course, they do define a DC voltage between
their nodes, but it may be that the relation is not the required one for correct
biasing of the particular circuit. For example a 10GS2 resistor does not establish
much of a relation, but very small resistors may even be considered a short
circuit, since the voltage across them, generated by the biasing currents may
be negligible. Therefore, to have a quick and easy way to find floating nodes
resistors are considered open circuits. Very often, a floating node remains
usable as current sensor even when it is completely floating anymore because
some resistors are connected to it. This depends on the values of these resistors.
For resistors with such a low value that offset-current measurements become
impossible, putting a coupling capacitor in series solves this problem.

8.6.3.1  Floating node clusters

Inspecting figure 8.13, it can be seen that there are two interconnected floating
nodes. They are the collector of the last transistor and the output node, which
are interconnected via a voltage source. They form a floating node cluster.
Both DC node voltages are good indirect measures for the correctness of the
DC bias currents. Then the question is which node is preferably used to control
the bias current of that stage. The safest and most correct way is to work with
the floating nodes that are at the inputs and the outputs of the biased devices.
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They are the nodes that are correctly biased at DC zero volts. It is, for example,
the floating node that is used in figure 8.13. Then, when the control connection
is shifted to another node in the cluster, it is sure that the proper voltage offsets
are taken into account. This is shown in figure 8.19.

o) @ —

Figure 8,19. Controlling the bias current of a transistor stage using a floating node.

The circuit contains a cluster of floating nodes (a) and (b). Node (a) is the
appropriate node to start with, since this is a floating node at the output of
the biased device. This is done in the left-hand circuit. The DC bias voltage
at node (a) is equated to the voltage at the other output node, so the output
DC offset becomes zero and the transistor bias currents becomes correct. The
connection of the comparator can become connected to internal floating node
(b), by shifting the voltage source Vze through the comparator’. This results in
the center circuit. Actively keeping the DC bias voltage at node (b) at Ve, also
keeps the DC bias voltage at node (a) equal to zero.

The voltage-to-current converter used for biasing can be implemented with
for example a differential pair and some fixed current sources. This yields very
accurate biasing.

8.7 Biasing step 3: The bias-voltage loops
8.7.1  Practical controlled DC-bias voltage sources

Active devices that come close to controlled voltage sources are not readily
available. This implies that there are only indirect ways to implement them. In
practice, there are four approaches towards the implementation of the controlled
voltage sources:

» viaacontrolled current source and an impedance thatis already in the circuit
for the small-signal behavior. This is shown in figure 8.20(b). Of course, the
DC current should cause no problems for the signal behavior of the resistor,
like flicker noise.

® via a controlled current source and an extra impedance specially inserted
in the circuit to create the voltage across. This is shown in figure 8.20(c).

SThis is done according to the voltage shift method also used for noise sources, see section 4.2.2 on page 93.
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The value of this impedance at signal frequencies should be low enough to
keep it from interfering with the signal behavior. This can be done with a
decoupling capacitor.

® by inserting a coupling capacitor.

® by skipping the control completely and accepting the voltage offset.

(a) (b) (0)

Figure 8.20. Implementation of a controlled voltage source. (a) the ideal source, (b} using an
existing (signal)resistor, (c) using an additionally inserted impedance.

8.7.2  Capacitors as controlled voltage sources

The voltage control loops can be local and “not local”. In a local loop the
offset measurement is done between a node of the controlled source itself and
another node. In this respect a resistor was already introduced as a voltage
controlled current source. In a similar way, a capacitor can be seen as a current
controlled voltage source and when a finite DC impedance exists between the
measurement nodes, even as a voltage controlled voltage source. Figure 8.21
shows a detail of the circuit of figure 8.13. At the input there is a bias-voltage
source that is controlled via a local loop. The controlled voltage source has to

Figure 8.21. A capacitor used as a current controlled voltage source (b) to implement the
voltage controlled voltage source in (a).
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nullify the DC bias voltage at the input of the transistor stage. The direct method
is to measure the offset voltage and to control the source with that information.
In this case, the source impedance is resistive. A non-zero offset voltage leads
to an offset current through the controlled source. When the controlled source
is replaced by a capacitor and the correct voltage is not across its terminals,
also an offset current flows. This charges the capacitor exactly to the required
value that is needed to nullify the input offset. This sounds (is) trivial, but it
is discussed here in this detail to clearly show that a coupling capacitor can
be used to implement a voltage or current controlled current source when the
control loop is local.

Since the coupling capacitor is a short-circuit for the signal—so it does not
interfere with the signal behavior—even the bias-loop filter action is included.
Even when a more elaborate circuit would be used to implement the controlled
voltage source, across its terminal is would show the behavior of a capacitor.
Of course, such a circuit can be a good option when too extreme values are
needed for direct use of a coupling capacitor.

8.7.3  Skipping the control of a bias voltage source

For all controlled voltage sources in figure 8.16, except for the one at the
input, skipping the control and just setting them at their nominal values results
in an error in the collector bias voltage of one of the transistors close to the
source. Usually, the collector bias voltage is not very critical and the error
can be accepted without problems. Figure 8.22 shows a typical example of
this case. The controlled source is in series with a collector. The accuracy of
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Figure 8.22. A typical sitnation in which the control of a source may be skipped. The collector
voltage of @03 get a small voltage error.

the parameters that depend on the value of the collector-to-emitter (or actually
collector-to-base) voltage is not much affected when the bias sourceVpe is set at
its nominal value instead of being controlled. So, for every controlled voltage
source, the sensitivity of the circuit for variations of the source must be checked.
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If the sensitivity is low enough, the control can be skipped. Typically this is
when controlled sources determine a drain or a collector voltage.

Figure 8.23, shows the circuit of figure 8.13 on page 257, in which the control
of three out of four voltage control loops is skipped. It can be seen that:

Emor Emor

AT

Figure 8.23. Location of the voltage errors when three controls are skipped.

s the controls of the voltage sources belonging to@3 and Q4 are skipped

® variations of the controlled voltage source belonging toQ2 affect the col-
lector voltages of @1 and Q2: the control can be skipped

® the controlled bias voltage source belonging to; is connected to a node to
which the signal source is connected, notjust collectors or drains. Therefore
the control of this source cannot be skipped just like that.

Skipping the control of the controlled voltage source at the input in figure 8.23
may lead to an offset current through the signal source and an offset voltage
across it. The current control loop keeps the currents in the input transistor
correct, so the biasing of the transistor remains correct. It is up to the designer
to decide whether a DC-offset voltage is allowed across the source or not, and
if the offset current, that is generated due to this voltage offset, can be supplied
by the controlled current source that is connected to the same node. In other
cases, a controlled source must be implemented.

8.7.4  The voltage offset control at the input

When control is needed, depending on the source properties, two different
situations can occur:

® the impedance at the source node is high for DC. So, offset currents would
not become un-tolerably high. The source just does not allow DC offsets.
The simplest model for the impedance is an open circuit. This is the situation
shown in figure 8.6 on page 247

® the impedance at the source node is low for DC. The simplest model for the
impedance is a short circuit. This is the situation shown in figure 8.7 on
page 248
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8.74.1 Source with open-circuit model

When the simplest model for the source impedance is an open circuit, one
way to deal with this is to insert a coupling capacitor. This breaks the DC path
from the source to the amplifier input. Then the voltage across the capacitor is
the exact value that is necessary to have the offset at the input nullified. It can
be seen as one of the most simple ways to implement the control that nullifies
the input offset voltage. this was described in section 8.4.2.1 on page 255.

The coupling capacitor introduces an extra finite impedance in series with
the input. This implies that it will play a role in noise behavior of the circuit.

The value of the capacitor is therefore not only determined via the frequency
behavior of the circuit, but also via the noise behavior! Frequently the value
that follows from the noise analysis is higher than the value that follows from
bandwidth considerations (see exercise 3 on page 144).

8.74.2 Source with short-circuit model

When the simplest model for the source is a short circuit, it is the controlled
voltage source that sets the collector or drain current of the first stage. The
controlled current source at the input reduces the offset current at the input.
This is the situation in the circuit shown in figure 8.24.
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Figure 8 24. The bias loop for the controlled voltage source that sets the collector current of
the first transistor.

If the source accepts small offset currents, the control for the controlled
current source can be skipped.

Note that for this way of biasing, the load has to be present in order to have a
correctly biased circuit. When removed, it should be replaced by a short circuit.
If this is not guaranteed and the amplifier needs to remain biased correctly even
when the source is detached, the bias topology has to be changed.

The alternative is to create the “open-circuit situation”. This can be done
by inserting a coupling capacitor. Then the bias topology of figure 8.25 is
found. This topology keeps the circuit correctly biased even when the source
is detached. This alternative is also a good choice when it is not possible to
implement a good quality controlled voltage source or when a designer does
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not want to make use of the exponential relation between base-emitter voltage
and collector current for biasing. Figure 8.25 shows the result. In this circuit all
necessary bias sources have been placed and all controls are established. The

TR

Figure 8.25. 'The circuit of figure 8.24 with an alternative biasing scheme, making use of a
coupling capacitor.

number of loops has been reduced by skipping some loops and accepting the
small offsets that result. After this reduction two controls remain. One loop is
explicitly present, the other is established by placing a coupling capacitor.

8.8 Summary after biasing steps 2 and 3

After biasing step 2, the circuit shown in figure 8.16 on page 260 resulted.
Most bias currents are correct enough and only one current control loop is
implemented. The small errors in the bias currents of @1, @2 and Q3 that
result from skipping three bias currents loops are accepted. In biasing step 3,
the controls for the voltage sources were evaluated. This resulted in the circuit
shown in figure 8.23 on page 266. These voltage loops nullify a “true” voltage
offset, they do not control the voltage at floating nodes. This is done by the
current control loops that use the voltage on these floating nodes to indirectly
sense current offsets in the circuit.

In figure 8.26, the combined result of both steps is depicted. For this amplifier

Figure 8.26. 'The circuit of figure 8.16 with the minimal amount of control loops.

Bins currerd peror Bimn curent smor

two control loops remain and six bias errors are accepted. This is in accordance
with the number of transistors. Four transistors require eight loops for perfect
biasing.
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The order in which the manipulation of the loops is done is not important.
It is possible to do biasing step 3 (the voltage loops) before biasing step 2 (the
current loops). However, sometimes a floating node is created in biasing step
2 and this may lead to different choices made in step 3. This is why there is a
slight preference to manipulate the current loops first.

8.9 Biasing step 4: Reduction of the number of bias sources

Having found all the bias sources (current and voltage) and controls, one
can now implement each source and end up with a correctly biased circuit with
lots of bias sources. But as may be clear, this is not the most efficient way of
biasing; there are too many sources.

Fortunately, it is easy to reduce the number of sources. For this some of the
same transformations can be used that are also used to transform noise sources.
They are the Voltage-Source Shift discussed in section 4.2.2 at page 93 and the
Current-Source Shift discussed in section 4.2.3 at page 94.

89.1  Using the Voltage-Source Shift

Voltage sources are shifted through the circuit preferably into branches that
are grounded. The sum of the sources in these branches form the supply volt-
ages. Sources that cannot be shifted into a grounded branch become level-shifts.
When two or more sources combine into a level-shift, they may cancel each
other. So careful shifting of the sources may reduce the number of level-shifts.
Also it is possible to place the level-shifts at the places where they cause the
least inconvenience. When the type of one of the devices is changed, for ex-
ample, an N-type FET is replaced by a complementary (in order not to change
the small-signal behavior) P-type FET, the related bias sources change sign.
This is a useful method to have floating voltage sources cancel each other, thus
removing the need for a level-shift.

After completion of the Voltage-Source Shift, the voltage supply sources are
found. The convenience of this method is that:

m the minimal supply voltage needed to achieve the required circuit perfor-
mance is found.

a when a lower supply voltage is required than found here, it is possible to
select which of the original bias sources can be reduced to achieve this and
what the consequences on the performance are. So the designer can decide
to give in on either noise, distortion or bandwidth since it is clear to what
performance aspect each of the bias sources is related.

® it offers the possibility for an optimal selection of the type of each device
(P or N) to find the minimally required supply voltage while maintaining
performance.
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Figure 8.27 shows the result of the shifting operation. To keep the figure
simple, a source V¢eq is introduced with:

Veea = Veer + Veea — Voes + Veez — Voed + Veed 8.4)

A floating source can be seen in series with the output with a value V4 it

|

Figure 8.27. The result of the Voltage Source Shift.

is a level shift. In this case the simplest way to get rid of this floating source
is to shift it through the voltage sensor. This results in a grounded source in
series with the voltage sensor and a floating source in series with the output.
The latter source can be replaced by a coupling capacitor. The node at the right
side of this capacitor is a floating node, but no bias currents are injected into
that node, so no control for the voltage is added. The definition of the voltage
of the node is left to the resistors connected to it’. It is easy to calculate the
settling time of the node voltage.

For this particular circuit the end result is shown in figure 8.28. For the
supply voltages, apart from equation (8.4), the following equations hold:

‘/ccl = Vcel + ‘/ce2 - ‘/beS + VceS - Vbe4 (85)
‘/002 = Vcel + ‘/ce‘Z - ‘/beS (86)
Vcc3 = Veer + Voe2 8.7

89.2  Using the Current-Source Shift

To reduce the number of bias current sources and to make it more easy to
implement them, first the Current Shift Transform is used to replace all floating

®The resistor as a “poor-mans” implementation of a voltage controlled current source: thereis control at the
node, albeit not a very explicit one.
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Figure 8.28. The end-result of the Voltage Source Shift and implementation of the level shift
via a capacitor.

current sources by two sources that have one terminal connected ground. Figure
8.29 shows this transform. Two extra conditions, compared to the transform
when used for noise, are introduced:

m the third node to which the new sources are connected is ground (figure
8.29a);

= a controlled source is introduced that symbolizes the fact that the two new
current sources should be exactly equal. When they are not exactly equal,
an offset current would flow, that is compensated by the controlled source
(figure 8.29b).

(@) (b) ©

Figure 8.29. The Current Source Shift for bias sources.

The situation in figure 8.29b is rather “symbolic”. In practice the matching
error between the sources is small and the resulting offset current is easily
dealt with in the circuit via the other controlling mechanisms and bias sources.
However, it is good to be able to trace the origin. The conclusion is that the
transformation result depicted in figure 8.29c is used, and the extra relation is
just “remembered” by the designer.

Figure 8.30 shows the result of the transformation. In this case just current
source Iog is transformed. The others already have one terminal connected to
ground.

Parallel-connected current sources can be merged into one source, resulting
in the circuit shown in figure 8.31. For the supply current sources holds:
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Figure 8.30. The results of the Current Source Shift.
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Figure 8.31. The circuit of figure 8.30 with merged current sources.

Iccl = Iy (8-8)
Ico = I3+ 1y 8.9
Ies = I+ Iys (8.10)
In—Ip = 0 8.11)

It can be seen that the sources g1 and I.2 cancel and just a small source fpo
remains at that node. Frequently this source can be skipped, causing the bias
current of @1 to increase a little bit. Usually this does not cause much biasing
problems for Q1.

8.9.3  Changing the device-type.

To minimize the required supply voltage, the type of one or more of the
devices in the circuit can be changed from N-type to P-type or vice-versa.
Figure 8.32 shows a cascoded FET. Both transistors are biased at the same
drain current I4. Using the Voltage Source Shift, two supply voltages are found.
Both supply voltages are composed of two bias sources, each originating of a
different transistor. This indicates that when the type of one of the transistors
is changed from N-type to P-type, the sign of one of the sources would change.
This could result in a lower supply voltage.
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Figure 8.32. A biased cascode with two N-type devices, before and after the Voltage Source
Shift.

Figure 8.33. A biased cascode with one N-type and one P-type device.

Figure 8.33 shows the situation when Q2 is made P-type. It can be seen that
the sign of the sources Vg2 and Vya is changed. It can also be seen that two extra
current sources appear with a value Iy, since also the sign of the bias current
sources of (g has changed. Now these sources do not cancel anymore. Using
the transformations again results in the circuit at the right hand side. WhenVy
and Vg are chosen equal, they cancel. And also in the other branch the net
supply voltage is lower. An extra current source with value Iy is introduced
and the value of the other current source is doubled.

From this it can be concluded that by swapping the device types, the supply
voltage can be reduced at the expense of an increased current consumption and
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vice versa. Note that the power consumption is not changed. The product of the
bias currents and voltages of the transistors remains constant. So, this method
cannot be used for power reduction, but it can be efficiently used for supply
voltage reduction without hampering the small-signal performance.

8.10  Biasing step 5: Implementation of the bias loops
8.10.1 Bias-loop filters

The purpose of the bias-loop filter is to separate the bias signals from the
information carrying signal. Three different techniques exist that are frequently
used to realize this:

» filtering in the frequency domain
s filtering in the common-mode/differential-mode domain
® filtering in the time domain

Each of these techniques will be discussed in the next sections.

8.10.2 Filtering in the frequency domain

When the bias and information signals each get their own part of the fre-
quency spectrum, these two signals can not disturb each other. The bias volt-
ages and currents are DC. To properly separate bias from signal, a frequency
range, B, is reserved for biasing. The information carrying signals only are
at frequencies beyond this band B (figure 8.34). In principle, the bias-signal
bandwidth B is zero, however it is not possible to implement a filter this sharp.
DC can never be a part of the information band.

bias : information
[
B |
|
|
1
fg frequency —»

Figure 8.34. Orthogonality in the frequency domain.

8.10.3 Filtering in the common-mode/differential-mode
domain
Filtering in the common-mode/differential-mode domain means making use
of signal symmetry between different signal paths. Algebraic operations on the
corresponding signals may yield either information of the bias signal only, or
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information of the information-carrying signal only. An often used method is
the use of common-mode and differential-mode signals.

This technique is elucidated with an example of biasing a differential pair,
figure 8.35. Due to the differential-mode signal source, ¥Ugm, a current equal

v
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Figure 8.35. The biasing of a differential pair with the distinction of common-mode and
differential-mode signals.

vmf@

t0 tgm = 0.5gmvgm flows through the collector leads of both transistors, but
in anti phase. In contrast, the common-mode source, Uem, causes a current to
flow in both collector leads equal to approximately éem = 0.5V¢m /Tout With
Tout the output resistance of the tail-current source. The total collector currents
thus equal:

In = +0.59mvam + 0.5vcm/r,mt,
IC2 = —0.5g-m,'vdm + O.SUm/th. (812)

Each collector current has a common-mode and a differential-mode part. By
combining both collector currents, the common-mode and the differential-mode
signals can be extracted. Taking thedifference of the two collector currents, the
differential-mode output current is found:

loutym = Iy — Ip = igm +iem + tdm — fem = 2idm = gmVdm-  (8.13)
The sum of the two collector currents yields the common-mode output current:
Toutem = Ioi + Ip = igm + tem — tdm + tem = 28em = 'Ucm/"'tmt- 8.14)

For biasing purposes, mostly the bias signals are mapped on the common-
mode signals, as the bias signals are often in-phase signals. Thus, to obtain the
common-mode part an addition has to be done. Several very simple networks
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can do this addition. These will be discussed further in section 8.12.2 on
page 283.

In balanced configurations nodes with a common-mode signal are inherently
available and can be used for measuring the common-mode state of a circuit. In
the differential pair of figure 8.35, the common-emitter node is such a common-
mode node.

8.104 Filtering in the time domain

Time domain filtering is obtained when different, non-overlapping time slots
are defined in which either the amplifier is used for signal processing or for
biasing. Auto-zero technique is an example of this type of biasing. An amplifier
using auto-zero technique is depicted in figure 8.36. In the first phase of the
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Figure 8.36. Biasing of an amplifier, A,, with auto-zero technique.

auto-zeroing, the switches are in position 1: the signal source is disconnected
and the output voltage of the amplifier A; is made zero by amplifier A,epo. In

that case the input voltage of the amplifier equals the input offset voltageV, ¢, .

As the capacitor is connected now in parallel with the input of amplifier,A4, the

capacitor is loaded to a voltage equal to Vozf,. In the second clock phase the
switches are in position 2: the signal source is connected and the output of the
amplifier Azerois disconnected. Now the capacitor is in series with the input
of amplifier A¢. The voltage on the capacitor is equal but in anti phase with the
input offset voltage of the amplifier and the effective input offset voltage, the
signal source experiences, is ideally zero.

However, when in phase 1 the output of amplifier is short circuited, the input
offset voltage of amplifier Azero, Vo ff2» causes the output voltage of amplifier
Ay tobe unequal to zero. An extra input offset voltage ofV5 g, /A; is introduced
at the input of amplifier A; and the capacitor is loaded to Vo 5, + Vogf, /As. In
phase 2 the extra input offset voltage caused by V¢, is not present anymore
at the input of A;. However, the capacitor was loaded toV, ffit+ Vo ff2 /At and
thus the remaining input offset voltage is V, 7, /As. Butstill a large reduction
is obtained.
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The auto-zero technique can only be used when the offset voltage changes
slowly with respect to the sampling rate of the input capacitor. Otherwise, this
technique may worsen the offset voltage of the amplifier.

With respect to the other three biasing techniques, this technique is least
influenced by mismatch of bias sources and the only technique where the sepa-
ration is not made in the frequency domain so it is the only technique that can be
used to implement a true DC amplifier. A further discussion of this technique
and other time-domain techniques like chopper amplifiers is, however, beyond
the scope of this book.

8.10.5 Frequency behavior of the bias loop

In chapter 6 and 7 the frequency behavior of the small-signal loop was dis-
cussed. It was found that to end up with the required frequency behavior,
frequency compensation techniques have to be used.

During biasing, loops are introduced too. These loops can become unstable
and consequently, the signal processing is terribly affected, see figure 8.37.
Due to the unstable bias loop, the “small-signal amplifier” is periodically on

biasT
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Figure 8.37. Effect of an unstable bias loop.

and off. When the bias is near the required value, the amplifier is able to do the
small-signal processing. The rest of the time the amplifier is clipping and no
signal processing can be done.

Mostly, the frequency behavior of the bias loop needs frequency compen-
sation. The techniques introduced in chapter 6 and 7 apply to the bias loop
too, but there is one major difference. For the small-signal loop the LP-product
has to be as large as possible and frequency compensation techniques were not
allowed to reduce the LP-product significantly. For the bias loop the bandwidth
has to be below the information bandwidth such that the bias loop does not
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influence the small-signal behavior. The LP-product of the bias loop should
predict a bandwidth that is low enough. This adds some new opportunities for
frequency compensation.

For the frequency compensation of a bias loop the model of figure 8.38 can be
used. The model represents a bias loop as an additional overall loop around the

bias
feedback

network
-4

L negative
feedback load
source oi

—C . 00—
amplifier

Figure 8.38. Model for the frequency compensation of a bias loop.

negative-feedback amplifier. The DC loop gain of the bias loop is determined
by the DC transfer of the negative-feedback amplifier and the bias feedback
network. Of course, the load and source impedance influence this DC loop
gain when they are directly connected to the amplifier.

The poles and zeros of this loop are just the system poles (and zeros) of
the negative-feedback amplifier and some relatively low-frequency poles (and
zeros) introduced by the bias feedback network and, when used, by coupling
capacitors. A pole-zero pattern of a bias loop may be as depicted in figure 8.39.
The poles of the small-signal loop usually are non dominant. When this is not
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Figure 8.39. A pole-zero pattern and the root locus of a bias loop.

the case, they are influenced by the bias loop and a reduction of the LP-product
of the bias loop is necessary.
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The root locus of the bias loop is drawn in figure 8.39 too. The poles of
the bias loop, that is not yet frequency compensated, can be high-Q poles or
even poles in the right half plane. Two ways of frequency-compensation can
be used:

® a subtle one, comparable to the method used in the small-signal design,
using phantom zeros etc.

® a more “brute force” one, realizing a single dominant pole with a relatively
high value capacitor. This method drastically reduces the LP-product of the
bias loop.

The latter method generally requires larger capacitors than the more subtle

methods and results in a high start-up time, but does not require much accuracy

of the filter components. The first one requires more precision, but results in a

much lower start-up time.

8.10.6 Example: A practical implementation of the loop
filter

Figure 840 shows the example circuit of figure 8.30 in which the bias loop
with the loop filter has been implemented in a simple way. The resistorsR;
and Ry are chosen such that the base current of the first transistor generates the
required voltage difference Vs — Vper across them. CapacitorC} takes care of
the filtering and Reomp is a small resistor that introduces the subtle frequency
compensation (phantom zero) in the bias loop to keep it stable.
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Figure 8.40. A biased circuit with a simple implementation of bias loop and filter.

This biasing method has two problems:

s itinfluences the small signal behavior because of loading effects.

® the accuracy depends on the accuracy of the base current of Q1. This makes
this method less reliable.



280 BIASING

The resistors R; and Ry load the circuit at the input and the output, so the
filter influences the small-signal behavior. The values cannot be freely chosen
because of the required voltage drop and the given value of the base current of
Q1. However, when by pure coincidence, the following equation holds:
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Figure 8.41. A biased with an even more simple implementation of bias loop and filter.

R) + Ry ~ Rypeedback (8.15)

inwhich Reedback is the feedback resistor determining the small-signal transfer,
the filter might be skipped and the circuit depicted in figure 8.41 results. Note
that the feedback resistor is now connected to the other side of the coupling
capacitor.

This method solves the loading problem, but does not solve the problem
caused by the influence of the base current of@;. To solve this problem, the
voltage measurement at the output must be done via a better voltage sensor.
This is shown in figure 8.42. The base current of @1 does not play a role

Figure 8.42. A biased with more robust implementation of the bias loop and filter.

anymore and the value of Rz can be chosen more freely, so the loading effect
can be minimized. Though the other options look very attractive because of
their simplicity, probably the solution shown in figure 8.42 is preferred because
of its reliability.
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8.11 Biasing step 6: Implementation of the bias sources

Ideal voltage and current sources have been used for the biasing sofar. After
finishing biasing step 4, via a simulator the signal behavior and the biasing
can be verified, both should be correct. Subsequently, the ideal sources can be
replaced by circuit implementations. These practical sources are likely to have
some influence on the signal behavior of the amplifier via their finite output
impedances, their non-linearity and their noise contributions. For bias sources
at the input, the noise behavior is most likely effected and should be checked. A
bias source at the output can easily influence the output capability of the ampli-
fier and, of course, all sources can have a negative influence on the LP-product
of the amplifier. Unfortunately, often afine tuning of the frequency compensa-
tion is necessary after the implementation of the bias circuit. However, when
the frequency compensation is systematically done, this does not have to cost
alot of time.

It is important to introduce the non-ideality of the bias sources gradually
and one-by-one. For example, for current sources it is a good idea to first just
place a capacitor in parallel to the ideal current source that models the output
capacitance of the source. For voltage sources, in a similar way it is a good
idea to, as a first step, put the expected impedance of the source in series with
the ideal voltage source. When this first step shows satisfactory results, the
practical circuits implementing the bias sources can be added.

In Chapter 9 more details are given on the practical implementation of bias
sources.

8.12  Biasing differential amplifiers

In principle, this section could be very short. The biasing method described
before will lead to a correctly biased circuit. It is not necessary to take into
account that an amplifier is a differential amplifier, to obtain correct biasing.
However, because of the symmetry in a differential circuit, some extra ways to
do offset measurements are possible, and some more opportunities are found for
skipping the control of controlled voltage sources. In this section, these extra
options will be discussed. Also it will be discussed why even a differential
amplifier cannot be a true DC amplifier, though many designers think it can be.

8.12.1 Offset measurements in differential amplifiers

Floating nodes have the property that they are only connected to the rest of the
circuit via branches with a current-mode character. In differential amplifiers,
many times a cut set of the circuit contains nodes that have well defined voltages
between them, but all branches from the cut set to the rest of the circuit have a
current mode character: a “floating node cluster”.
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Figure 8.43 shows an example of such a floating node cluster in a differential
amplifier stage. The three nodes have a well defined voltage relation with

Figure 8.43. A floating node cluster (b).

respect to each other via the base-emitter junctions of the transistors, but do
not have a well defined voltage relation to the rest of the circuit. Normally, a
control loop that measures the voltage difference between one of the nodes of
the cluster and an arbitrary other node in the circuit, not being a member of the
same cluster, can control the collector currents with this information. In this
way the voltage difference between the node cluster and the rest of the circuit
can be well defined.

In adifferential amplifier, usually complementary signal values are found on
some of the nodes in a floating node cluster, whereas these nodes have equal
bias values. Then, by summing the voltages at these nodes, the information
carrying signals are filtered out and just the biasing information results, see
figure 8.44. An adder sums the voltage of two nodes. No information carrying

Figure 8.44. Measurement of the average voltage of a floating node cluster via an adder,

signal is found at the output of the adder, butjust the bias voltage. So, the adder
also acts as the loop filter that separates biasing from the information carrying
signals. For the information carrying signals this bias loop is not effective; it
does not change the small-signal transfer of the circuit.
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The adder does not filter in the frequency domain, so one might think that
this biasing method yields a true DC amplifier. However, there is a second loop
that tends to be forgotten. There are two controlled current sources, controlled
via one loop in figure 8.44. The second loop, is a loop that should control
the differential DC offset current. This differential offset could be measured
via a subtractor. Unfortunately, also the information carrying signals will be
present at the output of this subtractor. Filtering in the frequency domain is
the only method to separate the differential bias offset from the information
carrying signals. Thanks to good matching properties of modern technology,
the differential offset usually is so small that this second loop can be skipped.
It is however not possible to distinguish a differential bias offset from a DC
component of the information carrying signal. This is the reason why even a
differential amplifier is not truly a DC amplifier.

In a similar way the control of the controlled voltage sources can be dealt
with. Skipping the controls and setting the sources at their nominal value leads
to a differential offset, that may be small as a result of the good matching
properties of modern technology. However, also these bias offsets cannot be
distinguished from DC components of the information carrying signal either.

8.12.2 Adders

Several very simple networks can be used to do the voltage addition of two
floating nodes. The adders are connected in parallel with the signal output of
a stage, so when they have a finite impedance they form an extra load in the
small-signal circuit. The input impedance of an adder is therefore an important
figure of merit. The other figure of merit is the quality of the addition, which
means the amount of information carrying signal that “leaks” to its output. The
most frequently used adders are depicted in figure 8.45. These adders are, in
order of appearance starting at the top:

n the ideal adder;

® two normal resistors;
® two bipolar transistors;
s four diodes;

s four pinch resistors.

The last two adders are made of four elements in order to secure that always
at both sides of the adder, at least one element (junction) is reverse biased,
otherwise the input impedance of the adder would become too low. It should
be noted that the used pinch resistor can be seen as a JFET of which the gate is
connected to the source or drain.
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Figure 8.45. Simple networks which are able to perform an addition.

When the two sides of the adder are not symmetric, conversion from dif-
ferential mode to common mode occurs, the two anti-phase differential-mode
signals do not cancel completely anymore. Matching is important. Inspecting
figure 8.44, it can be seen that the node to which the emitters of the right hand
side differential pair are connected can be seen as the output of an adder that
is coincidentally already available in the circuit. And indeed, very often this is
a very useful adder. Only in the case when the concerning differential pair is
driven by large signals, this may cause some asymmetric behavior due to the
non-linearity of the transistors. Then the adder becomes “leaky” for the signal
which causes interference of the bias loop with the signal behavior. It is up
to the designer to decide whether this is tolerable or not. When the leakage
is not tolerable, a separate adder has to be used. Then the extra loading is the
side-effect that has to be evaluated.

8.12.3 Using a current mirror for biasing

A way to deal with floating nodes at the output of a differential pair, is the
use of a current mirror. The configuration is depicted in figure 8.46. The two
collector bias current sources are connected across the complete circuit. Now
the collector of the left hand transistor is fixed at a well defined voltage via the
mirror (when the emitters of the current mirror are at a well defined voltage
of course), the collector at the right hand side is still floating, but in principle
shows no offset current. The application of a current mirror can be a convenient
way to bias a differential stage when a single sided signal output is desired.
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Figure 8.46. A current mirror used to bias a differential pair.

8.13  True DC amplifiers

DC amplifiers are actually amplifiers that can handle signals at very low
frequencies. At these very low frequencies it may be difficult to implement the
time constants for the bias filters. These may become very large. Then it is
no longer possible to use frequency domain filtering. The two options that are
left are filtering in the common-mode / differential-mode domain or in the time
domain. Also advanced techniques can be used like chopping. For all these
options it is necessary to know in advance, before the start of the small-signal
design, that they are to be used, because it has an significant impact on the
circuit topology, even for the small signal design. So, actually the very first
design step that is taken is the decision on the way the bias filtering will be
implemented.
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8.14 Exercises

Exercise 8.1

Given the transimpedance amplifier including the bias sources and the bias
loop, as depicted in figure 8.47. The biasing loop is not performing as it should.

E S @
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isT i - ::
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N ™ .
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= g [ = + — i =
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Figure8.47. A transimpedance amplifier including bias sources and bias loop (LPF = Low-Pass
Filter)

1. Explain why the loop is not functioning.

2. What has to be changed in order to get it functioning correctly?
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Exercise 8.2

Given the signal schematic of a transimpedance amplifier (figure 8.48).

Q ;
T 100m. 2 Q | & : 10kQ
E Q :

" i g o

Figure 8.48. Signal schematic of a trans-impedance amplifier.

Which bias sources have to be added to get a correct biased circuit ?
Bias quantities:

s I, =100 A
s I, =100pA
s J3=1mA
s Jyu=1mA
» (Bp1-4 =100

B Vie1-4=06V
W Doy =25V
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9

DC SOURCES

9.1 Introduction

In the previous chapter, biasing has been done with ideal bias sources. In this
chapter, some information will be presented on the practical implementation of
these sources. Implementing the bias sources is the final design step that yields
the amplifier that can be implemented completely with real-life components.
So, this chapter discusses small circuits to implement:

a8 voltage sources
® current sources

The next section of this chapter starts with the description of the ideal voltage
and current sources. Using this description, implementations of simple constant
voltage sources are given. To obtain in-depth information on advanced sources
like bandgap references etc., see reference [4, 8, 9]

The current sources are treated after the voltage sources, because in practice
current sources are usually derived from a voltage source via a (trans)conductance.
Implementations and non-ideal effects are discussed.

The bias sources supply the power the circuit needs to function. In apractical
circuit a separation can be made into two classes of sources:

® Sources that truly supply the power. This power may be coming from
chemical energy (batteries), coal, oil, gas or nuclear energy (via the wall
outlet) etc. The number of sources like this is minimized. They are usually
referred to as the “power supply” and tend to be voltage sources.'

'The easiest way to imagine current sources as true power supplies is probably to think of “magnetically
charged” super-conducting inductors that are short-circuited in storage and have a circuit between their
terminals when they are in use. This is not (yet?) a feasible option at normal temperatures.

289
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m Sources that transfer power from the power supply to another part of the
circuit where either the current or the voltage is kept at a fixed value. All of
the current sources and most of the voltage sources in a circuit, especially
the floating ones tend to be of this type.

A designer has to decide which one of the sources shall become the power
supply, the true power provider. Especially in battery powered applications,
this does not need to be the “standard choice”. A designer should be aware of
this freedom of choice. The ease with which the other sources can be derived
from the power supply is an important factor to take into account too’.

9.2 Ideal voltage and current sources

The output signal of ideal sources is independent of the load, temperature
and all other environmental influences and on top of that it is free of noise.

9.2.1 The ideal voltage source

In figure 9.1, the output signal versus the load current of the ideal voltage
source is depicted in the V-I plane. As can be seen, the output voltage Vrefs
is independent of the load current Ijoeq. Since the output resistance of a volt-

I IoadT

ref

—>
4

Figure 9.1. The output voltage V,.. 5 versus the load current [j5q4.

age source is defined as the ratio of output-voltage variation and load-current
variation, the output resistance 7y of the ideal voltage source equals zero:

dVref —

0Q. 9.1
dl1oad ©.1)

Tout =

2An example of unorthodox placement of true power sources is the use of a small battery as a floating
voltage source, a level shift. Especially when this level shift does not need to supply much power (e.g. a
small lithium battery connected to a gate), this level shift may function well over the expected lifetime of
the circuit. There even seems to be a possibility to integrate small batteries that can be used for this purpose
(33]
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All power supplied is concentrated at DC (0 Hz). The signal-to-noise ratio
of the output voltage is infinite. The power-density spectrum Sy of the noise
voltage at the output equals:

Sy, =0V2/Hz. 9.2)

9.2.2 The ideal current source

In figure 9.2, the output currentlyes of the ideal current source is depicted in
the I-V plane as a function of the load voltage. The output current is independent

l

—
Vl‘md

Figure 9.2. The output current I,..; as a function of the load voltage Vigqaq-

of this voltage. Therefore the output conductancegeqt of the ideal current source

is zero:
dI out

t —
Jou dVload

Just like the ideal voltage source, the power-density spectrumS; of the noise
current at the output is zero:

=08. 9.3)

S; =0A?/Hz. 9.4)

From this it can be seen that biasing with ideal sources does (should!) not
influence the small-signal behavior of the designed amplifier at all.

9.3 Practical voltage sources

When the voltage source to be implemented is intended to be the power
supply, there is not much design effort for the amplifier designer. It is just a
matter of selecting the most appropriate one or of being forced to use one by,
for example, “digital designers”.

The work is in the voltage sources of the second type, that transfer power
from the power supply to other parts of the circuit. Power-supply variations
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are not allowed to penetrate to the output of these voltage sources. Thus when
the power supply only supplies the power in a “raw” form, the voltage source
must transfer this power to another part of the circuit at a well-defined voltage,
supplying any current that is demanded by the circuit. The figure of merit for
this function is the Power Supply Rejection Ratio or PSRR for short. The PSRR
is defined as:
PSRR & WVoouer 9.5)
dv;'e f
with Vpower being the supply voltage. When this PSRR is notinfinite, the source
canbe seen as anextrainputto the amplifier. Aninputfortrouble, unfortunately,
not for the intended signal. So, when shifting the sources, (section 8.9) care
has to be taken to shift the sources to the least sensitive places.
The output voltage of a realistic voltage source is depicted in figure 9.3. In

!

ref|

I
]
|
|
|
L

1, .
Ibias
Figure 9.3. The output voltage Vy..s versus the bias current Isq, of a realistic voltage source.

this case the source behaves well enough as a bias voltage source when the bias
current is above the threshold currentlyy,. Itis a very common phenomenon that
abias voltage source only functions well in a limited currentrange, so, generally
this is not aproblem. Though, in some cases, it may resultin multiple bias-point
solutions for the circuit of which only one yields a properly functioning circuit.
Details on this can be found in [34].

Several implementations of voltage sources are discussed in the next section.

9.3.1 The resistive divider

The schematic of the voltage source implemented by a resistive divider is
depicted in figure 9.4. The output voltage Vyey is a fraction of the power-supply
voltage Voo

= =2 Vo 9.6)
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Figure 9.4. A voltage source implemented by a resistive divider.

The accuracy of this source is determined by the accuracy of the power-supply
voltage and the matching of the two resistors.
The output resistance, Tout, Of this source equals the parallel connection of
the tworesistors:
RiR,

Tout = R+ Ry
To obtain a low output resistance with this source, low resistances may have
to be used. This may results in a too high current consumption. The relation
becomes more clear when the total supply current, Ipigs, is expressed as a
function of the output resistor. The following relation is found:

Veo 1 Vier
o= Y - (1- Veef. 9.8
Ibtaa Ri+ R, Tout ( Vo c ref 9.8)

.7

Thus for a given output voltage and power-supply voltage, the bias current is
inversely proportional to the output resistance.

For most amplifiers, DC is not a very interesting part of the frequency charac-
teristic. So, different constraints may exist for the impedance level for biasing
purposes and the impedance level in the signal band. The latter constraint may
be more severe. Fortunately, in the signal band the impedance can be made
lower without creating a higher power consumption with a capacitor. This
is illustrated in figure 9.4 with capacitor C;. Now C} determines the output
impedance in the information band.

The outputnoise is determined by the thermal noise of the parallel connection
of the two resistors. The power spectral density spectrum, Sy, of the noise
voltage equals:

Sy, = 4kT(Ry || R2). (9.9)

Again, for a low-noise behavior, low resistances and thus a high current con-
sumption are required. With capacitor C this power-density spectrum can be
reduced in the information band.
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The PSRR is determined by the resistors and is given by:

PSRR = 1+§1. (9.10)
Ry
To obtain a high power supply rejection ratio, the ratio £y and Ry should be
large. However, for a given output voltage, this ratio is fixed. Again a capacitor,
C) in figure 9.4, can solve this problem.
(A capacitor in parallel with Ry would of course completely ruin the PSRR.)

9.3.2 The non-linear divider

To improve the performance of the source, a non-linear resistor can be used
for Rp. The principle is depicted in figure 9.5. The non-linear function is the

Vee VT
R
+
V ----- 1
NL Vref e |
|
e |
—_ —

Ibi’as

Figure 9.5. A voltage source using a non-linear resistor.

I-V characteristic of the non-linear device (NL), the linear one is of the resistor
(R). The output voltage is given by the intersection point of the two functions.
With this non-linear device, the large-signal behavior (the generation of an
output voltage) and the small-signal behavior (creation of a low output resis-
tance) combine more efficient than in the linear case. The output resistance of
the source is approximately the small-signal resistance of the non-linear device.
This can be much lower than for the resistive divider.
The noise behavior of this source with respect to the linear divider with the
same current consumption generally improves.

As seen in the previous section, the PSRR equation (9.10) increases when
the value of Ry decreases. For this source, Rg is replaced by the small-signal
resistance of the non-linear device. The PSRR will be considerably higher.

Various devices can be used for the non-linear part of the divider. Four
examples are shown in figure 9.6. They are:

a. a diode-connected bipolar transistor;
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Figure 9.6. Four voltage sources using a non-linear device

b. a diode at reverse Breakdown;
c. a diode-connected normally-off FET;

d. a bipolar transistor used at punch-through.

9.3.2.1 A diode-connected bipolar transistor

In figure 9.6a, the diode-connected bipolar transistor is used as the non-linear
device. The output voltage equals the base-emitter voltage of the transistor that
ranges, typically, from 0.5V to 0.9V, depending on the collector-current and the
emitter size. For higher voltages, more diode-connected transistors in series
can be used. The output resistance is approximately:

kT
q I bias

9.11)

Tout =~

with Ipies being the collector bias current of the transistor. The higher the
current, the lower the output resistance.

The noise performance of the base-emitter junction reference is found by
transforming all the noise sources to the output. The noise performance is
dominated by the thermal noise of the base resistancerp and the collector shot
noise. The power-density spectrum of the noise voltage is approximately:

SV,os = 4kT (r,, + 2—1—) : (9.12)

am

Reduction of the noise is possible by choosing a transistor with a lower base
resistance (this can be done by taking several transistors in parallel) or by
choosing a higher collector current. Which noise source is dominant depends
on the specific circuit. In low-power circuits, mostly the collector shot noise is
dominant and the noise of the base resistance is negligible.
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For instance, a typical value for the base resistance of a minimal sized tran-
sistor is 500 2. When the transistor is biased at 1A, the equivalent noise
resistor at the output, representing the collector shot noise, equals 13 K2 at
room temperature. Thus the noise of the base resistance is negligible.

When low-noise voltage references are needed, the use of base-emitter junc-
tions is the correct choice. This is easily seen when the noise of the base-emitter
voltage reference is compared with the noise of a voltage source that is made
with a resistor and a current source.

Example:

A reference of 600mV is made with a large transistor (for a high absolute ac-
curacy). Assume 100pA is available for the biasing of the transistor and its
base resistance is 150€2. The total equivalent noise resistor equals 280€2. This
voltage can also be realized by a current flowing through a resistor. When the
same bias current is used the required resistor equals:

U o6V
~ 1 100pA
Of course, the equivalent noise resistor is equal to this 6000€. The noise

power of the voltage reference made with the base-emitter junction is more
than a factor 20 lower than the one made with the resistor.

= 600012. (9.13)

9.3.2.2 A diode at reverse breakdown

A voltage source can also be realized with a reverse-biased diode at break-
down. Zener diodes are optimized for this use. The V-I characteristic of a
Zener diode is plotted in figure 9.7. The forward behavior is comparable to that
of a normal diode. In reverse mode, at a specific voltage, the current starts to
increase rapidly. This specific voltage is called the reverse-breakdown voltage,
Vir. Beyond this voltage the Zener diode behaves like a voltage source (c.f.
figure 9.1).

The reverse breakdown is due to two distinct mechanisms,avalanche mul-
tiplication, which causes an avalanche breakdown and the Zener effect, which
causes a Zener breakdown. Although in diodes any of the two mechanisms may
be dominant, the diodes are always referred to as Zener diodes.

9.3.2.3 Diode-connected normally-off FETs

When anormally-off FET is used as the non-linear component in the divider,
as shown in figure 9.5, the output voltage is determined by the intersection point
of Vgs versusIr and Vg versus Ir (see figure 9.8).

The output resistance, Tout, Of this source equals approximately:

Fout = — (9.14)

Im
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Figure 9.7. The V-I characteristic of a Zener diode.
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Figure 9.8. The output voltage of the voltage source using a normally-off FET.

with gpthe transconductance of the FET. For lower output resistances, again
more current is required. The noise of this source is due to the thermal noise of
the resistor and the drain noise of the FET. The PSRR equals:

1

PSRR= ————.
1+ gmR

(9.15)

9.3.2.4 A transistor used at punch-through

When a junction is biased in reverse mode, the depletion layer becomes wider
for higher reverse voltages. In a transistor, the base-collector junction is mostly
reverse biased. The depletion layer of the base-collector junction reduces the
effective base width (modelled by the forward Early voltage). When the reverse



298 DC SOURCES

voltage is increased such that the depletion layer of the base-collector junction
touches the depletion layer of the base-emitter junction, the effective base width
is reduced to zero. An electric field now exists across this depleted area and
transports every carrier that enters the region to the other side. Similar to the
current through a collector-base depletion layer, the field cannot influence the
number of carriers transported. The current is determined by the supply of
carriers at the depletion layer boundaries. Since the emitter is highly doped,
the current can become very large and an external current-limiting resistor
has to be connected in series with the collector lead (see figure 9.6). For an
increasing current, the voltage across the resistor increases, consequently, the
voltage across the transistor decreases. At the biasing point, the voltage is such
that the base-emitter and base-collector depletion regions just touch each other.

The output voltage of this circuit is indirectly determined by the number of
available carriers. A small increase in the reverse base-collector voltage results
in a very large increase in the output current. Thus, the output resistance of this
source is very low.

9.3.3 Floating voltage sources

Floating voltage sources (level shifts) can be easily made in a branch that
already supports a DC bias current. Placing a resistor or a non-linear element
in this branch can result in the required voltage drop. All design considerations
described above also apply for these floating sources. Only the biasing resistor
(R in figure 9,4) is omitted.

9.3.4  Conclusions on voltage sources

The simplest implementation derives a voltage from the supply voltage by
means of a resistive divider, or by placing a resistor in a branch that already
supports a DC bias current.

Using a non-linear device produces a better performance. The forward-
biased junction has shown to be a very good candidate for this. A low-noise
behavior combined with a low output resistance is feasible.

9.4  Current sources
Current sources are all derived from a voltage reference with the aid of a

(trans)conductance. This is depicted in figure 9.9. When the voltage source is

assumed to be ideal, the power-density spectrum.S; of the noise current at the

output equals:

_4kT

" R

and can in the limitbe zero when a source with an infinitely high voltage is used
such that an infinitely high resistance can be used. In practice, the noise may be

Si (9.16)
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Figure 9.9. Derivation of a current source from a voltage source.

worse than given in equation (9.16). This is because a current flowing through a
resistor can cause 1/fnoise due to the granular structure of the resistive material.

When both a low output conductance and a high output current are needed,
this type of current source gives problems because high reference voltages are
required. Then it is better to realize a low output conductance with an active
circuit.

9.4.1 An active current source using a transconductance

The basic configuration of an active current source is given in figure 9.10 in
which a nullor is used. The current is again given by:

Ly

WD = i|

Figure 9.10. A current source realized with a transconductance amplifier and a reference volt-
age.

Vre
Lyes = ;zf : 9.17)

Actually this is just a very “normal” transconductance amplifier, with a DC
signal as input, so, all properties discussed in the previous chapters also apply
for this circuit. With the nullor in place, the properties are ideal. So, the output
conductance is zero and independent of R. The output noise is just the noise
produced by the resistor.

The difference between the amplifiers discussed before and this one is the effort
to keep the circuit that implements the nullor as simple as possible; to restrict
it to just one transistor. When this does not yield the desired performance, all
techniques discussed in the previous chapters may be used to improve it.
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9.4.1.1 Using a bipolar transistor as nullor

The simplest nullor implementation, a CE stage, results in the series stage
of figure 9.11. The output current is given by (the base current is ignored):

1 ref

re R

Figure 9.11. 'The nullor implemented with a single CE stage.

Vref - Vbe
-————R .

As the base-emitter voltage is temperature dependent, the output current of
the source is temperature dependent too. The output resistance (being 1§out)

equals:
,BfT'o -R
rp+r.+ R

This function is plotted in figure 9.12. The output resistance is normalized to
7o and the feedback resistor R to . For values of R much largerthan r, plus
T3, the expression for the output resistances reduces to:

Tout = (B + 1)ro. (9.20)

Tout = (9.18)

Tout =To+ R+ R (9.19)

Usually, this results in very high values forR. For 70% of the maximum output
resistance, R needs to be approximately 2 times larger than 7. Then, the
voltage across the feedback resistor equals:

VR=I-R:I-2fr,r=I-2ﬂ12—:;=2BEqZ 9.21)

For 8 = 100 and at room temperature, the voltage across the resistor is about 5V
This 5V is in strong contrast with modern supply voltages. Another limitation is
given by the required resistance. In low-current applications, the output current
can easily be in the order of nAs or pAs, which is demanding for feedback
resistors in the order of Mf2s and G§1s.

Increasing the output resistance, without the need for very high resistances,
can be realized in two ways:
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Figure9.12. Thenormalized output resistance as a function of the normalized feedback resistor

for 5=100.

» increasing the loop gain (8 + 1), a better approximation must be made for
the nullor;

» increasing the output resistance of the active part ).

For the first option, the next step is a two-stage nullor implementation. The
strategy to follow is similar to that for normal amplifier design. The output
resistance will increase by a factor 3. The latter option is obtained when the CE
stage is cascaded with a CB-stage, see figure 9.13. Without the resistor, R=0§2,
the output resistance of the transistor combination stage is approximatelySro.
For larger values of R, it can increase to approximately 8%r,. When a still
higher output resistance is required, the loop gain has to be increased. An
additional CB-stage does not increase the output resistance any further.

94.1.2 Using FETs

The current source with one FET is depicted in figure 9.14. The output
resistance equals:
Tout = R+ (1 + gmR)7y 9.22)

with 74 the small-signal output resistance of the FET and gm its transconduc-
tance factor. In contrast with the output resistance of the bipolar source, which
is limited to (8¢ + 1)7o, the output resistance of the FET source approaches
infinity for a feedback resistor approaching infinity. But, again, highresistances
are required. To increase the output resistance, without the need for high re-
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Figure 9.14. An active current source with a FET.

sistances, the same options as described for the bipolar version are open. An
example of the second option is shown in figure 9.15. The output resistance of

Figure 9.15. A FET current source cascaded with a CG-stage.
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the CS-CG combination with the resistor set to R=02 is:
Td,cascode = mTd * Td = HUT4- (9.23)

The output resistance is increased by a factor equal to the voltage-gain factor of
the FET. For each additional CG-stage, the output resistance increases a factor
4, in contrast to the bipolar implementation where a second CB-stage does not
increase the output resistance any further.

The difference in the behavior of the current source made by the bipolar
transistor and the FET is caused by the nature of the effect that causes the finite
output resistance of these devices. More details on this can be found in [21].

9.4.1.3 Noise behavior
The current source with all its noise sources is shown in figure 9.16. The

l Iref
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[
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'p

o

ref

iR

Figure 9.16. The noise sources in the active bipolar current source.

power-density spectrum of the noise sources is given by:

Sy, = 4kTr, (9.24)

Sip = 2qIp (9.25)

Si. = 2qlc (9.26)
4KT

A..C) 27

S, B 9.27)

The power-density spectrum of the the equivalent noise current at the output,

S;, is given by:

. 2ql¢ 2qlp " 4kT(R+ 1)
(1+BR/ra)® " (L+7x/BR)  (R+74/B)

The first term represents the effect of the collector shot noise. For very high
resistor values, this term disappears completely. The second term is due to the

(9.28)

i
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shot noise of the base current. For very high values of R this term reduces to
2qIg. The last term accounts for the noise of the feedback resistor and the base
resistance. This term vanishes for high values of the resistor. The expression is
plotted for a varying resistor value in figure 9.17. The noise-power density has
been normalized to 2qI¢ and the feedback resistor has been normalized tor.

l T T

0.1}

Sil2qlc

0.01 ¢

10 100 1000

0.001 ) A . .
08.000 1 0.001 0.01 0.1 1
R/rpi

Figure 9.17. The normalized noise current of an active current source as function of the nor-
malized value of the resistor.

To obtain the minimum noise-power density level of2¢fg, an unpractically
high value is required for the resistor. A reasonable value is found when the
resistor is chosen such that sum of the noise due to the resistor and the noise
due to collector current equals the shot noise of the base current. Neglecting
the noise of the base resistance, the value for R is:

R= —2£f- 9.29)

Im
With B¢ = 100 and kT'/q =~ 26mV the voltage across R equals:

VeR=IcR= 2,8% ~ 5V (9.30)

This is the same value as found with the calculations done for the output re-
sistance as a function of the feedback resistors, see page 300. Apparently,
high-quality current sources are in all respects difficult to implement for mod-
ern supply voltages. More power will have to be spent in low-voltage circuits
to make up for the degraded performance of the current sources. It is always
wise to check whether the use ofa DC-DC converter, including its inefficiency,
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Figure 9.18. The parasitics of the active current source.

to increase the supply voltage leads to a net decrease in the total power con-
sumption.

94.14 HF behavior

The output impedance of the current source has to remain high in the complete
information band. So, there are the same bandwidth considerations as there are
for the amplifier itself even though the source is “just processing a DC signal”.
Figure 9.18 shows the source with its parasitic capacitances. The capacitor
Cs is only found for transistors in an integrated circuit and can be separately
modelled in simulators like PSPICE. Unfortunately it is directly connected to
ground. The output impedance is given by:

Tout
1+ jwrout{Cu + Cjs)

9.31)

Zout (Jw) =

and has a pole at
-1

P t(Ca+ Cia)’

For frequencies beyond 1/[277out(Cy + Cjs)] the output impedance is domi-
nated by the parallel capacitance (Cj, +Cjs). The effectiveness of cascading the
current source with a CB-stage, at relatively high frequencies, depends on the
values of C, and Cj,. Note that the CB-stage might introduce a capacitorCjg

directly connected to ground too. Four different situations are depicted in figure
9.19. Curve 1 shows the output impedance of a single CE stage. Curve 2 shows
the output impedance of the source when the resistor in series with the emit-
ter is used. The low-frequency impedance is increased. The high-frequency
impedance is not increased. Both capacitors Cy + Cjs), are still in parallel

with the high output impedance of the series stage (see figure 9.18). Curve 3
shows the output impedance of the source including the resistor, cascaded with

9.32)
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Figure 9.19. The effect of a cascading CB-stage on the high-frequency output impedance: 1)
without resistor and CB-stage, 2) with a resistor but without CB-stage, 3) with both a resistor
and a CB-stage, 4) similar to 3 but without substrate capacitors.

a CB-stage. The low-frequency output impedance is increased any further. The
high-frequency output impedance is again not affected. The substrate capacitor
of the CB-stage, which is directly connected to ground, is now in parallel with
the output of the source (It is assumed thatCjs is much largerthan Cy,). Curve 4
shows the output impedance in a case similar to 3) but without substrate capac-
itors. The high-frequency impedance is drastically increased in the same way it
is expected for any “normal” amplifier. The influence of the substrate capacitor
can be reduced much in modern IC-processes. Of course, it is a special point
of attention for every IC-designer.

When all the measures are taken, the output impedance may still be too low
at (very) high frequencies. A very straightforward method used in HF design
is putting a resistor (or even an inductor) in series with the current source. The
output impedance is now, at high frequencies, dominated by this resistor instead
of by the parasitic capacitance.

9.4.2  The peaking current source

The peaking current source is a special type of current source. It can be an
efficient circuit to reduce the influence of the power-supply voltage on the output
current. So, it might be considered in cases where a high PSRR is required.
The circuit is shown in figure 9.20. The relation betweenly and frf is given

by:
Iref _ I LR
In ( Tos ) =In (131) ’£qI (9.33)
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Figure 9.20. The peaking cutrent source,
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Figure 9.21. The relation between the input and output current (I; and I,..¢) of the peaking
current source.

or

I LR
Leg=1 (Esj) exp (~%> (9.34)
q

with Igy and Iga the saturation currents of @1 and @2, respectively. The
function is depicted in figure 9.21 with k—g‘- =26mV, Ig;/Igo=1and R, =
10 k2. The curve shows a peak, responsible for the name “peaking current
source”. At this extreme, a variation in I1 is not transferred to I3. The source
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Figure 9.22, An example of a peaking current source.

is biased at this extreme when:

RI, = _I_cg: (9.35)

When the voltage across R is equal to the thermal voltage, a change in the
current I is totally suppressed in the output current. At this extreme, the ratio
between the input and output current is given by:

L 1(Is
A =3 (IS2) . (9.36)

An example of a peaking current source of 100 A is given in figure 9.22. The
current in the left branch, [1, must be 272 pA. At 300 K, R; must have a value
of 95 €, equation (9.35). The current source on top of the left branch (figure
9.20) is implemented by resistor Ry and must have a value of:

Vec — Vae
Ry = YT 15.8 k2 9.37)
in the case of Voo =5V and Vg = 0.7 V.

Only resistor Ry needs to be accurate. Ry does not need to be accurate
because small changes in Rz can be seen as small changes in I3 and these are
not transferred to I5.

As a consequence of the suppression of small changes in I3, this type of

current source exhibits a very high PSRR. More improvements can be found in
[21].
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Figure 9.23. The basic current mirror.
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Figure 9.24. The simplest implementation of a current mirror.

94.3 The current mirror

The basic current mirror, based upon two bipolar transistors, is shown in
figure 9.23. The nullor forces the input current to flow completely through the
collector terminal of @1 and the output transistor mirrors that current.

The simplest implementation of the mirror is depicted in figure 9.24. In this
current mirror, the nullor is implemented by just a wire. This results in an error
in the transfer.

In figure 9.24, the currents flowing in the mirror are indicated. The output
current is equal to:

Ien  Ico
Towt = Ic1 = Iin — —— — ——. (9.38
out C1 in ﬂl ﬂ2 )
Consequently, the transfer equals:
Tout 1
— = 9.39
I, 142/ (9:39)

The higher the current-gain factor is, the smaller the difference between the
input and output current and the closer the transfer approaches 1.

The influence of the base currents can be minimized by using a better imple-
mentation for the nullor shown in figure 9.23, which is shown in figure 9.25.
The nullor is now implemented with a CE stage. The input and output current
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Figure 9.25. A current mirror with a reduced influence of the base currents.

are:

Ior +1
0170—2 (9.40)

Towt = I (9.41)

Iin=Ic1 +

The influence of the base current is decreased by a factor3. This is exactly the
increase in the loop gain in the mirror due to@s.

The output transistor basically works similar as the current sources described
in the previous section. The reference voltage now originates from the input
transistor. This implies that resistors in series with the emitters improve the
performance (output impedance, noise behavior) of a current mirror in the
same way they dofor a simple current source and should therefore be seriously
considered.

9.4.3.1 High-frequency behavior of the current mirror.

To examine the high-frequency behavior of the current mirror, the current-
gain factor of the transistors, is described by:

1

ﬂf:ﬂO'm-

(9.42)

The pole at —1/(27fBo7¢) represents the finite bandwidth of the transistors.
Substitution of this expression for 8 in the expression for the transfer of the
current mirror, equation (9.39), results in:

Tout _ 1 1
Ly  1+42/6 1+ 2jwry’

(9.43)

The high-frequency behavior is given by a pole at half the transit frequency of
the transistor. Of course, a substrate capacitance and a collector bulk resistance
if present have influence on the high-frequency behavior too.
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Figure 9.26. A MOS current mirror.

944 The MOS current mirror

In the previous sections, the current mirrors discussed were built with bipolar
transistors, but they can be implemented with MOS transistors just as well. The
MOS current mirror is shown in figure 9.26. The transistors must always be
in the saturation region. The gate-source voltage is higher than the threshold
voltage (normally-off device) and the gate-drain voltage is zero.

The behavior of this current mirror is analogous to its bipolar equivalent.
The error due to the channel-length modulation (“Early effect”) is generally
larger, because the output resistance of MOS transistors is lower than that of a
bipolar transistor, so cascading with a CG-stage is favorable. In contrast with
the bipolar current mirror, the MOS mirror does not suffer from errors due to
DC gate currents.

9.5 Conclusions on current sources

Several implementations of current sources have been discussed. The sim-
plest current source uses a single resistor to derive the current from a voltage
source. This source, however, requires a high supply voltage in the case of a
high output impedance combined with a high output current. The active cur-
rent source is able to realize a high output impedance and a high output current
with a reasonable supply voltage at the expense of extra noise. When there
is 5 V across the resistor in the current source, noise performance and output
impedance are close to the optimal values for this type of source. This makes
it problematic to implement high performance current sources in low-voltage
applications. The use of a DC-DC converter could be considered.

The performance of the current mirror has been discussed too. Also in this
case the use of emitter resistors is advised: the output impedance increases, the
mirror factor is closer to unity and the output noise level and the sensitivity for
matching errors in the transistors reduce.
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10

DESIGN EXAMPLE

In this chapter, a design is treated to show the application of the presented
design methodology. The different steps in the design methodology are treated
separately. The design is supposed to be realized on a PCB, so inductors and
large capacitors can be used. For the active devices, it is assumed that the
selection needs to be done from the ones listed in table 10.1. These devices

Transistors

Bipolar (N) | BC550B
2N3904
Bipolar (P) | BC560B
2N3906

JFET (N) J108

J112

JFET (P) J174

J270

Table 10.1. 'The list of active devices from which needs to be selected.

can be considered as general purpose devices that are easily available and most
simulators comprises those devices in their standard libraries.

10.1  Amplifier specification

The source for the amplifier to be designed is a piezo-electric sensor. It
is to be used to measure pressure variations. When the pressure exposed to
the piezo-electric element changes, the charge on the element changes, when
keeping the voltage across the sensor constant. For this application the expected
maximum effective value of the signal charge is 500 pC. The signal bandwidth

313
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is 50 Hz to 1.5 MHz. The output impedance of the sensor can be modelled with
a capacitor of 10 nF. From the application follows that one-sided grounding is
required for the sensor. Table 10.2 summarizes the specifications of the source.

Source
Max. effective signal 500 pC
Signal Bandwidth 10 Hz - 1.5 MHz
Impedance 10 nF
Grounding One sided

Table 10.2. The specifications of the signal source.

The load for the amplifier can be modelled as a parallel connection of 10 K2
and 100 pF. To obtain optimal signal quality for the load, it should be voltage
driven. It requires a maximum effective signal voltage of 0.5 V. Also a single-
sided grounding is required for the load. Finally, the load cannot stand a too
large DC current. Therefore, a maximum DC current of 100uA is specified.
Table 10.3 summarizes these specifications.

Load
Max. effective signal 05V
Impedance 10 k2//100 pF
Grounding One sided
Max. DC current 100 A

Table 10.3. 'The specifications of the load.

To make the set of specification complete, the transfer of the required ampli-
fier is considered. Its transfer should be such that given the maximum effective
input signal, the maximum effective output signal is obtained. The signal-
to-noise ratio of the output signal should be higher than 70 dB whereas the
small-signal bandwidth should be at least 1.5 MHz with a maximum-flat mag-
nitude response. The power bandwidth needs to be only 500 kHz. Table 104
summarizes these specifications.

10.2  Step 1: Determination input and output quantity

According to the specifications, the output signal of the piezo-electric sensor
is in the charge domain. However, circuit design is in terms of voltages and
current, i.e. either the sensor should be shorted by the amplifier input or it
should be left as an open by the amplifier input. Thus, either a Norton or a
Thevenin equivalent should be used for the sensor. Figure 10.1 depicts both
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Transfer
SNR >70dB
Bandwidth >15MHz
Response type MFM
Power bandwidth | >500 kHz

Table 10.4. The specifications of the transfer.

options. To be able to choose between those two options, the relation between

——o

-1 10nF
v, g)
——o0
a) b)

Figure 10.1. a) A current-source representation and b) a voltage-source representation of the
piezo-electric sensor.

the electrical signal and the physical signal should be considered. In the case
of the current-source representation, the relation between the current and the
charge is given by: J
. Qs
b= —r (10.1)
in which i, is the signal current and ¢y is the signal charge. Clearly, the charge
and current are unambiguously related to each other. For the case of the voltage
source representation, this is slightly different. The signal voltage as a function
of the signal charge is given by:
ds

Vg = C. (10.2)
in whichw, is the signal voltage and Cs is the output capacitance of the sensor.
Thus, the signal voltage depends on the signal chargednd on the output capaci-
tance of the sensor. As a result of the physical mechanism in the piezo-electric
sensor, Cj is dependent on the signal as well. Note that due to the pressure the
sensor deforms slightly, resulting in a slightly different output capacitance.

As the relation between the signal current and the signal charge is the most
accurate one, the current-source representation is chosen to be the appropriate
one.

For the load, the discussion is straightforward. According to the specifica-
tions, a voltage drive yields the optimum signal quality.



316 DESIGN EXAMPLE

10.3  Step 2: Synthesis of the feedback network

The amplifier to be designed needs to have a current input and a voltage
output. Thus, the input of the feedback network needs to be connected in
parallel with the output of the amplifier to sense the output voltage. Further,
the output of the feedback network needs to be connected in parallel with the
input for comparing the input-signal current with the feedback-signal current.
The basic configuration for this type of amplifier is depicted in figure 10.2.

—

i‘@ T L = gl Rﬂ C% _Lo

Figure 10.2. The basic configuration of a negative-feedback amplifier for a current input and
a voltage output. Zy is the feedback impedance and Rz, and C are the load resistance and
capacitance, respectively.

The feedback impedance sets the value of the gain of the amplifier. For this
configuration the asymptotic gain equals:

v
Atoo = TL = Zs (10.3)
S

The required transfer follows from the specifications as:

b 5
Aoo = SL=et1 Sgli,c = 1nF (10.4)
is-efy O

So, the feedback impedance should be a capacitor of 1 nF in order to have
a frequency independent transfer from the sensor-signal charge to the output
voltage.

After this step the designed amplifier has got the required gain and is ideal
with respect to noise, distortion and bandwidth. It should be noted that when
checking the transfer of the current design with a simulator, the transfer from
current to voltage equals:

1

= sC,

A (10.5)

in which 8 is the Laplace variable. This integration is because of considering
the signal current as the input instead of the signal charge.
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104  Step 3: Design of the first nullor stage: noise

Now the design of the feedback network is done, the next steps concentrate
on the design of a nullor implementation, such that an implemented amplifier
is obtained that meets all the specifications.

The first step in the design of a nullor implementation is to design the input
stage for noise. The amplifier configuration is as depicted in figure 10.3. The

Cf
SL B~ —
Q1 wAH el 2

Figure 10.3. The amplifier configuration for designing the input stage with respect to noise.

input stage is depicted as a separate two port. The noise of the input stage is
modelled by the two sources, ¥pn, and #,. For this configuration an equivalent
noise source needs to be determined. This can be either at the input or at the
output. As for this example the information is in the charge domain, it is most
convenient to determine the SNR at the output of the amplifier. Therefor, first
an equivalent input noise current source is determined which is subsequently,
transformed by the gain of the amplifier to the output.

For the input stage, the type of device is still left open. It is assumed that
the noise of the input stage is modelled by two noise sources. As soon as
an equivalent source is determined for the total amplifier these noise sources
should be made specific depending on the type of input stage.

Obtaining an equivalent noise source at the output of the amplifier is done in
the following six steps:

1. Starting point for determining the equivalent noise source is to identify the
noise sources. The result is depicted in figure 104. Besides the equivalent

i

Va

i CJ-Ol t"_;——+_*+ 'C‘J—vi
ORI — ok

Figure 10.4. Identification of the noise sources.
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noise sources of the input stage, only the load resistance generates noise.
This noise is modelled with a current noise source,in,R.

2. The noise source of the load resistance is in parallel with the output of the
amplifier, so the chain matrix of the amplifier can be used to transform this
source to the amplifier input. As parameters B and D are zero for this
amplifier, the resulting equivalent noise sources are zero. Thus, the noise of
the load resistance can be ignored.

The equivalent noise current of the input stage @) is already in parallel
with the signal source, thus does not need any further transformation for the
moment.

The equivalent noise voltage source of the input stage @) is shifted through
the input node, into the feedback network and in series with the signal source.
Note that now two correlated noise sources are obtained. This correlation
should be taken into account when determining the power spectral density
of the total equivalent noise source.

Figure 105 depicts the transformations.

Vo C
]
1

VII |

H N > & =l & + -0
i*@i"l or AU — D ol
S i) Bl IEIR

Figure 10.5. Transforming and moving vn, i, and iy, r.

3. The noise voltage source ¥y, in series with the signal source is transformed
into a current source, via the Norton-Thevenin transform, yielding a current
source equal to:

in = 8CyUn (10.6)

The same goes for the noise voltage source in series with the feedback
network. It is also transformed into a noise current source, according to:

in = sCjvp (10.7)
These transformations are illustrated in figure 10.6.

4. Subsequently, the current source in parallel with the feedback network is
split into a current source in parallel with the input and a current source in
parallel with the output, see figure 10.7.
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Figure 10.6. Transforming vy, into a current source.
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Figure 10,7. Splitting the current source which is in parallel with the feedback network.

5. The current source in parallel with the output can be ignored as the current
source due to Ry, could be ignored. The sources left now are current sources
in parallel with the signal source. Thus the equivalent input noise current
source, In,eq, is given by (see figure 10.8):

in,eq = in + 8(Cs + Cy)vn (10.8)
Intuitively, this source can be explained as follows. Sourceiy is directly

C
|
|

R T = e

ln.ﬂ]

lg -=+0

Figure 10.8. Obtaining the equivalent input noise current source.

in parallel with the signal source whereas the source ¥ is transformed via
the sum of the source capacitance and the feedback capacitance to a current.
This is in line with the short cut as described in section 4.5.5.



320 DESIGN EXAMPLE

6. Finally, the equivalentsource at the inputcan be transformed to an equivalent
noise voltage source at the output of the amplifier,¥n eq. This source is given
by:

, 1 C
Un,eq = Apoo - tneq = —SCnf + (1 + C—;) Un (10.9)

This equivalent noise source is depicted in figure 10.9.
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Figure 10.9. The equivalent noise voltage source at the output of the amplifier.

The expression of the equivalent noise source is in terms of the equivalent
noise sources of the input stage. Depending on the type of transistor, a specific
expression is obtained that can be optimized. This optimization yields basic
different results for bipolar and JFET, as will be seen subsequently.

Bipolar input stage. For a bipolar transistor the relevant noise sources are
the base shot noise, 4, the collector shot noise, ¢., and the thermal noise of the
base resistance, ¥np, see figure 10.10. Mostly, the 1/fnoise can be ignored. If
not, it can be taken into account as a factor in the expression for the collector
shot noise. Here it is assumed that the 1/f noise can be ignored.

vn.bip v,

Y
D

n,b T,

AN -—
o — li
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Figure 10.10. Equivalent noise sources of the bipolar transistor.

Transforming the noise sources to equivalent noise sources, Up pip and in pip
at the input of the transistor (see figure 10.10), yields the following two sources:

1 T )
Unbip = Unp+ic (‘— + —2) & Unp + —_ (10.10)
m ,Bf Im

inpip = By + - & (10.11)
By
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The approximations can be made if 3 s > land Ty > 75, which often hold. Us-
ing the approximated expressions for the noise sources of the bipolar transistor
in equation (10.9), yields:

'ib Cs 7;0
= — 1 —_— . St .
The power spectral density is given by:
2q1, ( Cs )"’ ( 2ch)
S =——>s+ |1+ ) - |4kTrs + 10.13
n,eq (27!'fo)2 Cf b 912n ( )

Subsequently, the total power in the signal band can be found by integration of
this expression over the band, yielding:

Cs\? 2qV;2
1+ Cf) . <4kTTb+ I

ql,
P, N —
et ™ 3m3CEfBy ¢ (

in which fp, > fiand 1/fi > 1/fn are used. Further, the expression was
rewritten in terms of I,.

This expression is plotted for the four bipolar transistors in figure 10.11. The
used parameters are listen in table 10.5.

) - fn (10.14)

Transistor | B | 1 [ | Tcopt [4A] | Pramin [V?] | SNR [dB]
BC550B | 375 | 300 140 1.5e-9 82
2N3904 180 | 150 90 1.3e-9 83
BC560B | 290 | 130 120 1.1e-9 84
2N3906 200 | 150 100 1.2e-9 83

Table 10.5. The transistor parameters, the optimal collector current and maximum SNR for the
four bipolar transistors.

Clearly, all the transistors can meet the SNR specification. The shape of
the curves is typical for bipolar transistors. At the lower collector current the
equivalent noise voltage of the bipolar transistor is dominant as it is inversely
proportional to the collector current. Note that for this example this part of the
curve does depend on the transistor only via the collector current. Consequently,
for the four transistors these parts of the curves are equal. For the higher
currents, the equivalent noise current of the bipolar transistor is dominant as it
is proportional to the collector current. Comparing the curves for the currents,
shows indeed different levels, proportional to the current-gain factor of the
transistor. Somewhere in between these two ranges, a minimum can be found.
The curve around this minimum is relatively flat. Analytically, this minimum
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Figure 10.11. The total noise power, equation (10.14), for the four bipolar transistor listed in
table 10.1. The required transistor parameters are listed in table 10.5. The SNR specification of
70 dB corresponds to a noise level of Py, spec = 2.5¢ — 8 V2,

can be found from equation (10.14). The optimal collector current at which
this optimum is obtained is given by:

Ieopt = 210/ frfi (Cs + C¢) - /BsVr (10.15)

and the minimum noise power (at this optimal collector current is given by):

C,\ 2 o%T [ fn [Co+C
Pomin = 4kTr (1 + 22 ) . s T 1
n,min b ( + Cf) Sn+ p fl,Bf C? (10.16)

which yields for the BC550B, for instance:

Lopt = 0.14mA (10.17)
Pymin ~ 1.5-107°V? (10.18)

The corresponding signal-to-noise ratio equals:

n,min

SNR = 20log,, (M) = 20log;, (%;’—V) =82dB (10.19)

From expression (10.16) follows that for obtaining the lowest noise level,
low base resistances and high current-gain factors are preferable. Further, a
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reduction in the base resistance gives a proportional reduction in the noise
level, whereas for the current-gain factor this proportionality is inverse with the
square root. The optimal collector current is proportional to the square root of
the collector current.

The results for the four bipolar transistor are listed in table 10.5. Conclusion
from the table is that the transistor with the lowest base resistance has the lowest
noise level and the transistor with the highest current-gain factor has the highest
optimal collector current.

JFET input stage. For the JFET here the relevant noise source is considered
to be the thermal noise of the channel, ig, only. Also for the JFET, when
1/f noise can not be ignored, it is easily taking into account as a factor in the
expression for the channel noise. Further, the gate resistance is also assumed
to be negligibly small.

The equivalent noise sources at the input of the JFET are given by (see figure
10.12):

3

Unjfet = g—"' (10.20)
m
Cys+Cay) .

ingfet = s_(_.wg_)zd (10.21)

gm

Note that both sources have an inversely proportional dependency onthe gy, of
the JFET. More detailed expressions can be found in section 4.4.6

Figure 10.12, Equivalent noise sources of the JFET.

Substituting expressions (10.20) and (10.21) in equation (10.9) yields the
equivalent noise source of the total amplifier in terms of the JFET parameters:
14 ¥ C,

Unegg = — (Cgs + C, Cs+Cf)~ — |1+ = 10.22
n,eq ngf( 9s gd +Cs + f) o ( Cf) ( )
inwhich Cygg and Cyq are the gate-source capacitance and the gate-drain capaci-
tance, respectively. The approximation holds as for the JFETS to be considered,
Cs > Cys + Cygq, see table 10.6. The power spectral density is given by:

2
Sumeq = ‘1? (1 + -C—”) (10.23)

m
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JFET Cgs [pF] ng [PF] V;.h [V] Idss [mA] P, n,min [Vz] SNR[dB]
J108 48 48 -4.5 155 2.9e-10 99
J112 6 6 2.0 23 8.7e-11 95
J174 9 7 -6.5 34 1.9e-10 91
J270 15 11 -1.0 4 2.5e-10 90

Table 10.6. The transistor parameters, the optimal drain current and maximum SNR for the
JFETs.

in which c is a constant an equals about 2/3. Clearly, the larger g, the lower
the noise. Integration of the power spectral density yields the total noise power:

2
(1+&) 5

Cy
in which fr, 3 fi is used. For the four FETs this expression is plotted in
figure 10.13. Note that in the plot the maximum drain current is not taken into
account. Further, like for the bipolar transistors, all the JFETs can meet the
SNR specification. For g, the following expression was used:

4kTec

m

(10.24)

n.eq —

1e+00 T T T T . . . . ‘
N T T 1108 ——
' ; i ; : J112 -
| i i i : 174 oo .
Specification --—---

W s

le-08

Total noise power [VA2]

le-10
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le-12
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Drain current [A]
Figure 10.13. The total noise power, equation (10.24), for the four JFETs listed in table 10.1.
The required transistor parameters are listed in table 10.6. The SNR specification of 70 dB
corresponds o a noise level of P, spec = 2.5e — 8 V2,

le-08
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2
gm = =3~ Tyselg (10.25)
th

in which Vg, is the threshold voltage and I44s the maximum drain current
(current at Vgg=0 V),

As was already indicated, the larger the drain current @m), the lower the
noise level. In two ways the noise behavior of the FETs differ from each other.
First, because of dependency of the gm on the threshold voltages, FETs with a
different threshold voltage, have got a different gp, while they have the same
drain currents. Second, the higher the maximum drain current is, the further
the decrease in noise can be pushed.

The minimum noise levels are described by:

ol
Imopt = Tﬂ‘;“i’ (10.26)
2
Pomin = —26LcVan (4, Ca)" p (1027)
’ Idss Cf

Thus, the FETs with the highest ratio of |Vgn| and Igss have the lowest noise
level. Table 10.6 summarizes the noise performance of the four JFETs.

Choice input-stage transistor. From the calculations follow that each of the
8 transistors can meet the specifications. Question is now what transistor to
choose. Basically, one could say lets choose JFET J108 that can reach 99 dB
SNR at a drain current of 155 mA. However, the specifications are 70 dB,
so why consuming more current than required. In the plots for the bipolar
transistors and JFETs, figures 10.11 and 10.13, the minimum required current
for each of the transistors to meet the SNR specification is on the order of 1uA,

for the the JFET slightly lower than for the bipolar.

As each of the transistors can meet the SNR specification, the choice of
device, consequently, is based on other arguments than noise.

An argument could be the current consumption (the cost). However, no max-
imum current consumption is specified and as indicated before, the 8 devices
require more or less the same current for meeting the SNR specification.

Subsequently, as SNR and cost do not give an argument for choosing a device,
the other two quality aspects are considered: distortion and bandwidth. For low
distortion a high loop gain is important. An important parameter for the loop
gain is the fr of a device, i.e. up to what frequency is it capable of supplying
gain. Table 10.7 summarizes the fr of the devices at 1 mA of collector/drain
current. From the table follows that the bipolar transistor, 2N3904, has the
highest fr. Therefore, this transistor is chosen. Its bias current is chosen to
be the optimal value: I;=90 pA. Tt should be noted, however, that this choice
does not need to be definite. When later for some other reason the bias current
needs to be changed, this is possible within a range of about: 1.5uA to 3 mA.
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Transistor | fr [MHz]
BC550B 100
2N3904 280
BC560B 64
2N3906 200
J108 24
J112 120
1174 36
J270 38

Table 10.7. 'The transit frequencies, fr, of the eight transistors.

For the collector-emitter biasing voltage of the input stage, no constraint is
found with respect to noise. Thus, it can be chosen such that it is minimum, i.e.
equal to the base-emitter voltage (signal voltage swing is negligible) to prevent
saturation: Vog = 0.7 V.

The topology of the amplifier after this step is depicted in figure 10.14.

Cf
11
|}
+ + o}
il c 2N3904 — - CJ_ e
5 s e - L 17 L
1 in 1Y 1
V=07V

I.=90 pA
Figure 10.14. The amplifier topology after the design of the input stage (note no biasing sources
are depicted).

10.5  Step 4: Design of the last nullor stage: clipping
distortion
Next step in the design procedure is the design of the output stage for clipping
distortion. As discussed in chapter 5, the design of the output stage is basically
finding the required quiescent point such that the output stage never clips for
the specified signal range.
The circuit topology for this design step is depicted in figure 10.15.
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Figure 10.15. The amplifier topology for designing the output stage.

The output stage is loaded by the feedback capacitor, Cy, and the load
impedance, Ry, in parallel with Cr. The input of the amplifier is at ground
level, so for calculating the maximum load conditions for the output stage, the
feedback network can be considered to be in parallel with the load impedance.
Thus, the total impedance loading the output stage is given by:

Zioad,output = Cy//CL//RL (10.28)

For the output signal of the amplifier is specified a maximum effective value
of 0.5 V. This means a peak value of 0.7 V. This is the first information for
designing the output stage. Depending on the choice of transistor, i.e. JFET or
bipolar, a specific margin needs to be taken into account.

For determining the maximum output current the worst case condition needs
to be considered. As for higher frequencies the total loading impedance reduces,
the maximum current that needs to be supplied by the output stage is found at
the highest frequency at which the maximum signal needs to be supplied, i.e.
the power bandwidth. According to the specification the power bandwidth is
500 kHz. The total load impedance as function of the complex frequencys is
given by:

RL
1+ sR.(CL +Cy)

Thus, for relatively low-frequency this impedance equals Rr,, whereas beyond
the frequency given by:

Z(s)load,output = (10.29)

1
Jpole,load,output = m
the impedance is dominated by the capacitors, even mainly by the feedback

capacitor. Thus, the lowest impedance that needs to be driven is a result of the
parallel connection of the two capacitors:

= 14.5kHz (10.30)

| Z10ad,output] 1-500 kHz =~ 200 2 (10.31)
Consequently, a maximum output current that can occur equals:

Ioutput,mam ~ 24 mA (10.32)
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Note that the largest portion of this current is necessary for driving the feedback
network.

Now the maximum output signals are obtained, the output transistor needs
to be chosen. It should be able to cope with these maximum signals, i.e.
Vout,maz = 0.7V and %oyt mez = 2.4 mA, Maximum voltage ratings are not
specified by the SPICE parameters. However, these ratings are easily found in
transistor data books and it can be concluded that each of the eight transistors
can easily drive that voltage. With respect to the maximum output current of
the transistors, the respective parameters for the bipolar transistor and JFET are
different. For the JFET the maximum drain current is specified by Ipgs, see
table 10.6, whereas the maximum collector current for the bipolar transistor
is specified by its high-level injection current, / K F. The maximum current
ratings for the eight transistors are summarized in table 10.8. Clearly, the J270

Transistor | IKF [mA] | Ipss [mA]
BC550B 87

2N3904 67

BC560B 103

2N3906 80

J108 155
J112 23
J174 34
J270 4

Table 10.8. The maximum current ratings for the eight transistors.

is not able to supply the output current (note that the peak-peak signal current
is 4.8 mA). The other transistors can easily supply the current. For even higher
currents, also the bulk resistances, Rg and R, needs to be considered (the
voltage drop across those resistors might become too high leading to quasi
saturation). For the eight transistor these bulk resistances are below 102 and
can cause no harm.

For choosing one of the seven transistors, again the other quality aspects
need to be considered. Of course, the noise of the output stage does not effect
the amplifier performance. However, the bandwidth capability of the transistor
is important for the next design step, i.e. bandwidth. Therefor, also here the
transistor is chosen based on its fr. According to table 10.7 transistor 2N3904
has the highest fr at 1 mA. Itis likely to have also the highest fr at the required
bias current for the output stage. Therefor, also for the output stage transistor
2N3904 is chosen.
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Transistor 2N3904 is an NPN device and thus the minimum collector-emitter
bias voltage should be:

VeEmin = Voutymaz +Voe =07V +07V=14V (10.33)

This expression is found by constraining Vge < 0.
The maximum bias current is chosen 50% beyond the minimum. Thus,

Ic = 1.5 X Iyt maz = 3.6 MA (10.34)
The amplifier topology after this design step is depicted in figure 10.16.

Cf
11
4]

i -L Q " == 2N3904
5@ il i R Lo

V=14V
I.=3.6mA

Figure 10.16. The amplifier topology after the design of the output stage.
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10.6  Step 5a: Design of the intermediate stage: LP-product

The amplifier is designed now for noise and clipping distortion. Next step
is to design the dynamic behavior. This step comprises two main items. In
step Sa, the maximum bandwidth capabilities are investigated by means of the
LP-product. Subsequently, step 5Sb involves the actual frequency compensation.
Step 5a can be seen as the feasibility study for step 5b.

To be able to determine the LP-product of the amplifier designed so far,
the small-signal parameters need to be known. For finding the small-signal
parameters of a transistor biased at a certain current, the simple circuit of figure
10.17 can be used. The transistor in the figure is diode connected and the current
source pulls a current equal to Ig out of the emitter. As in most practical cases
the current-gain factor of the transistor is much larger than one, the collector
current equals approximately the emitter current. With a Spice-like simulator,
an operating-point analysis yields the small-signal parameters for the transistor.

The small-signal parameters for the input and output stage were determined
in this way. The resulting parameters are listed in table 10.9.

For determining the LP-product of the amplifier, it is assumed that the in-
termediate stage is just a pair of wires connecting the input and output stage.
For each of the amplifying stages the simplest model is chosen, i.e. 7'z, Cx and
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Figure 10.17. The auxiliary circuit for determining the small-signal parameters for a transistor

I

biased at a emitter current (= collector current) Ig.

Small-signal Input stage Output stage
parameter 2N3904 @ Ic=90 pA | 2N3904 @ I-=3.6 mA
rx [k2] 52 1.2

Cx [PF] 7 46

gm [MA/V] 35 132

Bs 180 152

To [kQ] 1500 38

cu [pF] 3 3.7

Ty [Q2] 150 150

Table 10.9. The small-signal parameters for the input and output stage for the respective bias
conditions.

gm. The corresponding small-signal diagram is depicted in figure 10.18'. For
obtaining a negative loop gain, the input stage is assumed to be implemented by
means of a differential pair, having almost same small-signal parameters as the
original CE stage (double 7 and half ¢ and gm). Of course, the differential
pair could also be located at the output. However, as this circuit diagram is only
used for determining the LP-product, the specific choice for the location of the
differential pair is not important yet. When it appears that the LP-product is
high enough, a decision must be made where to place the differential pair.

As the feedback element is a capacitor, the DC loop gain is zero. Clearly,
the negative-feedback loop of this amplifier has got a zero in the origin. As
explained in section 6.7, for design purposes, this zero is counteracted by resistor

1 Basically, the first circuit that could be investigated on its LP-product merits is the amplifier with a single-
stage nullor implementation with the transistor biased atf¢ = 3.6 mA. This implementation would meet
the noise and the clipping distortion specifications. However, in most practical cases more than one ampli-
fying stage is required for sufficient LP-product. In the special case that the LP-product of the two stage
implementation is much too high, one could revert to a single stage implementation. The collector bias
current needs to be equal to the highest collector bias current of the two stages. Of course, it needs to be
checked whether the noise and clipping distortion specifications are still met.
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Figure 10.18. The small-signal diagram of the amplifier configuration as depicted in figure
10.16. The small-signal parameters are listed in table 10.9. It is assumed that the input stage is
implemented with a differential pair for obtaining a negative loop gain. ResistorRy, which is
only for design purposes, is required for cancelling the zero in the origin in the feedback loop.

Rjy. The value of Ry should be:
Re~r giNlMQ (10.35)
f ~ 1|-1 Cf ~ N
The loop gain as a function of the complex frequency, 8, is found to be equal to

(the loop was broken by assuming controlled source, gm1, to be the independent
source):

L(s) = —Br1Br2 R
[1 -+ S’r-,.-zcﬂg][RL + Rf +rz + SRL(Rfo + RfCL + Twl(cl'g):l
.36)
as Cy > Cf, and Ry > rn1, Ry, this expression simplifies to:
—Br1BraRr 1
L(s) = . 10.37
(s) Rf [1 + 81‘1;-20,,-2][1 + SRLCf] ( )

From this expression the DC loop gain, L(0), and two poles, p; and pz are
found to be:

L(0) = -280 (10.38)
1 = —159kHz (10.39)
p2 = —2.9MHz (10.40)

and thus the LP-product for the second-order system equals:
LP,=13-10" HZ? (10.41)
yielding a maximum bandwidth of:

By = +/LP, =3.6 MHz (10.42)
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Of course, it needs to be checked whether both poles are dominant or not. For
the case of the Butterworth position of the system poles holds:

Dot +Ps2 = —2- %\/5 .3.6 MHz ~ —5.1 MHz (10.43)
The sum of the loop poles equals:
P+ p2 =~ —2.9 MHz (10.44)
As
D1+ D2 > Ps1 t Ps2 (10.45)

both poles are dominant.

One might wonder whether a single-stage amplifier would suffice or not,
as the bandwidth of the second-order system is considerably larger than the
specified bandwidth. In that case a single stage biased at 3.6 mA needs to be
chosen, i.e. the current output stage. Then, the bias current is sufficient to
prevent clipping distortion and according to figure 10.11 it also meets the noise
specifications. Calculating the loop gain as a function of frequency yields:

—BsnRL 1

L(s) = - 10.46
)= R+ R, 17 s, //RLIC; (1046)
Which results in (R = 12 kQ2):
L(0) = -T2 (10.47)
py = —29kHz (10.48)
and thus
B; = 2.1 MHz (10.49)

As, this is relatively close to the specified bandwidth, it is a risk to go for this
option. Especially, now the model is still rather ideal. Therefor, we proceed in
this example with the two stage implementation.

Now the LP-product is sufficient, a decision should be made about which
stage becomes the differential stage. It can be placed at the input as well at the
output. For reasons of power efficiency itis chosen to be placed at the input. As
the LP-product is high enough and an additional 3 dB noise is no problem, the
two transistors are both biased at 90 uA instead of the double current to make
its total behavior equal to the CE stage. The amplifier after this design step is
depicted in figure 10.19.

10.7  Step 5b: Frequency compensation

The second part of the design of the amplifiers dynamic behavior, is to
perform a frequency compensation such that the poles of the closed loop are
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Figure 10.19. The amplifier topology after realizing sufficient LP-product.

in Butterworth. Preferred compensation techniques is, as explained in chapter
7, the phantom-zero technique. Given the DC loop gain and the loop poles as
calculated in the previous section, the required phantom zero is located at (see
equation (7.15)):

2ph = -5.9 MHz (10.50)

Inspecting the circuit topology of figure 10.19 shows that only at the input a
phantom zero can be realized. In the feedback network a phantom zero is not
possible as the feedback element is a capacitor. It is not possible by parallel
connection of a compensation element to increase, beyond 5.9 MHz, the loop
gain. At the output, the load capacitor introduces an attenuation for relatively
high frequencies of only= (Cr+Cf)/C = 1.1. So, when realizing a phantom
zero at the output, a pole at approximately -6.5 MHz is obtained also. The pole
will cancel the phantom zero such that it is not effective. At the input however,
the source capacitance realizes, for relatively high frequencies, an attenuation
of (Cs + 0.5¢41)/(0.5¢,1) =~ 2800. Thus, an effective phantom zero can be
realized at the input.

The phantom zero at the input is implemented by means of a resistor in series
with the source (see figure 10.20). The resistor value is determined by:

-1

which yields a value of about 2.7£2. Using this resistor the closed loop poles
are found at (resistor Ry is removed from the circuit):

n (10.51)

ps1 = -0.6Hz (10.52)
Ps23 = (-2.4%2.4j)MHz (10.53)
poles < -0.6 GHz (10.54)

Zeros

\%

| + 10 MHz| (10.55)
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The first pole is the transfer pole for integrating the input charge to a voltage.
The higher the DC gain of the nullor implementation, the closer it is to the
origin. The two complex poles are indeed in Butterworth and the bandwidth of
the amplifier is 3.4 MHz which is slightly lower than the predicted bandwidth.
This is mainly because of the approximations made by deriving expression
(10.37).

The topology with the frequency compensation is depicted in figure 10.20.

R. it (I::

I'_l 1
Qla
i B |
% SI Qy, Q, DRL G ;':-L
= S s

Figure 10.20. The amplifier topology including a phantom-zero frequency compensation by
resistor Rpp.

Now the frequency compensation is done using the simple models, we need
to check whether these simple models are valid in the current situation or not.
This is done by investigating the effect of the parasitic elements,C,, 7o and s,
on the system-pole positions. This is done by inserting these parasitic elements
one at a time. When it appears that a parasitic element has a serious effect on
the system-pole positions, countermeasures need to be taken. In most of the
cases, inserting a current-buffer (subsequently implemented by a CG or CB
stage), might solve the problem.

For the three transistors used in the design so far, the values of the parasitic
elements are listed in table 10.10. Each of these elements were inserted into

Element | Qiqp | Q2
¢, [pF) 3 3.7
7o [k2] | 1500 | 38
ry [2] 150 | 150

Table 10.10. The parasitic elements for the three transistors.

the circuit and the system poles and zeros were determined by means of a
simulator. An over view of the results is given in table 10.11. From the table
follows that the effect ofc,2 needs some further investigation. The effect of the
other elements is negligible. Inspecting the topology its is easy to understand
why:
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Parasitic | Integrator pole | Band-edge poles | Other poles | |Zerosl
element [Hz] [MHz] [Mhz] [Mhz]
None -0.6 24+ 24 < -600 >10
Cula -0.6 -2.4 £ 2.4j < -600 > 10
Culb -0.6 -2.3 +2.4j < -600 > 10
Cu2 -0.6 29+ 1.3 < -600 > 10
Tolab -0.6 24+245 < -600 >10
To2 -0.7 24+244 <-600 >10
Thlab -0.6 -24 £24j <-150 >10
Tho -0.6 -2.4 £ 2.4j < -600 >10

Table 10.11. The system poles when one of the parasitic elements are inserted into the circuit,
R; was removed from the circuit.

® cyu14 can be ignored as it is in parallel with Cs which is much larger than
c
pla-

® ¢,1p can be ignored as it is in parallel with ¢x2 which is about an order of
magnitude larger. A small change in the system pole is visible.

m The series connection ofrg1, and 741p is in parallel with 742 whichis much
smaller then ro14 + To1b-

m 7,2 is in parallel with Rp. 74 is about 4 times larger than Ry. So a
noticeable effect on the low-frequency (extrapolated DC) loop gain might
be expected. The consequence is that the integrator pole is somewhat further
from the origin than originally. The effect on the system poles is negligible.
The effect of 752 can be compared with resistive broad banding which does
not lower the LP-product, i.e. the factor by which the corresponding poles
reduces (becomes more negative) is equal to the factor by which the low
frequency (extrapolated DC) loop gain decrease.

® Due t0 Tp14,6 an additional pole is realized at:
_ -1
21 (rp1 + 752)(Cr1a/2)

This poles was indeed found. However, the pole is non dominant. It should
be noted that for higher bias currents of the input stage the effect of 7
becomes more pregnant. This is because for larger collector current this
capacitor increases.

Drb ~ -150 MHz (10.56)

& 7 is in series with the output resistance of the differential pair which is
much higher than 7p3.
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Now we need to investigate whether countermeasures are available for the
noticed effect due to ¢,2 or not. Again, the effect can largely be understood by
inspecting the topology:

® ¢, might effect the loop poles via the Miller effect. This is easily checked
by inserting an ideal current follower behind the output stage. When doing
so, it appeared that the poles and zeros remained more or less at the same
position and thus the ideal current follower had no effect. This is because
the load of the output stage is a relatively large capacitor which shortens
already for relatively low frequencies the output of the transistor and thus
removing the Miller effect. Note that the magnitude of the two complex
poles is about 3.2 MHz. So, only a fraction of the bandwidth will be lost.

The right-half plane zero, due to Cﬂz, is at +5.7 GHz; its effect can be
ignored too. So, the noticed effect can be contributed to the fact thatey,g can
be considered to be parallel connected tocyo including alittle Miller effect.
The system poles can be placed again in Butterworth by slightly changing
the phantom zero.

Adding all the parasitic elements and tuning the resistor implementing the
phantom zero, yielded:

Ry =14 (10.57)

for poles in the Butterworth position. The resulting poles and zeros are listed in
table 10.12. The circuit of the amplifier after the completely finished frequency

Parasitic | Integrator pole | Band-edge poles | Other poles | |Zeros|
element [Hz] [MHz] [Mhz] [Mhz]
None -0.6 -2.4 4 2.4j <-600 >10
All -0.7 -2.2 +2.2j <-150 >9

Table 10.12. Thesystem poles with a changed phantom zero resistor in the case of none parasitic
elements and all parasitic elements included.

compensation step is depicted in figure 10.21.

10.8  Step 6: Biasing

Last step to complete the design is the biasing. Table 10.13 summarizes the
bias points for the transistors. The values of Vgg and Iy where found with
the help of a simulator. Note that the Vog of transistors Q14,5 Where set to
>0.67 V. This is because the constraint is Vg > Vg and up until now, Vgg
was assumed to be 0.7 V.

Biasing step 1: Identification and first implementation of the bias loops.
To realize the transistors required biasing point, 2 bias-voltage sources and two
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Figure 10.21. The amplifier topology after finishing the frequency compensation.

Bias Q1a Qu | Q2
Ico [mA] | 0.09 0.5 3.6

Ver [V] | 2063 | >0.67 | >1.4
Ip [uA] 0.5 2.8 23
Ve [V]| 0.63 0.67 | 0.73

Table 10.13. 'The bias points of the three transistors.

bias-current sources are added to each of the transistor. As discussed in chapter
8, the base-emitter voltage source and the base current source are dependent
whereas the collector-emitter voltage source and the collector current source
are independent. The signal source has got an infinite impedance at DC, so, the
control loop for 14 and @15 is both via the input bias current. The input bias
voltage is controlled by sensing the input voltage of the amplifier. Likewise,
the output transistor is biased by sensing the output voltage and controlling the
base bias-current. The input bias voltage of the output stage is controlled via
the base-emitter voltage source. All these bias sources and control loops are
indicated in figure 10.22.

Biasing step 2: The bias-current loops. The obtained circuit, basically,
biases correctly. The following steps aim on reducing the number of loops and
sources.

The control of the input bias current of the two input transistors, can be re-
alized by sensing the output voltage of the output transistor. In that case, the
local control of the output stage can be omitted as it is comprised within the
newly created loop. Of course, doing so, two errors are introduced. Firstly, by
making the base-current source of the output stage independent, an uncertainty
in the actual base current is compensated by the input stage, changing its bi-
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Figure 10.22. Identification of the bias sources and a first implementation of the bias loops.
For sake of clarity, the labels at the bias sources are omitted.

asing current slightly. As the base current of the output stage is much smaller,
and the expected uncertainty even more smaller, than the collector current of
the input stage, this error can be assumed to be negligible. Secondly, as the
control of both input base-currents rely on the same sensor, a mismatch in the
two input transistor yields an input offset current. Matching of transistors can
be good enough to make this offset current small. Figure 10.23 depicts the
simplifications.

S —
=1
sepeereesse—in

Figure 10.23. Reducing the number of bias-current loops.

Biasing step 3: The bias-voltage loops. For the bias-voltage loops, analo-
gous simplifications can be made. The control of the base-emitter bias-voltage
source can be omitted. The uncertainty in the actual base-emitter voltage can be
easily compensated by the output voltage of the differential pair. It can easily
compensate an error of 100 mV. The control of the two input voltage sources,
can also be combined into one sensor. Again, use is made of the matching prop-
erties of transistors to simplify the bias loops. The resulting circuit diagram
after the changes in the bias-voltage loops is depicted in figure 10.24.
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Lo

9

Figure 10.24. Reducing the number of bias-voltage loops.

Biasing step 4: Reducing the number of bias sources. The current sources
that are not grounded are split into two current sources each having one terminal
grounded. In this way, several current sources become parallel connected and
can be combined into one source. For instance, at the common-emitter node of
the differential pair, four current sources are connected: two for the collector
currents and two for the base currents. These four sources can be combined
into one source with magnitude of2¢. In this way a slight error is made in the
collector current. However, as the current-gain factor of the transistor is larger
than hundred, the error is less than one percent. On top of this reduction, the
tail current sources can be assumed to be independent.

Further inspecting the topology shows that two current sources are shorted
by a voltage source. These current sources can be omitted. It should be noted
however, that when later on the two shorting voltage sources are implemented,
that they should be able to supply that current.

Having a first look to the voltage sources shows that two voltage sources
are in series and can therefor be combined. These changes in the topology are
indicated in figure 10.25. Further simplifications can be done as follows. The
combined voltage source between the input and output has got a value:

V>063-067=-004V (10.58)

Thus, it can be chosen zero. The base-current source of the output stage is in
parallel with a collector-current source of the input. Considering that the base-
current is small compared with the collector current, the base-current source
can be ignored. Finally, the bias-voltage source at the output can be shifted into
the feedback network and in series with the load. The source shifting into the
feedback network can be ignored as it is in series with a capacitor. This holds
as long as the feedback capacitor is allowed to have a DC voltage, equal to the
voltage of the ignored bias source, across its terminals. Here it is assumed that
it is allowed. These final reductions are displayed in figure 10.26.
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Figure 10.26. Some final movements for reducing the number of bias sources.

Biasing step 5: Implementing the bias loops. Inspecting the circuit diagram
of figure 10.26, shows that two bias loops need to be implemented. One bias
loop for controlling the input base current via sensing the load voltage. The
second loop was for controlling the common-mode voltage of the two input
bias-voltage sources via sensing the signal-source voltage.

The later loop is implemented relatively easy. The input voltage source of
the upper transistor of the differential pair can be shifted into the feedback
capacitor and into the signal source. In this way, the signal source and the
feedback capacitor compensate for this input voltage source. Again, this is
possible as long as both, the signal source and the feedback capacitor, may
have some DC voltage across their terminals. An option could be to leave the
nominal voltage at its place and only shift the controlled part into the signal
source and the feedback network. In this example it is assumed that shifting
the complete source is no problem. For the lower source, shifting only the
controlled part is a good option. By doing so, it shifts in series with the input
of the output stage where it can be ignored and it shifts in series with the signal
source and the feedback network. Effectively, it means that the control of the
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voltage source of the lower differential-pair transistor can be ignored. The final
circuit with the remaining loop to be implemented is depicted in figure 10.27.
The bias loop requires a comparison of the load voltage with zero Volt. As a

|
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Figure 10.27. 'The bias loop to be implemented.

function of the error, the input base current is controlled. The bias loop also
comprises a low-pass filter as it should only act in a band below the signal band.
the output voltage source can be shifted through the output node, again in series
with the load and in series with the input of the gain block of the bias loop.
The voltage source in series with the load can be implemented by means of a
capacitor, whereas the voltage sources in series with the input of the gain block
can be shifted to the other terminal of the gain block such that it becomes a
grounded reference source.

A straightforward implementation would be to replace the gain block by
something like a differential pair and the low-pass filter by some T-network.
However, as the gain in the loop is already considerably high, i.e. two ampli-
fying stages in the amplifier, this differential pair can be omitted. Therefor, an
implementation might be as depicted in figure 10.28.

For dimensioning the T-network the resistor values and the capacitor value
should be determined. The resistor values are determined by the required
collector-emitter voltage at the output. This voltage should be larger than 1.4 V.
The DC output voltage of the T-network equals approximately 0.63 V. Thus the
voltage drop across the T-network should be larger than 0.77 V. The direction
of the required base current is corresponding with the required voltage drop
across the T-network and thus:

077V
R Rpy > ——— =15MQ 10.5
T1 + T2“0.5uA (10.59)
Further, capacitor Cr shorts the common node of Ry and Ry to ground for
frequencies beyond the bandwidth of the bias loop. Consequently, R7y is then
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Figure 10.28. An implementation of the bias loop.

parallel connected to the input of the differential pair and Rrg is connected in
parallel with the output. Therefor, also the following constraints should hold:

Rry > 7Tria+ 7o = 104k (10.60)y
Rra >» R =10k (10.61)
Choosing the following values fulfills all the posed constraints:
Rty = 1.2MQ (10.62)
Rry = 330k (10.63)
resulting in
Vepe =063V +163MQ-05 A =14V (10.64)

For dimensioning Cr and C¢ we have to investigate the dynamic behavior
of the bias loop. The requirement is that the bandwidth of the bias loop is
below 10 Hz. The circuit diagram that can be used for this investigation does
not need to comprise all the small-signal elements considered so far. As the bias
loop is only active for relatively low frequencies, small-signal elements that are
noticeable for relatively high frequencies only, can be omitted. Such elements
are, for instance, ¢, Tp, et cetera. The thus obtained small-signal diagram is
depicted in figure 10.29. This bias loop comprises three poles and three zeros.
Approximate expressions for the three poles are:

-1
—_— 10.
Pib1 97 R1iCr (10.65)
-1
—_— 10.
P2 o RiaCo (10.66)
Pib3 ~1 ~ —150 Hz (10.67)

27r(7'1r1a. + Twlb)Cs ~
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Figure 10.29. The small-signal diagram of the amplifier for determining the dynamic behavior
of the bias loop. For the moment do not pay attention to resistor Rr.

For one of the two zeros a simple expression can be obtained. The zero is a
result of the load resistance in series with the coupling capacitor. It is located
at: ~ 1

“ = 9rRLCo
The other two zeros are a result of the combination of the T-network of the bias
feedback and capacitor Cs. The T-network is, so called, bridged by capacitor
Cy. Such anetwork easily introduces two high-Q complex zeros in the left half
plane. This is easily explained by the following reasoning. With the T-network
a low-pass filter is realized for the bias loop. However, as a result of feedback
capacitor, C'y, this low-pass filter is bridged and consequently, for relatively
high frequencies the behavior of a high-pass filter is obtained. This requires
two zeros, which appear to be highly complex! Because of the interaction the
expression for the two zeros is not simple. For our purpose, however, we do
not need this expression as will be seen.

Looking at the three poles, we can note the following. When doing the
frequency compensation, the loop pole in the origin was shifted on top of the
pole closest to the origin. This was done by means of Rs. Pole pyp3 is thus
the pole that should move to the origin and realize the integrator pole. The
other two poles are a result of the bias loop we implemented. Therefor, for
acorrect functioning amplifier, py; and pype are closer to the origin than pole
Pp3- Looking at the three zeros the following can be remarked. The zero as
a result of the combination of C¢ and Ry, is a phantom zero. Thus it creates
also a pole in the input-output transfer at that the same frequency. Therefor,
this zero should be below 10 Hz. As indicated the two complex zeros will often

(10.68)
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have a high Q. Considering the DC loop gain of the amplifier, it is not difficult
to find the expression:

L(0) = —B1 B2 ~ —27000 (10.69)

which is considerably high. As a result of these observations we can conclude
that a typical root locus of the bias loop can be as depicted in figure 10.30.
Clearly, as the number of zeros is equal to the number of poles and the loop

O
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Figure 10.30. A typical root locus of a bias loop with a capacitive-bridged T-network.

gain is relatively high, the root locus ends at the zeros’. Thus, frequency
compensation is done for this bias loop by placing the zeros at the location
where we want to have the closed loop bias poles!

As can be seen from figure 10.30, pp3 still is responsible for the closed loop
integrator pole. It moves to the zero determined by Ry, and Cg, 2. For this
example we going to place the integrator pole at 1 Hz. This requires capacitor

Ce to be:
1

" 2r-1Hz-10kQ

For determining the value of C'r an simulator was used that is able to deter-
mine poles and zeros from a small-signal diagram, numerically. For capacitor
Cr = 0.7 uF, the zeros are located at:

z12 = (~0.7 % j9.5) Hz (10.71)

Indeed, the Q of these zeros is high. The bandwidth of the bias loop will be
approximately 10 Hz, however, the loop is close to oscillation. Main issue now

Co ~ 16 uF (10.70)

“This is, of course, in general true: the starting points of the root locus are at the poles and the ending points
of the root locus are at the zeros. In many practical situations, however, one or more zeros are located at
infinity and the DC loop gain is too low to realize that the closed loop poles are more or less at the location
of the loop zeros
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is thus to locate the two complex zeros at the position where we want to have the
closed-loop bias poles. The complex zeros arise, as indicated, by capacitor Cy

bridging the low-pass filter. In order to be able to design the location of the zeros
we need to understand somewhat more about the origin of their being complex.
The interacting occurs because by means of capacitorC'y the effective behavior
of the bridged T-network changes from a single-pole behavior to a single-zero
behavior, which requires two zeros. As these two zeros originate from the fact
that one element is added, they are complex. Thus, when the behavior of the
T-network is resistive at the point of take over, a real zero would be obtained.
The T-network can be made resistive in the following way. For relatively low
frequencies the single-pole behavior is, of course, realized byCr. Thus, adding

a resistor, Ry, in series with Cr, yields a zero. This zero is determined by:

-1

m (10.72)

=
Subsequently, capacitor Cr introduces the second zero when bridging the re-
sistive T-network. When these two zeros are created at considerably different
frequencies they will be both real. When, however, the effect is more or less at
the same frequency, two complex zeros having equal real and imaginary parts
are obtained. For having the zeros in Butterworth, the real part should be about
-7 Hz. Thus the resistor should have a value:

R = —_— . .
T = ST Rz g oo K (10.73)
By using these values the following three system poles are obtained:
Pintegrator = —1Hz (10.74)
P12 = (—6.5+6.15)Hz (10.75)

On top of that two low-frequency zeros are obtained at:

2y = —10nHz (10.76)
zp = —-08Hz (10.77)

Clearly, these two zeros are required in order to have in the signal band a first-
order role off, i.e. integrator behavior.
Table 10.14 summarized the required sources and components for the biasing.

Biasing step 6:Implementing the bias sources. Final step in the amplifier
design is to implement the bias sources. According to figure 10.28 we need
to implement two voltage sources and three current sources. For the current
sources at the input, the noise contribution is important. For the current source
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Vi | 063V
Va |>063V
i | 0.18mA
I, | 0.09mA
I | 36mA
Cc | 16uF

Cr | 0.7uF

Rrr | 33k

Rri | 1.2 MQ
Rrs | 330 kQ

Table 10.14. Sources and components required for the bias loop.

(a) (b)

Figure 10.31. (a) The basic structure of the current source to be used (b) A typical implemen-
tation.

at the output, its output conductance is the key parameter. For each of these
sources the basic structure as depicted in figure 10.31a is used. A straightfor-
ward implementation of this current source is depicted in figure 10.31b. The
reference-voltage source is made by means of the supply voltage, a resistive
divider and a capacitor. Note that the capacitor must be connected to the supply
line. This is required for a high power-supply rejection. In this case the output
impedance of the current source remains high for disturbances on the supply
line. Would the capacitor terminal, that is now connected to the supply line,
be connected to ground line, the feedback loop of the current source would be
broken for frequencies higher than the pole due to this capacitor. As aresult the
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current source behaves as a common-base stage for disturbances on the supply
line. Clearly, a much worse power-supply rejection is obtained in the latter
case.

The current source of figure 10.31b requires a voltage of about Vg plus
Ve E-sat. VR is determined by the level of output noise or output conductance.
Minimum noise and output conductance is obtained for a voltage drop on the
order of 5V (depending on 3¢). However, in many cases a much lower voltage
can be chosen which yields sufficient low noise level and output conductance.
In this example we choose a voltage drop of 1 V.

For the minimum collector-emitter voltage again 0.7 V is chosen, which
makes the minimum required voltage drop for the current source 1.7 V. Subse-
quently, by taking into account the voltage swing present on the node to which
the current source is connected, a minimum value for the supply voltage can
be determined. Clearly, the output current source requires the highest supply
voltage. It should be larger than;

Vnode—bias + Vnode—signal—peak + Vsource >38V (10-78)

A positive supply source Voo = 4 V is chosen. For the negative supply voltage,
in an analogous way, a value of maximal -2.5 V is found. However, for reasons
of symmetry Vg = —4 V is chosen. It should be noted that in this design no
attention is paid to design for a single supply line. Would it be required to have
a single supply line, by shifting bias sources and by changing polarity of one
or more devices, all the node voltage can be kept beyond zero.

Resistors R and Ry are chosen such that the current through them is about ten
times as large as the corresponding base current. CapacitorC is subsequently
determined by the time constant 27 (R1//R2)C which must be below 10 Hz.

The element values chosen for the three current sources are listed in table
10.15.

Current Source | 90 A | 3.6 mA | 180 uA
Q 2N3906 | 2N3906 | 2N3904
R 10 k2 2209 | 5.6k2
R, 180k2 | 47k | 100k
Ry 270kQ2 | 6.8k | 120 k02
C 022 uF | 10uF | 047 uF

Table 10.15. The component values for the three current sources.

Voltage source V is easily implemented. As it should be > 0.63V, it can be
replaced by the positive supply voltage of4V. Voltage source V; is implemented
by aresistive divider in the way the reference voltage in the current sources are
implemented. It should be noted, however, that it is not required to make its
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value exactly 0.63 V. An error in this voltage would yield an additional voltage
across the signal source, the feedback capacitance and the collector-emitter
branch of the transistor. For each of these elements it is no problem when the
voltage changes several hundreds of mV.

The complete circuit diagram is depicted in figure 10.32.

Vee=4V  180kQ 10kQ 220Q 4.7kQ

[l] 100kQ L 10 uF

2N3906

0.22 uF

6.8kQ
16 uF

i} +

_L VD‘I.I(
2N3904 2N3904 2N3904 T
10kQ 1 nF

SR

1
120kﬂi| > 1.2 MQ | 330 kQ

1Q

0.47 uF 5.6 kQ Bk
AT p T ;

100kQ Vgg=-4V

Figure 10.32. The complete circuit diagram of the charge amplifier.

109  Step 7: Verification

The circuit diagram of figure 10.32 was evaluated in a Spice-like simulator.
The three main specifications: transfer, noise and maximum signal swing were
considered. In the simulator the Thevenin representation of the signal source
was used, as depicted in figure 10.33. By using this source, an additional
differentiation is obtained because of the source capacitance. Consequently,
the transfer of the amplifier should be flat over the band of interest, which
makes verification more easy. The ideal gain from source voltage to output
voltage equals:

10nF

A _—— =
too 1 nF

-10 (10.79)
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Figure 10.33. (a) The charge source and (b) its Thevenin representation.

The simulated gain and phase of the amplifier are depicted in figure 10.34.
Indeed, the gain is almost 10, only a fraction of a percent difference. This is,
of course, a result of the high, but not infinite, loop gain. Within the band the
phase is -180 degrees, which corresponds with the inversion of the amplifier.
The lower side of the band is, as designed at 10 Hz. The upper side of the
band is at B = 2.4 MHz, which is somewhat lower than obtained B = 3.1 MHz
after the complete frequency compensation. This lower bandwidth is mainly
because of the output impedances, more specific the output capacitances, of the
current sources that load the amplifier loop. Consequently, the LP-product is
reduced. The value of the resistor, for implementing the phantom zero, showed
to be correct.

The simulated noise level at the output of the amplifier resulted in a signal-
to-noise ratio of 79 dB. A few dB less than designed SNR. Reasons are again
a slight contribution of the bias sources and a slight difference in the designed
and simulated small-signal parameters.

Finally, a full-power, 9oyt = 0.7 V, transient at the power bandwidth,
=500 kHz showed a correctly functioning amplifier.
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Figure 10.34. 'The simulated gain, upper graph, and phase, lower graph, of the amplifier when
using a voltage signal source.
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noise model, 117
Blacks model, 69
Butterworth characteristic, 192, 211, 215, 221
Cpu, 53
Cascade topology, 40
Cascode, 47, 209-210
CB-stage, 46
cascode, 210
CC-stage, 47
CE-stage, 46
dynamic distortion, 178
CG-stage
cascode, 210
Chain matrix, 21
definition, 22
amplifier, 29
CE stage, 22
CS stage, 22
differential pair, 23
gyrator, 22
nullor, 32
transformer, 23
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Characteristic polynomial, 191, 211

Clipping distortion, 151, 171, 326
Common-mode, 275
Compensation, 29

Correlation, 107

Coupling capacitor, 254, 260, 264
Current conveyors, 56

output stage, 171

weak, 50, 152, 158, 174
Dominant poles, 193
Dynamic nonlinear distortion, 176
Dynamic range, 36
Equivalent input noise power, 104
Equivalent Input Noise Source, 91

Currentinput, 38 Error correcting topologies
Current mirror, 47, 284, 309, 311 compensation, 29
Current sensor, 257 error feed forward, 29

DC amplifier, 281, 285 negative feedback, 29
DC current source, 298 Error feed forward, 29
current mirror, 309 Error term, 35
ideal, 291 Evolution, 1
MOS current mirror, 311 Example of a design, 313
noise, 303 Exercises, 24, 58, 80, 142, 185, 203, 231, 286
output impedance, 300 Feedback network, 27
peaking current source, 306 design example, 316

using a transconductance, 299 synthesis, 37

DC voltage source, 291 with capacitors, 74
diode-connected transistor, 295 with gyrator, 73
diode at reverse breakdown, 296 with inductors, 74
floating, 298 with resistors, 74
ideal, 290 with transformer, 73

noise contribution, 38
Feedback topology, 29

non-linear divider, 294
resistive divider, 292

transistor at punch-through, 297 FET

Zener diode, 296 contribution to LP-product, 199
Design example, 313 noise model, 118

specification, 313 Flicker noise, 118-119

Floating node-cluster, 249
Floating nodes, 242, 258, 261
Floating voltage sources, 269
Frequency behavior, 189
Frequency compensation, 53, 207

step 1: input and output quantity, 314
step 2: feedback network, 316

step 3: noise: first nullor stage, 317
step 4: clipping: last nullor stage, 326
step 5a: LP-product, 329

step 5b: frequency compensation, 332 cascode, 210
step 6: biasing, 336 CB-stage, 210
step 7: verification, 348 CG-stage, 210
Design procedure, 28 components, 35
Differential-mode, 275, 284 design example, 332
Differential pair loop poles, 212
biasing, 251 model validation, 208
chain matrix, 23 network, 209
dynamic distortion, 181 phantom zero, 213
Direct transfer, 34, 191 pole-splitting, 220
Distortion, 17, 39, 151 pole-zero cancellation, 224
B-type, 160 resistive broad-banding, 228
gm-type, 160 transistor model, 207
clipping, 50, 152, 156, 171 trimming, 209
comparing FET and bipolar transistor, 165 via device bias, 230
dynamic, 176 Fundamental specifications, 4
harmonic, 167 gm-distortion, 160
intercept points, 168 Gummel-plot, 18
intermediate stage, 172 Gyrator, 38, 73
load-referred, 159 Heuristics, 2
local feedback, 175 Hierarchy, 7
measures of, 166 Indirect feedback, 75
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Induced gate noise, 120
Inputimpedance, 38
Level shift, 270
Linear region, 157
Load, 69
impedance, 36
quantity, 36
Local feedback, 175
Loop-gain-Poles product, 189
Loop gain, 35
Loop poles, 194
LP-product, 52, 189, 193
complex poles, 195
contribution bipolar transistor, 195
contribution FET, 199
increasing the, 195
influence of pole-splitting, 222
influence of pole-zero cancellation, 226
influence of resistive broad-banding, 228
input stage, 197
with zero in the origin, 199
Miller capacitance, 53
Model, 13
refinement, 53
simplification, 7, 190
parameters, 18
Multi-loop amplifiers, 37
Negative feedback, 33, 67-68
Noise-optimum feedback network, 127
Noise, 39, 85
design example, 317
Design of the nullor input stage, 135
equivalent input noise source, 91
equivalent input power, 104
feedback resistors, 123
generic model for the feedback network, 124
impedance feedback networks, 129
magnification by the feedback network, 125
measures, 86
Noise
model
bipolar transistor, 117
diode, 117
field-effect transistor, 118
resistor, 115
Norton equivalent, 88
optimal feedback network, 127
optimization, 137
combining stages, 140
via bias current, 138
via transformer, 137
power spectral density, 89-90, 105-106
production by the feedback network, 127
requirements on the feedback network, 128
Thevenin equivalent, 88
Noise
transformation

example, 97
Current Source Shift, 94

Norton-Thevenin Transform, 95
Shift through Two-ports, 96

Voltage Source Shift, 93

Non-energetic components, 37, 73

gyrator, 73

transformer, 73
Nonlinear active devices, 151
Nonlinear distortion, 151
Norator, 31

substitution, 44
Nullator, 30

substitution, 44
Nullor, 27, 32

bandwidth, 51

distortion, 50

first stage, 49, 135

intermediate stage, 51

last stage, 50

noise, 49

synthesis, 39

chain matrix, 32
Operating point, 17, 245
Operational amplifiers, 47
Orthogonal design steps, 27
Orthogonality, 5, 50-51, 67
Output impedance, 38
Passive devices, 29
Phantom zero, 213

at input, 215

atoutput, 217

design example, 333

effectiveness, 214

in feedback network, 218
Pole splitting, 220

effectiveness, 222
Pole-zero cancellation, 224

effectiveness, 224
Poles

dominant, 193

loop, 194

moving loop poles, 212

system, 194
Powerbandwidth, 174
Power consumption, 274
Radio receiver, 11
Resistive broad-banding, 228
Right-half-plane zero, 53
Root locus method, 211
Saturation voltage, 158
Shannons formula, 4
Signal-handling capacity, 4
Signal-to-Noise Ratio, 86

available, 89

equivalent atinput and output, 87

Signal level, 36
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Simplicity, 14
Slewing, 158
Small-signal model, 13
SNR, 86
Source, 69
impedance, 36
quantity, 36
Specifications, 11
SPICE, 14, 21, 257
Superposition model, 69
Supply voltage, 55, 269, 274
constraints, 55
Synthesis, 14

Synthesis of the feedback network, 35

System poles, 192, 194
Taylor expansion, 17
Top-down method, 67
Transfer parameters, 72
Transformer, 73, 38
Transitfrequency, 18, 20
Translation, 15, 244
Unilateral, 35
Voltageinput, 38
Volterra series, 152, 176
Weak distortion, 152
Wiener-Kintchine theorem, 106
Zener diode, 296
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