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Series Preface

WILEY SERIES IN MATERIALS FOR ELECTRONIC AND
OPTOELECTRONIC APPLICATIONS

This book series is devoted to the rapidly developing class of materials used for electronic
and optoelectronic applications. It is designed to provide much-needed information on the
fundamental scientific principles of these materials, together with how these are employed in
technological applications. The books are aimed at (postgraduate) students, researchers and
technologists, engaged in research, development and the study of materials in electronics
and photonics, and industrial scientists developing new materials, devices and circuits for
the electronic, optoelectronic and communications industries.

The development of new electronic and optoelectronic materials depends not only on
materials engineering at a practical level, but also on a clear understanding of the properties
of materials, and the fundamental science behind these properties. It is the properties of a
material that eventually determine its usefulness in an application. The series therefore also
includes such titles as electrical conduction in solids, optical properties, thermal properties,
and so on, all with applications and examples of materials in electronics and optoelectronics.
The characterization of materials is also covered within the series in as much as it is impossible
to develop new materials without the proper characterization of their structure and properties.
Structure-property relationships have always been fundamentally and intrinsically important
to materials science and engineering.

Materials science is well known for being one of the most interdisciplinary sciences. It
is the interdisciplinary aspect of materials science that has led to many exciting discoveries,
new materials and new applications. It is not unusual to find scientists with a chemical
engineering background working on materials projects with applications in electronics. In
selecting titles for the series, we have tried to maintain the interdisciplinary aspect of the
field, and hence its excitement to researchers in this field.

ARTHUR WILLOUGHBY
PETER CAPPER

SAFA KASAP
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1 Introduction

Gavin Conibeer1 and Arthur Willoughby2

1School of Photovoltaic and Renewable Energy Engineering, University of New South Wales, Australia
2Faculty of Engineering and the Environment, University of Southampton, UK

1.1 INTRODUCTION

The environmental challenges to the world are now well known and publicised, and all but a
small minority of scientists accept that a reduction on dependence on fossil fuels is essential
for addressing the problems of the greenhouse effect and global warming. Everyone is aware
of the limited nature of fossil-fuel resources, and the increasing cost and difficulty, as well as
the environmental damage, of extracting the last remnants of oil, gas and other carbonaceous
products from the earth’s crust.

Photovoltaics, the conversion of sunlight into useful electrical energy, is accepted as an
important part of any strategy to reduce this dependence on fossil fuels. All of us are now
familiar with the appearance of solar cell modules on the roofs of houses, on public buildings,
and more extensive solar generators. Recently, the world’s PV capacity passed 100 GW,
according to new market figures from the European Photovoltaic Industry Association (14
February 2013), which makes a substantial contribution to reducing the world’s carbon
emissions.

It is the aim of this book to discuss the latest developments in photovoltaic materials which
are driving this technology forward, to extract the maximum amount of electrical power from
the sun, at minimal cost both financially and environmentally.

1.2 THE SUN

The starting point of all this discussion is the sun itself. In his book ‘Solar Electricity’ (Wiley
1994), Tomas Markvart shows the various energy losses to the solar radiation that occur
when it passes through the earth’s atmosphere (Figure 1.1).

The atmosphere also affects the solar spectrum, as shown in Figure 1.2.
A concept that characterises the effect of a clear atmosphere on sunlight, is the ‘air

mass’, equal to the relative length of the direct beam path through the atmosphere. The
extraterrestrial spectrum, denoted by AM0 (air mass 0) is important for satellite applications
of solar cells. At its zenith, the radiation from the sun corresponds to AM1, while AM1.5
is a typical solar spectrum on the earth’s surface on a clear day that, with total irradiance of
1 kW/m2, is used for the calibration of solar cells and modules. Also shown in Figure 1.2 are
the principal absorption bands of the molecules in the air. AM1.5 is referred to frequently in
a number of the chapters in this book, and readers should be aware of its meaning.

Solar Cell Materials: Developing Technologies, First Edition. Edited by Gavin Conibeer and Arthur Willoughby.
© 2014 John Wiley & Sons, Ltd. Published 2014 by John Wiley & Sons, Ltd.
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Figure 1.1 Solar radiation in the atmosphere. (Reproduced with permission from Markvart, 2000.
Copyright C© 2000, John Wiley & Sons, Ltd.)
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Figure 1.2 The solar spectrum. (Reproduced with permission from Markvart, 2000. Copyright C©
2000, John Wiley & Sons, Ltd.)
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1.3 BOOK OUTLINE

The book starts with a clear exposition of the fundamental physical limits to photovoltaic con-
version, by Jean-Francois Guillemoles. This covers the thermodynamic limits, the limitations
of classical devices, and develops this theme for more advanced devices. The identification
of device parameters used in other chapters can also be found in this chapter.

Material parameters, of course, also require a thorough understanding of characterisation
tools, and the second chapter, by Daniel Bellet and Edith Bellet-Amalric, outlines the main
material characterisation techniques of special interest in solar cell science. X-ray analysis,
electron microscopy, ion-beam techniques and spectroscopy characterisation methods are
discussed, including Raman, X-ray photoelectron and UV/Visible spectroscopy, which are
rarely detailed in such a materials book.

The next chapter, by Martin A Green, concentrates on developments in crystalline silicon
solar cells. Despite the fact that silicon is an indirect-bandgap semiconductor, and therefore
is a much less efficient absorber of above-bandgap light than direct-gap semiconductors
(such as GaAs), silicon is still the overwhelming choice for solar cell manufacture. As the
second most abundant element in the earth’s crust, with a well-established technology, the
chapter explores recent developments that have produced low-cost devices with efficiencies
approaching the maximum physically possible.

Amorphous and microcrystalline silicon solar cells, are next reviewed by Ruud E I
Schropp. These thin-film technologies are finding many exploitable applications with their
lower usage of absorber materials and use of foreign substrates.

Turning next to direct-bandgap semiconductors, Nicholas J Ekins-Daukes outlines recent
developments in III-V solar cells. III-Vs give the highest efficiencies of any solar cell mate-
rials. But despite their large absorption coefficients for above-bandgap light, the materials
are relatively expensive, and often difficult and rare to extract from the earth’s crust. Their
place in the technology is assessed, together with recent advances.

Chalcogenide thin-film solar cells are next reviewed by Miriam Paire, Sebastian Delbois,
Julien Vidal, Nagar Naghavi and Jean-Francois Guillemoles. Cu(In Ga)Se2 or CIGS cells
have made impressive progress in recent years with the highest efficiencies for thin-film
cells, while Cu2ZnSn (S,Se)4 or CZTS or kesterite uses less-rare elements than CIGS, and
so has significant potential for large-scale production.

The field of organic photovoltaics (OPV) has become of great interest since the efficiency
achieved rapidly increased from around 1% in 1999, to more than 10% in 2012 (Green 2013).
The chapter by Claudia Hoth, Andrea Seemann, Roland Steim, Tayebeh Amin, Hamed Azimi
and Christoph Brabec reviews this novel technology, concentrating on the state-of-the-art in
realising a photovoltaic product.

Lastly, one of us (Gavin Conibeer) looks to the future, by outlining third-generation
strategies that aim to provide high conversion efficiency of photon energy at low manufac-
turing cost. Approaches covered include multiple energy level cells (such as tandem cells
and multiple exciton generation), modification of the solar spectrum (such as by down- and
upconversion), and thermal approaches (such as thermophotovoltaics and hot-carrier cells).
The emphasis in all these approaches is on efficiency, spectral robustness, and low-cost pro-
cesses using abundant nontoxic materials. The book ends with some concluding remarks by
the editors, looking to the future in this rapidly developing field.

Finally, no book in this very extensive field can claim to be complete. To explore the
field further, readers are recommended to consult ‘Thin Film Solar Cells’ by Jef Poortmans
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and Vladimir Arkipov (Wiley 2006), a companion volume in this Wiley Series on Materials
for Electronic and Optoelectronic Applications, which includes such areas as dye-sensitised
solar cells (DSSCs), in the chapter by Michael Gratzel. We hope that this book, with its
emphasis on technological materials, will be of use to all who are interested in this field.

REFERENCES

Markvart, T., ‘Solar Electricity’ Wiley, Chichester 2000.
Poortmans, J., and Arkipov, V., ‘Thin Film Solar Cells’ Wiley, Chichester 2006.
Green, M.A., Emery, K, Hishikawa, Y., Warta, W., and Dunlop, E.D., Solar cell efficiency tables

(version 41), Progress in Photovoltaics: Research and Applications, 21 (2013) p. 1–11.



2 Fundamental Physical Limits
to Photovoltaic Conversion
J.F. Guillemoles
Institut de Recherche et Développement sur l’Energie Photovoltaı̈que (IRDEP), France

2.1 INTRODUCTION

Where to stop the quest for better devices? What does better mean? The conversion efficiency
arises prominently in this respect.

More efficient devices, everything kept equal, would first translate into cheaper solar
electricity. Are there limits to reducing the cost of PV electricity? In 2012, modules were
sold 0.5–0.7 €/W and the cost of solar electricity is around 20 cts/kWh. In the longer term,
development of photovoltaics (PV) has to be based on a major technological breakthrough
regarding the use of processes and materials at very low cost, or/and on the engineering of
devices offering far higher performance, harvesting most of the available solar energy. Two
approaches are targeted at this issue today: the first aims at low-cost materials and low-cost
processes to reduce the surface cost of PV devices, possibly sacrificing some of the device
efficiency, and the second, aiming at the maximal possible efficiency, at the same cost as
today’s modules (see Figure 2.1). There is a major difference between these two approaches:
the conversion concepts, the materials and the processes.

If we think in terms of the manufacturing costs of PV modules, the target aimed at
requires that the system needs to produce 1 MWh (comprising about 0.2 m2 of high-end
c-Si modules lasting 25 yr) cost less than €30 for parity with the base load or €120 for
grid parity. For a very low-cost device, for instance based on polymers or organic–inorganic
hybrids, with an expectation for conversion efficiencies on a par with those achieved by the
amorphous Si line (on the grounds of similar structural disorder and a low carrier mobility)
and shorter life durations, the budget is €7.5/m2 (5-year life duration with 5% efficiency,
including power electronics and installation), closer to the cost of structural materials than of
functional electronic materials. Finally, for profitable electricity production, we need to pay
attention to the system costs. Thus, one sees that it might be extremely difficult to attempt to
reduce production costs far beyond what is currently being obtained with inorganic thin-film
systems.

This chapter will deal with the scientific issues behind the photovoltaic conversion process,
keeping in mind what would make a difference to having this technology more widely used.

The first of these questions is of course the efficiency of the processes. Since the
appearance of the first PV devices, the question of the conversion efficiency limits arose, and
for a good reason: not only does it have high scientific and technological visibility, it is also

Solar Cell Materials: Developing Technologies, First Edition. Edited by Gavin Conibeer and Arthur Willoughby.
© 2014 John Wiley & Sons, Ltd. Published 2014 by John Wiley & Sons, Ltd.
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Figure 2.1 Relation of the cost per watt of solar energy to the surface cost of manufacturing solar
devices (modules) and the device efficiency. The light gray, dark gray, and white oval regions represent
the ranges found for crystalline silicon (first-), thin-film (second-), and third-generation solar tech-
nologies, respectively. The white zone marks the anticipated range for very high efficiency devices.
For comparison, limiting efficiencies derived from thermodynamic constraints are also indicated as
horizontal bands (low range: no concentration, high range: maximal concentration). Stars indicate
industrial production costs as they could be estimated in 2010 from available data: filled stars for c-Si
modules and hollow stars for thin-film technologies. (Adapted with permission from Green, 2003.
Copyright C© 2003, Springer.)

one of the major factors in lowering the cost of generating solar electricity. Interestingly,
this question of efficiency limit took quite a bit of time before being settled [Landsberg and
Badescu, 1998].

The paper of Schockley and Queisser, devising an approach based on a detailed balance
approach of photovoltaic conversion is still one of the most quoted papers on PV, yielding
the limit of single-junction, standard PV devices.

This question has also been approached on a more general basis, using thermodynamics
(Landsberg and Tonge, 1980, Parrott 1992, De Vos 1992) to give device-independent or even
process-independent limits (Section 2.1). These limits are essentially related to the source
(the sun) characteristics and to the conditions of use (e.g. ambient temperature). Perhaps
more useful, and practical, limits have been proposed for defined processes.

In very general terms, photovoltaic conversion in its simpler form supposes several steps:

1. solar photon transferred to the active part of the system;
2. absorption of the photons and energy transfer to the electronic system;
3. selective extraction of electrons to contacts (2 at least);
4. channelling of e-free energy to useful load whose impedance is adjusted.

These steps are illustrated in Figure 2.2 and describe PV process as it is working in all
working devices, with nonessential modifications for organic PV (in which electron and
holes are coupled as excitons) and multijunction cells (where the incident spectrum on a cell
is a part of the total solar spectrum).
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Figure 2.2 Photovoltaic action proceeds in 3 steps. (a) photons have to be collected and coupled
to the converting system; (b) the converting systems contains occupied (VB) and empty states (CB)
separated by a gap between which light induces transitions are allowed; (c) upon photon absorption,
two populations of charge carriers are created; (d).

In this process, the work per absorbed photon is equal to the electromotive force between
the electrodes (i.e. the voltage) times the elementary charge, that is the difference in the
quasi-Fermi levels in the two contacts. In the absence of current extraction and when the
mobility is high enough this quasi Fermi level (QFL) separation is that of electrons and holes
in the absorber (see Section 2.4 for a more complete discussion).

Because the QFL is generated by the incoming flux, it increases with the light flux. This
can also be understood as a larger generation rate per unit volume will create a larger density
of electron–holes pairs, and therefore a higher conduction-band electron QFL and a lower
valence-band electron QFL (that is a larger chemical potential of holes in the VB). This large
QFL separation can be obtained in different ways, everything else being equal:

– by decreasing the recombination pathways for photogenerated carriers, for instance
increasing the carrier lifetime;

– by increasing the generation of electron–hole pairs, for instance by concentration of the
incident solar influx;

– by decreasing the generation volume, for instance by thinning down the cells, which
requires light trapping to keep the total generation constant.

A large chemical potential can be seen as a large partial pressure: this helps the extraction
of generated carriers and therefore a larger free energy per carrier can be collected, whereas,
whatever the concentration of electron–hole pairs, their potential energy is always the same,
near Eg. The collection of carriers depends on the chemical potential of the carriers in the
contacts, that is, in fine, of the external conditions, and for instance the load into which the
solar cell will deliver power.

The maximum power is delivered when the load impedance matches the differential
impedance of the generator (as is true by the way for any generator).

Indeed, if the device has a current–voltage characteristic I (V ), the power P = I · V is
maximum for

dP

dV
= 0 and, as

dP

dV
= I + dI

dV
· V (2.1)
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this yields:

RLoad = I

V
= − dI

dV
, (2.2)

which is the relation announced.
The current at V = 0 (short-circuit) is noted Isc, while the voltage at I = 0 (open circuit)

is noted Voc.
One can write a relation such that:

η = Isc · Voc · FF

Pinc
(2.3)

where η is the efficiency, Pinc, the solar incident power and FF, the fill factor, is a number
close to 0.85 and slowly dependent on the working point for an ideal cell.

Importantly, each carrier has to be collected at a specific contact, that is, ideally, the
contact should be selective for one of the carriers, and prevent collection from the other.
Selective contacts usually take the form of barriers for one of the contacts, as for instance in
a p/n junction.

There are general relationships based on thermodynamics that fundamentally limit the
efficiency of conversion of light into work. They have been discussed extensively in the
literature and are presented in Section 2.2.

Photovoltaic conversion, as sketched in Figure 2.2, starts with a good coupling between
the conversion device and the sun. We therefore start to explore limits to photon management.
This limit is essentially given by the 2nd thermodynamic principle: a PV device does not
become hotter than the sun (Section 2.2). It is then important to know how good the absorption
of the material can be as this determines the dimensions and geometry of the device as its
thickness has to be the best compromise between being

– large enough so that light is efficiently absorbed;
– small enough so that excited carriers are transported to the contacts before recombination.

Progress in material science has been extremely fast in the past decades, and that knowledge
may help us to get closer to the above limits. So, it becomes more important to understand
precisely what these are. We therefore look in more detail at the working of a standard (even
if somewhat idealised) PV device (Section 2.3).

The next question is then: can we come up with practical approaches to get closer to
the thermodynamic limits? A variety of such approaches have been proposed, although
they sometimes come at the expense of increased device complexity. They fall into several
categories that will be described below (Section 2.4).

2.2 THERMODYNAMIC LIMITS

Thermodynamics sets the most fundamental limits to any energy-conversion process via its
two fundamental laws: energy conservation and maximum entropy for closed systems.

The thermodynamic framework captures perfectly the fact that the useable energy (called
work, W) that can be extracted from a body is only a fraction of its total internal energy (E).
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2.2.1 The Sun is the Limit

Common sense tells us that the energy source is certainly essential in delving into the limits
of the extractible power, but thermodynamics teaches us that since we deal not with energy
creation but energy conversion, we have to look at both the source and the sink. Our sink
is the earth, whose ambient temperature is around 300 K, which we will take as the sink
temperature.

How should we characterise the source? The sun emits a considerable power as electro-
magnetic radiation (4 × 1023 kW) into space burning some 1015 g/s of hydrogen in nuclear
reactions and converting some 5000 t/s of matter into pure energy. This radiation is, to a good
approximation, thermal and described as blackbody radiation of a temperature of 5800 K
(often approximated as 6000 K in the literature). The resulting solar spectrum (Figure 2.3) is
rather broad, with most energy being radiated in the near-infrared and in the visible ranges.

As was discussed in Section 2.1, the conversion efficiency of a solar cell depends on
the incoming flux: more flux (of the same spectral density) means more power out. In
principle, light from the sun can be concentrated using, for instance, lenses and mirrors. By
such systems, the solid angle under which the cell sees the sun changes increases by the
concentration factor, due to the conservation of étendue.

The maximum concentration of solar flux is limited to a factor of Cm = 42 600. Indeed,
the maximum concentration factor is 4π divided by the solid angle of the sun, which is when
the exposed surface of the cell can see the sun in all directions. This can also be understood
from another point of view: at higher concentration factors, the focal point would have a
higher radiation temperature than the source, which is thermodynamically impossible: the
image of an object cannot be hotter than the object itself. Otherwise, one could reversibly
transport heat from a cold body toward a hot body, something forbidden by the second law
of thermodynamics.

ηCarnot = W

Es
= 1 − T

Ts

250

O3

O2 CO2
H2O

H2O

H2O

H2O
Absorption Bands

Radiation at Sea Level

5250°C Blackbody Spectrum

Sunlight at Top of the Atmosphere

H2O

0

0.5

1

1.5

2

UV Visible Infrared
2.5

500 750 1000 1250
Wavelength (nm)

Solar Radiation Spectrum

S
p
e
c
tr

a
l 
Ir

ra
d
ia

n
c
e
 (

W
/m

2
/n

m
)

1500 1750 2000 2250 2500

Figure 2.3 Solar spectrum at the top of the atmosphere and at sea level.



10 SOLAR CELL MATERIALS

(c)(b)(a)

Sun, Ts
Tc

Ss

Es

Q/T

W

Si 

Q

Sc

EcSun, Ts
Tc

Ss

Es

Q/T

W

Si 

Q

Sc

Ec

sink

Sun, Ts

Es/Ts

Es

Q/T

W

Si 

Q

E
n

g
in

e
 

, Ts
Tc

Ss

Es

Q/T

W

Si 

Q

Sc

Ec

E
n

g
in

e
 

, Ts
Tc

Ss

Es

Q/T

W

Si 

Q

Sc

Ec

E
n

g
in

e
 

Figure 2.4 Systems for calculating various thermodynamic limits (a) for the Carnot efficiency, (b) for
the Landsberg efficiency and (c) for the endoreversible efficiency. Ts is the source temperature and T is
the sink temperature. Energy exchanges are represented with light gray arrows and entropy exchanges
(or creation: Si) with dark gray arrows. E is radiant power, Q is heat flux, and W is work.

2.2.2 Classical Thermodynamics Analysis of Solar Energy Conversion

The first step in computing thermodynamic efficiencies is to define the inputs and outputs,
that is to define the conversion system.

A first such system is composed of the sun’s surface and the conversion engine (Fig-
ure 2.4a). The surface of the sun receives energy and entropy fluxes from the sun’s interior

(a)

(b)
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Figure 2.5 Efficiency of an endoreversible solar cell. (a) schematics of the device, showing that
solar heat is radiatively exchanged with an absorber at temperature TA while a Carnot engine operating
between TA and T0 produces work. T0 is connected to a cold reservoir. (b) the efficiency is computed for
various absorber temperatures, displaying a maximum. The full curve corresponds to full concentration
and the dotted one to no concentration of solar radiation. (Reproduced with permission from Wurfel,
2005. Copyright C© 2005, John Wiley & Sons, Ltd.)
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where nuclear reactions take place. Energy and entropy are then transferred radiatively to the
device that rejects heat and work at ambient temperature T. Classically (see Green 2003 for
a recent discussion), the limiting efficiency of such a process is obtained when the internal
entropy generation is negligible and given by:

ηCarnot = 1 − T

Ts
(2.4)

This is the Carnot efficiency of the process, with a value of 95%. Of course, such an
efficiency does not count as a loss of the fraction of power radiated by the cell to the sun,
but this is not the point (the latter is a very small quantity). The main issue is that to have
negligible internal entropy generation, the converter and the sun’s surface should have almost
the same temperature, otherwise the radiative transfer between the two would result in finite
entropy generation. But then, the amount of work produced is infinitesimally small: most of
the sun’s power is recycled, which misses the purpose.

A more exact calculation taking into account the entropy of radiation to the sun, first done
by Landsberg, gives:

ηLandsberg = 1 + 1

3

T 4

T 4
s

− 4

3

T

Ts
(2.5)

that is, an efficiency of 93.3%. This corresponds (Figure 2.4b), as above, to a vanishingly
small power extracted, as above, as the solar cell should be near open-circuit voltage for near-
zero-entropy generation, except in the case where the system are nonreciprocal, as discussed
by Ries and later by Green. Normally, optical systems are reciprocal, that is symmetric by
time inversion, and this implies that if a solar cell gets light from the sun from a solid angle
�a, the light it emits (and we will see that solar cells must emit light in operation) should also
reach the sun with a probability proportional to �a. Yet systems exist that are nonreciprocal
[Ries, 1983, Green, 2003], and in principle the light they emit could be sent to another device
to be converted. In this way, a process can be conceptually conceived where the conversion is
reversible, and the conversion device only emits thermal radiation (at ambient temperature)
back to the sun. Although this seems to be an academic exercise, the Landsberg limit is
effectively the highest possible limit for power extraction achievable, at least in principle.
The Landsberg limit is achieved under maximal concentration, and calculation for various
illumination have also been made [Brown, 2003] and give for instance a value of 73.2% for
AM 1.5.

Figure 2.4c proposes yet another way for solar energy conversion using a Carnot engine
using a reciprocal system. The sun heats up a blackbody absorber to a temperature Ta, and
a Carnot engine extracts work while heat is dumped in the heat sink at temperature T. The
thermodynamic analysis of this endoreversible system (De Vos, 1992) led to the formula:

ηEndo =
(

1 − T

Ta

)(
1 − C

Cm

T 4
a

T 4
s

)
(2.6)

where C is the solar concentration and Cm is the maximal possible solar concentration
(Cm = 46 200).
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Maximal power is extracted at maximal concentration for an optimal temperature of
Ta = 2480 K. The efficiency is then 85.4%. The endoreversible efficiency is quite dependent
on the concentration ratio as illustrated in Figure 2.4.

The efficiency can be marginally increased to 86.8% if the light is split into quasi-
monochromatic beams (e.g. using dichroic mirrors), each of them being converted by an
endoreversible system such as the one above. The gain comes from the fact that the black-
body absorbers emit broad band light that can be partially recycled (Green, 2003).

Do we know of Carnot-like engines for the conversion of light into electricity? Actually
yes: as we will see later, solar cells (somewhat idealised of course) are good approximate
realisations of such engines when they are illuminated by a monochromatic light. We will
also discuss another type of Carnot-like engine: the hot-carrier solar cell.

All the above description has been done using only one thermodynamic variable (tem-
perature), but can be generalised to cases where other variables change and need to be taken
into account. This would be the case for photochemical conversion, including a special case:
that of photovoltaic conversion (De Vos, 1992).

2.3 LIMITATIONS OF CLASSICAL DEVICES

Beyond the general limits set by thermodynamics and optics that were reviewed above, there
should be more specific bounds on practical devices. The most important of them is the first
that has been developed: the semiconductor diode. It was first made as a Schottky diode (Se
diodes [Palz, 2010) and later as a planar silicon p/n homojunction [Schockley and Queisser,
1961], followed by planar heterojunctions (GaAs), convoluted heterojunctions (Cu2S), p-i-n
structures (a-Si:H) and more recently interpenetrated (dye solar cells) or bulk heterojunctions
(polymeric cells). They all share a common feature that limits their performance: absorption
of light, generally done in one single material, results in only one type of excitation of the
absorber that can be converted. This excitation, whose energy is close to the low-energy
edge of the optical absorption threshold (the bandgap, Eg), is converted after significant
relaxation in the absorber has occurred. This material parameter, the bandgap, is central to
the understanding of the fundamental losses in PV conversion by solar cells. Essentially, these
losses originate from the fact that one is trying to convert a broadband spectrum (blackbody
radiation) with a system having a single characteristic energy (Eg): one is bound to find the
best compromise.

To avoid being too specific on the system of conversion, some approximations are gen-
erally used when evaluating various approaches. A real device will be nonideal in many
ways:

– Charge transport always entails ohmic losses, but these can be made negligible if the
carrier mobility is high enough (so that the total ohmic drop is less than kT/q).

– Photon transport entails optical losses such as reflection or parasitic absorption. These can
be made very small in practice with careful design and use of antireflection coatings.

– Heat-transport issues: because of power dissipation in the above losses and others (e.g.
carriers thermalisation), photovoltaic devices become warmer under operation, and this is
detrimental to the conversion efficiency. Yet, in principle, the device could be efficiently
coupled to a thermostat and its temperature uniform and fixed at a given value (for instance
the standard 25 ◦C value), so variations in temperature are ignored.



FUNDAMENTAL PHYSICAL LIMITS TO PHOTOVOLTAIC CONVERSION 13

2.3.1 Detailed Balance and Main Assumptions

Detailed balance is a principle dating from the early part of the 20th century [Onsager,
1931] ensuring thermodynamic consistency of the formulation of the problem. It specifically
requires that each microscopic process (carrier scattering, light-matter interaction, etc.) in
a system is in equilibrium with its reverse when in equilibrium. This gives a relationship
between the rates of a process and of its reverse and leads to the very useful assumption that
this relation is still valid out of equilibrium. It can also be understood as the time-inversion
invariance of quantum mechanics that imposes that the probability of a scattering event
Ii> → If> and of its reverse be the same (this is not ensured though when rotations or
magnetic fields are present). Kirchoff’s law relating absorption and emission probabilities of
a system pertains to this type of law.

Detailed balance was first used to assess the limits of conversion efficiency of solar cells
by Shockley and Queisser [Schockley and Queisser, 1961], in conjunction with other useful
assumptions. Applied to solar cells, the detailed balance requires the photon absorption rate
for each pair of states in equilibrium to balance the photon emission. It is then assumed that
away from equilibrium the microscopic probabilities of scattering from an initial to a final
state are the same, only the occupation of the initial states changes and modifies the rates.

To describe a solar cell in a very general way, many simplifying assumptions have been
made, and they help reveal the nature of the photovoltaic action and the limitations of
the processes. In a first set of assumptions, we will assume that transport is not limiting
(mobilities and thermal conductivities are high, and optical losses minimal, i.e. all photons
above threshold are used in the conversion process).

Moreover, the conversion process can be nonideal for other reasons:

– If a fraction of the photons of a given energy that can be absorbed by the converter is not
used to create an electron–hole pair, this is clearly suboptimal.1

– If carriers can recombine with nonradiative channels (an electron and a hole recombine
without emitting a photon). Such recombinations contribute to heat dissipation, and are
therefore also nonoptimal.

– If in a given material, several absorption processes are possible for a given photon (e.g.
intraband and interband). Normally, one of them will enable more output power from the
device, therefore the other processes act as parasitic absorption losses.

In a second set of assumptions, we will assume the optical absorption of the converting
material has the following properties:

1. The absorptivity of the active material is either 0 (under the absorption threshold) or 1
(above). That this is indeed optimal has been discussed in details [Marti and Araujo,
1994].

2. Nonradiative recombination is neglected. Indeed, it has been found to be very small in
some systems. Note that radiative recombination is mandatory for consistency (detailed
balance rule) and has to be accounted for.

1 note that this can’t be compensated by the reduced radiative recombination that would be entailed, according to
detailed balance, by a reduced absorptivity as shown by [Marti and Araujo, 1994].
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3. For each photon, one assumes that only one process is allowed, namely, the most efficient
process for energy conversion. This is a convenient simplifying assumption, even in the
case where two processes give the same power yield.

If one is interested in the limit, it is only necessary to take into account fundamental loss
mechanisms, i.e. those that cannot be made vanishingly small, even in principle. All of the
above could, conceptually at least, be eliminated.

2.3.2 p-n Junction

In the radiative limit, the global photon balance of the solar cell imposes that when an
electron–hole pair is created (a photon is absorbed), it either recombines (and gives a photon)
or this electron–hole pair is extracted to do some work in the external circuit. It can be
expressed as:

I = q · (�abs − �em) (2.7a)

�abs =
∫

A(E) · Ṅinc(E) · dE (2.7b)

�em =
∫

Ṅem(E) · dE (2.7c)

where A(E) is the absorptivity (equal to the emissivity: A(E) = ε(E), according to Kirch-
hoff’s law), Nem and Ninc are, respectively, the photon density of emitted and incident
photons. When photons from the cell issued from recombination can be emitted in the full
hemisphere above the device, Nem is given by [Wurfel, 1982]:

Ṅem(E) = 2π

h3c2
ε(E)

E2

e(E−μ)kT − 1
(2.8a)

where μ is the electron–hole quasi-Fermi-level separation in the device, equal to the chemical
potential of the radiation, and is generally assumed constant across the device, in which case
it can be equated to the electric bias V if measured in eV (see below).

In a more general case, one should introduce the emitted radiated beam étendue, a
conserved quantity during propagation that can be interpreted as its entropy [Markvart,
2008]. For a ray with directions within a small solid angle δω passing through an area δA at
an angle with the normal θ , propagating in a medium of refractive index n, the element of
étendue δe is defined as

δe = n2 cos θ · δω · δA (2.8b)

The emitted flux within this étendue is then [Markvart, 2008]

Ṅem(E) = 2
δe

h3c2
ε(E)

E2

e(E−μ)kT − 1
(2.8c)
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To be still more general, and more realistic, the absorptivity should be replaced by the
quantum efficiency (number of electrons collected per photon absorbed). In the context of
limit efficiencies and ideal devices, the two can be equated.

The Fermi level is given by – at equilibrium, and in the Boltzmann approximation – as a
function of the equilibrium carrier concentration n◦:

Ef = Efo + kT ln(n) (2.9a)

The quasi-Fermi level concept generalises this relationship in nonequilibrium for each carrier
population, with n the actual (nonequilibrium) carrier population, as

Efn = Ef + kT ln (n/n◦)

Efp = Ef + kT ln (p/p◦)
(2.9b)

By definition,

μ = Efn − Efp, (2.9c)

and is a local quantity. Whereas:

qV = En
fn − Efp

p (2.9d)

is the difference at the n and p contacts. If the mobility is large, μ does not vary much and
can be approximated everywhere by the external voltage. These expressions can be easily
generalised in a more general case using Fermi distributions.

The power extracted from the solar cell reads:

P = I · V = μ · (�abs − �em(μ)) (2.10)

That is, in fine, (finally) to say that the electrical work can be related simply to the work
done by the photons as the product of the chemical potential of the photons times the net
flux absorbed. As we will see later, this can be generalised to more complex systems, and
this greatly facilitates their analysis.

With Pinc, the incident power, given by

Pinc =
∫

Ṅinc(E) · dE (2.11a)

one can define the efficiency as:

η = P

Pinc
(2.11b)

where P is the electrical power taken at maximum power point (see Section 2.1).
Using assumptions of Section 2.3.1, it is plain that the delivered power of the solar cell

depends only on the spectrum of incident light, the device temperature and the bandgap of the
absorber (as the value at which the absorptivity goes from 0 to 1, in the above approximation).
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Solving equations (2.7) to (2.11) gives the ideal (maximal) efficiency of a solar cell
(e.g. Green, 2003, Wurfel, 2007). One can, moreover, quantify from these equations the
contribution of various losses: the fraction of the incident power that is not absorbed, the
fraction that is re-emitted, the fraction that ends up as heat in the absorber (excess kinetic
energy of the initially created electron–hole pairs) and the fraction dissipated in exchange of
carrier collection. While other terms are obvious and have been described many times, the
latter requires possibly more explanation. One of the descriptions is given in [Green, 2003]:
there is still a difference between the energy of an electron–hole pair thermalised in the
absorber (that is Eg + 3kT ) and the useful work extracted (that is μ) from that electron–hole
pair. This loss depends on the amount of absorbed photons and has been discussed for a cell
illuminated by a blackbody at temperature Ts [De Vos and Pauwels, 1981, Landsberg, 1998,
Hirst et al., 2011].

From the point of view of electrons, driving the photogenerated charges to the contacts
has some entropy cost: because of the finite mobility, there should be a drop in the quasi-
Fermi level separation. This entropy production rate can in part be related to the Joule
effect [Parrot, 1992], but has even in ideal devices with very high mobilities, an irreducible
component related to the entropy per photogenerated carrier pair and to the net recombination
current [De Groot and Mazur, 1984], that stems from the imbalance of a chemical reaction:

dSrec

dt
=

∫∫∫⊙ 1

T

∫ (
Eg + 3 · kT − (

Efn − Efp
)) · (G(E) − R(E, μ)) · dE · dV (2.12)

which is zero at equilibrium because of detailed balance. Here, G(E) and R(E) are, respec-
tively, the generation and recombination rates of electron–hole pairs of energy E. But as:

I =
∫

dE
∫∫∫⊙

(G(E) − R(E, μ)) · dV (2.13)

this is just the missing amount. Why is it called collection losses? The free energy collected
from charge carriers is vanishingly small under a small departure from equilibrium although
each electron–hole pair has an internal energy (potential + kinetic) of Eg + 3kT . Actually,
carriers photogenerated under low illumination conditions are very dilute (large entropy per
carrier), leading to a penalty in useful work that can be extracted from them as compared
to when carriers are more concentrated: more entropy per carrier has to be dumped in the
contacts.

The point of view of photons, also here, is more fundamental. The photon spectrum
reradiated by the cell differs from that incident. More specifically, at maximum power point,
the flux re-emitted is globally less intense than the one received (the flux difference is the
extracted current). The flux re-emitted is also in general spread over a larger solid angle than
the incident one. And finally, the emitted photon spectrum is different from the incident one.
All three terms are discussed in [Markvart, 2008] and can be related to a change in photon
entropy and to internal entropy creation during the photovoltaic conversion process.

Using relation (1.3), we can make a semiquantitative argument concerning the behaviour
of η with Pinc, keeping the incident light spectrum unchanged. It could be naively expected
that η should be independent of incident power, but this is not the case. Indeed, while the
short-circuit current is proportional to the photon flux in a very large range (that is, keeping
the spectrum identical, also to Pinc), and while FF increases only slightly (as long as the series
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resistances can be neglected of course), slower than ln(Voc), Voc increases logarithmically as
ln(Pinc/t), with t the cell thickness.

This stems from the usual exponential dependence of the recombination rate with the cell
voltage. Specifically, in the radiative limit explored here, R(E, μ) ∼ R◦(E) · exp(qV/kT ),
and is independent of position. Using equation (2.13), with I = 0 gives the desired relation-
ship that Voc is proportional to the logarithm of the volume integral of generation rate, i.e. to
the log of the incident photon flux.

Finally, η increases essentially as ln(Pinc/t), yielding a gain close to 3% efficiency points
per decade in solar cells: a good part of the journey to high efficiency starts with solar
concentration. Indeed, looking at the progress made in terms of efficiency by the best triple
junction (GaInP/GaAs/GaInAs, ∼36% without concentration and ∼43% at ×500 suns)
devices as compared to the best single-junction devices (GaAs, ∼28%), it appears that about
half of the gain stems from the concentration factor while the other half comes from adding
2 other junctions.

One should also note that the important factor is Pinc/t , so that as long as the vast
majority of photons are absorbed, reducing the cell thickness is as effective as increasing
concentration for efficiency gains (but without the trouble associated with a more precise
tracking of the sun). The optimal cell thickness depends on the ability to absorb most solar
light within a small volume, and therefore both on the light-trapping strategies and on the
absorptivity of the absorbing material. In the ergodic limit (complete randomisation of
light rays) of light trapping, the effective absorptivity of the device can be increased up to
a factor 4n2 as compared to the absorptivity of a slab [Yablonovitch, 1982]. Recently (Yu
et al., 2010, Atwater and Polman, 2010), it has been shown that the absolute limit in terms
of light trapping is somewhat larger than the ergodic limit, even if the absolute limit is not
known yet.

For a device at 300 K illuminated by a standard AM1.5 spectrum, the efficiency and the
contribution of the various losses are represented in Figure 2.6.

2.3.3 The Two-Level System Model

Omitting the losses due to electron–hole thermalisation and to nonabsorption of photons,
an ideal solar cell illuminated is very close to being a Carnot engine. This can be realised
by using photons near the bandgap of the solar cell. A good model for this situation is
to represent the solar cell by a two-level system. If we now consider a two-level systems
irradiated by photons matching exactly the transition, in the radiative limit we obtain:

I = q · (Nabs − Nem(E)) = q
2π E2

h3c2
A(E)

(
f inc − 1

e(E−μ)/kT − 1

)
(2.14a)

f inc = Cm − C

Cm

1

eE/kT − 1
+ C

Cm

1

eE/kTs − 1
(2.14b)

f inc is the incident photon average occupation factor, assuming a blackbody source diluted by
a factor C/Cm (dilution due to sun–earth distance, C is the actual concentration used, while
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Figure 2.6 Efficiency of solar conversion by a single absorber as a function of its absorption thresh-
old(gap) for a device at 300K illuminated by an AM1.5G spectrum and repartition of the various losses
as explained in the text: the fraction of the incident power that is not absorbed,the fraction that is
re-emitted as a result of reciprocity,the fraction that represents the excess kinetic energy of the initially
created electron–hole pairs and the fraction dissipated in exchange of carrier collection. The stars rep-
resent two examples of very efficient cells actually made: c-Si (25%) and GaAs (28.8%) technologies.

Cm = 46 200 is the maximally achievable concentration), and Pinc (to which the electrical
power is to be compared to obtain the efficiency) writes as:

Pinc,BB(E, Ts) = C

Cm

2π

h3c2

E3

eE/kTs − 1
(2.15)

Clearly, there is no thermalisation in this case. Under maximal concentration, maximum
efficiency is achieved at Voc where

μoc = q · Voc = Eg · (1 − T/Ts) (2.16)

showing its relationship to a Carnot device.
For a solar cell, maximal efficiency is achieved maximising equation (2.10) (as in equa-

tion (2.1)), and differentiation gives, after some algebra, the transcendental equation:

f inc = fM ·
[

1 + (1 + fM) ·
(

E/
kT − Ln

(
1 + fM

fM

))]
(2.17a)

where fM is the emitted photon occupation factor at maximum power point, given by

fM = 1

exp
(

E−μM

kT

)
− 1

(2.17b)
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and μM = q · Vm is the quasi-Fermi level splitting at MPP. The efficiency at maximum power
point (MPP) is then just given by η = Im · Vm/Pinc = Im · qVm/(E · Iph), where Iph is the
photogenerated current and:

Im = q
2π E2

h3c2

(
f inc − fM

) = Iph

(
1 − fM

/
f inc

)
(2.17c)

so that η is a function of E and finc alone (since fM is an implicit function of E and finc

as well).
Inclusion of a bandwidth yields a correction on account of thermalisation of electron–

hole pairs in the band (carrier point of view). It can also be seen as modification of the
incident spectrum (zero chemical potential and temperature Ts for a blackbody) to an emitted
photon spectrum (Bose–Einstein distribution with finite chemical potential and ambient
temperature): this is akin to cooling the photons while producing work [Markvart, 2008].
For a zero bandwidth, the cooling is isentropic [Wurfel, 1997].

To measure how far a device is from ideality, as suggested by equation (2.16) Eg − Voc

[Guillemoles et al., 2008], or rather Eg − q · Vm [Nayak et al., 2011] have been used as
landmarks for device quality.

2.3.4 Multijunctions

A tandem stack is made up of separate cells each with a different energy gap that absorb
photons at different energy levels [Henry, 1980, Green, 2003]. The stack has the highest
bandgap material at the top of the stack and allows lower-energy photons to pass through to
the next cell, shown in Figure 2.7.

This arrangement of cells gives the stack a higher voltage than what would be obtained by
a single diode as each photon is absorbed by a bandgap closer to its energy level and delivers
a higher free energy.

A tandem stack can be in series (constrained, Figure 2.7c) or a combination parallel and
series connections (Unconstrained, Figure 2.7b). In a tandem cell the number of distinct
interband energy transitions is equal to the number of cells.

In the radiative limit and for ideal cells again, the power extracted from each cell can be
expressed as:

P =
∑

n

In · Vn =
∑

n

μn · (�abs,n − �em,n(μn)) (2.18)

where again the electrical work performed by the solar cell can be equated to the free energy
change of the photons. For the series-constrained device, there is an additional constraint on
the currents (all equal) that essentially translates in that photocurrents of all cells should be
almost equal. The difference between optimised series connected and multiterminal device
efficiencies are actually rather small (less than a percent) [Brown, 2003]. The main issue is
more an increased spectral sensitivity for the series stack.

Because two-level solar cells could be ideal devices, it is tempting to consider solar energy
conversion after the spectrum has been split into thin slices and consider an infinite stack of
two-level junctions to examine the limit of solar energy conversion.
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Figure 2.7 From left to right: (a) An optical device separates sunlight by means of filters in three beams
“gray” (blue), “white” (green) and “black” (red), which are converted by three cells whose bandgaps
were adapted for these three spectral bands. One can simplify the device as indicated in (b) noticing
that the “gray” cell does not absorb the wavelengths higher than its threshold of absorption. It can thus
be used as a filter for “white” and “black” cells. In the same way, the “white” cell lets the “black” beam
pass. It is necessary, of course, that the substrates of the first two cells are transparent. Finally, in (c) a
transparent electrical contact between the cells is realised. One can achieve this stack by deposition of the
various cells on the same substrate. To avoid creation of a reverse diode at the interface between two cells
(a diode p-n if diodes n-p are piled up), one connects them by a tunnel junction. In case (c) the cells
are connected in series, whereas in the cases (a) or (b) one remains free to use the electricity produced
in the most effective way. ( C© European Physical Society, EDP Sciences, 2010.)

Computing the optimal combination of gaps can become quite intricate when many single
devices are associated [Rudd et al., 2005], so, let us consider asymptotic formulas, valid for
a large number of devices.

An approximate method in the case of series tandem cells is to use the cumulative photon
flux from the chosen spectrum and divide it into n + 1 sections to try to equally distribute
the number of photons between transitions. This method is most applicable to constrained
tandems that have the same current through all levels, and it predicts correctly the larger
half of the energy transitions. These starting values are also quite useful for unconstrained
tandems, as in the limit of large level number, the two have increasingly similar parameters.
This type of approach, based on the characteristics of the spectrum is quite useful from a
practical point of view and provides a better understanding of the devices.

This is confirmed using previously found values for multiple levels cell (1 to 40 levels,
blackbody, full concentration case) and curve fitting, an interpolation formula was found for
the smaller, average and larger energy threshold values. The actual points and the calculated
values are shown in Figure 2.8 and Table 2.1. These equations are rather accurate for

Table 2.1 Tandem starting value equations.

Equations for Tandem BB MC x = Number of Levels

J = 5.8E7∗(x + 1)−1.04 Eave = 1.11x−0.064

Emin = 1.02x−0.558 Emax = 0.709 ln(x) + 1.04
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Constrained Tandem BB MC, Energy vs Levels
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Figure 2.8 Optimised energy levels of tandem cells under blackbody maximum concentration. The
lines show the calculated values generated by equations. (Reproduced with permission from Rudd,
2005. Copyright C© 2005, Australian Solar Council.)

blackbody spectrum considered (T = 6000 K, full concentration). These three values were
then used to generate starting values for all energy levels for an arbitrary number of levels
under the same spectrum. The lower half of the levels is quite satisfactorily generated using
this approach. However, the higher energy levels are at the moment not predicted with enough
accuracy, and the approach is very sensitive to the spectrum, as are the fitting coefficients
used in the interpolation formula.

The efficiency of a stack of N junctions itself is given to a good approximation by an
asymptotic formula given by Brown [Brown, 2003], where η∞ is the efficiency of the infinite
stack under the considered illumination, and “a” is a constant ∼1 whose exact value depends
and if multiterminal or Series connected celles are considered:

η(N ) = η∞

1 + a
N

, η∞ : 68% (AM1.5) and 86.8% (×46 200) (2.19)

It has been proposed [Green, 2003] that nonreciprocal systems (without time-inversion
symmetry, such as when magnetic fields or rotations are involved) could yield even higher
conversion efficiencies, close to Carnot efficiency. A detailed discussion of these systems
is beyond the scope of this chapter, but the interested reader can consult the sources [Ries,
1983, Green, 2003, Brown, 2003].

It should be noted that the actual devices have incompressible, finite, losses (optical,
electrical) upon addition of a junction in a stack. For instance, there is a penaly for each
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additional tunnel junction (voltage drop) as it is not ideal. There should also be a penalty
in terms of transmittance for each additional cell that impacts all cells below it. Finally,
there will also be a cost penalty because of additional processing and also (very importantly)
reduced yield. Overall, in terms of cost (€/W), it is unlikely that a large gain can be achieved
beyond 3 junctions, even in the case of large concentration ratios (×1000).

2.4 FUNDAMENTAL LIMITS OF SOME
HIGH-EFFICIENCY CONCEPTS

The design of optimal devices rests on the following, previously exposed, assumptions,
within the detailed balance model:

1. for each photon, one assumes that only one process is allowed, namely, the most efficient
process for energy conversion;

2. the absorptivity of the active material is either 0 or 1 in each energy range;
3. nonradiative recombination is neglected.

Many conversion concepts have been proposed with these restrictions. They are summarized
in Table 2.2, together with their limiting efficiency and practical achievements. Following
the approach used above for multijunction cells, one could consider an infinity of two-level
systems, each of them tuned to a specific solar photon energy. As each photon energy of the
solar spectrum can be used independently of any other, and its conversion can be optimised
separately, this is setting an upper limit of the conversion efficiency of the solar spectrum.
Solving equation (2.17) for each wavelength yields the maximal free energy extractible from
the incoming photon flux at this same wavelength. The result is plotted in Figure 2.9 for

Table 2.2 Efficiency limits

Efficiency range
Type of cell AM1.5 at 46 000×(%) Notes

Tandem, N > 100 68–87 Extremely complex, 43% achieved for
6 junctions

Hot carriers 67–86 Device not demonstrated in practice
Impact ionisation

(all Eg mult.), TPV
44–86 Extremely constrained electronic band

structure. Some demonstrators (TPV)
Thermionic

(thermoelectric)
54–85 In practice, 23% (12%) achieved

Tandem, N = 3 49–64 In practice, 44% achieved (×970)
Upconversion 48–63 Very small gain demonstrated in practice
Intermediate level 48–63 Device not demonstrated in practice

Tandem, N = 2 43–56 In practice, 32% achieved
Downconversion 39–52 No gain demonstrated in practice
Impact ionisation (2 Eg) 38–52 Small gain demonstrated in practice (5%)

Simple p–n junction 31–41 28.8% under AM 1.5
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Figure 2.9 Left, optimal extractible free energies (in eV) extractible from the photovoltaic conversion
of several solar spectra (respectively 6000 K Blackbody radiation, AM0 and AM1.5, central curve)
as a function of the converted photon energy. Right, same curve represented for a 6000 K black-
body spectrum at its full intensity or attenuated in intensity by a factor 10−2, 10−4, 10−6 and 10−8

(in gray). The black curve corresponds to attenuation by 1/46 200, i.e. the intensity level received
on earth.

representative solar spectra (blackbody 6000 K, AM0 and AM1.5G). For a given spectrum,
this gives the highest possible free energy each (net) absorbed photon can yield. This value
depends significantly of the amount of the flux of photons performing the work! When the
spectrum is close to that of blackbody radiation, this free energy varies about linearly with
the photon energy.

For a given conversion process, the extractible free energy at room temperature (i.e. work)
is bounded by the values obtained above, that is the sum over all energies of the net photon
flux multiplied by their optimal free energy. For a specific device, the sum only proceeds
over the absorbed photons, while the optimal free energy to be considered depends on the
conversion process. For instance, in the case of multijunction solar cells, the output voltage
of each cell in the stack (optimally equal to the chemical potential of the emitted photons)
is determined in accordance with the bandgap of the cell in which it is absorbed, rather than
with the absorbed photon energy, but for a photon flux corresponding to the total flux of
photons absorbed by the cell.

Again, the power delivered by the stack can be written from the electrons or photons point
of view (equation (2.18)), from which the maximum efficiency can be obtained:

P =
∑

n

In · Vn =
∑

n

μn · (�abs,n − �em,n(μn)) =
∫

dE · μ(E) · (�abs(E) − �em(μ(E)))

(2.20)

2.4.1 Beyond Unity Quantum Efficiency

An alternative to the above approach (multijunctions) to increase efficiency, is to look for
processes where the quantum yield e-/photons is not 1 (one photon gives one electron–
hole pair), as assumed above. For instance, an electron–hole pair of sufficient energy might
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conceivably yield several electron–hole pairs by a process that is the inverse of Auger
recombination: impact ionisation. Obviously, the current would be increased as compared to
the single-junction case of the same gap (because of a better use of high-energy photons).
Still another possibility is to have several photons able to promote an electron–hole pair, so
that several subgap photons could create an electron–hole pair at the bandgap energy. In this
case also, the current is increased as compared to the single-junction case of the same gap
(because of a better use of low-energy photons).

In both cases, we have interaction channels between electron–hole pairs eh that enable
them to exchange energy:

eh1 + eh2 ⇔ eh3 (2.21)

Because of energy conservation, for these 3 pairs:

E1 + E2 = E3 (2.22)

If we now consider the entropy production by a process such as equation (2.22), it contains
a term proportional to the affinity of the reaction A (De Groot 84) and to the recombination
rate, as in equation (2.12). In the conditions of quasireversibility, close to equilibrium, where
a minimum of entropy will be produced, we should therefore also have:

A = μ1 + μ2 − μ3 ∼ 0 (2.23)

so that the chemical potential of the photons emitted by the absorber may depend on the
photon energy, contrary to the single-junction case, but also so that all electron–hole pairs of
a given energy are created by the same process, and share the same chemical potential.

Such interaction channels can be generalised with four and more pairs. A particularly
important case with four interacting pairs is given by the process:

eh1 + eh2 ⇔ eh3 + eh4 (2.24)

because it describes also intraband collisions leading to equipartition of energy.
When μ(E) is continuous and smooth, μ(E) can be shown to be a linear function of

E (Wurfel, 1997). States are often, in materials, grouped in bands between which carriers
interact very rapidly, and are therefore in equilibrium. If they are moreover in equilibrium
with the lattice (room temperature), the chemical potential is constant over this group of
states. The chemical potential of the photon connecting two such groups of states (a photon
is connecting only one pair of states, according to our assumption, an assumption often made,
even if not always explicitly, in calculations of limiting efficiencies) is also constant over the
corresponding energy range.

Let us now proceed to a generalisation of the above formalism, in the case where the
quantum yield (QY) of a photon is not unity, i.e. whether a photon can create more than one
electron–hole pair or several photons are required to create the pair.

Then, it holds for the current that:

I =
∫

dE · q · QY(E) · (�abs(E) − �em(E, μ(E))) (2.25)
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where μ(E) is a photon chemical potential that now depends on the photon’s energy. For
2-terminal devices, as will be considered in the following,

P = I · V =
∫

dE · QY(E) · q · V · (�abs(E) − �em(E, QY(E) · q · V ))

P =
∫

dE · μ(E) · (�abs(E) − �em(E, μ(E)))
(2.26a&b)

that is, on average, q · V · QY (E) = μ(E). We will see below that in some cases, this equality
holds at every energy.

2.4.1.1 Impact Ionisation/Multiple Exciton Generation

The absorption of photons having energy more than twice that of the gap makes it possible
to consider other mechanisms, where the excess energy can be used to create a second
electron–hole pair. This phenomenon is called ‘impact ionisation’ (Figure 2.10). Devices
using impact ionisation can have practical interest, provided that the process is effective
already in the vicinity of the physical threshold (∼ 2Eg), otherwise the gain is likely to be
quite small (Landsberg et al., 1993). The concept can be generalised to a photon of 3 times
or more the bandgap energy producing 3 (or more) electron–hole pairs.

From the carriers’ point of view, each photon of energy between n and (n + 1) times Eg

produces n pairs, so that the generation in this range is strongly increased, as compared to
the case treated in the previous section. But it is not only a generation pathway that has been
added, but also a new recombination channel: n electron–hole pairs can now also recombine
together by emitting a photon (in the radiative limit) of the corresponding energy.

Therefore, generalising the process of equation (2.21) for the creation of n pairs with a
single photon of sufficient energy, one obtains the generalisation of equation (2.23):

μ(n · Eg) = n · μ(Eg) = n · q · V (2.27)

where V, the output voltage, is equal to the chemical potential of a pair at the bandgap
separation since electrons are extracted from the bottom of the conduction band and holes

Light

CB2 (QE=2)

VB

CB1 (QE=1)

CB3 (QE=3)

Figure 2.10 Processes in impact ionisation. VB is the valence band and CB 1–3 the conduction bands.
For each range of width Eg, absorption in the band enables the creation of a number of electron–hole
pairs that is a multiple of Eg as shown by the white arrows. Black arrows are for carrier current flow.
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from the top of the valence band. Because n, in the above equation, is the quantum yield of
the (possibly high energy) photon, it can be also written:

μ(E) = QY(E) · q · V (2.28)

This equation has been commented several times (DeVos et al., 1998, Landsberg and Badescu,
2002), including in the case when μ(E) is not varying in steps, but is continuous, and we
refer the interested reader to the corresponding papers.

Finally, with In denoting current from transitions of energy between n and (n + 1) times
Eg, the output power of the device can be written:

P =
∑

n

In · V =
∑

n

q · V · QY(n · Eg) · (�abs,n − �em,n(q · V · QY(n · Eg)))

=
∑

n

μn · (�abs,n − �em,n(μn)) (2.29)

Interestingly, the first equality denotes the power from the carrier’s point of view, and the
second one, from the photon’s point of view. Now, if the quantum yield is as high as physics
allows (QY(E) < E/Eg), it is possible to find a cell voltage so that the chemical potential
gets close to that of the optimum chemical potential of Figure 2.9 and Figure 2.11, especially
so in the case of maximal solar concentration, and with a small gap. Then, we can expect the
output power of the device to be very close to that of the ideal multijunction solar cell. This
is indeed found in the studies, with a maximal efficiency of 85.9% found for a gap of 0.048
meV. Under diffuse illumination, the optimal Eg was found around 0.76 eV, giving a peak
efficiency of 43.6% (De Vos et al., 1998, Green, 2003).
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Figure 2.11 Left, optimal chemical as a function of photon energy for direct and diffuse light
(continuous lines, see also Figure 2.9), and the best matches possible with a staircase function (according
to Green, 2003). Right, device efficiency under maximal solar concentration as a function of the
absorber’s bandgap and number of bands from which impact ionisation is effective. (Reproduced with
permission from De Vos, 98. Copyright C© 1998, Elsevier.)
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Light
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µ2

µ1

µ3

Figure 2.12 processes in intermediate band solar cells. VB is the valence band, IB the intermediate
band or levels and CB the conduction band. Upwards arrows show the 3 possible generation processes,
dashed arrows mark the three recombination processes and black arrows are for carrier current flow.
The μi are the photon chemical potentials corresponding to the transitions.

2.4.1.2 Intermediate States/Bands (ILSC)

Proposals have been made to better utilise the low-energy part of the incident solar spectrum
by using intermediate level semiconductors (ILSC) either with localised states [Wolf, 1960,
Wurfel, 1993, Keevers and Green, 1994] or delocalised ones [Kettemann and Guillemoles,
1995, Luque and Marti, 1997]. It has been shown that such concepts have efficiency expec-
tations up to 49% in an optimal device [Green, 2003], comparable to those of triple-junction
devices (51%) under Air Mass 1.5 (AM1.5) standard terrestrial solar radiation [Green, 2003].
Indeed these intermediate level materials also have three possible optical transitions that may
be adjusted to optimally use the solar spectrum. Contrary to multijunction devices, only
one absorber material is needed, a fact that limits optical losses, tunnel junction losses and
would help to design simpler, possibly cheaper, elaboration schemes. However, approaching
those values would require rather low nonradiative recombination rates as compared to the
radiative ones [Keevers and Green, 1994], a fact that has so far impeded the development
of ILSC devices: without a specific mechanism to prevent them, nonradiative processes
are far more efficient than radiative ones, especially those that involve the intermediate
levels.

To start with, let’s consider a simple case, as in Figure 2.12 and Figure 2.13, where the
intermediate band (IB) or levels are distributed over a narrow energy interval located in the
middle of the bandgap, and where transitions proceed at the same rate between the valence
band (VB) and IB and between IB and the conduction band (CB), as required when there is
no current extraction through the IB.

In this case, clearly, μ1 = μ2, and qV = μ3 = 1/2 · μ1. Because one needs 2 photons to
get an extractable pair, the QY of each transition is 1/2. One has again that qV = QY(E) ·
μ(E).

The current in the cell is the sum of that obtained from transitions between VB and CB
and either VB and IB or IB and CB (both have to be equal).
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Figure 2.13 Photon processes in an intermediate band solar cell. (Reproduced with permission from
Conibeer, 2007. Copyright C© 2007, Elsevier.)

Again, it holds that the cell output power can be written either as a product of tension
times current (the current is the photon flux times the quantum efficiency) or a sum over all
energies of the photon chemical potential times the photon flux. Identifying the 2 means that

μ(E) = q · V · QY(E)

whenever a single process occurs per photon.
This reads again:

P =
∫

dE · μ(E) · (�abs(E) − �em(E, μ(E)))

=
∫

dE · QY(E) · q · V · (�abs(E) − �em(E, QY(E) · q · V ))

We can observe that μ(E) has exactly the same variation as in the impact ionisation case,
provided that the bandgap of the intermediate band absorber is twice that of the MEG absorber
and that the quantum yield of the MEG absorber is limited to 2. Therefore, we expect the
two systems to have the same efficiency.

This can be generalised to the case when the IBSC is not symmetric. In that case, μ1 and
μ2 need not be equal (they refer to different photon populations), and a quantum yield for
each photon is difficult to define. The relationship between μ1 and μ2 is still given by the
fact that the currents between VB and IB or IB and CB have both to be equal. In the cases
(favourable) where the current generated (i.e. the number of absorbed photons) are almost
equal in the 2 transitions starting or ending at the intermediate band, it holds that:

μ1 = 1

2
{q · V + kT ln(J ◦

2 /J ◦
1 )}

where J ◦
i is the transition’s saturation current. When the IBSC system is not symmetric, one

gets an additional degree of freedom to adjust better to the optimal utilisation of the full
solar spectrum and therefore to obtain higher efficiencies. The maximum efficiency under
maximal concentration (blackbody 6000 K) was found to be 63.1% [Luque and Marti, 1997].

Such device concepts have been generalised to the case where several intermediate bands
could contribute, a case that has been investigated in [Brown, 2003]. It was found that it
becomes very difficult to arrange the transitions so that photons are efficiently used over the



FUNDAMENTAL PHYSICAL LIMITS TO PHOTOVOLTAIC CONVERSION 29

full solar spectrum. The case where specific selection rules, e.g. spin related, apply to the
transitions, was also investigated in [Olsson et al., 2009].

2.4.2 Beyond Isothermal Conversion: Hot-Carrier Solar Cells (HCSC)

In the analysis of Section 2.3, another implicit assumption was that all processes in the device
were isothermal, and occurring at room temperature. What if this assumption were relaxed?

A well-known case of nonisothermal conversion is given by thermoelectricity. Indeed,
both solar cells and thermoelectric generators are semiconducting p/n junction devices. In a
single-junction device maximum current and voltage are both unequivocally determined by
the bandgap in the Shockley–Queisser model in the case of isothermal conversion process.
But if the (normally) thermalised part of the absorbed solar energy in the device could be
converted by a Seebeck effect, it could contribute an additional voltage as [Ketteman and
Guillemoles, 2002]:


V = (Sn − Sp)
T

where Sn and Sp are the Seebeck coefficients of the n and p regions, respectively.
Unfortunately, the creation of a large temperature gradient in semiconductors is precluded

by their relatively high thermal conductivity. An alternative design has been proposed [Ross
and Nozik, 1982], dubbed “hot-carrier solar cells”, whereby excess photon energy is redis-
tributed among the electron–hole pairs, which thereby get heated to a temperature above
ambient, and extracted through energy selective contacts, which limits the heat flow and the
entropy production.

This is because the heat (Q) and current (I) flows through the contacts are given by
[Le Bris and Guillemoles, 2010]:

I =
∑

κ ·
(

f

(
E − μH

kTH

)
− f

(
E − μ

kT

))
Q =

∑
Eκ ·

(
f

(
E − μH

kTH

)
− f

(
E − μ

kT

))

where the sums are carried out over all contributing conduction channels and where f is
here the Fermi–Dirac occupation function and κ the transmission coefficient. For a perfectly
energy selective contact pair, defined by the energy separation Eext, and working close to
reversibility:

f

(
Eext − μH

kTH

)
≈ f

(
Eext − μ

kT

)

that is, with μ = q · V , the relationship between the thermodynamic parameters of the hot
electron–hole gas reads:

q · V = Eext

(
1 − T

TH

)
+ μH · T

TH

Needless to say, putting to work the thermal energy dissipated upon absorption of photons
requires a careful control of all causes of thermal dissipation, mainly by interaction with
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Figure 2.14 Band diagrammatic scheme of a hot-carrier solar cell (HCSC). Electron–hole pairs are
created in the absorber producing a gas at temperature TH, and chemical potential 
μH, and extracted
via two energy selective contacts (energy width δE) to cold n and p contacts at ambient temperature
Tc. In this system, the bandgap Eg determines the photons absorbed (hence, the photocurrent) while
the extraction energy, Eext, determines the photovoltage. [Courtesy of A. Le Bris.]

the absorber atomic lattice [Le Bris et al., 2011A and B] and by heat transport to the cold
contacts [Le Bris and Guillemoles, 2010].

The Ross and Nozik model [Ross and Nozik, 82] follows from the following balance
equations, for current and for energy:

J = Jabs − Jem

Pel = Pabs − Pem − dQ/dt

where Jabs (Jem) is the number of absorbed incident photons (emitted photons, respectively),
Pabs (Pem) is the f absorbed incident power (emitted power, respectively), and Pth = dQ/dt
is a heat-loss term (to the lattice by electron–phonon interaction) that will be neglected here
in the context of limiting efficiency, but is otherwise of paramount importance. In the case
of an energy selective contact:

Pel = J · 
E =
[

Pabs − Pem − dQ

dt

]

Pabs = A · fs ·
∞∫

Eg

E3 · dE(
exp

(
E

kTs

)
− 1

) + A · ( fem − fs) ·
∞∫

Eg

E3 · dE(
exp

(
E

kTa

)
− 1

)

Pem = A · fem ·
∞∫

Eg

E3 · dE(
exp

(
E−μh

kTh

)
− 1

)

The above equations form a complete set from which the operation of a hot-carrier solar cell
can be modeled and its efficiency computed (Figure 2.15).
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Figure 2.15 Plot of ideal efficiencies for hot carrier solar cells (thickines) compared to standard
single junctions (thin lines), either under unconcentrated light (dashes) or fully concentrated light
(continuous line).

This system also fits the developments presented above, and especially the photon repre-
sentation of the power delivered (as in equation (2.26b)) will be quite useful.

Let us define:

μ̂(E) = E

(
1 − T

TH

)
+ μH · T

TH
= (E − Eext)

(
1 − T

TH

)
+ qV

This photon chemical potential yields the same Bose distribution of photon and spectral power
at ambient as the Bose distribution at μH and TH. For photons, only the occupation factor has
a physical meaning, but the useable work per photon (when photons are emitted by a hot body
and observed at a different temperature, one has to be careful) at room temperature is given
by the above equation [Green, 2003]. Again, this linear relationship of μ(E) can fit quite
nicely (for a proper choice of μH and TH) the optimal μ(E) curve of Figure 2.9b, especially
at high concentration, therefore, very high efficiencies can be expected for such a conversion
concept. Indeed, with a limiting efficiency of 85.4% under maximal concentration and 67%
under diffuse light, the limiting efficiencies are close to that of the infinite stack of junctions.

Note that there is a fundamental limit to the current that can be transported by a selective-
energy contact, because of the Heisenberg relationship:


E · 
t ≈ �

When 
E ∼ δE ∼ kT , 
t ∼ 0.1 ps and the maximum current per conduction channel
is still ∼1 μA, quite a large quantity, actually. At maximum concentration, the current
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would be in the kA/cm2 range, which corresponds to a transmission channel density of
109 cm−2.

2.4.3 Beyond the Single Process/ Photon: Photon Conversion

There are still other possibilities to approach limit conversion efficiencies. An important
one relies on photon interconversion processes, enabled by materials with nonlinear optical
properties.

These processes are not described with the same simplifying assumptions as above, since
the same photons are used in different conversion processes (in the photon conversion device
and in the photovoltaic part itself). This precludes the use of the previous approach, yet
it is noteworthy that similar efficiencies were computed with these approaches and with
approaches previously described that bear resemblances with them.

– photon addition,
In the of “upconversion” or “photon addition” approaches, the photons whose energy is
too weak to be used directly by a photodiode could be converted by nonlinear processes
into a lower number of photons of larger energy.

Photon addition is similar in concept to intermediate band (it is actually an intermediate
band device of very high radiative efficiency operated at open circuit and whose re-emitted
photons are used by a standard single junction).

This type of devices has been studied in detail [Trupke et al., 2002a]. Its limiting
efficiencies are 63.1% under maximum concentration. This limit is remarkably similar to
the one found under the same illumination for ILSC.

– photon cutting,
Another principle, ‘photon cutting’ consists, conversely, in absorbing photons of high
energy in a luminescent converter to emit several photons of lower energy, to increase the
current output of the photodiode. Photon cutting is similar in a way to impact ionisation
(it can be viewed as an MEG device of very high radiative efficiency operated at open
circuit and whose re-emitted photons are used by a standard single junction). This type of
devices has been studied in details [Trupke et al., 2002b]. Its limiting efficiencies are 52%
under maximum concentration. Again, this value is remarkably similar to the one found
under the same illumination for MEG, (with only up to 2 excitons produced from a single
photon).

– TPV, and selective emitters
In a last concept, in the thermophotovoltaı̈c configuration, solar energy heats a radiator
at high temperatures (>1000 K typically). The energy reradiated by the radiator is then
converted by a photovoltaic cell whose gap is adapted to radiated energy (Harder, 2003).
This system can be used to convert heat into electricity. In the thermophotonic configuration
[Green, 2000, Harder and Green, 2002], the radiator is an online polarised junction p/n
that makes it possible to increase the quantity of radiation emitted. If the radiator is a
blackbody, its operation is described by Figure 2.5b.

TPV is similar in a way to hot carrier (TPV is actually equivalent to a HCSC of very
high radiative efficiency operated at open circuit and whose re-emitted photons are used by
a standard single junction). The limiting efficiencies are similar to those of HCSC [Wurfel
et al., 2005].
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2.5 CONCLUSION

Limiting efficiencies for solar energy conversion is bound by the 2nd law of thermodynamics,
as expected. Some devices already get close to the allowed limits. These are now well known
and have been summarized in Table 2.2

Today, solar cells convert this energy using semiconductor-based diodes in a process where
the photon flux creates an overpressure (as compared to equilibrium) of photogenerated
carriers in the absorber. Albeit efficient, this process could be superseded in alternative
devices, in principle at least, where other physical phenomena would contribute to solar
energy conversion (carrier multiplication, photon conversion, hot-carrier collection, etc.).

It is noteworthy that all approaches proposed fall in different classes depending on the
quantum yield of intermediate converting processes. These quantities turn out to be deter-
mining for the final limiting efficiency.

Finally, adopting the dual point of view of electrons or of photons, an important rela-
tionship relating device output voltage, photon chemical potential and quantum yield of
intermediate processes is obtained.

NOTE

This chapter was submitted for publication in September 2012.
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3.1 INTRODUCTION

The purpose of the present chapter is to provide an introductory and short summary related
to some material characterisation techniques of particular interest in solar cell science. Due
to the length of the present chapter, only a few characteristic techniques are described and
discussed. Some general remarks dealing with the correspondence between photovoltaic
materials characterisation needs and physical techniques are briefly presented in Section 3.2.
The following sections deal with chosen characterisation techniques: X-ray (Section 3.3),
electron microscopy (Section 3.4) and spectroscopic (Section 3.5) methods.

Generally speaking, a better understanding of a material is based on the complementarity
between different characterisation methods. This coupling is very important and will be
illustrated with recent examples relating to materials specifically designed for photovoltaic
applications. Clearly, a much larger number of examples could have been chosen. In the
author’s view, this chapter should obviously not be a detailed catalogue of all the techniques
currently used but should rather more focus on a pedagogical presentation, based with
concrete examples within the solar cell domain. Another goal is to emphasise on how a
chosen characterisation technique has been recently developed or improved allowing then
a more efficient approach of the needs on “new photovoltaic materials” e.g. thin films,
nanostructures and organics. In parallel to the present contribution, general and interesting
textbooks on material characterisation can be found in the literature [Zhang et al., 2009],
[Brandon and Kaplan, 2008]. Finally, the present chapter is very complementary with reports
on advanced characterisation techniques for solar cells, especially for thin films: see for
example [Abou-Ras et al., 2011a], [Poortmans and Arkhipov, 2007] [Durose et al., 2004].

3.2 CORRESPONDENCE BETWEEN PHOTOVOLTAIC
MATERIALS CHARACTERISATION NEEDS AND
PHYSICAL TECHNIQUES

While fabrication of thin films or functional nanostructures is an outstanding challenge, the
ability to characterise microstructure or nanostructure morphology, spatial order, chemical

Solar Cell Materials: Developing Technologies, First Edition. Edited by Gavin Conibeer and Arthur Willoughby.
© 2014 John Wiley & Sons, Ltd. Published 2014 by John Wiley & Sons, Ltd.
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composition, etc. and to correlate these characteristics to physical properties is an equally
important activity. One of the main goals of research into characterisation techniques is to
achieve, at the pertinent scale, understanding of the chemical and physical attributes of the
structure, so that morphology and/or chemical composition effects on physical properties may
be understood. To do so, various experimental techniques that offer high spatial and elemental
resolution are often used, including for instance scattering (as X-ray diffraction, see Sec-
tion 3.3), microscopy (electronic (see Section 3.4) as well as optical), spectroscopic methods
(related in Section 3.5) or scanning probe analysis (such as atomic force microscopy). These
statements hold for any material science problem; below we focus on materials dedicated to
solar cells applications.

The examples chosen in this chapter to illustrate some appropriate use of characterisation
techniques, deal both with organic and inorganic materials for solar cell applications. The
three main phenomena that should occur in series within a solar cell are: photon absorption,
carrier separation and carrier collection. Any feature in the bulk and at the material interface
that could lower the efficiency of any of these three previous phenomena is of importance
and should then be thoroughly considered and characterised. The important characteristic
lengths playing a role in a solar cell are, among others: absorption length, diffusion length and
specimen thickness. But the atomic arrangement also plays a key role since the main elec-
tronic properties depend on its chemical and structural nature, including any heterogeneity
or disorder.

To be more specific, let us focus on solution-processed organic solar cells that are attracting
substantial world-wide attention due to their potential as a low-cost photovoltaic technology.
The active thin layer in such solar cells has to be simultaneously thick enough (∼150–200 nm)
to absorb most of the light and have internal structures small enough (∼10 nm) to allow cap-
tured excitons to travel from the site of charge separation to the carriers collection location to
ensure electricity generation [Swaraj et al., 2010]. One of the field’s fundamental challenges
is to create such structures in a controlled manner. Therefore, a good knowledge and under-
standing of the structural and electronic properties, both in the bulk and at the interfaces, are
of crucial importance and should be characterised in detail. In such materials the important
interface is between electron-donor and -acceptor materials where the charge separation of
the exciton takes place. This problem will be briefly addressed later in this chapter.

3.3 X-RAY TECHNIQUES

X-ray methods are very powerful tools and are nearly always used when investigation of
materials is concerned (either in thin films or bulk shape) for any photovoltaic applications.
This analysis is nondestructive and provides quantitative information on the crystalline
phases. With a suitable choice of X-ray source and optical geometry, X-ray diffraction
(XRD) analysis can be applied to a very wide range of scientific material problems, such as
crystallinity, phase determination, crystallite size, surface and interface roughness, texturation
(orientations), etc. Many interesting books derive X-ray physics with fundamental and applied
aspects for a wide community of material scientists, chemists, biologists or physicists (see for
instance [Cullity and Stock, 2011]; [Als-Nielsen and McMorrow, 2001]; [Willmott, 2011];
[Guo, 2011]; [Pavlinsky, 2008]; [Warren, 1990]). In the following, essential features are
reported concerning the main characteristics of X-ray techniques as well as a few related
examples. Generally speaking, it is important to keep in mind that only elastic scattering
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from electrons is generally considered. The amplitude of the signal is very dependent upon Z,
the atomic number. The order of magnitude of X-ray energy used for scattering experiments
strongly depends on the material under investigation and should in principle be lower than
the material absorption energy to avoid fluorescence. In a laboratory scale Cu-Kα radiation
is often used (energy of 8 keV). For such an energy, the penetration depth drastically
depends upon the incident angle and the material (Z): it can vary from zero to several tens of
micrometres. Moreover, X-ray diffraction averages data over an area (up to few cm2) much
larger than the nano-objects under study.

Crystalline properties are often to be considered in solar cell materials. For instance, a
lot of efforts concerning thin-film polysilicon technologies are directed towards producing a
material with higher crystallographic quality than the current ones [Beaucarne and Slaoui,
2006]. Indeed it is believed that enhancing the crystallographic quality will increase the
efficiency of these solar cells [Beaucarne and Slaoui, 2006].

3.3.1 X-Ray Diffraction (XRD)

The crystal phase identification of unknown materials is often performed by powder XRD. A
powder can be considered here as an aggregation of fine grains (often also called crystallites)
with one or several crystal structures having random crystallographic grain orientations. The
diffracted intensity is proportional to the sum of X-rays reflected from all the grains giving
rise to the diffraction peaks called Bragg peaks. Comparing experimental data in terms of
peak positions and peak intensities with data base (such as the International Centre for
Diffraction Data, ICDD) enables identification of the nature of the different materials or the
phases of the investigated powder. X-ray powder diffraction is very often used in material
science and not only to identify the crystal structure but also for strain analysis (shift of peak
position, peak broadening), degree of crystallisation (peak intensity) or mosaicity or grain
size (peak broadening). Let us focus briefly on this last feature.

XRD data can be linked with the coherent X-ray length that can be related to small crys-
talline regions. Indeed, when X-ray diffraction occurs on a material having small coherent
domains, the XRD peak widths are wider. Due to the inherent consequences of the Fourier
transforms, the smaller the nanocrystallites the larger the associated X-ray Bragg peaks.
These domains correspond to the crystallites. In a polycrystal they are often associated with
the grains (however, in some cases grains can also be constituted of crystallites due to the pres-
ence of twin boundaries), with precipitates in the bulk and with coherent crystallites in a single
crystal porous material such as porous silicon [Lomov et al., 1995]. Line broadening due to
domain size is not a trivial issue. This stems as well from the fact that in polycrystals the grain
size is not at all uniform and grains can have different shapes [Mittemeijer and Scardi, 2004].

The Scherrer approximation is valid in crystalline powders where grains are assumed to
be free from faulting and strain so that the peak FWHM (
θ ) is only due to the crystallite
size (L). This gives rise to the following approximate relation:


θ = (K · λ)/(L · cos θ ) (3.1)

where λ is the X-ray wavelength and θ the angular position of the diffracted peak. K is
a factor close to unity that depends upon the shape of particles (K = 0.92 for spherical
particles). The Scherrer formula was derived for cubic systems but it can be generalised as an
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approximation of the average grain size, only perpendicular to the reflecting planes, also for
noncubic lattices. A relation such as equation (3.1) cannot, for instance, be applied to deduce
grain size along the plane that is parallel to the substrate, as is often reported in the literature.

In photovoltaics, the Scherrer approximation has been, for instance, used to determine
the crystallite size of nanoparticles for the tandem solar cells where nanocrystallites are
associated with quantum confinement [Parola et al., 2012] although for these very thin layers
grazing XRD (see Section 3.3.2) is more appropriate [(Huang et al., 2007); (Hao et al.,
2009); (Surana et al., 2012)]. The crystallite size is indeed a crucial parameter since it
strongly influences the energy bandgap of the nanocrystals that act as quantum dots.

Such analysis is often corroborated with transmission electron microscopy (TEM) (Sec-
tion 3.4.3) observations and gives rise, in general, to reasonable agreements. In addition, an
oxide or amorphous shell can be observed by TEM (or by using Raman spectroscopy [Parola
et al., 2012]); it cannot be deduced from XRD experiments, showing the complementarity
of these techniques. Indeed, TEM imaging works in real space while XRD is intrinsically
in reciprocal space; the first method is direct, destructive and local while the second one
is nondestructive and averages information over a large sample volume. In addition, XRD
often needs inputs for interpreting the data, and TEM or other techniques are therefore very
useful for such a task.

A single crystal can be defined by having its crystallographic axis in the same direction
everywhere. On the other extreme, a perfect powder exhibits randomly oriented grains with
no preferential crystallographic orientations. In between, numerous materials possess a poly-
crystalline structure consisting of crystal grains with different orientations that might not be
randomly oriented. Texture can be defined as the distribution of crystallographic orientations
of a polycrystalline sample (for instance a specimen having random crystallographic orienta-
tions is said to have no texture). This was defined a long time ago [Harris, 1952] and depends
on the percentage of grains having a given orientation. The texture coefficient is defined
(and measured) as the ratio between the observed Bragg peak area divided by the area of the
same Bragg peak associated with a perfect powder of the same material. Texture is seen in
almost all engineered materials, and can have a great influence on material properties [Kocks
et al., 2000]. An example of PV applications concerns the texture of transparent conductive
oxides (TCOs). TCOs can exhibit large electrical conductivity and high optical transmittance
and be used as front transparent electrode in solar cells (see Section 3.5.5 for more details).
The texture of TCO films can strongly influence the grain-boundary nature, which partially
affects the carrier mobility since a grain boundary can scatter the free electron carriers.
Therefore, the texture of one TCO (fluorine-doped SnO2) has recently been investigated as
a function of growth temperature and sample thickness [(Consonni et al., 2012), (Consonni
et al., 2013)]. It has been shown, for instance, that a texture transition can occur in these
thin polycrystalline films from <101> to <100> and <301> crystallographic orientations
when the growth temperature is raised.

Figure 3.1 exhibits results dealing with XRD and materials currently used for solar cells.
It illustrates the potential of such technique and the different types of information usually
extracted. Figure 3.1a shows a schematic XRD set-up. Figure 3.1b exhibits a XRD pattern
of CdS film on ITO/glass substrate [Toyama et al., 2006]. The assignments of the crystal
planes were performed on the basis of the lattice spacings of hexagonal CdS and ITO. Strain
as well as the degree of preferred orientation was also extracted from this data, as reported
in Figure 3.1b [Toyama et al., 2006]. Figure 3.1c exhibits a high resolution XRD reciprocal
space mapping around the (1̄1̄5) reflection of CdSe/ZnSe layer grown on GaAs substrate
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Figure 3.1 (a): Schematic representation of an X-ray diffraction setup. (b): X-ray diffraction pattern
of CdS deposited on the ITO/glass substrate, from [Toyama et al., 2006]. The diffraction peaks labelled
are assigned to hexagonal CdS (hkil) crystal planes and other peaks labelled asterisk are attributed to
ITO. (c): High-resolution X-ray diffraction reciprocal space mapping around the (1̄1̄5) reflection of
self-organised CdSe/ZnSe quantum dots. (Adapted with permission from Robin, 2005. Copyright C©
IOP Publishing, 2005.) For clarity two scales were used: one for the diffuse background and another
one for the tops of the peaks. (d): High-resolution X-ray 2θ−ω scanning profile of the (0002) reflection
from GaN/InGaN/GaN heterojunctions grown on c-plane sapphire. (Reproduced with permission from
Zhang, 2008. Rights managed by AIP Publishing LLC.) (e): High-resolution X-ray 2θ−ω scanning
profile of the (0002) reflection from a GaN/Al0.44Ga0.56N superlattice grown on Al0.44Ga0.56N (top) and
on GaN (bottom) and the corresponding simulations. (Reproduced with permission from Koskar, 2011.
Rights managed by AIP Publishing LLC.)

[Robin et al., 2005]. The fact that ZnSe and GaAs reflections appear both at the same inplane
momentum qx value is the proof that the II-VI layer is perfectly pseudomorphic with the GaAs
substrate [Robin et al., 2005]. Figure 3.1d shows a high-resolution X-ray diffraction profile
(i.e. parallel to the qz direction) of the (0002) reflection from p-GaN/i-InGaN/n-GaN solar
cell heterojunctions grown on c-phase sapphire [Zheng et al., 2008]. The presence of fringes
(called Pendellösung) attests to the high structural quality of the InGaN/GaN heterojunction
[Zheng et al., 2008]. Figure 3.1d corresponds to a single layer on a substrate. Figure 3.1e deals
with a multilayer: XRD scans of the (0002) reflection of the GaN/AlxGa1–xN (with x = 0.44)
superlattices [Kotsar et al., 2011]. The simulations are superimposed on the experimental
scans. The main superlattice reflections (labelled SL0 in Figure 3.1e) presents asymmetric
shape with a tail toward larger (smaller) angles for the structures grown on GaN (AlGaN)
that can be associated with a gradual misfit relaxation, in agreement with reflection high
energy electron diffraction (RHEED) and TEM observations [Kotsar et al., 2011].

Generally speaking, the three main advantages of XRD stem from the statistical data
often related to a large specimen volume, the extreme sensitivity of XRD data upon any
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modification in terms of growth conditions, annealing, etc. and finally from the ease to
perform in situ experiments (such as annealing for instance). These three features explain
why X-ray techniques are so often used in material science.

It is also worth noting that X-rays are also attractive for imaging since they can provide
high-resolution images thanks to their wavelength being much shorter than the visible range.
Moreover, two other features are important: the X-ray penetration into specimens enables the
examination of thick samples and their chemical sensitivity provides interesting prospects of
elemental mapping. If we add the achievements of synchrotron radiation [Willmott, 2011],
which has been much applied in nanoscience [Guo, 2011], one can reasonably foresee
promising prospects in the near future for X-rays use in photovoltaics materials especially
for high-resolution and in situ experiments [Boscherini et al., 2010].

3.3.2 Grazing-Incidence X-Ray Diffraction (GIXRD)

Grazing-incidence X-ray diffraction (GIXRD) is now a mature technique that has been
extensively applied to problems where polycrystalline thin films, powders or nanostructures
are concerned [Tanner et al., 2004]. Indeed, GIXRD is a very useful method for clarifying
crystalline information when dealing with very thin diffracting specimen. The use of very
small incidence angle αi (a few tenths of degrees in general), as schematically depicted in
Figure 3.2a, increases the passing length of X-ray through the specimen and at the same time
decreases the indepth X-ray penetration and thus lowers the diffracted contribution from the
substrate. X-rays penetrate only a few nanometres into the sample for αi values below the
critical angle (αc) that is defined by:

αc = λ ·
√

ρ · r0

π
(3.2)

where ρ is the average density of electrons, and r0 is the classical free-electron radius.
Therefore, an extremely high surface sensitivity can be attained by using GIXRD. This
is illustrated in Figure 3.2b where the calculated penetration length and the square of the
electrical field are plotted versus the incident angle for silicon and considering the CuKα

radiation (λ = 0.154 nm). Moreover, by adjusting the angle of incidence, the irradiated
volume of the sample can be chosen. Typically, the penetration depth is a few tens to a few
hundreds of nanometres and the X-ray beam surface area impinging on the specimen is of a
few square centimetres. The experimental curve is usually recorded at a fixed incident angle
αi and by varying the 2θ angle in a range where several Bragg peaks are present (typically
20–80 degrees for instance).

Surface-sensitive diffraction methods such as GIXRD can reveal crystalline properties of
very thin films of a few tens of nanometres such as the thin contacts used for CdTe cells
[Durose et al., 2004] or in thin films containing Si or Ge nanocristallites, surrounded by an
oxide, which should behave as a rather large bandgap semiconductor due to quantum confine-
ment. Figure 3.2c exhibits a typical GIXRD of such thin films that are 30, 50 and 75 nm thick
[Surana et al., 2012]. Clearly, GIXRD can improve the signal and minimise the contribution
of the Si substrate. The good crystallinity of the quantum dots is then confirmed and one can
use the Scherrer equation to deduce the dot size (of about 5 nm in the present case) [Surana
et al., 2012]. Another important example concerns semiconducting material composed of
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Figure 3.2 (a): Schematic representation of a low-incidence X-ray set-up used for grazing-incidence
X-ray diffraction (GIXRD) or X-ray reflectivity (XRR). (b): X-ray penetration depth (+) and square of
the electrical field (o) versus the incident angle αi. (c): Experimental GIXRD curves associated with
Si nanoparticles in SiO2 oxide matrix in thin films of 30, 50 and 75 nm thickness. (Reproduced with
permission from Surana, 2012. Copyright C© IOP Publishing, 2012.) (d): GIXRD diffraction profiles
of P3OT and P3HT obtained with an incident angle of 0.15 degree. (Reproduced with permission
from Abad, 2012. Copyright C© 2012, Elsevier) (e): XRR of a nonannealed multilayer composed of 15
periods of 6-nm Sn-rich SiO2/6-nm SiO2. The inset shows the zoom in the 0.9–1.7 nm−1 range of the
module of the scattering vector q. (Reproduced with permission from Bellet, 2007. Copyright C© 2007,
Wirtschaft und Infrastruktur GmbH & Co Planungs-KG.)
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π -conjugated polymers [Abad, 2012]. The latter materials have attracted attention due to
their potential applications in optoelectronic devices such as organic solar cells [Kim et al.,
2007]. Recent investigations have been devoted to better understand the correlation between
structural properties and their performance as active layers in organic electronic devices. One
concept, called a “bulk heterojunction”, uses a blend of two materials that is fabricated to cre-
ate a distributed p-n junction: one acts as an electron donor, the other as an electron acceptor.
The two percolative networks created in the blend should mix at a nanometric scale compati-
ble with the mean free path of the exciton formed after light absorption. Polytiophene exhibit
suitable properties for such a concept. But their properties are strongly dependent on thermal
postprocessing and blend composition [Muller et al., 2008]. The latter influences deeply the
efficiency of the device into which they are integrated. A deep understanding of the dynamics
of the pure components of the blend should help to better control and optimise the processing
of the mixture. The recent work of Abad [Abad, 2012] is based on this idea and the authors
reported a detailed calorimetric and GIXRD investigation of the most widely used poly-
alkyl-thiophenes (i.e. P3OT and P3HT). The melting and crystallisation temperatures were
identified as a function of temperature scan rates and concentration of the polymers in solu-
tion. The incidence angle between the surface film and incident beam was set at 0.15 degrees,
corresponding to a penetration depth estimated at 260 nm allowing probing mainly the poly-
mer thin film of about 200 nm thickness. Sharp and broad peaks were observed and assigned,
respectively, to lamellar interlayer spacing of the poly-alkyl-thiophenes and to side-chain dis-
order (see Figure 3.2d). Peak intensity and peak position were followed in situ during thermal
annealing as well as the increase of coherent length (deduced from the Scherrer relation).
GIXRD results reveal some differences between P3HT and P3OT that can be assigned to
the interdigitation of the side chain. The reported improvement in efficiency of organic solar
cells upon annealing can be related to this onset of side-chain interdigitation [Abad, 2012].
Such investigation can then provide very useful information for the processing of devices
containing an active layer with blends of poly-alkyl-thiophenes such as organic solar cells.

Moreover, since the penetration length is a drastic function of the incident angle, GIXRD
can also be used to investigate the structural changes versus the film depth, although such
investigation is often not straightforward. A careful analysis of GIXRD data was devoted to
CuInSe2, which constitute an essential part of heterojunctions for PV applications [Kotschau
and Schock, 2003]. This study showed that structural changes in such heterojunctions can
occur in a 5- to 60-nm thick Cu-poor surface layer. This is based on the assumption that the
dependency of the lattice parameters versus composition is accurately known. In such case,
it is then possible to link the structural depth profile with the compositional depth profile
[Kotschau and Schock, 2003].

3.3.3 X-Ray Reflectivity (XRR)

X-ray reflectivity (XRR), being sensitive to the modulation of the material electron density,
can provide precise information on the thickness, roughness and density of surfaces, thin
films, interfaces and multilayers.

When an X-ray beam impinges on the surface of a sample at a very small angle, the
material can be treated as one with a continuous electronic density and one can use similar
considerations to those valid for visible light. In fact, the index of refraction n is also a
relevant parameter. Let us first focus on specular reflectivity which means that the incident
and exit angles (with respect to the sample surface) are identical (as shown in Figure 3.2a).
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The reflectivity curve is simply the ratio between reflected and incident X-ray intensity versus
the scattering vector defined as:

q = 4 · π sin θ/ · λ (3.3)

For X-rays, the real part of n is slightly smaller than unity. This leads to the phenomenon
called total external reflection for incident angles smaller than the critical angle αc, defined
by equation (3.2), which is directly related to the material density [Als-Nielsen and
McMorrow, 2001], [Daillant and Gibaud, 2009]. Above the critical angle, the reflectivity
follows the standard expression as observed in optics, called Fresnel reflectivity which
decays asymptotically as q−4.

The remaining features of the specular reflectivity curves reveal interesting structural
information along the direction normal to the specimen surface. Unlike XRD, XRR can
be equally used for amorphous, polycrystalline or even liquid materials as for crystalline
materials, as it essentially probes contrast in the average electron density rather than scattering
from individual atoms [Willmott, 2011]. A typical specimen thickness range of 5–200 nm is
accessible for a laboratory setup, while synchrotron facilities provide a much larger range
spanning approximately 1 to 500 nm.

Let us consider the example of a multilayer structured specimen as those where alternating
deposition of two types of layer are considered. Indeed, the XRR signal produced by a sample
depends on the scattering length density (SLD) profile along the sample depth, the SLD
being proportional to the electron density at a particular point. Although the SLD profile is
a continuous varying function it can be often well approximated by a stacking of several
slabs, each one of constant SLD. The X-ray waves reflected at different interfaces within
the multilayer (or at the external surfaces) give rise to constructive/destructive interference
effects and therefore to intensity oscillations in the XRR curve. This can be seen in Figure 3.2e
exhibiting the experimental XRR curve [Bellet et al., 2007a] of a Si-rich SiO2/stoichiometric
SiO2 stacking used to obtain Si nanocristallites after annealing [Zacharias et al., 2002]. These
silicon nanostructures have been investigated extensively in recent years for their potential
use in photonic and photovoltaic applications; especially with the goal of considering all-Si
tandem solar cells [(Conibeer et al., 2006), (Huang et al., 2007), (Surana et al., 2012)]).
Often, for silicon quantum dots embedded in SiO2, control over interdot distance and size is
observed in multiple bilayer stacks of silicon-rich oxides and silicon dioxide.

For such systems the total film thickness d gives rise to the so-called periodic Kiessig
fringes through: 
q = 2π /d. One single layer would give rise to a modulation inversely
proportional to its thickness. In the case of a multilayer system, due to its periodic nature,
the thickness of the multilayer period (P) yields Bragg peaks separated by: 
q = 2π /P.
Figure 3.2e exhibits both Kiessig fringes (with a high q-frequency) and Bragg peaks (at a
lower q-frequency) for a multiple bilayer stacks [Bellet et al., 2007a].

The homogeneity of the multilayer system is an essential condition to observe these
oscillations. This gives us a direct way for measuring the periodicity with a good accuracy
(typically of the order of a tenth of a nanometre). Moreover, the real specimen surface and
interfaces are not flat and smooth on the nanometre scale. Part of the incident beam is then
diffused in other directions than the specular one. The XRR intensity damping then allows
measurement of the surface and the interface roughnesses.

To obtain quantitative information about the multilayers, it is essential to perform sim-
ulations and data fitting. The analysis of the sample requires a minimum knowledge of
the deposited layer or multilayer (concerning the chemical composition and thickness, even
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approximately). One can use refinement procedures that minimise the difference between the
calculated and the measured XRR curve. Simulation program such as MOTOFIT [Nelson,
2006] can efficiently be used for this purpose.

3.3.4 Other X-Ray Techniques

For brevity, only a few other X-ray techniques will be described in this chapter. Let us only
focus on two types of methods: the first one aims at determining spatial features in the
studied material in terms of shapes and sizes either in the direct space (X-ray imaging) or
in the reciprocal space (small-angle X-ray scattering: SAXS). The second important group
discussed here will concern energy -selective response of a material leading to resonant soft
X-ray scattering and resonant soft X-ray reflectivity.

If we consider synchrotron X-ray imaging, major developments have emerged in recent
years and concern phenomena such as: absorption, phase contrast, diffraction and fluores-
cence. Indeed synchrotron radiation enables one to achieve quantitative 3D images of a
specimen, with spatial resolution that, in some conditions, can reach the submicrometre
range [Salvo et al., 2003]. This allows characterisation of specimens with three-dimensional
imaging, high spatial resolution, exploiting X-ray beam coherency in situ and real-time
observations (annealing, experiments under pressure, etc.). For instance, synchrotron X-ray
imaging during solidification of multicrystalline silicon for photovoltaic applications reveals
information on the dynamical evolution of the solid/liquid interface as well as on grain
structure, strain and twinning [Tandjaoui et al., 2012]. The generation of a three-dimensional
image is performed by analysing several transmission radiographic projections of a specimen
taken at different angles. This requires radiation that has an absorption length comparable
with the specimen size [Willmott, 2011].

Small-angle X-ray scattering (SAXS) aims at determining the general structural features
of systems that have characteristic dimensions between a few nanometres and micrometers.
Compared to X-ray diffraction, SAXS has a modest resolution (1–3 nm) that is not sufficient
to reveal the atomic structure of materials. However, it gives information related to the
shape and size of nano- or submicrometre objects (particles, pores, precipitates, etc.). This
makes SAXS an ideal complement to time-consuming analytical techniques such as electron
microscopy. Unlike XRD, SAXS is purely a contrast technique, whereby the scattering signal
arises from the difference in the average electron density between two phases [Willmott,
2011]. It can therefore be used for noncrystalline or semicrystalline systems. Finally, note
that the grazing-incidence SAXS (called GISAXS) can be a powerful nondestructive tool to
study nanoscale structures on surfaces, interfaces and thin films [Renaud et al., 2009]. SAXS
experiments can be performed either in a synchrotron or in a laboratory. Concerning materials
for third-generation solar cells, let us mention the investigation of Si nanocristallites within
SiO2 (for tandem cells) size [Bellet et al., 2007b]. SAXS can provide information relating to
the size and shape of nanostructures with a very high statistical average.

Due to the limited electron density contrast between materials when dealing with soft mat-
ter, resonant soft X-ray scattering (here soft refers to the relatively long X-ray wavelength)
can be a powerful technique for some material problems involved in solar cells. For instance,
the bulk nanomorphology of organic bulk heterojunction devices (especially those composed
of all-polymer devices) is difficult to characterise. A rather recent review highlights the main
challenges of morphology characterisation in organic photovoltaic at multiple length scales
[Giridharagopal and Ginger, 2010]. Resonant soft X-ray scattering can be an efficient method
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for investigating the nanomorphology of such materials [Swaraj et al., 2010]. Indeed, soft
X-ray scattering provides greatly enhanced scattering contrast by adding elemental sensi-
tivity, as its low photon energy (C, O, and N K edges) matches the energy of core-level
electrons of the constituent atoms. One can then deduce information related to domain purity
and domain sizes down to a few nanometres. The investigation of bulk heterojunction pho-
tovoltaic thin films by using this technique [Swaraj et al., 2010] reveals the behaviour of
the domain during annealing. The dominant domain size appears to be much larger than the
exciton diffusion length, even after annealing [Swaraj et al., 2010]. This study concludes that
the lack of the morphological control would contribute to the relatively poor performance of
all-polymer solar cells.

The resonant soft X-ray reflectivity can be used as well. It provides quantitative informa-
tion on the interface roughness. This method is especially suitable for low-Z material thin
films: through the use of specific energies, the sensitivity to the polymer/polymer or poly-
mer/vacuum interface can be selectively enhanced [Wang and Ade, 2005]. As an example, the
influence of annealing and interface roughness on the performance of polymer-based solar
cells demonstrates that such an experimental method is well suited for studying this type of
material. This investigation shows that organic photovoltaic performance can be sensitive to
interfacial order, and that heterojunction sharpness should be considered as a requirement
for high-performance devices [Yan et al., 2010].

Without any doubt the synchrotron methods will enable scientists to perform more and
more useful experiments in the future. The spatial, time and energetic resolutions are improv-
ing along with building of new synchrotrons or upgrading existing ones (see for instance the
upgrading of the European Synchrotron Radiation Facility [ESRF website]). One of the other
great advantages is the use of the very high brilliance opening ways for in situ experiments
during deposition or annealing. As an example, one can mention the in situ studies of the
recrystallisation process of CuInS2 thin film that were performed using energy-dispersive
XRD [Thomas et al., 2011]. Related to X-ray techniques, recent evolutions concern the
more frequent use of synchrotron radiation, which allows investigating smaller diffracting
volume, tracking structural changes with an information depth selected at will and allowing
in situ experiments during a thermal annealing for instance. Concerning laboratory exper-
imental setups the improvement comes mainly from the versatility of the diffractometer,
the resolution and configuration of which can be adapted to the sample needs and the use
of 1-dimensional detectors of higher dynamics that reduce the acquisition time as well as
increase the signal over background ratio.

3.4 ELECTRON MICROSCOPY METHODS

Electron microscopy comprises a range of different methods that use the various signals aris-
ing from the interaction of the electron beam with the specimen to obtain information about
its surface topography and morphology, its chemical composition and finally its crystalline
structure. Electron microscopy is a very useful and versatile technique for characterising
material at the micrometre, nanometre and even atomic level allowing us to better understand
the synthesis–structure–properties relationship in materials ([Reimer, 1985)]; [Williams and
Carter, 2009]; [Yao and Wang, 2005]).

Electronic sources have nowadays a high brilliance, which allows very fast probing of very
small volumes. On the other hand, due to the high interaction between electrons and matter
it is not possible to sample macroscopic volumes: typical thicknesses of 100 nm are required



46 SOLAR CELL MATERIALS

for transmission electron microscopy and thicknesses of less than 0.5–1 μm contribute to the
signal for scanning electron microscopy.

As shown schematically by Figure 3.3a, the interactions between electrons and the spec-
imen may be either elastic (transmitted, diffracted or backscattered beams) or inelastic with
energy losses. For the latter case, this occurs when the electron beam strikes an orbiting
shell electron of the specimen, causing for instance ionisation with the ejection of secondary
electrons of low energy or excitation of the electron towards high energy levels that decays
by emission of characteristic X-rays. All these energy losses depend highly on the chemi-
cal nature of the sample. Figures 3.3a and b represent an overview of the electron–matter
interactions. Clearly this involves a number of different phenomena within a specific inter-
action volume below the specimen surface. The resulting radiations are recorded through
dedicated detectors. The size of the interaction volume is affected by different factors such
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Figure 3.3 Electron–matter interactions. (a): Schematic representation of the main elastic and inelastic
interactions. (b): Sketch of the sample depth vs. interaction type. (c): SEM image using secondary
electrons of ZnO nanowires giving topological contrast. (Reproduced from Puyoo, 2012. Copyright
C© 2012, American Chemical Society.) (d): LV-SEM image of doped Si nanowires: a topological and
chemical contrast (n-i-p dopants) is obtained. The scale bar is 2 μm. (Reproduced with permission
from Jung, 2010. Copyright C© IOP Publishing, 2010.) (e): EDX elemental distribution mapping of a
CIGS/ interface superimposed to a SEM image reveals the spatial variation of the chemical composition.
(Reproduced with permission from Abou-Ras, 2011b. Copyright C© 2011, Elsevier.) (f): EBSD mapping
of a polycrystalline Si solar cell can give some information related to the grain size and orientation as
well as the grain boundaries. (Reproduced with permission from Naerland 2008. Copyright C© John
Wiley & Sons, Ltd, 2008.)
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Figure 3.4 Electron–matter interactions. (a) energy scale showing the characteristic energies in
play in different electronic characterisation methods (TEM: transmission electron microscopy, SEM:
scanning electron microscopy, EDX: energy-dispersive X-ray, LV-SEM: low-voltage scanning electron
microscopy, EELS: electron energy loss spectroscopy). (b) in situ TEM observation of Ag nanowires
embedded in TiO2 nanoparticles during thermal annealing showing a morphological instability of the
nanowire shape. (Reproduced with permission from Ramaswamy, 2012. Copyright C© 2012, Royal
Society of Chemistry.) (c) Typical EELS spectrum showing the zero-loss peak, the low-loss region
due to Plasmon absorption and the core-loss region. The ionisation energy of Si is also indicated
(99 eV). (Reproduced with permission from Van Aken, 2012. Copyright C© 2012, Elsevier.) (d) Boron
profiles determined by EELS (circles) and SIMS (lines). EELS data were collected with a 5 nm probe
beam. SIMS data were measured at two different ion energies. (Reproduced with permission from Van
Aken, 2012. Copyright C© 2012, Elsevier.) (e) Plasmon energy (open circles) versus depth in a triple
stack of SiC associated with different dopant concentrations. The dashed lines indicate the locations
of the interfaces. The B concentration, deduced from SIMS measurements, is shown as the blue line.
(Reproduced with permission from Van Aken, 2012. Copyright C© 2012, Elsevier.)

as specimen chemistry and the energy of the incident electrons, which ranges from 1 keV to
more than 300 keV (see Figure 3.4a).

In the first part of this section we will discuss the interaction between the electron beam
and matter then focus on scanning electron microscopy (SEM). Then, electron backscattering
diffraction (EBSD) will be briefly presented, followed by transmission electron microscopy
(TEM) and finally by the electron energy loss spectroscopy (EELS). Figure 3.4a deals with
the electron–matter interactions and shows the correspondence between an electronic method
cited above and the typical involved energy.
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3.4.1 Electron–Specimen Interactions and Scanning Electron
Microscopy (SEM)

Scanning electron microscopy (SEM) is without any doubt the most widely used of all
electron-beam instruments. Its popularity stems from its versatility (with various imaging
modes), the excellent spatial resolution now achievable, almost no sample preparation, rather
straightforward interpretation of the acquired images, the accessibility of associated spectro-
scopic and diffraction techniques, and finally its user-friendliness [Yao and Wang, 2005]. For
thin-film solar cells SEM provides an insight into layer thicknesses with cleaved sections,
complex 3D surface topographies, as well as various other features with resolutions down to
1 nm. The continuous improvements of the main components of a SEM (field emission gun
(FEG), probe forming lenses, detectors, image acquisition, etc.) have contributed to making
modern high-resolution FEG-SEM a powerful and high-throughput tool for investigating the
properties of materials at the pertinent length scale.

Scanning electron microscopes usually operate with a beam voltage in the range 5–30 keV.
Electrons used for imaging are either secondary (energy lower than 50 eV so their escape
thickness is reduced) or backscattered electrons (energy close to the incoming beam). An
interesting and useful feature arises from the difference of imaging when secondary or
backscattered electrons are used. This results in different contrasts in the images and pro-
vides information on compositions, microstructures and surface potentials. Images recorded
with a secondary electron detector contain information from the near surface (1–2 nm for
conductors, over 10 nm for insulating layers). Therefore, these electrons are used to produce
topographical images of specimen with high spatial resolution. Backscattered electrons are
mainly used for SEM imaging contrasts. They probe a region of 100 to 500 nm thick depend-
ing on the incoming beam energy and are affected by the chemical composition (signal
intensity increases with the atomic number (Z) of an element) and crystallography.

Figure 3.3c exhibits a secondary-electron SEM image of a ZnO nanowire network [Puyoo
et al., 2012]. This figure shows that the ZnO nanowires are well aligned and their length
distribution is rather sharp; such networks are being integrated into dye-sensitised solar cells
[Puyoo et al., 2012].

The development of low-voltage SEM broadens the application range including for
instance nonconductive samples (as it minimises charging effects) or delicate specimens
(reducing then the radiation damage). Material types that benefit from low-energy beams
are, for example, organic semiconductor films or contact resist. Another consequence of
using low-voltage SEM is that it allows ultrahigh-resolution images with subnanometre res-
olution. Decreasing beam energy provides additional flexibility in optimising image contrast.
Indeed, a low acceleration voltage, below 2 keV, is critical in obtaining 2-dimensional dopant
distributions with a sensitivity range from 1015 to 1022 at/cm3. These aspects are crucial for
the development and design of PV technology. A detailed analysis of the mechanisms that
give rise to dopant contrast can be found in El-Gomati et al. [El-Gomati et al., 2005]. As an
example, Jung et al. [Jung et al., 2010] have shown a distinctive contrast difference in sec-
ondary electron brightness between n and p dopants for doping as low as 1016 atoms/cm3 in Si
nanowires. Low-voltage SEM also enables the detection of doped regions of semiconductors
[El-Gomati et al., 2005].

Figure 3.3d illustrates the use of low-voltage SEM imaging of doped Si nanowires where a
topological and chemical contrast (n-i-p dopants) can be clearly obtained [Jung et al., 2010].
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The short discussion below will first deal with the use of electrons for compositional
analysis of materials. Readers are invited to refer to books or reviews, for more detailed
information ([Reimer, 1985)]; [Williams and Carter, 2009]; [Yao and Wang, 2005]). Very
frequently, scanning electron microscopes are also equipped with energy-dispersive X-ray
(EDX) detectors that are used for analysing local elemental compositions. Indeed during
the inelastic scattering of the beam electrons, inner-shell vacancies are produced on the
specimen atoms when an electron is removed from the shell and ejected from the atom (see
Figure 3.3a). The resulting shell vacancy can be filled by an outer-shell electron leading
to a photon creation whose energy corresponds to the difference in energies between the
two shells that is characteristic of a specific element. The detection of such X-ray emission
reveals the atom’s fingerprint and is then an invaluable tool for chemical identification
analysis. The EDX spectrum consists of X-ray lines recorded at different energy positions
that can be correlated to one specific element. The spatial resolution for this technique is
mainly determined by the interaction volume size, which depends on the atomic number and
the beam voltage. Typically, for a sample containing Au and C atoms the probe depths will
be of 75 nm (750 nm) for Au and 300 nm (7500 nm) for C for a beam energy of 5 keV
(30 keV). The effective spatial resolution for EDX mapping is therefore much larger than
the SEM resolution.

Obtaining quantitative chemical composition requires certain precautions: an ideal sample
should be conductive, homogeneous, flat and thicker than the interaction volume. Moreover,
values should be obtained using previously calibrated standards. Carbon coating and sample
polishing can improve the accuracy under the conventionally assumed chemical composition
uncertainty value of ± 5% [Carlton et al., 2004]. When the microstructure of the sample
is known then simulations can be performed, but for instance no inhomogeneity can be
extracted from a single measurement.

An interesting illustration concerns the analysis of Cu(In, Ga)(S, Se)2 thin-film solar cells
[Abou-Ras et al., 2011b]. This contribution indeed gives an overview of the various scanning
and transmission electron microscopy techniques applied on Cu(In, Ga)(S, Se)2 thin-film
solar cells. Indeed, the authors clearly showed that the combinations of several electron
microscopy methods can considerably improve the scientific understanding of the properties
of the material.

Figure 3.3e exhibits an EDX mapping of the CIGS/interface that reveals the spatial
variation of the chemical composition [Abou-Ras et al., 2011b].

3.4.2 Electron Backscattering Diffraction (EBSD)

Electron backscattering diffraction (EBSD) was first developed for measuring the microtex-
ture (misorientation and boundaries) of samples and later for identification of micrometre or
submicrometre crystalline phases. The combination of field emission electron sourced SEM
and EBSD has now allowed EBSD to be applied to nanocrystalline materials (grain size
smaller than 100 nm) and ultrafine grained materials (grain size < 500 nm) [Schwartz et al.,
2009].

EBSD patterns are obtained in the SEM by illuminating a highly tilted specimen (typically
at 70 degrees) with a stationary electron beam. Electron beams diffracted at a specific set of
atomic planes form, when emerging from the specimen, a diffraction pattern where straight
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Kikuchi lines are separated by an angle of 2θ (θ being the Bragg angle). An EBSD pattern
consists of a large number of parallel lines of intensity and corresponds to a map of the
angular relationships that exist within the crystal. Indeed, the spacing between a pair of lines
is inversely related to the spacing of atomic planes within the crystal (as a Fourier transform
consequence) from which the local crystallographic orientation can be deduced. From this
repeated analysis, an orientation map is eventually generated that is generally superposed to
the classical SEM image.

The lateral resolution of EBSD is strongly influenced by the atomic number of the studied
material, the accelerating voltage of the SEM, the focused probe size and the sample tilt.
The depth resolution of EBSD is also strongly dependent on the specimen atomic number
and the operating voltage of the SEM. Since the exit depth of the backscattered electrons
contributing to the EBSD patterns are only a few tens of nanometres, EBSD is then a very
surface-sensitive technique. Let us note that both spatial resolutions (lateral as well as in
depth) are improved by operating at lower voltages or for high atomic numbers.

In contrast to XRD, where texture measurements give the crystallographic orientation
distribution of a macroscopic volume, EBSD provides crystallographic orientation with
nanometre dimensions and is accessible at different scales from the several micrometres to
a few nanometres.

The quality of the EBSD data depends mainly on the quality of the specimen surface
preparation as it is affected by surface roughness, defect surface preparation and oxide layers.
A very useful tool for the preparation of nanocrystalline and delicate material for EBSD is
the focused ion beam (FIB) tool. This technique appears to be the best in comparison with
other polishing techniques for investigation of, for instance, the crystalline structure of CdTe
thin films [Moutinho et al., 2008]. The advantage of FIB preparation is that the sample can be
prepared from a very specific sample location, allowing for instance to analyse material with
a very well-defined position dependency. Moreover, combined SEM/FIB machines enables
investigation of orientation images versus surface distance by successive ion milling of the
surface. New developments also tend toward in situ surface modifications coupled to in situ
processing such as: oxidation or annealing tensile deformation [Wright and Nowell, 2009].

Orientation maps can be used to quantitatively determine grain size and shape, as well as
crystal orientation and type of grain boundaries with low/high misorientation, twin bound-
aries, etc., which allow correlation of these features with the electrical properties. Figure 3.3f
shows an EBSD mapping of polycrystal Si solar cell where grain and twin boundaries can be
clearly seen and investigated [Naerland et al., 2008]. The characterisation of grain boundaries
is a key parameter for polycrystalline solar cells. Indeed grains can have both advantageous
and adverse effects. The presence of grain boundaries generally reduces the density of defects
and impurities. On the other hand, the presence of grains is believed to decrease photovoltaic
efficiency by recombination of photogenerated carriers at grain boundaries. This is the case
for multicrystalline silicon grain boundaries with a misorientation angle of less than 10
degrees [Tachibana et al., 2009]. Surprisingly in CdTe, grain boundaries participate in the
energy-conversion process as efficient collectors and transporters, which leads to the higher
performance of thin polycrystalline film with respect to single-crystal device [Visoly-Fisher
et al., 2004].

Readers interested in grain-boundary effects on multicrystalline Si materials for PV are
invited to read Chapter 5 of the present book written by Ruud Schropp.

In the case of CIGS absorber layers EBSD has been used, in combination with electron
beam induced current (EBIC) and scanning spreading resistance microscopy (SSRM), to
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investigate the grain-boundary properties [Kawamura et al., 2011]. These authors were
also able to conclude that twin boundaries of CIGS do not contribute to charge-carrier
recombination.

3.4.3 Transmission Electron Microscopy (TEM)

Transmission electron microscopy (TEM) is widely used for investigations such as
microstructural analyses, lattice defects, strain mapping and chemical characterisation at
the nanometre scale of thin films and interfaces. In a TEM experiment, the elastic interaction
between electrons and material dominates the contrast observed in the transmitted electron
image, while inelastic events contain information of the specimen chemical composition.

While SEM often does not require any special sample preparation (except deposition
of a thin conductive layer at the sample surface to avoid charging effects), a successful
TEM experiment depends drastically on sample preparation. Indeed the stringent limitations
on sample thickness that are dictated by the restricted penetration and inelastic scattering
of the electron beam impose the preparation of very thin specimens (of about 100 nm
depending on the absorption coefficient of the considered material). Several preparation
methods do exist [Brandon and Kaplan, 2008], among them: mechanical or electrochemical
thinning or ion milling. A small-angle wedge cleavage technique is also widely used since
this method is fast and requires minimal sample preparation, which avoids sample damage
[Walck and McCaffrey, 1997]. It is also worth noting that when a high-energy electron beam
(over 200 keV) is impinging a small specimen area, some induced phenomena can occur
damaging the sample or modifying artificially the sample characteristics. This is, for instance,
rather well known in the investigation of small particles for which the electron beam can
induce crystallisation. The corroboration between electron microscopy and other suitable
techniques, such as XRD or Raman, is therefore an essential requirement for a successful
experimental investigation.

Contrast arises either from mass thickness, diffraction or phase contrast. For an amorphous
material the elastic scattering is random and the intensity scattered out of the direct beam
(obtained by placing an aperture beneath the specimen) depends on the sample thickness
and density. For crystalline specimens diffraction can instead occur associated with crystal
planes (hkl) satisfying the Bragg conditions. If an aperture is placed in such a way that only
the directly transmitted beam is going through the imaging system, a bright-field image is
obtained. If only one of the diffracted beams is accepted then a dark-field image is formed.
For both cases the contrast is mainly due to the presence of crystal lattice defects (diffraction
contrast) [Brandon and Kaplan, 2008]. Finally, a larger aperture can be used to admit several
diffracted beams to the imaging system that interfere in the image plane to yield a periodic
image reflecting the periodicity in the crystal (perpendicular to the incident beam direction),
which is called phase contrast.

TEM is very often used for investigating specimens devoted for solar cells as it allows the
study of interface formation and material qualities. For instance, microcrystalline silicon is
considered as a complex material composed of Si microcrystalline phase (Si nanocrystals) as
well as amorphous Si phase. High-resolution TEM enables the observation of Si nanocrystals
(having a diameter between 10 and 20 nm) embedded in amorphous Si [Vallat-Sauvain et al.,
2007]. But, as is very often observed, defects such as grain boundaries, cracks, etc. can also
be observed inside the nanocristallites [Vallat-Sauvain et al., 2007]. Numerous examples
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can also be cited where TEM can be considered as a very useful tool. In the case of the
amorphous–crystalline heterostructure silicon solar cells [Van Sark et al., 2012], the high
TEM spatial resolution is needed to image the amorphous Si:H / crystalline Si. Since the
improvement of the intrinsic a-Si:H(i)/c-Si interface passivation under annealing requires
the interface to be atomically sharp (i.e. without any epitaxial film at the interface [Van
Sark et al., 2012]) high-resolution TEM appears to be the best technique to investigate such
interfaces.

It is also worth noting that electron microscopy allows in situ observations leading then to a
direct observation of the dynamic properties at the nanoscale through imaging and diffraction.
A recent illustration concerns the in situ TEM observation of the Al-induced layer exchange
method [Birajdar et al., 2012]. The latter could be a promising tool for preparing large
(>10 μm) grained Si thin films on low-cost substrates, with potential applications in solar
cells. Birajdar et al. used in situ TEM to investigate the mechanism of Al transport during
Al-induced exchange and crystallisation of amorphous Si [Birajdar et al., 2012]. These
authors observed significant realignment of grain boundaries and grain coarsening close to
the crystallisation front of the Al layer. Another reported in situ TEM concerns Ag nanowires
(embedded or not in TiO2) which are investigated for their use as transparent electrodes in
solar cells [Langley et al., 2013]. In situ TEM observation (Figure 3.4b) during thermal
annealing reveals a morphological instability of the Ag nanowires while the use of TiO2 shell
drastically improves their thermal stability [Ramasamy et al., 2012].

Finally, the four-dimensional ultrafast microscopy has been recently developed especially
by Chemistry Nobel prizewinner A. Zewail and his group at Caltech Institute of Technology
[Zewail and Thomas, 2010a; Zewail and Four, 2010b; Flannigan and Zewail, 2012]. The
integration in electronic microscopy of the fourth dimension, time, opens up numerous
opportunities. The spatial resolution is at the atomic scale, while time resolution is of
the order of femtoseconds. Therefore the advent of near-field and convergent beam four-
dimensional ultrafast electron microscopy variants can, for instance, be applied in nanoscale
plasmonics and photonics [Zewail and Thomas, 2010a; Zewail and Four, 2010b; Flannigan
and Zewail, 2012]. One can therefore reasonably anticipate further exploration in solar cell
materials within the near future.

3.4.4 Electron Energy Loss Spectroscopy (EELS)

Electron energy loss spectroscopy (EELS) is now a very used tool in TEM since the intimate
connection between unoccupied states and core shells allows the measurement of energy
distribution above the Fermi level. This technique can provide rather similar information
to that deduced from a synchrotron method: X-ray absorption spectrometry. EELS relies
on the analysis of the energy spectrum of the inelastically scattered electrons. EELS peaks
corresponding to the K or L shell ionisations can be used to identify a very wide variety
of atoms including light elements such as boron. The energy loss spectrum is measured in
the thin-film transmission geometry. Generally speaking, an optimum specimen thickness
exists for EELS analysis at which the counting statistics are adequate, while the probability
of multiple scattering is small [Brandon and Kaplan, 2008]. Several processes contribute to
the energy losses of the electrons: the electron transitions (both within and between different
shells of the atom), plasmon excitation (quantised charge oscillations) and absorption edges
(associated with atomic ionisation). Figure 3.4c shows typical EELS spectrum with the
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zero-loss peak, the low-region associated with plasmon absorption and the core-loss region.
The ionisation energy of Si is also indicated (99 eV) [Van Aken et al., 2012].

In fact, the analysis of the chemical composition of microstructural features is mainly
performed by using the characteristic signal observed in a SEM: a specimen volume of about
1 μm3 (with a spatial resolution of 1 μm) can be routinely observed. While this technique is
very often used, two disadvantages are associated with it: the low collection efficiency for the
X-ray detection and the very low efficiency of the excitation of characteristic radiation for the
lighter elements. A much better spatial resolution can be achieved with EELS, which is also
better suited for light atoms. Instrumental developments in EELS have improved the energy
resolution to 1 eV (compared to 130 eV for EDX systems) with a spatial resolution of about
0.5 nm as well as a detection limit of less than 100 atoms [Brandon and Kaplan, 2008]. The
improvement in energy resolution for EELS enables one now to investigate fine structure in
the neighbourhood of the absorption edges. Such microanalysis can go much further than a
simple chemical composition analysis as it can provide information on the chemical state and
the local atomic symmetry or order. An extensive review of recent instrumental developments
and possible uses can be found in [Egerton 2009].

An illustration of such techniques concerns, for instance, the TEM and EELS micro-
analysis of polycrystalline silicon thin-film solar cells [Stöger et al., 2001]. These authors
showed that a mixture of both ZnO (which is used as an electrical contact material) and the
polycrystalline Si thin films is present at their interface. This interface region was estimated
to be about 13 nm thick.

Let us also mention the use of EELS for the detection of dopants with nanometre-scale
spatial resolution, which is a key parameter for solar cells. Boron concentrations, as low as
3 × 1020/cm3, corresponding to 0.6% with a 5-nm resolution were detected in an amorphous
silicon layer Si [Duchamp et al., 2011]. Figures 3.4d and e deal both with the boron depth
concentration using SIMS and EELS investigations in SiC layers containing different boron
concentrations [Van Aken et al., 2012]. Plasmon energy (open circles) versus depth in a triple
SiC stack is shown to be in good agreement with the boron concentration as deduced from
SIMS measurements [Van Aken et al., 2012].

3.5 SPECTROSCOPY METHODS

Current spectroscopy methods offer powerful tools for investigating optical and electronic
properties, and play an important role in the understanding of materials for solar cells. A
few of them are described below. Spectroscopy techniques all work on the principle that,
under certain conditions, matter absorbs or emits energy depending on the incident photons
energy. Each spectroscopic technique operates over a limited frequency range depending on
the process and magnitude of the energy changes. Figure 3.5a shows the typical energies in
relation with the pertinent physical phenomena playing a key role in the interaction between
photons and a specimen.

3.5.1 X-Ray Photoelectron Spectroscopy (XPS)

X-ray photoelectron spectroscopy (XPS), also called ESCA (electron spectroscopy for chem-
ical analysis) is a surface (2 to 10 atomic layers depth) analysis technique that permits
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Figure 3.5 Photon–matter interactions. (a) Energy scale showing schematically some of the physical
phenomena occurring at different energies. (b): Raman spectra of a nanocomposite composed of
Ge nanoparticles embedded in Al2O3 matrix annealed at 450 ◦C. The spectrum was fitted with two
Lorentzian functions, associated with crystalline and amorphous Ge. (Reproduced with permission
from Parola, 2012. Copyright C© 2012, Springer.) (c): Optical total transmittance of a bare substrate
(blue) and two transparent conductive materials in the UV-VIS-NIR region. A spray pyrolysis deposited
fluorine-doped tin oxide (FTO) and an Ag nanowire network deposited by spin coating are depicted in
red and black, respectively. The associated sheet resistance is reported as 16 and 11 ohms per square
for Ag nanowire network and FTO, respectively. (Courtesy of Gaël Giusti, from Grenoble INP.)

determination of the chemical composition as well as the chemical environment of atoms
(except hydrogen and helium) belonging to a thin layer or to the top surface of a specimen.
XPS consists of bombarding a sample with X-rays in a high-vacuum chamber to analyse
the kinetic energy of the ejected electrons from an inner-shell orbital of the atoms. XPS
is especially important in surface engineering and science, mainly for the investigation of
solid-state materials. The principle of XPS is the following: the photons of a monochromatic
X-ray beam incident on a specimen are absorbed by the atoms and secondary electrons will
be ejected [Brandon and Kaplan, 2008]. The energy of these photoelectrons is related to
photon energy (h.ν) and to the electron binding energy (Eb) through the relation:

Ek = hν − Eb (3.4)
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The electron binding energy of the electrons depends on the chemical environment of
the atoms and may be different (chemical shift) between a pure material and a compound,
making XPS a very useful technique to analyse chemical states. Generally speaking, an XPS
spectrum is composed of several photoemission peaks plus a background generated by the
multiply scattered secondary electrons generated in deeper layers of the sample. Therefore,
the observed peaks in the spectrum are associated with photoelectrons generated only by
layers close to the surface, from a depth lower than the free mean path of the secondary
electrons, which could be as small as 2 to 5 atomic layers. XPS is therefore extremely
sensitive for analysing surface composition and chemical binding with a depth resolution
close to atomic dimensions.

If coupled with sputtering, depth profiling and interface analysis can also be performed.
Indeed, an Ar+ sputtering is frequently used before measurement to avoid any contamination.
One of the drawbacks of XPS is its poor lateral spatial resolution (about 10 μm). One way
to avoid this problem is to use Auger analysis by using an electron beam. Auger emission
spectroscopy (AES) starts by ejecting an inner-shell atomic electron from an atom. The
created vacancy is then filled by a second atomic electron from a higher shell. The excess
energy generated by this transition can be used either to eject a third electron (called an
Auger electron) in a radiationless process or by emitting a photon (EDX analysis). The
Auger process is more probable for low atomic number atoms and photon emission is more
probable for high atomic number atoms. Auger analysis can be performed with an incident
electron beam or with incident X-rays, however the spatial resolution is better with an
electron beam (10–15 nm). As XPS, Auger analysis permits study of the surface chemical
states (chemical shift) related to the atom environment and atom identification. Quantitative
analysis is more complicated than XPS analysis and the investigation of insulators is difficult
with an incident electron beam. However, in some cases, chemical shifts are more pronounced
for Auger electron than for the XPS photoelectron, leading to better detection.

Moreover, excitation of a specimen by an incident energetic electron beam scanned over
the surface enables a secondary-electron image to be obtained. Focusing and scanning of
the incident electron beam can be accomplished with a good lateral resolution (of a few tens
of nm).

In photovoltaics, XPS is used to analyse the chemical composition and states of thin-film
layers such as antireflection coatings or thin-film solar cell absorbers. Interface information
such as electronic properties (energy band alignment) can also be deduced for thin-film solar
cells. An interesting illustration of the use of XPS, combined with ultraviolet photoelectron
spectroscopy (UPS) concerns the investigation of transparent conductive oxides (TCOs) for
photovoltaics [Klein et al., 2010]. By using both these techniques the authors present an
extensive data set of technologically relevant electronic properties of TCOs, such as Fermi
level, work function and energy-band alignment. They also illustrate the interplay between
these key parameters and other material features such as chemical defects [Klein et al., 2010].

3.5.2 Secondary Ion Mass Spectrometry (SIMS)

Secondary ion mass spectrometry (SIMS) is a technique used to analyse the composition
of solid surfaces and thin films by sputtering the surface of the specimen with a focused
primary ion beam and collecting and analysing ejected secondary ions. These secondary
ions are measured with a mass spectrometer to determine the composition of the surface.
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SIMS is able to detect elements present in the parts per billion range, i.e. ∼1013 atoms/cm3.
Typically, a secondary ion mass spectrometer works under high vacuum and a primary ion
beam of Ar + , O−, or Cs+ , . . . O2

+ is typically used for the detection of electropositive
species, Cs+ for electronegative species, and Ga+ for improved lateral resolution. The
SIMS primary ion beam can be focused to less than 1 mm in diameter. A mass analyser is
used to separate the ions according to their mass and charge ratio and an ion-detection unit
permits quantification of the atomic fraction. SIMS analysis is mainly used in photovoltaics
to analyse dopant profiles, compound composition and metallic contamination. Compared
to other techniques SIMS is very sensitive and can give quantitative concentrations (when
compared to standards) with a good depth resolution. On the other hand, it has no spatial
resolution and is locally destructive. For instance, SIMS depth profiling of CdTe-based solar
cells grown on sapphire was reported by Emziane et al. [Emziane et al., 2006]. These authors
investigated CdTe/CdS/TCO solar cell structures on sapphire substrates. They investigated
the influence of using sapphire or glass as the substrate as well as diffusion of several elements
such as Si, In, Cl, Na, O, Sn, S, Te, F and Br. The effects of annealing or any other process
have also been analysed by SIMS [Emziane et al., 2006].

SIMS is generally used for characterising inorganic materials, but it is also possible to
use a modified SIMS method compatible with soft materials, called gentle SIMS (G-SIMS).
A recent study concerns the characterisation of organic solar cell materials by G-SIMS and
demonstrates that this technique helps to identify both PCBM and P3HT materials through
the enhancement of molecules and characteristic ions of the two molecules [Franquet et al.,
2012].

3.5.3 Rutherford Backscattering Spectrometry (RBS)

In a backscattering experiment high-energy particles (He+ ions of several MeV) are scattered
on the studied film and the analysis of the energy of the backscattered particles allows a
determination of the elements in the sample. This nondestructive method enables one to
obtain a composition profile versus the film depth. RBS is very sensitive for heavy atoms,
for example, it can detect less than one monolayer of In at the surface of a GaN layer
[Monroy et al., 2003]. RBS has been used often for studying inorganic solar cells; one
can, for instance, mention the work of Arafah and Ahmad-Bitar [Arafah and Ahmad-Bitar,
2000] who studied induced defects and structural changes resulting from the processing of
CdTe and CdS thin film such as thermal annealing at 400 ◦C. Such treatment leads to major
structural redistribution as well as the detection of new trapping states. This investigation,
conducted by combining RBS and thermoluminescence, sheds light on interface defect
density and formation of an intermixed interface layer [Arafah and Ahmad-Bitar, 2000],
which are known to be determinant for the solar cell efficiency.

3.5.4 Raman Spectroscopy

Inelastic light (Raman) scattering has proven to be a versatile and powerful technique for
studying a diverse range of materials [Cooper et al., 2012]. This method is based on the
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scattering of light as it passes through a transparent media: the light undergoes a change
in frequency and a random alteration in phase due to a change in rotational and vibrational
energy of the scattering molecules. In other words, a photon of energy hνP is incident upon a
ground-state molecule and in a single interaction both excites it to a virtual state of energy hνP

and de-excites it with the emission of a photon hνS, leaving the molecule in a vibrationally
excited state hνR. The scattered photon can lose some of its energy to a vibrational mode:
such a process produces a positive Stokes shift. If the particular vibrational mode is already
in an excited state (a common feature at high temperature) the scattered photon may then gain
some energy (anti-Stokes shift). Several characteristics of this technique can be mentioned
as followed [Cooper et al., 2012]:

• Inelastic scattering can provide important symmetry, energy and lifetime information
regarding a remarkable range of excitations in materials including one- or two- photons
excitations, plasmon modes, etc. This method allows, for instance, to deduce information
related to the crystalline properties of a specimen (to distinguish between amorphous or
crystalline phases) as well as concerning any strains. As an example, Figure 3.5b exhibits
a Raman spectrum where one can clearly distinguish the contribution from the amorphous
and crystalline phases of a nanocomposite composed of Ge nanoparticles embedded in
Al2O3 [Parola et al., 2012].

• Since inelastic light scattering is mainly based on the use of visible lasers as excitation
sources, it allows the performance of experiments under “extreme” conditions such as high
pressure or high magnetic field;

• Surface-enhanced Raman scattering (SERS) can be used for investigating very small
samples and even nanometre-scale materials. SERS is a Raman spectroscopic method that
provides greatly enhanced Raman signal from Raman-active molecules that have been
adsorbed onto certain specially prepared metal surfaces. The importance of SERS is that it
is both surface selective and highly sensitive. Such enhancement can correspond to several
orders of magnitude increase of the Raman signal.

Let us note that the spectral selection rules (i.e. what vibrational mode are Raman active
or inactive) are very important information in determining the structure of a molecule or a
solid. The Raman method is an excellent way for “fingerprinting” molecules. It is also worth
noting that time-resolved Raman spectroscopy can study the transient phenomena induced by
an optical pump pulse through the analysis of the time evolution of the spontaneous Raman
spectrum measured with a second optical probe pulse.

Micro-Raman consists of using a specially designed Raman spectrometer integrated with
an optical microscope, enabling a high spatial resolution to be reached. Micro-Raman map-
pings were used, for instance, for characterising layers for crystalline silicon thin-film solar
cells [Kunz et al., 2011]. The grain structure of the Si layers was revealed by Raman peak
area mapping. The prevailing twin-boundary structure showed no residual stress, while a
high density of stacking faults in the growth direction was revealed [Kunz et al., 2011].

An interesting illustration of the combined use of XPS, Raman and EELS can be found in
the work of Sato et al. [Sato et al., 2009], which concerned the doping and characterisation
of boron atoms in nanocrystalline silicon particles. Indeed these authors showed that most
of the heavily doped B atoms in Si nanocristallites were electrically activated in the core of
Si particles of 4.3 nm diameter [Sato et al., 2009].
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3.5.5 UV-VIS-NIR Spectroscopy

When molecules or a material are irradiated with a UV-VIS-NIR (for ultraviolet-visible-
near-infrared) of a continuous wavelength, the wave can be absorbed if its energy is the
same as the inherent modes (vibration, rotation, etc.) of the molecular bonds or the solid. An
absorption peak will then appear. This technique is complementary to Raman spectroscopy.
As a powerful tool, UV-VIS-NIR can be used to: 1) identify a known component, 2) study the
formation of new chemical bonds and 3) perform quantitative analysis for a component of
interest. The optical transmittance T is defined as the ratio between the transmitted intensity
(I) and the incoming one (I0). The percent transmittance is then often used. The absorbance
A is as well very often used and defined as follows:

A = log

(
I0

I

)
= log

(
1

T

)
(3.5)

The classical Beer–Lambert law states that absorbance A is directly proportional to the
path length (L) and the concentration (c) of the absorbing species:A = ε · L · c, where ε is
the molar extinction coefficient (mol−1 cm−1), at least when assuming that the reflection is
negligible.

UV-VIS-NIR spectrum analysis interprets the features of a spectrum in terms of the nature
of the sample of interest, using quantum-mechanical models that relate detailed atomic or
molecular structure to spectral frequencies, linewidths, and intensities.

One of the main and most obvious uses of UV-VIS-NIR spectroscopy in solar cell mate-
rials concerns the dye absorption for dye-sensitised solar cells (also called Gratzel cells or
DSSCs) as well as the material used as transparent electrodes. Transparent electrodes are a
necessary component in solar cells (among other applications) and have been the subject of
much research. Materials that offer simultaneously good transparency and conductivity are
transparent conducting oxides (TCOs) [Minami, 2005], [Granqvist, 2007], [Ruske, 2012],
[Klein, 2012] as well as upcoming materials like carbon nanotubes, graphene or metallic
nanowire networks [Hecht et al., 2011], [Ellmer et al., 2012], [Langley et al., 2013].

For instance, TCOs such as doped tin oxide can be produced on a large scale on float
glass and are used for instance for DSSCs. Probably the best-known material is tin-doped
indium oxide (ITO) as well as zinc-oxide-based thin films (like aluminium-doped Zn oxide:
AZO) [Ellmer et al., 2008]. For Si-based devices such as a-Si/c-Si heterostructure solar cells,
ITO or AZO are often considered as transparent electrodes. In the VIS-NIR spectral range,
the dielectric function depends upon two major contributions, from the valence electrons
and from the free carriers. The bandgap of a semiconductor can be obtained, while its
determination is not fully straightforward. Indeed, the Burstein–Moss effect (an effect due to
increasing doping that leads to a blocking of the lowest states in the conduction band) should
be considered, as well as with a bandgap narrowing.

UV-VIS-NIR provides a direct way to determine the transmission of a TCO with two
components: the diffuse and the specular ones. The ratio between the diffuse transmitted
intensity divided by the total transmitted intensity is called the haze factor. Attempts are
made to maximise the haze factor in a solar cell (to increase the optical path of the photons in
the absorbing layer) and to minimise it in a flat-panel display (for a better spatial resolution).

Figure 3.5c exhibits the total transmission for FTO (fluorine-doped tin oxide, another well-
known TCO) and a Ag nanowire network in the UV-VIS-NIR spectra. While these two types
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of transparent conductive materials have similar transmission in the domain [400–1000 nm],
they possess different features: the Ag nanowire network exhibits better transmittance in
NIR and has a larger haze factor, FTO has a better thermal stability if a process of “high”
temperature is required during the solar cell fabrication. The optimisation of TCO layers for
a solar cell is almost always accompanied by careful weighting of the optical, electrical and
interfacial aspects.

3.6 CONCLUDING REMARKS AND PERSPECTIVES

This chapter briefly presents characterisation techniques useful for the understanding of solar
cell materials. The shortness of this contribution has obliged the authors to select only a few
techniques, stressing their principles and their most recent evolutions. This chapter can only
scratch the surface of all material characterisation involved in solar cell research.

Once more, it is worth noting that although some methods could be very powerful for
some analyses, no single method can elucidate any material problem under investigation.
This should result from the crossinterpretation of several complementary techniques.

Some more recently developed characterisation methods that will certainly be very useful
in the near future have not yet been considered in this chapter. These methods should,
however, provide important contribution in the future and will be more widely adopted by
the photovoltaic community. We briefly give a few examples of such techniques below.

Among recent characterisation techniques that will help in the future to better understand
the subprocesses at play in emerging photovoltaic materials and technologies, scanning
probes techniques are very promising. A recent article [O’Dea et al., 2012] reviewed the
possible contribution of scanning probe techniques for addressing fundamental processes
involved in solar cell operation for both inorganic thin films and organic bulk heterojunc-
tions. These experimental methods allow local investigation of the electrical and optical
properties and enable one to perform spatially resolved measurements for surface photo-
voltage and photocurrent that are particularly useful in understanding charge generation and
separation [O’Dea et al., 2012]. These scanning probe microscopy methods include scan-
ning tunnelling microscopy, photoconductive atomic force microscopy, near-field scanning
optical microscopy, time-resolved electric force microscopy as well as Kelvin probe force
microscopy (KPFM). The latter, for instance, could be used for measuring relative surface
electrostatic potential and work-function distribution or for studying grain boundaries in
inorganic solar cell materials. Already, numerous contributions using scanning probe tech-
niques have been published and have deepened the understanding of solar cell operation. The
increasing availability of commercial instruments should enlarge the use of these methods for
making local measurements, enabling the direct correlation of physical (morphology, phys-
ical properties) and electronic (photocurrent, photovoltage, charge trapping, energy levels)
phenomena [O’Dea et al., 2012].

Moreover, among newly emerging fields, time-resolved soft X-ray spectroscopy could
play an interesting role in the near future since it could provide useful information with
extreme time resolution (several tens of femtoseconds) as well as its capability to probe the
electronic structure of complex systems in very fine detail [Bovensiepen et al., 2010]. This
stems from emerging light sources such as the accelerator-based free-electron laser sources
that give powerful soft X-ray sources with ultrashort pulses. This enables stroboscopic
pump-probe experiments with one or more pulses.
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Among others, advanced optical characterisation techniques seem to be still in the rel-
atively early stages of development even if they have been used already to shed light on
the physical properties in a large range of solid-state systems. Characterisation techniques
without contact (i.e. luminescence for instance) are evolving rather rapidly nowadays and
already constitute very useful characterisation tools. Also, the use of ultrashort X-ray and
electron pulses in time-resolved structural dynamics in different materials should enable
researchers to observe processes in much more detail and therefore improve the intimate
understanding of the solar cell phenomena especially with noncontact and nondestructive
manner with sub-100 fs and sub-100 nm resolution [Prasankumar, 2012].

The development of all these characterisation methods associated with modelling
approaches and the new concepts of solar cells that are emerging [Lopez et al., 2012],
should finally lead to increased solar cell efficiency and decreased cost, contributing to make
solar energy a clean and efficient energy for the future.
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Stöger, M., P. Schattschneider, V. Schlosser, R. Schneider, H. Kirmse, W. Neumann, Solar Energy

Materials and Solar Cells 70 (2001) 39.



PHYSICAL CHARACTERISATION OF PHOTOVOLTAIC MATERIALS 63

Surana, K., H. Lepage, J.M. Lebrun, B. Doisneau, D. Bellet, L. Vandroux, G. Le Carval, M. Baudrit,
P. Thony, P. Mur, Nanotechnology 23 (2012) 105401.

Swaraj, S., C. Wang, H. Yan, B. Watts, J. Luning, C.R. McNeill, H. Ade, Nanoletters 10 (2010) 2863.
Tachibana, T., J. Masuda, K. Imai, A. Ogura, Y. Ohshita1, K. Arafune, and M. Tajima Japanese Journal

of Applied Physics 48 (2009) 121202.
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4 Developments in Crystalline
Silicon Solar Cells
Martin A. Green
School of Photovoltaic and Renewable Energy Engineering, University of New South Wales, Australia

4.1 INTRODUCTION

The photovoltaic industry has grown at over 40%/year over most of the last decade, largely
due to promotional programs initiated by a number of governments. Particularly significant
has been the guaranteed feed-in tariff scheme in Germany, where system owners have been
guaranteed a fixed price for each unit of electricity supplied over a 20-year period.

The majority of solar cells fabricated to date have been based on silicon in monocrystalline
or large-grained polycrystalline form, with the latter often referred to as “multicrystalline”
silicon. There are two main reasons for this. One is that silicon is an elemental semiconductor
with good stability and a well-balanced set of electronic, physical and chemical properties,
the same set of strengths that have made silicon the preferred material for microelectronics.
The second is that the success of silicon in microelectronics created an enormous industry
where the economies of scale have directly benefited the early growth of the then smaller
photovoltaics industry.

A significant fraction of silicon cells have been fabricated using thin wafers cut from
large cylindrical monocrystalline ingots prepared by the Czochralski (CZ) crystal growth
process and doped to about one part per million with boron during the ingot growth. A
larger number have used multicrystalline wafers sliced from ingots prepared by a simpler
directional solidification technique that produces large-grained polycrystalline ingots. To
produce a cell, these generally boron-doped starting wafers have phosphorus diffused at high
temperatures a fraction of a micrometer into the surface to form the p-n junction required
for photovoltaic action. Metal contacts to both the n- and the p-type side of the junction
are generally formed by screen printing a metal paste that is then densified by firing at high
temperature. Each cell is typically 15−20 cm either in diameter or along either side if square
or rectangular.

Cells are interconnected and packaged into a weatherproof, glass-faced package referred
to as a module. Each module typically contains 36−72 cells soldered together in series or in
series/parallel arrangement. Since each individual cell gives a maximum output of just over
0.6 V in sunlight, 36-series-connected cells result in a module of over 20 V maximum output
voltage, sufficient for fully charging a normal 12 V lead-acid battery. The output current
of each cell depends on its size and the sunlight intensity (solar irradiance) but generally
would lie in the 6–10 A range in bright sunshine. The packaging consists of a glass/polymer
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laminate with the positive and negative leads from the interconnected cells brought out in
a junction box attached to the module rear. Such modules have proved extremely reliable
in the field with most manufacturers offering a 20–25-year warranty on the module power
output, one of the longest warranties on any commercial product.

The efficiency of the cells in the module would typically lie in the 16–19% range, about
60% of the fundamental limit of 29% for silicon (Kerr et al., 2003). Module efficiency is
slightly lower than that of the constituent cells due to the area lost by frames and gaps between
cells, with module efficiency generally lying in the 14–16% range. Over the last decade,
commercial cells and modules of significantly higher performance have become available
using more advanced cell processing technology, discussed in more detail in the text. This
more advanced technology produces cells up to 24% efficiency and module efficiency as high
as 21%. (Unless otherwise noted, all efficiencies quoted are under standard test conditions,
namely with a cell temperature of 25 ◦C under 1000 W m−2 intensity of sunlight with the
standard global air mass 1.5 spectral distribution.)

This chapter discusses recent developments in such crystalline silicon solar cells that have
involved higher efficiency, larger ingots and thinner wafers, and on a better understanding of
such prevalent defects as those associated with boron–oxygen complexes.

4.2 PRESENT MARKET OVERVIEW

A recent market survey reports that, of all solar photovoltaic module sales in 2011, 38%
were based on monocrystalline silicon wafers, similar to those used in microelectronics
(Mints, 2012). A further 48% were based on lower-quality multicrystalline silicon wafers.
As previously mentioned, these are large-grained polycrystalline wafers produced by slicing
from large ingots of directionally solidified silicon, an approach developed specifically for
photovoltaics. Close to 3% of module sales were based on multicrystalline silicon ribbons
technology again developed specifically for photovoltaics, but with the advantage of not
requiring wafering.

Combined, these “bulk” silicon approaches accounted for a commanding total of 86% of
annual production in 2011. About 11% of total production was accounted for by thin films
not involving silicon, specifically by cells based on the chalcogenides Te and Se mainly in
the form of polycrystalline thin films of CdTe but also a small number of modules based on
CuInSe2 (CIS). Most of the remaining production (3%) was made up by thin-film amorphous
silicon solar cells, including multijunction stacked “tandem” cells.

Figure 4.1 shows a sampling of the nominal performance of modules on the market from
different manufacturers based on bulk silicon wafers and the above-mentioned thin films.
As noted, silicon modules accounted for 86% of production in 2011. These modules have
a well-established reputation for reliability and durability, with many systems installed over
20 years ago still performing creditably after more than 20 years in the field (Realini et al.,
2001).

Most commercial bulk silicon modules have energy-conversion efficiency, the ratio of
electrical power output to solar power on the total module area, in the 14–16% range with
two manufacturers producing modules in the 18−20% range. Those in the latter range are
based on monocrystalline silicon wafers and use unique manufacturing approaches. The
remainder are based on monocrystalline or multicrystalline wafers but, irrespective of wafer
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Figure 4.1 Survey of the performance of solar modules from major manufacturers on the European
market in 2012. The chart shows the nominal energy-conversion efficiency under standard test condi-
tions for several module types based on the manufacturer’s rating and the module’s total framed area.
The bar at the top shows the likely range for delivered product falling within specifications (mc =
multicrystalline; c = crystalline).

type, use a very similar processing sequence based on screen printing the metal contacts to
the cells, with only one exception.

4.3 SILICON WAFERS

4.3.1 Standard Process

Silicon solar cell technology originally not only benefited directly from the economies of
scale of the silicon microelectronics industry, but it also was able to use scrap material from
this industry, since requirements for material quality in photovoltaics are less demanding
than in microelectronics. The photovoltaic industry more recently has grown to a size where
it needs much more silicon than used in microelectronics. This gives opportunities for
silicon-preparation approaches to be commercialised that have been directly customised for
photovoltaics.

For microelectronics, the starting point for producing the requisite high-quality “semicon-
ductor grade” silicon is a lower grade of silicon known as “metallurgical grade”, produced
by the reduction in an arc furnace of quartzite by carbon, the latter generally in the form of
wood chips. This metallurgical grade silicon is of about 98% purity and is produced in large
quantities for the steel and aluminium industries. A relatively small fraction is refined for
microelectronic and solar applications by conversion to a volatile intermediary which can be
purified by fractional distillation. The purified intermediate compound is then decomposed
to re-extract the silicon in a highly purified form. Generally, the metallurgical-grade silicon is
converted by hydrochloric acid to trichlorosilane that is then purified to 99.9999999% (nine
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Figure 4.2 (a) Czochralski (CZ) growth; (b) squared-off CZ ingot. (Reproduced with permission
from Green and Hansen, 1998.)

“nines”) purity by fractional distillation. Silicon is then extracted from the trichlorosilane by
reducing the latter by hydrogen at high temperature (Luque and Hegedus, 2011).

In this process, electrically heated silicon rods are exposed to a trichlorosilane/hydrogen
mixture that reacts on the surface of the rods, depositing silicon onto them and hence
building up their cross section. These rods grow with a fine-grain polycrystalline silicon
microstructure. After the rod diameter has increased to the required size, the process is stopped
and the rods mechanically broken into smaller chunks, which maintain “nine-nines” purity.
These chunks then become the starting point for the growth of ingots of good crystalline
quality.

As previously mentioned, crystalline ingots are generally grown by the Czochralski crystal
growth process. In this process, the purified silicon chunks are melted in a quartz crucible
along with small pieces of silicon heavily doped with boron. This produces a boron-doped
melt into which a seed crystal is dipped and slowly withdrawn (Figure 4.2a). For high-quality
crystals, good temperature uniformity and slow and steady growth are required. Typically
ingots are grown to about 15–20 cm in diameter and 1–2 meters in length, weighing 150–
200 kg. The crystallographic orientation of the seed is transferred to the grown crystal.
Generally, for photovoltaics, the crystal is grown with a preferred orientation so that the
wafers that are sliced from the crystal perpendicular to the growth axis have surfaces parallel
to {100} crystallographic planes.

Prior to slicing these ingots into wafers, the ingots are generally subject to a centreless
grinding operation to remove the slight fluctuations in diameter along the length of the ingot
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Figure 4.3 (a) Inner diameter wafer sawing; (b) continuous wire sawing. (Reproduced with permission
from Green and Hansen, 2002 and Dietl et al., 1978.)

that occur during crystal growth. Alternatively, the ingots can be “squared-off” by sawing
off large sections parallel to the growth axis (Figure 4.2b), giving “quasisquare” wafers after
wafering. The large pieces of silicon sawn off in this approach are then recycled by remelting
as feedstock for the CZ growth.

The technique traditionally used in microelectronics for sawing wafers from ingots was
based on the use of inner diameter saws. In this technique (Figure 4.3a), thin metal sheet
blades are given dimensional solidity by being held in tension around their outer perimeter.
The cutting surface is a diamond impregnated region surrounding a hole within the tensioned
metal sheet. This technique gives excellent dimensional tolerance, although there are limi-
tations arising from the thickness of the silicon wafers that is possible to produce while still
maintaining high yield. Other limitations arise from the wastage of silicon as “kerf” loss
during cutting. Generally, about 10–15 wafers per centimeter of ingot length can be achieved
by this process. A more widely used technique in photovoltaics is based on wire sawing
(Figure 4.3b). In this case, tensioned wire is used to guide an abrasive slurry through the
ingot. Advantages are thinner wafers and less surface damage for these wafers as well as
lower kerf or cutting loss, allowing the sawing of over 20 wafers per centimetre, a figure that
is steadily improving and may reach 50 by 2020.
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In the 1970s and early 1980s, several other options for preparing silicon feedstock were
investigated as part of a large US government photovoltaic program encouraged by the Carter
administration (Christensen, 1985). During this program, a diversity of alternative routes to
producing pure silicon was investigated. These ranged from those involving radically different
approaches to those exploring only minor changes from the sequence outlined above, such as
the use of different compounds of silicon as the intermediate during the purification process.
One such process, based on the use of silane as the intermediate (Christensen, 1985), is now
used commercially, resulting in the lowest manufacturing cost, largely due to much reduced
energy consumption. Parallel development has been conducted outside this program, notably
in Germany (Aulich, 1996) and Japan. In Japan in the 1990s, Kawasaki Steel investigated an
alternative route to preparing cheap silicon feedstock from metallurgical-grade precursors
(Sakaguchi et al., 1997). Over recent years, commercial quantities of silicon prepared from
such metallurgical routes have become available.

An alternative to the standard Czochralski process for producing crystalline ingots is the
floatzone (FZ) process. Although some studies have predicted superior economics when
compared to the Czochralski process for cell production due to the elimination of consum-
ables such as quartz crucibles, the FZ process, as commercially implemented, is capable of
accepting feedstocks only in the form of high-quality cylindrical rods. This makes it unsuit-
able for using low-cost off-grade material. However, the casting and directional solidification
processes used to produce multicrystalline silicon are generally extremely tolerant of poor
quality feedstock material. These techniques will be discussed in more detail in the following
section.

4.3.2 Multicrystalline Silicon Ingots

In 2011, about 48% of the world’s photovoltaic production was based on multicrystalline
silicon wafers. Several companies have developed commercial processes for producing the
precursor multicrystalline silicon ingots (Ferrazza, 1995; Luque and Hegedus, 2011). Advan-
tages over the Czochralski process are lower capital costs, higher throughput and a higher
tolerance to poor feedstock quality.

Basically, the technique involves controllably solidifying molten silicon in a suitable con-
tainer to give silicon ingots with large columnar grains generally growing from the bottom
of the crucible upwards (Figure 4.4a). Pioneers of this approach for modern photovoltaics
in the mid-1970s were Wacker Chemitronic of Germany (Authier, 1978) and Solarex of the
USA (Lindmayer, 1976). In the 1980s, other manufacturers including Eurosolare/Crystallox,
Kyocera, Bayer, Crystal Systems and Sumitomo Sitex developed in-house processes capable
of producing good quality multicrystalline material. Techniques differed between these man-
ufacturers in the choice of crucible material, the method of loading the crucible with silicon
and the method for controlling the cooling of the melt. A good summary of this earlier work
can be found elsewhere (Ferrazza, 1995). More recently, processes have converged with sev-
eral equipment vendors now supplying the industry with relatively standardised equipment
(Luque and Hegedus, 2011). The size of nominally rectilinear ingots can be very large with
these ingots now weighing 400−600 kg, with ongoing increase in size expected. The large
ingots are sawn into smaller sections as shown in Figure 4.4b, eventually to give wafers
generally 156 mm along the sides. These smaller sections are sawn into wafers by continu-
ous wire sawing processes. The resulting multicrystalline wafers are capable of producing
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Figure 4.4 (a) Directional solidification of silicon within a mould; (b) sawing of large ingot into
smaller bricks shown is a generation-3 ingot where 3 × 3 bricks are sawn from the ingot. Some
manufacturers are now using generation-6 ingots, where 6 × 6 bricks are produced from each ingot.
(Reproduced with permission from Green and Hansen, 1998.)

cells of about 90% of the performance of a monocrystalline cell fabricated on a CZ wafer.
However, because of the higher packing density possible due to their square geometry, this
performance difference is largely masked at the module level with multicrystalline module
performance lying in the range demonstrated by modules made from monocrystalline cells
(Figure 4.1).

4.3.3 Ribbon Silicon

Although there is the potential for substantial cost reductions in both the cost of preparing the
silicon feedstock and in forming crystalline or multicrystalline ingots from it, one unavoidable
cost with the silicon wafer approach is the cost of sawing the ingot into wafers. This has
provided the rationale for investigating approaches that produce silicon directly in the form
of self-supporting sheets without the need for sawing (Bergin, 1980; Shulz and Sirtl, 1984;
Luque and Hegedus, 2011).

The first ribbon approach to be commercialised was that based on the edge-defined film-
fed growth (EFG) method of Figure 4. 5. As originally investigated in the early 1970s, this
technique involved the pulling of a thin sheet of silicon ribbon from a strip of molten silicon
formed by capillary action at the top of a graphite dye (Figure 4.5a). Substantially higher
throughput was obtained with the more symmetrical configuration shown in Figure 4.5b
where the ribbon is pulled in the form of a hollow nonagon. Individual wafers are then cut
from the sides of the nonagon, normally by laser scribing wafers from each of the sides.
The material produced is multicrystalline with elongated grains and is of a similar quality to
the standard directionally solidified multicrystalline material. Commercial cells made from
this material have been available sporadically since the early 1980s, with steady production
beginning in the early 2000s but ceasing circa 2010.

An even older ribbon growth process is the dendritic web approach of Figure 4.6 first
described by Westinghouse in the 1960s. In this approach, close thermal control is used to
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Figure 4.5 (a) Edge-defined, film-fed growth (EFG) method; (b) growth of a nonagonal ribbon of
silicon using the EFG method. (Reproduced with permission from Green and Hansen, 1998.)
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Figure 4.6 Schematic illustrating either the dendritic web growth process or the string ribbon
approach. (Reproduced with permission from Green and Hansen, 1998.)
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cause two dendrites spaced several centimetres from each other to solidify first during the
growth step. When these are drawn from the melt, a thin sheet of molten silicon is trapped
between them. This quickly solidifies to form a ribbon.

A related approach is the string ribbon approach. In this case, the molten silicon is trapped
between two graphite strings that are drawn from the melt. This relaxes the requirement
upon thermal control, compared to the previous dendritic web approach. The string ribbon
approach was commercialised by Evergreen Solar (Janoch et al., 1997; Wallace et al., 1997)
and was in large-scale production from circa 2005 until 2011. Throughput was increased
during this period by pulling multiple “string” ribbons from the one melt.

Despite the promising start with these approaches, no manufacturer is presently using
ribbon silicon in commercial production. This is attributed to what the author calls, using
terms from bicycle racing, the “breakaway” versus “peloton” effect. Even though unique
technology may give a company a head start, the combined efforts of a whole industry all
working on the development of mainstream product can often prevail in the end. The only
chance for the breakaway to stay ahead is if sufficient riders cross over from the peloton.

4.4 CELL PROCESSING

4.4.1 Screen-Printed Cells

Most of the monocrystalline and multicrystalline cells fabricated during 2012 used the screen-
printed solar cell structure shown schematically in Figure 4.7. The associated processing
sequence was developed during the early 1970s, along with several alternative solar cell
processing approaches. By the early 1980s, this approach had displaced the alternatives to
emerge as the commercial standard (Green, 1995; Green, 2005). One advantage was that it
was able to use the same screen printers, drying and firing furnaces for applying cell contacts
as developed for thick-film, hybrid microelectronics.

p-type
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150-200 μm
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patterned metal contact

phosphorus

bulk of wafer

rear metal contact

Figure 4.7 Screen-printed solar cell (not to scale). Finger spacing has now been reduced to the
80−120 micrometer range. (Reproduced with permission from Green, 1995.)



74 SOLAR CELL MATERIALS

For monocrystalline screen-printed cells, the main cell-processing steps (Jester, 2002;
Luque and Hegedus, 2011) consist of wafer cleaning and chemical etching, usually anisotrop-
ically to form the micrometer-sized, crystallographically defined pyramids apparent on the
wafer surface in Figure 4.7, followed by p-n junction formation, either in the same style of
dopant diffusion furnaces as used in microelectronics or using simpler approaches based on
the spraying or spinning-on of dopant sources followed, in this case, by diffusion in the same
type of belt furnaces used for contact firing.

After the diffusion, the oxide left on the surface after diffusion is removed by wet chemical
etching. The junction that wraps around the edge of the silicon wafer is also removed,
usually by “floating” the wafer on an etch bath so only the rear is contacted. A silicon
nitride antireflection coating is then applied generally by plasma enhanced chemical vapour
deposition, either in a tube or an inline system.

Contacts are applied in the form of metal pastes, with their pattern on the cell surface
defined by printing through an appropriately patterned emulsion mask or screen. A silver
paste is generally screened onto the top surface of the cell and both silver and aluminium
pastes onto the rear, in two steps.

The strengths of this technology are the simplicity of cell processing and the ready avail-
ability of the required processing equipment. The penalty for this simplicity and convenience
are the compromises in cell design have been needed to accommodate the less than ideal
features arising from the use of screen printing as a method for applying the cell’s top contact,
in particular.

Both for low contact resistance and to overcome the high shadowing losses otherwise
resulting from the relatively coarse metal fingers produced by the screen-printing approach,
relatively high concentrations of dopants are required in the top surface region of the cell.
These high concentrations reduce the silicon quality in this region, where the strongest light
absorption occurs. This reduces the cell’s response, particularly to the blue wavelengths of
sunlight that are particularly strongly absorbed in this region (Green, 1995). This constrains
cell performance to levels below those that are fundamentally possible, although improve-
ments in the formulation of the paste are steadily allowing increasingly lightly doped surface
regions to be contacted.

The p-type wafers used in the majority of commercial screen-printed cells are doped
with boron during the preparation of the ingots from which they are sliced. This is partly
for historical reasons, since regions with such doping are more resistant to damage by the
high-energy particles found in space, where the early commercial applications of silicon
cells were found. The complementary n-type surface diffusion using phosphorus is also less
demanding than would be a p-type boron diffusion required if an n-type wafer were used.

Recent practice has been to push to progressively thinner wafers to reduce silicon material
costs (Jester, 2002). Standard wafer thicknesses have decreased from over 0.3 mm to below
0.2mm over recent years. Also over the last decade, a disadvantage arising from the use of p-
type wafers has been recognised and has been the subject of much recent research (Rein et al.,
2000). Oxygen is also unintentionally incorporated into the wafer during the growth of the
original ingot, with this oxygen originating from the crucible holding the molten silicon. This
oxygen is mostly inert and, in fact, improves wafer strength. However, under illumination,
some is able to interact with the boron dopants to form an electrically active boron–oxygen
complex that detracts from device performance. Module output dropped about 3% relative
under the first few hours of light exposure as a consequence (Eikelboom and Jansen, 2000; De
Wolf et al., 2000). This was originally accommodated within the manufacturer’s warranty,
which is generally specified as involving less than 10% module output loss over the first
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Figure 4.8 Screen-printed multicrystalline silicon solar cell. Finger spacing has now been reduced to
the 80–120 micrometer range. (Reproduced with permission from Green and Hansen, 2002.)

10 years, and less than 20% over the first 20 years. More recently, there is evidence that this
defect can be permanently deactivated by appropriate processing, which opens up a range of
possibilities for further exploiting p-type material.

Most modules produced during recent years used multicrystalline silicon wafers rather
than monocrystalline. As previously discussed, these wafers are sliced from large-grained
polycrystalline ingots produced more simply than the crystalline ingots from which
monocrystalline wafers are sliced. Grains are generally much larger than the wafer thickness
(less than 0.2 mm) and hence extend through the wafer as in Figure 4.8.

During 2012, almost all commercially processed multicrystalline wafers were processed
with a screen-printing sequence similar to that outlined for monocrystalline wafers above,
although with some differences. The lack of control over grain orientation means that the
crystallographic surface texturing used for monocrystalline silicon cells as in Figure 4.7 is
not particularly effective. Reflection control using quarter-wavelength antireflection coatings
therefore is essential for good performance, although surface etching to produce nonpyra-
midal, nonreflective features is also used in conjunction with these coatings (Luque and
Hegedus, 2011). There is also a higher density of crystallographic defects in multicrystalline
wafers, not only represented by grain boundaries but also by dislocations and point defects.
Often there will be higher levels of impurities as well, since less-pure source material and
more rugged manufacturing equipment can be tolerated. There will also be a wide variation
in crystallographic quality and impurity levels from wafers cut from the same ingot. Wafers
from different suppliers will also often differ widely in terms of the processing conditions
that give the best results.

Introducing hydrogen in atomic form into the wafer during processing is a particularly
effective way of reducing the scatter in final cell performance resulting from the above
variances. A method for incorporating hydrogen demonstrated in the early 1980s (Morita
et al., 1982; Kimura, 1984; Wenham et al., 1985) was by the plasma-enhanced chemical
vapour deposition (PECVD) of a silicon nitride antireflection coating during cell processing,
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using silane (SiH4) and usually ammonia (NH3) as the source gases. These sources ensure
the abundance of atomic hydrogen during deposition, together with its incorporation into the
deposited coating and its subsequent diffusion into the underlying wafer.

High-throughput equipment for such deposition has been available for some time
(Schmela, 2007), allowing these advantages to be captured by all manufacturers. This devel-
opment helps bridge the gap in performance between monocrystalline and multicrystalline
cell performance. At the module level, the gap is further reduced by the higher packing
density possible for the generally square multicrystalline wafers, as opposed to the circular
or trimmed ‘quasisquare” monocrystalline wafers that are the most economical option, if cut
from cylindrical ingots (Figure 4.2).

As in the monocrystalline case, the industry is moving towards progressively thinner
multicrystalline wafers. There is also, in principle, more flexibility in controlling oxygen
levels in these wafers, which reduces the impact of the boron–oxygen defect issue.

A relatively recent commercial development has been the use of a seed layer along the
internal base of the crucible in Figure 4.4a. This allows solidification of the melt with the
resulting ingot having predominantly monocrystalline structure. Such “quasimono” material
is capable of producing cells with performance ranging from that of multicrystalline cells right
up to that from conventional monocrystalline material. Ongoing refinement of this approach
may allow ingots ultimately to be produced at close to the relatively low costs associated
with multicrystalline silicon, while giving the performance of monocrystalline material. This
work has stimulated interest in a range of controlled-crystallisation approaches leading to
higher quality multicrystalline wafers.

4.4.2 Buried-Contact and Laser Doped, Selective-Emitter Solar Cells

The buried-contact cell design of Figure 4.9 was developed by the author’s group in the early
1980s as a low-cost approach to incorporating some of the gains in laboratory performance
of this era into commercial sequences (Green, 1995).
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Figure 4.9 Buried-contact solar cell (not to scale). (Reproduced with permission from Green, 1995.)
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The key feature of this approach is the use of a laser to form grooves into the top surface
of the cell, through a previously lightly diffused layer and dielectric coating. These grooves
expose fresh silicon that can be heavily doped during a second diffusion, confined by the
dielectric to the grooved region. Similarly, the dielectric confines a subsequently electrolessly
plated metal layer to this region. Finally, the dielectric serves as an antireflection coating for
the final cell.

The advantage of this approach is that the quality of the silicon in the surface region
of the cell need not be sacrificed, allowing full response to blue wavelengths. There are
also advantages in reduced shadowing of the top surface of the cell by the narrower fingers
resulting from this approach and inherently lower series resistance (Green, 1995).

The resulting 10−20% performance advantage compared to contemporary screen-printing
cells translated to a nearly proportionate cost advantage for similar production volumes, due
primarily to the shared high material costs when combined with similar processing costs.
Since the sequence can extract the full performance benefits from improved wafer quality,
control of the boron–oxygen defects mentioned in Section 4.4.1 would give even greater
advantages for this technology (Rein et al., 2000).

BP Solar, a top-10 solar cell manufacturer as recently as 2006, commercialised this
technology in the early 1990s as its premium “Saturn” product line (Mason et al., 2002).
Production ceased in 2006 as the company withdrew from cell manufacturing.

A more recent version of this general approach is the laser doped, selective emitter solar
cell that forgoes the use of deep grooves while eliminating the need for an extra diffusion.
Sequences where the same approach is applied to both front and rear surfaces have recently
given excellent results and may provide a path for transferring efficiencies associated with
the PERL cell of Section 4.4.5 into commercial production.

4.4.3 HIT Cell

An alternative approach to a higher efficiency commercial solar cell is the HIT (heterojunc-
tion with thin intrinsic layers) cell of Figure 4.10. This cell combines both crystalline and
amorphous silicon cell design features in the one structure.

Hydrogenated amorphous silicon, prepared by plasma-enhanced chemical vapour depo-
sition (PECVD), has a higher bandgap than crystalline material. Consequently, this material
forms a high-bandgap heterointerface with the underlying silicon wafer, providing a very
effective, low recombination cap on this wafer. The uppermost thin heavily doped p-type
amorphous silicon layer forms a junction with the underlying n-type crystalline wafer. An
intervening, very thin intrinsic amorphous silicon layer plays an important role in obtaining
high performance levels (Sakata et al., 2000). A reversed polarity structure on the rear of the
wafer provides the equivalent of a “back surface field” (Green, 1995).

Since the conductivity of even heavily doped amorphous silicon is quite low, due to poor
carrier mobility, transparent conducting oxides are required on both front and rear surfaces
to allow lateral carrier transport to metal contacts screen printed on both surfaces. Since the
rear contact is patterned, the cell can respond to light from both directions. This can improve
output power in installations where the rear of the module is exposed to light scattered from
the surroundings (Chieng and Green, 1993).

There are several other interesting technical features. This quality of surface passivation
offered by the amorphous silicon layers is so high that record output voltages for silicon have
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Figure 4.10 HIT solar cell (not to scale).

been confirmed for this approach (Sakata et al., 2000), forming the basis for its high energy-
conversion efficiency. Also, the approach uses n-type, phosphorus-doped wafers, almost
uniquely within the industry at present. This overcomes the issues with boron–oxygen
defects mentioned in Section 4.4.1, since there appears to be no corresponding problems
with phosphorus–oxygen defects. Processing temperatures after wafer formation are also
those typical of amorphous silicon solar cell processing, much lower than those for normal
crystalline silicon.

The main technical weakness of the approach is that the required transparent conducting
oxide layers are neither perfectly transparent nor perfectly conducting. This forces a trade-off
between light absorption in these layers and lateral resistance losses. Light absorbed in the
heavily doped amorphous layers in these devices is also wasted. These absorption losses
result in 5−10% current loss, tending to offset the high voltage outputs previously noted.

This is the second highest efficiency commercial cell processing sequence at present, with
nominal module efficiency up to 19% (Figure 4.1). Individual cells have reached confirmed
efficiencies up to 24.7% (Green et al., 2013).

4.4.4 Rear-Contact Cell

The rear or interdigitated back contact (IBC) cell with the structure shown in Figure 4.11
was suggested some time age as an alternative approach to producing high efficiency cells.
Both contacts are on the rear surface of the cell as illustrated (Swartz, 1982). Diffusion is
localized to the regions immediately beneath the contact areas shown (the rear surface oxide
has been removed in these areas).

In principle, this structure has several advantages over conventional cell approaches. The
most obvious are the elimination of contact shading of the top surface and the ability of the
rear contacts to cover almost all of the rear surface, reducing the resistance losses due to
current flow in these contacts. Since the current flow is perpendicular to the surface in the
diffused region in the back contact approach, the resistance losses due to lateral flow in such
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Figure 4.11 The interdigitated back contact (IBC) solar cell. Both n-type and p-type junctions lie
on the nonilluminated side of the cell under the contact metallization. (Based on Schwartz, 1982.
Copyright C© 1982, Elsevier.)

regions in conventional cells are eliminated. The illuminated surface is in a pristine state,
making a very low surface recombination velocity possible.

This is fortunate since surface recombination velocities have to be very low for successful
cell operation. Another requirement is very good bulk properties, with diffusion lengths of
the order of 1 mm being essential. This implies the use of high-quality starting material and
high-quality processing.

This rear-contact cell design was refined at Stanford University in the 1980s (Green,
1995). In the 1990s, a new company SunPower was formed to commercialise this technology,
mainly for concentrated sunlight applications. In the early 2000s, the fabrication sequence
was greatly simplified and the company expanded production of standard nonconcentrating
modules with module efficiencies up to 22% offered (Figure 4.1). Cell efficiencies up to
24.2% have been independently confirmed (Green et al., 2012) as had modules efficiencies
up to 22.4% (aperture area basis, rather than the total area basis of Figure 4.1).

A sketch of the present commercial cell structure is shown in Figure 4.12 (Swanson,
2006). Note that a “floating” phosphorus diffusion is used along the illuminated surface to
control recombination along this surface (King et al., 1988).

4.4.5 PERL Solar Cell

Although the buried-contact, HIT and rear-contact cells have greatly improved the perfor-
mance of commercially available modules over the last decade, there is still scope for even
higher efficiency solar modules based on crystalline silicon. The high-efficiency laboratory
silicon cell is the PERL cell (passivated emitter, rear locally diffused cell) shown in Fig-
ure 4.13. This cell design took silicon cell efficiency to 23% by the end of the 1980s, an
enormous improvement over the figure of 17%, the highest value only 7 years earlier. Since
then, further improvements in PERL cells have taken their efficiency to 25.0%. The PERL
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Figure 4.12 SunPower all-back-contact solar cell. (Reproduced with permission from Green and
Hansen, 2002.)

cell shares many features in common with the rear point contact cell, including almost com-
plete enshroudment in a passivating oxide layer and small area contacts passified by local
heavy diffusions. However, it is a more robust design, being more tolerant of poor surface
passivation and poor bulk lifetimes.

Major improvements over recent years include the growth of much thinner oxide for
top-surface passivation, which allows the direct application of a double-layer antireflection
coating to increase short-circuit current (Zhao and Green, 1991), the use of an “annealing”
sequence for this top oxide and localised top contact points to increase open-circuit voltage
and improved rear surface passivation and reduced metallisation resistance to improve fill
factor.

To maximise cell performance, as much light as possible of useful wavelengths should
be coupled into and absorbed by the cell. Modern cell designs such as the PERL cell of
Figure 4.13 incorporate several features of a primarily optical nature to achieve this result.

The inverted pyramids along the top surface serve primarily in such an optical role. Most
light incident on this structure will hit one of the side walls of the pyramids at the first
point of incidence with the majority of this light coupled into the cell. That reflected will
be reflected downwards, ensuring that it has at least a second chance of entering into the
cell. Some of the light incident near the bottom of the pyramids has three such chances.

"inverted" pyramidsfinger

p-silicon
n

p+

p+p+

n+

p+

oxide

rear contact oxide

Figure 4.13 24.7% efficiency PERL cell.



DEVELOPMENTS IN CRYSTALLINE SILICON SOLAR CELLS 81

The pyramids are covered by an oxide layer of appropriate thickness to act as a quarter-
wavelength antireflection coating. In more recent designs, this oxide is grown thin and a
double-layer antireflection coating applied (Zhao and Green, 1991).

Light coupled into the cell moves obliquely across the cell towards the rear surface
with most absorbed on the way. Weakly absorbed light reaching the rear is reflected by
the very efficient reflector formed by the combination of the rear oxide layer covered by
an aluminium layer (Green, 1995). The reflectance from this combination depends upon
the angle of incidence of the light and the thickness of the oxide layer, but is typically
above 95% for angles of incidence close to the normal, decreasing to below 90% as the
incidence angle approaches that for total internal reflection at the silicon/oxide interface
(24.7◦), and increasing again to close to 100% once this angle is exceeded.

Light reflected from the rear then moves towards the top surface. Some reaching this
surface strikes a face of a pyramid of opposite orientation to that which coupled it into
the cell. Most of this immediately escapes from the cell. Light striking other faces of the
pyramid is totally internally reflected. This results in about half the light striking the top
surface internally at this stage being reflected back across the cell towards the rear contact.
The amount of light escaping after the first double pass depends on the precise geometry
involved. It can be reduced by destroying some of the symmetries involved, for example
by using tilted inverted pyramids or by using a ‘tiler’s pattern’ (Green, 1995). The latter
approach is currently used in PERL cell designs.

The combination of the inverted pyramids and the rear reflector therefore forms a very
efficient light-trapping scheme, increasing the pathlength of weakly absorbed light within
the cell. Effective pathlength enhancement factors (Green, 1995) above 40 are measured.
The light trapping boosts the infrared response of the cell. The external responsivity (amps
per watt of incident light) of PERL cells peaks at longer wavelengths at higher values than
previous silicon cells with values of 0.75 A/W measured at 1.02 μm wavelength. Energy-
conversion efficiency under monochromatic light peaks at the same wavelength with values
above 45% measured (Green et al., 1992). Further improvements could push this figure to
above 50% at 1.06 μm.

Other optical losses are due to reflection from, and absorption in, the top metal fingers
of the cell. This can be minimised by making these lines as fine as possible with, ideally, as
large an aspect ratio (height to width ratio) as possible. Alternatively, optical approaches can
be used to steer incoming light away from these lines or to ensure that light reflected from
them eventually finds its way to the cell surface (Green et al., 1986; Cuevas et al., 1990).

Present PERL cells lose about 5% of incoming light due to absorption or reflection loss
associated with these metal fingers, when combined with reflection from the unmetallised
top surface of the cell. They also lose 1–2% in performance from the use of a less than
optimum light-trapping scheme and from less than 100% reflection of light from the rear
surface of the cell. There is therefore some scope for small to moderate gains in performance
by further improving the optical properties of these cells.

Although such advanced cell designs have been used for spacecraft and high-value terres-
trial applications such as solar car racing (Zhao et al., 1997), the multiple photolithographic
steps required in their fabrication have made them too expensive for low cost terrestrial
applications. However, recent developments in laser-processed cells (Section 4.4.2) make it
likely that PERL cells can be fabricated at low cost at some stage in the future. As noted
best cell efficiency is 25.0% and best module efficiency is 22.9%, again on an aperture area
basis, both the highest ever for silicon (Green et al., 2013).
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4.5 CONCLUSION

Crystalline silicon wafer technology appears likely to be the dominant photovoltaic technol-
ogy for at least the next decade, judging from recent manufacturing investments and price
reductions. Notable recent trends have been an increasing interest in high energy-conversion
efficiency monocrystalline silicon wafer sequences, the rapid transition to much thinner sil-
icon wafers and the development of “quasimono” and related “controlled crystallisation”
directionally solidified ingot sequences.

Quite revolutionary departures from the standard screen-printing cell processing approach
have been demonstrated in production by BP Solar, with its “Saturn” processes, based on laser
grooved, buried contacts, as well as by Sanyo, with its crystalline/amorphous silicon hybrid
HIT cells and SunPower, with its back-contact cell. These cells have demonstrated a clear
advantage over standard production cells, resulting in product with a distinct performance
margin. Other companies such as Suntech-Power, JA Solar and Yingli have more recently
introduced high efficiency sequences into production under brand names such as “Pluto”,
“Maple” and “Panda”.

The increased competition within the photovoltaic industry over recent years means that
there is more opportunity for innovative ideas to be adapted commercially and for the industry
to cut costs by this process. The future should deliver significantly higher performance silicon
photovoltaics at lower costs.
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5.1 INTRODUCTION

The first semiconductor-based solar cells with energy-conversion efficiencies larger than
10% were made of silicon, in the years 1950–1960. At present, 80–90% of the solar PV
modules produced worldwide are based on crystalline silicon (c-Si) wafers. The global PV
demand is likely to surpass 40 GW 2013. Thin-film solar cells, now making up ∼10% of
the market, are attractive because they can be produced at low cost, in an energy-efficient
way, using only a small amount of abundantly available materials. On the rapidly growing
PV market, the relative share of thin-film solar cells has recently increased considerably,
mainly due to low-cost CdTe thin-film technology. While CdTe leads the way among thin-
film PV technologies, there is an opportunity for all thin-film technologies to capture a larger
market share as the materials and energy consumption for mass production are inherently
low. Among the available thin-film technologies, silicon thin-film technology has great
potential as the technology readily allows for the manufacturing of tandem and triple-
junction cells.

Whereas c-Si solar cells are commonly made from self-supporting slices sawn from a
silicon ingot (with a typical thickness d ∼ 200–300 μm), the active silicon layers in thin-film
silicon PV are deposited from the gas phase (using SiH4 feedstock gas, often diluted in H2)
in a low-temperature process on a cheap substrate such as glass, steel or plastic. Thin-film
silicon exists in different phases, ranging from amorphous via microcrystalline to single
crystalline (the latter via epitaxy and transfer techniques, which is beyond the scope of this
chapter). In contrast to the periodic lattice that characterises the crystalline form, there is
only very short-range order in amorphous silicon (a-Si:H). However, most atoms are fourfold
coordinated while hydrogen plays an important role in the growth process as well as in the
passivation of dangling bonds. Owing to variations from the ideal tetrahedral bond lengths
and bond angles, electronic band-tail states are present. They play an important role in the
electronic density of states distribution and in the transport of carriers. In addition, due to
remaining unpassivated dangling bonds, there is always a significant number of midgap states
(defects) in a-Si:H.

In n-type or p-type doped a-Si:H, the dangling-bond density is so high that photo-
generated charge carriers in an abrupt p-n junction are lost by recombination. Therefore,
a-Si:H-based solar cells are made in the p-i-n or in the n-i-p configuration. The same applies
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to microcrystalline silicon (μc-Si:H) solar cells. The vast majority of charge carriers is
generated in the intrinsic absorber layer (the i-layer) and drifts to the external contacts due
to the field that is set up by the p- and n-type doped layers. Due to the long-range disorder in
the amorphous silicon network, the momentum-conservation law for electron excitation by
photon absorption is relaxed. This makes a-Si:H behave like a material with a direct band
gap (no additional phonon is required for the electronic transition). Therefore, the absorption
coefficient of a-Si:H is much higher than that of c-Si and thus a-Si:H solar cells can be made
very thin. The typical thickness for single-junction cell is d∼ 0.2–0.4 μm.

Based on this concept, the first experimental a-Si:H p-i-n solar cell, with an energy-
conversion efficiency of 2.4%, was made by Carlson and Wronski [1] in 1976. Presently,
the efficiency of such cells is well above 10% [2]. The major disadvantage of a-Si:H, how-
ever, which causes the relatively low stabilised efficiencies, is that the dangling-bond density
in the i-layer reaches a higher concentration over time upon exposure of the solar cell to
light (the so-called Staebler–Wronski effect [3]). It is generally assumed that the presence
of H combined with that of weak Si–Si bonds plays a role in the underlying microscopic
process. Because of this light-induced defect creation the performance, for relatively sta-
ble cells, saturates at a level that is 10–20% lower than the initial efficiency. Therefore,
there has been a search for materials with a lower H content, better medium-range order
(MRO), and a lower concentration of dihydride bonding configurations (a parameter that
frequently appears to be correlated with light-induced defect creation). One form of thin-film
silicon offering better resistance to light-induced defect creation is protocrystalline silicon
[4]. Protocrystalline silicon is an amorphous material that is characterised by an enhanced
MRO. A fingerprint for enhanced MRO is the reduced width of the first scattering peak
in X-ray scattering measurements (FWHM < 5.5o). In this FWHM the partial pair dis-
tribution functions based on next-nearest-neighbor separations play an important role. A
higher correlation length obtained from the narrowed FWHM means that the bonds are
more ordered. The structure of the material is still amorphous but the bond-angle distortion
is reduced, leading to stronger Si−Si bonds as compared to “classical” amorphous sili-
con. The enhanced stability of protocrystalline silicon against light-induced degradation is
thought to be due to the enhanced MRO. It has an optical band gap similar that is slightly
higher than amorphous silicon (1.8–1.95 eV). Protocrystalline silicon is usually achieved
in plasma-enhanced chemical vapour deposition (PECVD) by strong dilution of the silane
(SiH4) with H2. Microcrystalline silicon, a mixed-phase material consisting of nanocrys-
tals embedded in amorphous tissue, also appears to be stable when the volume fraction of
nanocrystals is sufficiently large (>40%). The optical band gap of microcrystalline silicon
is 1.0–1.1 eV.

Since the optical band gap can be altered by creating materials with different crystalline
contents, thin-film silicon, unlike any other thin-film material, can relatively easily be used in
tandem and triple-junction solar cells. Such multijunction cells, due to their spectrum splitting
capability, have true potential for high-conversion efficiency. The two band gaps mentioned
above together form an ideal match with the terrestrial solar spectrum. Starting from the first
reports on practical microcrystalline cells in 1994, much research effort has been devoted
worldwide to the development of both fundamental knowledge and technological skills that
are needed to improve thin-film silicon multijunction solar cells.

The challenges of the present research are (i) to enhance the network ordering of amor-
phous semiconductors, mainly for improving the stability, (ii) to increase the deposition
rate, in particular for microcrystalline silicon; (iii) to develop thin doped layers, compatible
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with the new, fast deposition techniques; and (iv) to design light-trapping configurations,
by utilising textured surfaces and dielectric mirrors, or by applying photonic and plasmonic
concepts [5].

5.2 DEPOSITION METHODS

The first amorphous silicon layers were deposited in an rf-driven glow discharge using silane
[6]. This deposition technique is now usually called plasma-enhanced chemical vapour
deposition (PECVD).

PECVD has been the workhorse of the thin-film semiconductor industry and is generally
used for the deposition of thin-film silicon solar cells. Some of the energy transferred
to silane molecules in the collisions with electrons is radiated as visible light; hence the
deposition method is also called glow-discharge deposition. An important advantage of
PECVD deposition is that the deposition temperature of device-quality silicon thin films can
be kept between 140 ◦C and 250 ◦C. This allows the use of a variety of low-cost materials
as a substrate, such as glass, stainless steel and flexible plastic foils. The rf glow-discharge
technique is based on the dissociation of silicon-containing gasses in an rf plasma, usually at
a frequency of 13.56 MHz. The plasma is generated between two electrodes, and the substrate
is attached to the grounded electrode. Inelastic collisions of energetic free electrons with the
source gas molecules not only result in the production of silicon-containing radicals (SixHy)
and hydrogen radicals, but also in the production of ions. These species can react further with
other radicals, ions and molecules in the gas phase. Radicals that diffuse to the substrate can
contribute to the film growth. For the growth of a compact layer, it is important that the sur-
face mobility of the growth precursors is high. This surface mobility is greatly improved by
passivation of the dangling bonds at the growth surface by hydrogen [7,8]. A growth radical
reaching the surface of a growing film attaches to one of the hydrogen-passivated surface
silicon dangling bonds. In order to find an energetically favourable position, the radical has
to diffuse over the surface by hopping over the hydrogenated surface atoms. Hydrogen can
be removed by thermal excitation or by abstraction by a SiH3 radical, in which the dangling
bond and a SiH4 molecule is formed [7]. Crosslinking with the neighboring silicon atoms
finally results in film growth, under the release of molecular hydrogen. For the deposition of
device quality a-Si:H, SiH3 radicals are the preferred growth precursors [7, 9]. Other radicals,
such as SiH2 and higher silane radicals, having higher sticking coefficients than SiH3, can be
directly incorporated into the hydrogen-terminated surface [10]. The contribution of these
radicals to the growth, however, results in films with poor quality [7, 11], and therefore the
presence of these radicals in the plasma should be avoided. This can be achieved by lowering
the electron temperature in the plasma and/or by increasing the deposition temperature. A
lower electron temperature in the plasma is achieved by using a higher plasma excitation
frequency. A high deposition temperature of up to 350 ◦C is required at high deposition rates
in order to achieve sufficient diffusion of growth radicals on the surface. Such an elevated
substrate temperature has the drawback that thermal damage to the previously deposited
layers in the solar cell structure may occur.

Ions also contribute to the growth; their contribution is estimated to be 10% [7, 12].
The ions that are produced in the plasma are accelerated under the influence of the electric
field between the plasma and the electrodes. The resulting ion bombardment on the growing
surface strongly affects the material properties. The energy that is released when an ion
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is stopped and neutralised at the film surface improves the surface mobility of the growth
precursors as well as the crosslinking process, resulting in a more dense silicon network.
Therefore, ions are believed to play a beneficial role during growth of device-quality thin-film
silicon [13]. On the other hand, energetic ions with a kinetic energy higher than 20 eV are
thought to cause defects in the material [14, 15], particularly in μc-Si:H [16].

Summarising, the deposition of thin-film silicon from a silane plasma can be described as
a four-step process [14]:

(i) The primary reactions in the gas phase, in which SiH4 molecules are decomposed by
electron-impact excitation, generate various neutral radicals and molecules, positive and
negative ions and electrons.

(ii) The secondary reactions in the plasma between molecules and ions and radicals that
result in formation of reactive species and eventually in formation of large silicon–
hydrogen clusters, which are described in the literature as dust or powder particles.
Neutral species diffuse to the substrate, positive ions bombard the growing film and
negative ions are trapped within the plasma.

(iii) Interaction of radicals with the surface of the growing film, such as radical diffusion,
chemical bonding, hydrogen sticking to the surface or abstraction from the surface.

(iv) The subsurface release of hydrogen and relaxation of the silicon network.

The PECVD technique still delivers the best cell efficiencies using a-Si:H, proto-Si:H or
μc-Si:H intrinsic absorber layers. To obtain device-quality a-Si:H in a laboratory rf PECVD
deposition system, the typical processing conditions that have generally been used are silane
flow 20–50 sccm, process pressure 0.5–0.7 mbar, substrate temperature 200–250 ◦C, rf power
density 20–50 mW/cm2, electrode distance 1–3 cm. A typical deposition rate is 0.2 nm/s.
To obtain protocrystalline or microcrystalline material, additional hydrogen source gas is
added to the silane feedstock gas during the plasma process, which generally slows down
the deposition rate even further. Typically, H2/SiH4 gas flow ratios of 10 or higher [17] have
been used.

Such deposition rates are widely considered to be too low for cost-effective mass pro-
duction of solar cells. For high-volume mass production a deposition rate of 2–3 nm/s is
required. A considerable research effort is therefore devoted to increasing the deposition
rate of protocrystalline silicon and μc-Si:H while maintaining material quality. A schematic
diagram of an rf PECVD deposition configuration is given in Figure 5.1.

5.2.1 Modifications of Direct PECVD Techniques

High-pressure, high-power regime. Using the high-pressure, high-power (hphP) rf PECVD
regime, device-quality a-Si:H films have been fabricated at a deposition rate of 1.2 nm/s [18].
The pressure and power density were 5–10 mbar and 270–530 mW/cm2, respectively. By
varying the silane to hydrogen flow ratio or by changing the deposition pressure at a fixed flow
ratio, a transition from amorphous to microcrystalline silicon growth was obtained. Single-
junction a-Si:H solar cells, having a-Si:H absorbers deposited at 190 ◦C and rd = 1.2 nm/s,
reached a stabilised efficiency of 6.5%. The band gap for this high-rate a-Si:H material
is about 50 meV higher than for “classic” a-Si:H i-layers prepared at the same deposition
temperature of 190 ◦C (low hydrogen dilution and low deposition rate (0.15 nm/s). The wide
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Figure 5.1 Schematic diagram of an rf PECVD chamber. In part (a), a conventional electrode
configuration is shown, along with the vacuum chamber, heater, gas supply system, pump system,
and exhaust system. In part (b), the electrode configuration is shown for high-pressure conditions at
low interelectrode distance. At small interelectrode distances, the use of a shower head is required.

band gap and correspondingly high Voc (typically 0.88–0.9 V) make these high-rate a-Si:H
cells interesting candidates for top cells in tandem solar cells.

Dusty regime. Similar widening of the band gap is observed for polymorphous silicon
(pm-Si:H) [19]. This material is deposited in a regime that is close to the powder formation.
The powder formation is achieved by using plasma conditions that favour secondary reactions
including the increase of pressure, power, interelectrode distance, and the decrease of the
substrate temperature. Under this regime, small crystalline particles of 3–5 nm can be formed
in the plasma, which are embedded in the growing amorphous film. To keep the plasma in
the transition regime, high dilutions of SiH4 in H2 (R > 30) are used.

Very high frequency PECVD. The research group in Neuchâtel investigated the influence
of increasing the plasma excitation frequency in PECVD in the VHF range from 13.56 up
to 150 MHz [20]. They demonstrated that by increasing the excitation frequency from 13.56
MHz up to 70 MHz at constant plasma power, the deposition rate increases monotonously
from 3 to 10 Å/s, while good quality of the a-Si:H films is maintained [21]. The shift to higher
excitation frequencies modifies the electron energy distribution function in the plasma, which
leads to a faster dissociation rate of source gases, and thus in higher deposition rates. The
higher operating frequencies allow higher power densities to be applied in the discharge,
while staying in a powder-free operational regime [22].

5.2.2 Remote PECVD Techniques

Expanding thermal plasma CVD (ETP CVD). In the ETP CVD [23] technique the plasma
generation and the film deposition are spatially separated. The plasma is generated by a dc



90 SOLAR CELL MATERIALS

discharge in a cascaded arc in argon and/or hydrogen. The power to the plasma is typically 2–8
kW. The pressure in the plasma source is 200–700 mbar. The plasma expands supersonically
into the deposition chamber, where the pressure is typically 0.1–0.3 mbar. Pure SiH4 is
injected into the plasma jet from an injection ring. The silane is dissociated by the reactive
species from the plasma source. The deposition rate of a-Si:H layers is dependent on a number
of factors, such as gas flows and arc current, and can reach 800 Å/s [23]. In order to deposit
device-quality a-Si:H at high deposition rates (>70 Å/s), elevated substrate temperatures of
around 400 ◦C have to be used [24]. Applying an external rf bias on the substrate during
ETP CVD deposition of a-Si:H has proved to be a tool to provide extra energy to the surface
due to a moderate ion bombardment of the growing surface and facilitates a reduction of the
deposition temperature of ∼ 100 ◦C [24].

Hot-wire CVD. Since the first patent in 1979, the HWCVD technique has been fur-
ther developed and presently it is a viable method for the deposition of silicon-based
thin films and solar cells [25–28]. This technique can be considered a remote technique,
since it is based on the decomposition of silicon-containing gases at a catalytic hot sur-
face, while the substrate itself has no active role in generating the active precursors,
unlike in the case of PECVD where it usually has at least a role as the grounded elec-
trode. The absence of the requirement to achieve an equipotential plane at the substrate
makes it easier to transport either rigid or foil-type substrate materials during deposition
and to scale up to large areas [29]. Because source gases are catalytically decomposed,
the method is often referred to as thermocatalytic CVD (TCCVD) [30] or catalytic CVD
(Cat-CVD) [31].

Usually, tungsten or tantalum filaments are used as catalyst, with filament temperatures
roughly between 1400 ◦C and 2100 ◦C. Depending on the filament material and temperature,
silane can be entirely dissociated into atomic Si and H at the catalyst surface. The created
species react further with unreacted SiH4 in the gas phase, so that various growth precursors
are formed. As no ions are generated there during deposition, the gas-phase species and
reactions that occur are different from those in conventional PECVD processes. Furthermore,
the absence of any plasma ensures that no particles are trapped, thus eliminating one important
source of dust.

Advantages of the HWCVD technique over the PECVD method are the high deposition
rate, the scalability to large areas, and the relatively low equipment costs. Ultrahigh deposition
rates of over 10 nm/s have been obtained in the case of a-Si:H [32]. In addition, it is possible
to deposit amorphous silicon films with a low hydrogen content below 1 at.% that have a
low defect density [27]. Solar cells incorporating such layers show less degradation upon
light soaking than cells with a conventional PECVD deposited layer [33–35]. This work has
initiated considerable interest in the HWCVD deposition method and today many groups
study HWCVD thin-film silicon and its alloys for various applications such as solar cells
[36], passivation layers [37], and thin-film transistors [38].

The reduced Staebler–Wronski effect has first been attributed to the very low hydrogen
content of these hot-wire deposited layers (1–4 at.%) [65], but could also be explained by the
presence of enhanced MRO [39, 40]. The absence of ions has the advantage that no defects
are created as a result of energetic ion bombardment. However, as there are no low-impact
species to densify the layer, it is still unclear how a low hydrogen content, device-quality
amorphous silicon is deposited with the HWCVD method. One aspect is, however, that the
H flux to the growing substrate surface is five to ten times higher than in PECVD, and that
this H is active in subsurface reactions.
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Figure 5.2 The schematic arrangement of two wires with respect to the substrate and the direction
of linear motion.

A drawback of the HWCVD method in comparison to PECVD is the lack of independent
control of the substrate temperature. Due to the heat radiation from the filaments, it is difficult
to use substrate temperatures below 200 ◦C. Artificial substrate cooling is a possibility, but the
effects on material quality have not been fully investigated. Another aspect is that reactions
of the source gasses with the filaments may result in the formation of metal silicides on the
filaments. These silicides change the catalytic properties and cause aging of the filaments.
Eventually the filaments become brittle, particularly at the relatively “cold” ends of the
filament. Any early breakage of the filaments can be prevented by physically shielding the
filament ends or by flushing them with hydrogen. By choosing appropriate designs for both
the deposition chamber geometry as well as the catalyst geometry, and by an appropriate
(pre-) treatment of the filaments, filament lifetime issues can be overcome [41–43].

5.2.3 Inline HWCVD Deposition

If long and straight hot catalytic filaments are used, the radical source can be regarded as
a linear source. Transport of insulating substrates (such as glass) during deposition can be
easily performed as the substrate is not part of the decomposition mechanism, as in plasma-
enhanced CVD. These features make HWCVD a very suitable technique for homogeneous
deposition of thin films on continuously moving substrates in an inline manufacturing system
or in a roll-to-roll system [44]. The dust-free deposition of thin-film silicon greatly simplifies
the mounting of the substrates, which can either be rigid or a flexible web, for inline
manufacturing at reduced cost. Amorphous (protocrystalline) as well as nanocrystalline
silicon thin films with device-quality properties have been achieved on moving substrates. A
schematic diagram of a 2-wire laboratory pilot hot-wire arrangement is shown in Figure 5.2.
The local deposition rate is relatively high, at 1 nm/s, and a linear speed up to 30 cm/min has
been used to produce device-quality i-layers with protocrystalline nature. We have recently
further improved our thus-deposited p-i-n solar cells to 8.3% efficiency (despite air breaks
after the p-layer and before the n-layer) [29].

5.3 MATERIAL PROPERTIES

Irrespective of the specific plasma process used for deposition of silicon thin films (see
Section 5.2), dilution of the silicon-containing (e.g., SiH4) source gas with hydrogen results
into silicon thin films with different ordering, morphologies, and textures from the “classic”
amorphous silicon. Using moderately hydrogen-diluted mixtures, a material is deposited that
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has a higher medium-range structural order than standard amorphous silicon. This material
also has a higher stability against light-induced changes than amorphous silicon [4] and
is often referred to as protocrystalline silicon [45]. At increasing hydrogen-dilution ratios,
a transition from amorphous to crystalline growth is observed. In this transition regime,
several material morphologies have been obtained, which are referred to as polymorphous
silicon (pm-Si:H) [19], (hydrogenated) microcrystalline silicon (μc-Si:H) [46] or nanocrys-
talline silicon (nc-Si:H), quasiamorphous [47] or nanoamorphous silicon (na-Si:H) [48] or
heterogeneous silicon (het-Si:H) [49], and polycrystalline silicon (poly-Si) [50], depending
on whether nanocrystals are present and on the crystalline fraction of the material.

5.3.1 Protocrystalline Silicon

Using conventional PECVD techniques, where hydrogen dilution of the silane (SiH4) feed-
stock gas is necessary to produce protocrystalline silicon [4, 45, 51], it has thus far not been
possible to reach a high deposition rate for such material. Rates higher than 3 Å/s for the
production of protocrystalline silicon using conventional PECVD have not been reported yet
and typically, 1 Å/s is used. In addition, the deposition parameters for achieving a protocrys-
talline regime are dependent on the type of substrate as well as on film thickness [52,53] due
to structural evolution of the ordering along the growth direction.

An enhanced stability for thin silicon solar cells has also been reported for material with
another structure, which is referred to as polymorphous (pm-Si:H) [19]. This material has
high hydrogen content and is deposited in a regime that is close to that where powder for-
mation occurs. Powder formation occurs under plasma conditions close to the transition
regime that favour secondary reactions, such as high pressure, high power, large interelec-
trode distance, and low substrate temperature. To keep the plasma in the transition regime,
high dilutions of SiH4 in H2 (R > 30) are also required. Under this regime, small crys-
talline particles of 3–5 nm are formed in the plasma that can be embedded in the growing
amorphous film.

A technique that is not plasma based, hot-wire chemical vapour deposition (HWCVD),
has been shown to be capable of producing stable a-Si:H films in the protocrystalline regime
(i.e. with enhanced MRO) [39]) at relatively high rate. In order to give an example of the char-
acterisation of protocrystalline silicon, the hot-wire deposited material is more extensively
presented here.

In 1997, the deposition rate for these films was already high (5–8 Å/s), but a possible
drawback was the high substrate temperature regime (360–425 ◦C) in which the materials
were obtained. X-ray diffraction measurements indicated that the most stable materials
exhibited the narrowest widths of the first scattering peaks. This characteristic parameter can
be considered a fingerprint for protocrystalline materials [54].

As the type of substrate has an influence on the degree of ordering in the deposited films,
it has further been determined that PECVD conditions leading to protocrystalline silicon on
n+ -type doped layers lead to microcrystalline silicon on plain stainless steel [55]. It was
thought that for hot-wire-deposited material either high substrate temperature or low bonded
hydrogen content was needed to obtain protocrystalline material. In 2004, however, it was
reported [40] for the first time that materials fabricated by HWCVD at relatively low substrate
temperature (250 ◦C) were in fact protocrystalline Si:H materials. Moreover, materials with
protocrystalline characteristics were achieved in a high deposition rate regime (>10 Å/s)
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without using any H2 dilution [40]. Light soaking for over 1500 h under 100 mW/cm2, AM
1.5 conditions showed that cells incorporating such material have excellent stability. The
changes in the FF were within 10%, while the absolute FF saturated at around 0.65.

5.3.2 Microcrystalline or Nanocrystalline Silicon

In order to obtain good optoelectronic quality (low defect density) μc-Si:H, ion damage to the
growing surface should be avoided, while keeping a high atomic H density in the gas phase
to interact with the growing surface. In order to reach high deposition rates, new PECVD
regimes featuring higher rf frequencies (very high frequency, “VHF” [20–22]), conditions
of source gas depletion at high pressure (high-pressure depletion, “HPD” [11] or hphP [18])
have been explored. Further, alternative plasma excitation techniques such as microwave
PECVD (MW-PECVD) [56] or the expanding thermal plasma CVD (ETP-CVD) technique
[23, 57], and advanced electrode designs are explored. Another approach is to abandon the
mechanism of plasma decomposition altogether and use HWCVD or Cat-CVD techniques
[31, 58].

There are three interrelated models explaining μc-Si:H growth. Although the role of
atomic H in these models is different, there is no controversy about it having an important
role.

(i) The surface diffusion model [59], first proposed by Matsuda [17] in 1983, states that the
chemically activated H diffusion at the surface as well as the coverage of the surface by
hydrogen are important prerequisites for the growth precursors to find favourable sites
for microcrystalline growth.

(ii) The chemical transport model by Veprek et al. [60] in 1987 is based on the equilibrium
between growth and etching at the surface. If the etching rate is high (comparable to the
growth rate) microcrystalline silicon material is deposited. The selective etching model,
proposed by several groups [61–63] is based on the chemical transport model and the
difference in etching rate between the dense crystalline regions (lower etching rate), and
the amorphous tissue (higher etching rate).

(iii) Various growth-zone models [11] describe mechanisms that are responsible for crystal
nucleation taking place in the subsurface region of the growing film. The responsible
processes are based on interaction with indiffused atomic hydrogen. Layer-by-layer
growth of μc-Si:H seems to be an appropriate system to study the hydrogen-induced
nucleation in the subsurface.

From optical emission spectroscopy (OES) measurements, it has become clear that there
exists a pressure- and temperature-dependent threshold for the flux of atomic hydrogen to the
growing surface [17]. Atomic hydrogen can originate from SiH4 and from H2. An important
loss mechanism for atomic hydrogen is the recombination reaction with SiH4, H + SiH4 →
H2 + SiH3. Hydrogen dilution thus slows down the H-annihilation reaction.

Another possible method to increase the atomic hydrogen density is to operate under
silane depletion conditions, in which the silane is decomposed faster than that supplied by
the flow of feedstock gas. High-density plasmas, where the silane depletion can be easily
realised, have been applied for depositing microcrystalline silicon [64–67]. This has even
succeeded using pure silane [64, 67].
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As mentioned above, ion bombardment above a certain ion energy (20 eV) causes damage
[15], particularly in μc-Si:H [16]. The magnitude of the ion damage can be expressed by the
product of ion energy and ion flux density per deposited monolayer. If the rf power density is
increased under depletion conditions, the ion damage per monolayer increases because there
is no increase in deposition rate.

The HPD regime has been investigated [68, 69] as an approach to suppress the ion
damage, while maintaining a high atomic hydrogen density. The HPD method combined
with the VHF technique improves the crystalline volume fraction in the very high deposition
rate regime (higher than 2 nm/s). In recent work, in addition, a small interelectrode distance
was implemented that was made possible by using a showerhead electrode [70]. The cell
results using this combined approach are highlighted in the section on solar cells.

Microcrystalline silicon was first reported by Veprek and Marecek in Europe in 1968 [71],
and in Japan by Matsuda et al. [72] and Hamasaki et al. [73] in 1980.

Microcrystalline silicon is a mixed-phase material consisting of a-Si:H, embedded nano-
sized crystallites or conglomerates of nanocrystallites, and grain boundaries. During the
growth of the layer, the formation of crystallites starts with a nucleation phase after an amor-
phous incubation phase. During continued layer deposition, clusters of crystallites grow
(crystallisation phase) until a saturated crystalline fraction is reached. These processes are
very much dependent on the deposition conditions. In general, crystalline growth is enhanced
by the presence of atomic hydrogen, which chemically interacts with the growing surface
[46, 74, 75].

A schematic representation of the incubation and crystallisation phase as a function of
the source gas dilution with hydrogen is shown in Figure 5.3. The incubation phase and
crystallisation phase have a large influence on the optoelectronic material properties. The
optical absorption in μc-Si:H is because of local absorption in both the amorphous and the
crystalline part of the volume.

Compared to a-Si:H, the absorption of high-energy photons (hv > 1.7 eV and higher
energies) is low, due to the fact that the band gap in the crystalline volume fraction is

incubation

hydrogen dilution dH

crystallization

10 20

th
ic

k
n
e
s
s
 d

a-Si:H

30 40 50 60 70 80 90

Figure 5.3 Schematic representation of the cross section of a μc-Si:H layer grown at different
hydrogen dilution of the source gas (based on [74]). The marked regions represent crystallites and the
white region the amorphous fraction. (Reproduced with permission from Collins, 2003. Copyright C©
2003, Elsevier.)
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Figure 5.4 The absorption coefficient α of c-Si, a-Si:H, and μc-Si:H.

indirect, whereas in the low-energy part (hv < 1.7 eV) the absorption of μc-Si:H is higher
than in amorphous silicon, due to the smaller band gap of 1.0–1.1 eV. The optical absorption
spectra of μc-Si:H, a-Si:H, and single crystal Si (c-Si) are compared in Figure 5.4.

In mixed-phase material (μc-Si:H), the charge-carrier transport mechanism is not yet
completely understood. Whether the electrical properties are determined by the amorphous
or the crystalline fraction of the volume is dependent on the transport path. If the crys-
talline fraction is high enough, percolation takes place along interconnected paths through
the crystallites. From geometrical considerations, the percolation threshold is ∼33%. In
n-type and p-type microcrystalline silicon, percolation is observed at even lower crystalline
volume fractions. Of these two doping types, n-type material seems to exhibit percolation
at the lowest crystalline content, in experiments at Utrecht University at only ∼10%, much
lower than theoretical predictions [76]. For intrinsic microcrystalline silicon, the threshold
has been found at a crystalline content that is instead higher than predicted. For example,
Kocka et al. [77] observe this threshold at 65%. Overall, it can be stated that the transport
of charge carriers in μc-Si:H is influenced by (1) the crystalline fraction, (2) electronic bar-
riers because of the difference in mobility gaps of crystalline grains and grain boundaries
or amorphous tissues between grains, (3) doping due to impurities such as oxygen and (4)
grain-boundary defects.

Obviously, grain-boundary properties play an important role in carrier transport in μc-
Si:H. Matsui et al. [78] studied electron and hole transport in separate devices and concluded
that μc-Si:H becomes more n-type at higher crystalline fractions, leading to low activation
energies for the dark conductivity. Elsewhere, it has been found that the grain-boundary
defect density increases with the crystalline fraction [79].

The performance of solar cells based on transition-type microcrystalline silicon is based
on the principle that a considerable amorphous silicon content passivates the grain-boundary
defects, whereas the crystalline fraction is high enough to bring about sufficient absorption in
the near-infrared part of the spectrum. This principle is fundamentally different from that in
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polycrystalline silicon [80,81], which has no a-Si:H content but rather contains large crystals
oriented in the [110] direction, with a low grain-boundary defect density, extending from
bottom to top in the growth direction.

The optoelectronic properties of μc-Si:H are thus sensitively dependent on the structure of
the crystallites and the grain boundaries. Dangling bonds give rise to localised states that are
effective recombination centres for charge carriers. Most of the defects are concentrated at
the grain boundaries and in the amorphous phase. Dangling-bond densities Nd can be as low
as for compact a-Si:H, but in the low-deposition temperature regime (below Ts = 180 ◦C)
Nd is usually reported to be higher [82, 83].

The presence of oxygen in concentrations higher than 1 × 1018 cm−3 may deteriorate the
electronic properties of the layers considerably [84]. Interconnected voids adjacent to grain
boundaries can act as a diffusion path for impurities (such as oxygen, acting as an n-type
dopant), after deposition as well as during deposition [11, 85, 86]. The n-type doping effect
leads to an unfavourable field distribution in p-i-n or n-i-p type solar cells. It is thus necessary
to develop a material with high compactness, so that grain boundaries are fully passivated
and impurities, such as oxygen, do not deteriorate the transport mechanism.

5.4 SINGLE-JUNCTION CELL

This section first discusses the basic operation of a basic thin-film silicon solar cell and then
presents the thin-film structure and technology. Thin-film silicon solar cells were, in the
first instance, merely based on a-Si:H as the single absorber material. Single-junction solar
cells of this type are now commercially available and the operation principles of thin-film
drift-type cells are best explained with the help of this basic cell structure.

Intrinsic (i.e. undoped) amorphous silicon is a semiconductor with a mobility band gap
of approximately Egap = 1.7–1.8 eV at room temperature. Within the band gap, band tail
states and midgap defect states are present. In n-type or p-type-doped a-Si:H layers, the
defect density is so high that excited carriers have effectively zero mean free path and thus
photogenerated electrons and holes recombine locally within the doped layer. Therefore,
high-quality (low defect density) intrinsic layers (i-layers) are used as absorber layers. The
absorption of photons leads to the formation of mobile electron–hole pairs in the i-layer. The
electrons in the conduction band and holes in the valence band move to the external contacts,
aided by the electrical field that is set up by the doped layers on either side.

Because of the localised states within the band gap of the i-layer, charge carriers can
intermittently be trapped in band-tail states and eventually may be lost due to recombination
(through defect states). The diffusion length of charge carriers in a-Si:H is much shorter than
in crystalline Si. Therefore, unlike the situation in c-Si, in a-Si:H, the main charge-transport
mechanism is not diffusion, but drift by the electrical field. For this reason, a-Si:H-based
solar cells are often described as drift-type solar cells.

Figure 5.5 shows a schematic energy-band diagram of a p-i-n solar cell under different
external voltage conditions. The electric-field distribution over the i-layer is determined by
the mobility band gap of the i-layer, the doping levels of the doped layers, the mobility
band gaps of the doped layers, the defect density in the i-layer, its spatial distribution and
its occupation, and the thickness of the i-layer. The electric field is not constant over the
entire i-layer. Due to charged defects in the regions near the p/i and i/n interface, as indicated
in Figure 5.6, strong band bending occurs near the p- and the n-layer, and thus the electric
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conduction band, and an imaginary Fermi level connecting the Fermi levels at the p- and n-layer) of a
p-i-n solar cell in (a) short-circuit condition, (b) operating condition, and (c) open-circuit condition.

field in the middle of the i-layer is lower than that in the regions closer to the doped layers.
This is one of the reasons why thin-film silicon solar cells cannot be made as thick as would
optically be of interest.

Therefore, light trapping in the absorber layer is commonly applied and is brought about by
employing textured or rough substrates, for example, textured transparent conductive oxides
(TCOs) [87]. Because of light scattering at the rough substrate, a thin i-layer can absorb
the same amount of light as a thicker layer on a flat substrate [88]. In this configuration, the
collection of charge carriers is also improved: the recombination rate is lower, due to the
larger overall electrical field over the thinner i-layer. Whereas TCOs can have native texture
or can be texture-etched by simple immersion in a dilute acid solution, recently research is
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Figure 5.6 Schematic cross section of (a) a p-i-n structured solar cell (superstrate type) and (b) an
n-i-p structured solar cell (substrate type). The dimensions are not to scale.
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expanding on designed geometric patterns and morphologies that may lead to even higher
light absorption in thin layers than the “natural” textures. These two-dimensional patterns
can have either photonic (diffraction) properties or plasmonic properties, or both [89–93].

Also in μc-Si:H solar cells, the transport mechanism is predominantly drift driven. Cells
need to be kept thin, not only because of the limited charge-carrier collection length, but
also for reducing production costs. The charge-carrier transport mechanism is still under
discussion; many models and concepts that correlate the Voc to material properties can be
found in the literature. Kocka et al. [94] claim that the Voc is decreased when large grain
boundaries introduce barriers in the conduction path. Droz et al. [95] experimentally observe
a strong correlation between the Voc and the estimated crystalline fraction of the i-layer. Yan
et al. [96] describe the Voc with a two-diode model. Werner et al. [97] correlated the Voc to
the grain size and they conclude that the grain-boundary recombination velocity for small
grain sizes (<10 nm) is very low. Apart from the obvious need for further improvement
of the charge-transport properties of μc-Si:H, the highest potential for improvement lies in
advanced light trapping [98].

At present, the focus in thin-film silicon research has shifted from a-Si:H to different forms
of thin-film silicon such as protocrystalline Si, nanocrystalline Si, μc-Si:H (microcrystalline
Si) and thin-film poly-Si.

Thin-film solar cells can be made in the substrate or in the superstrate mode (see Fig-
ure 5.6). In superstrate type solar cells, the carrier on which the various thin-film materials
are deposited serves as a window to the cell. Usually in superstrate cells, glass is used as the
carrier. A more technologically challenging version of a superstrate configuration is a cell
on a transparent thin polymer foil. This type of cell unavoidably has performance limita-
tions as the limited temperature resistance of most transparent plastics dictates the maximum
temperature allowable in further process steps. In substrate-type solar cells, the carrier on
which the various thin-film materials are deposited forms the backside of the cell. They are
usually made on a stainless-steel carrier that at the same time serves as the back contact.
A highly flexible device can be made in the substrate configuration by employing a very
thin metal carrier or a metal-coated polymer foil. As the polymer need not be transparent, a
temperature-resistant type of polymer can be employed such as polyimid.

The next section discusses the status of the technology of single-junction cells in the
laboratory. This summary is not meant to be exhaustive, but gives the highlights of the last
decade.

5.4.1 Amorphous (Protocrystalline) Silicon Cells

In 2003, the University of Neuchâtel presented a p-i-n a-Si:H cell with a stabilised efficiency
of 9.5% [99] using the VHF PECVD technique. The cell was deposited on a glass substrate
coated with textured ZnO made by the low-pressure chemical vapour deposition (LPCVD)
technique [82]. The amount of light entering the i-layer was additionally enhanced by
applying a multilayer antireflective coating (ARC). This p-i-n cell has an i-layer thickness of
only 0.25 μm and the short-circuit current density Jsc is very high (>17.5 mA/cm2 stabilised
and >18 mA/cm2 initially). The deposition rate for the a-Si:H intrinsic layer was around
5 Å/s.

Six years later, in 2009, Oerlikon [100] presented a 10.03% stabilised efficiency single
junction a-Si:H cell. A schematic cross-sectional diagram of the cell structure is given in
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Figure 5.7 Schematic diagram of the present world record stabilised efficiency single-junction a-Si:H
solar cell.

Figure 5.7. This is the highest stabilised efficiency for a purely amorphous silicon p-i-n cell
structure. The constituents are: 1) an LPCVD ZnO front TCO, so-called “type B”, high-
haze TCO (70% Haze at 600 nm), 2) Surface texture, pyramidal like (as-grown) plus “new
process” for a-Si:H suitable for high-haze pyramidal TCO, 3) a low deposition rate for the
i-layer: only 1.75 Å/s, 4) i-layer thickness of 250 nm and a rather small band gap of 1.73 eV,
produced in a KAI-M system (41 × 52 cm2) at 40.68 MHz, 5) a broadband diffuse type AR
layer stack, 6) substrate Schott Borofloat 33, 1 mm thick, 7) LPCVD ZnO back TCO <

200 ◦C, and 8) a white paint/ white paste back reflector.
Solar cells in the n-i-p configuration incorporating HWCVD protocrystalline layers at a

substrate temperature of 250 ◦C have demonstrated excellent stability against light soaking,
where the continuous exposure time was over 1500 h. The change in fill factor and overall
performance was within 10% [58]. The stability of these layers against degradation has been
attributed to a special void nature that allows enhanced MRO in the material itself.

The record single junction n-i-p a-Si:H solar cells with an HWCVD absorber layer
deposited at 16.5 Å/s had an initial efficiency of 9.8% [101]. Also, p-i-n single-junction
cells on glass/SnO2:F substrates have been made using the HWCVD technique. HWCVD
is particularly of interest due to its high deposition rates. Cells with HWCVD absorber
layers deposited at high rates of 32 and 16 Å/s reached initial efficiencies of 7.5 and 8.5%,
respectively [102].

5.4.2 Microcrystalline (μc-Si:H) Silicon Cells

In 1992, Faraji et al. [103] reported a thin-film silicon solar cell with a μc-Si:H:O i-layer.
The first solar cell with a μc-Si:H i-layer was reported in 1994 by Meier et al. [104] at IMT
Neuchâtel, Switzerland with η = 4.6%.

At Utrecht University, the concepts of discharge frequencies in the VHF PECVD regime
[104], plasma conditions in the HPD regime [11], and gas distribution through a shower
head gas inlet [11, 105] have been combined for the fabrication of high-efficiency, stable,
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Figure 5.8 Stable 10% μc-Si:H p-i-n cell. The inset shows the J–V dark characteristics.

single-junction μc-Si:H solar cells. These concepts have separately been studied by other
groups in the following references: VHF PECVD [104, 106–109], HPD [11, 68, 69, 109]
and shower head [11, 110].

In order to control the material properties in the growth direction, the hydrogen dilution
of silane in the gas phase is graded using various gas ratio profiles with a parabolic shape as a
function of deposition time. By optimisation of p-i-n solar cells based on the transition-type
μc-Si:H, an efficiency of 10% is obtained for a single-junction solar cell [69] on a texture-
etched ZnO:Al front contact (see Figure 5.8). The μc-Si:H i-layer is 1.5 μm thick, deposited
at a rate of 0.45 nm/s.

Using a hot-wire-deposited p/i interface layer (buffer layer) in p-i-n μc-Si:H cells with
a plasma-deposited bulk i-layer at a conventional rf frequency of 13.56 MHz in the high-
pressure, high-power regime, an initial efficiency of 10.3% was obtained at IPV, Jülich [111].
The buffer layers were made at ∼1 Å/s. The bulk layers were made at 11 Å/s. This result
is primarily due to the enhancement of Voc (to 568 mV) for the cell with the special HW
buffer layer with respect to a cell without it (545 mV). The HW buffer layer also leads to
an improvement from 8.7 to 9.4% of regular rf PECVD cells (Voc from 505 to 549 mV). A
possible mechanism for this improvement is the protection by the HW buffer of the p-type
seed layer from energetic ions in the plasma. The 10.3% μc-Si:H single-junction solar cell
shows a small light-induced degradation of 5.8% relative to the initial efficiency, leading to
a stabilised efficiency of 9.8%.

Recently, it was shown that oxygenated nanocrystalline p- and n-layers, nc-SiOx:H, are
helpful in reducing the substrate-roughness-induced shunting effects. This is particularly
beneficial in μc-Si:H solar cells, as these are sensitive to growth defects. This led to per-
formance gain, in particular due to the shunt resistance and the Voc for μc-Si:H cells [112].
Along with further optimisation of the plasma processes, this has ultimately led to μc-
Si:H single-junction cells with a 10.9% initial1 efficiency [113]. Further parameters are
Voc = 0.535 V, FF = 0.742, Jsc = 27.47 mA/cm2. The area of the cell and the i-layer thick-
ness are 0.25 cm2 and 2 μm, respectively. The deposition rate of the i-layer was 0.3 nm/s.

1 Early 2013, the record stabilised efficiency reported for a single junction μc-Si:H p-i-n solar cell was 10.69%,
where the i-layer thickness was 1.8 μm (S. Hänni et al., Prog. Photovolt: Res. Appl., 21 (2013) 821).



AMORPHOUS AND MICROCRYSTALLINE SILICON SOLAR CELLS 101

5.4.3 Higher Deposition Rate

Since microcrystalline silicon layers have to be made rather thick, especially when they
are used in hybrid or micromorph a-Si/μc-Si tandem cells, the deposition rate is a major
research challenge. Microcrystalline silicon materials with higher deposition rates are under
development at many laboratories worldwide. At Utrecht University, combinations of a high
rf discharge power and high total gas flow are chosen, such that the depletion condition
is constant. At a deposition rate of 4.5 nm/s, a stabilised conversion efficiency of 6.7% is
obtained for a single-junction solar cell with a μc-Si:H i-layer of 1 μm. It is found that the
defect density increases one order of magnitude upon an increase in deposition rate from
0.45 to 4.5 nm/s. This increase in defect density is partially attributed to the increased energy
of the ion bombardment during plasma deposition. The solar cells with the high-rate μc-Si:H
i-layers have been light soaked in AM1.5 light, filtered by an a-Si:H top cell in order to
simulate the light exposure of the bottom cell in an a-Si:H/μc-Si:H tandem cell. It appeared
that the performance of the solar cells deposited at high rate actually improved upon light
soaking (mainly due to the improving FF), contrary to the 5–10% degradation with light
soaking of the transition materials reported in the literature. The reason for the improvement
might be thermal equilibration of the fast-deposited material due to the elevated temperature
of 50 ◦C during illumination, or the improvement of the contacts due to this temperature.

Even higher deposition rates for μc-Si:H have been reported. Matsui et al. [114] and
Goya et al. [115] have reported deposition rates of 23 and 22 Å/s, respectively. Matsui et al.
used VHFCVD, at a frequency of 100 MHz, and an initial efficiency of 8.8% was obtained.
This cell has a 2.3-μm thickness. Goya et al. also used VHFCVD, but with a ladder-shaped
electrode, and an initial efficiency of 8.3% was obtained.

Figure 5.9 gives an overview of the efficiencies obtained for μc-Si:H-based single-junction
solar cells as a function of the deposition rate of the i-layer and Table 5.1 gives a brief overview
of the published results.

876543210

2

4

6

8

10

utrecht pin

Osaka Univ. nip

AIST pin
FZ Julich pin

IMT pin

utrecht (pin)

FZ Julich (pin) Kaneka (nip)
Canon (nip)

deposition rate rd  (nm/s) 

 RF
 MW

 VHF
 HWCVD

 VHF UU

Figure 5.9 Overview of the efficiencies obtained for μc-Si:H-based single-junction solar cells as a
function of the deposition rate of the i-layer. (Courtesy J.K. Rath, Utrecht University.)
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Table 5.1 Overview of the achievements on single junction μc-Si:H solar cells (small area).

Deposition Initial Stabilised
Laboratory rate (nm/s) efficiency (%) efficiency (%) Reference

EPFL/IMT 0.3 10.9% [113]
EPFL/IMT 0.16 10.69%
Utrecht University 0.45 9.9% 10.0% [70]
IPV Jülich 1.1 10.3% 9.8% [111]
AIST, Japan 2.2 8.8% [114]
MHI, Japan 2.3 8.3% [115]

5.5 MULTIJUNCTION CELLS

Microcrystalline intrinsic silicon (μc-Si:H) is very attractive for application in thin-film
silicon solar cells because together with its amorphous counterpart a-Si:H it makes an ideal
pair for use in multibandgap tandem solar cells. This combination not only is better matched
to the solar spectrum than either a-Si:H or μc-Si:H by itself, but it is also the best possible
combination. Theoretical calculations [116] show that the combination of the band gap of a-
Si:H (1.7–1.8 eV) and μc-Si:H (1–1.1 eV) is close to the optimal combination for maximum
efficiency. Microcrystalline silicon single-junction and μc-Si:H/a-Si:H tandem solar cells are
studied by numerous groups worldwide [83, 105, 106, 117, 118].

Microcrystalline silicon doped layers are suitable as doped window layers because they
have low optical absorption compared to a-Si:H at photon energies higher than hν = 2 eV.
In this energy range the use of amorphous doped layers in window layers can lead to a
significant portion of absorbed photons not resulting in free electron–hole pairs (i.e. parasitic
absorption). The electrical properties of μc-Si:H doped layers are superior to those of a-Si:H,
because microcrystalline material can be doped more efficiently. The activation energies
of the dark conductivity are an order of magnitude smaller than in a-Si:H, because the
Fermi level is closer to the valence or the conduction band for p- and n-type-doped layers,
respectively. Therefore, the built-in voltage in solar cells is higher when μc-Si:H doped layers
are used.

The concept of “micromorph” tandem cells, stacked cells with a microcrystalline bottom
cell and an amorphous top cell, was first proposed in 1996 by the University of Neuchâtel
[119]. In 2002, Meier et al. [120] published a micromorph tandem cell with a stabilised
efficiency of 10.8% (12.3% initial) of which the bottom cell (with a thickness of d ∼ 2 μm)
was deposited at a rate of rd = 0.5 nm/s. The highest initial efficiency so far, for a thin-film
silicon tandem cell, is 14.7%, reported by Yamamoto of Kaneka, Japan [121]. Other high
values reported for tandem micromorph a-Si:H/μc-Si:H cells are 14.1% (initial) [122] and
11.91% stable [123]. For triple-junction cells, comprising of at least one microcrystalline
silicon cell and one amorphous silicon cell, the highest initial efficiencies report to date are
16.3% initial efficiency at Unisolar [124] and 15% at Kaneka [125], respectively. The best
stabilised efficiency of a triple junction a-Si:H/a-SiGe:H/μc-Si:H cell is 12.52% [124] and
12.41% for a a-Si:H/μc-Si:H/μc-Si:H triple-junction cell2 [126].

2 At the end of 2012, a stabilised efficiency of 13.44% was reported for an a-Si:H/μc-Si:H/μc-Si:H triple junction
cell (S.W. Ahn et al., 20th European Photovoltaic Solar Energy Conference (2012) 3AO.5.1).
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To improve the stability behaviour, micromorph or “hybrid” cells are proposed to incor-
porate a reflecting intermediate layer (IL) at the tunnel recombination junction between the
amorphous and the microcrystalline cell. The IL allows one to keep the amorphous cell very
thin (<0.3 μm, in tandem cells), while enough high current can be generated. Without an IL,
the amorphous top cell would have to be made so thick that an excessive Staebler–Wronski
effect cannot be avoided. The optical effect of an IL is stronger in n-i-p type tandem cells
than in p-i-n type tandem cells [127], and the required thickness (or rather the n·d product)
is dependent on the roughness of the back reflector or the front TCO, respectively. Thick-
nesses have been varied between 30 and 110 nm. A low refractive index value would be
beneficial because of lower reflection loss [125]. A low refractive index is obtained using
either p-type or n-type doped nc-SiOx:H, or both dopant types, in the tunnel-recombination
junction [128, 129].

Intrinsic microcrystalline silicon with a sufficiently high crystalline volume fraction
(>45% as determined by Raman spectroscopy) does not show light-induced degradation
of optoelectronic properties [130, 131], whereas a-Si:H shows an increasing defect density
upon light soaking (Staebler–Wronski effect [3]). Therefore, the microcrystalline bottom
cell is often chosen to be current limiting, so that the tandem cell as a whole behaves more
stably. For outdoor application, however, in certain locations a top-cell-limited design instead
offers higher annual and daily yield than a bottom-cell-limited tandem cell [132]. This is
because under practical outdoor circumstances the operation temperature and light intensity
are correlated. This correlation is advantageous for the daily and annual energy yield of the
top cell but adverse for the bottom cell.

In addition to the efficiency and stability, the manufacturing costs of a solar cell determine
its feasibility as an industrial product. Therefore, the trend in research is toward higher
deposition rates or smaller thicknesses, while minimising the loss in material quality and cell
performance.

Further development and optimisation of a-Si:H/μc-Si:H tandems will remain very impor-
tant because it is expected that in the near future (first half of this century), its market share
can be considerable. For example, in the JRC Photovoltaic Status Report of 2010 [133], it
was predicted that in 2020, the European market share for thin-film silicon (most probably
a-Si:H/μc-Si:H tandems) will be 30%. This shows the importance of thin-film multibandgap
cells as second-generation solar cells.

5.6 MODULES AND PRODUCTION

Within the silicon-based PV technologies, thin-film silicon has important advantages over
c-Si wafer technology. Among the thin-film PV technologies it is one of the most mature
technologies, because commercial modules are available from multiple manufacturers and
turn-key production equipment is available from multiple companies as well. Silicon thin-film
solar cells can be made using nontoxic constituents only. Moreover, the constituent elements
are abundant in the earth’s crust. The deposition processes can easily be scaled up to an area
larger than several m2 in a batch process, while in continuous roll-to-roll processes the area
can even be in excess of 1000 m2 (and is cut afterward into submodules of the desired size).
The processing temperatures are generally low: for Si deposition, the temperature is less than
250 ◦C and for the textured TCO layers (depending on the type), the temperatures are also in
this range or at most 550 ◦C. The energy payback times are short (depending on the location
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of the system, typically between one and three years). Thin-film silicon PV is the only thin-
film technology so far that allows effective stacking of cells to form truly spectrum-splitting
tandems or triple-junction cells. Monolithic series connection avoids soldering and tabbing
(as in c-Si modules) and thus provides modules with the desired output voltage that are
manufacturable completely inline, while area losses due to these connections are presently
as low as 5%. The efficiency of these thin-film drift-type devices shows a low temperature
coefficient, while the fill factor and Voc are only very weakly affected by the illumination
intensity. Owing to this, the energy yield of thin film Si PV modules, in particular those
consisting of multijunction cells [134], is 10% higher than c-Si PV modules with the same
power rating under standard test conditions (STC conditions: 100 mW/cm2, AM1.5 spectrum
and 25 ◦C) [135].

There are several ongoing methods to obtain a high deposition rate on a large area. The
principle challenges in applying VHF PECVD on an industrial scale are (i) the uniformity
of the deposited layers on a large substrate, where the effect of standing electrical waves
at high frequencies (>60 MHz) may limit its application; (ii) effective coupling of the
power to the plasma. The remarkable features of the HWCVD process, such as the high
deposition rate, the high gas utilisation, the low-pressure process (avoiding dust formation
and therefore avoiding the need for frequent chamber cleaning), the large-area deposition
capability (achieved by the use of multiple filaments and/or filament grids [136]), and the
decoupling of the gas dissociation from the deposition on substrate, are all very attractive
for industrial production [58]. The issues regarding scaling-up of the HWCVD technique
concern the uniform deposition over the large area, the filament lifetime and filament ageing.
The Japanese company Anelva [136] introduced a HWCVD deposition system for large-area
deposition, and Ulvac Inc. developed a large-area deposition apparatus with an effective
deposition area of 150 × 85 cm2 [137].

A few examples of successful demonstrations of solar cells on a large area and production
activities are discussed here. The first four examples deal with deposition on glass, the latter
three deal with roll-to-roll deposition on foil.

Oerlikon Solar (previously Unaxis Solar presently TEL Solar) has adapted their KAI
PECVD commercial deposition system, originally designed for deposition of the active
matrix for liquid crystal displays, to allow deposition of a-Si:H and μc-Si:H silicon at
a plasma frequency of 40 MHz [138]. The full Gen5 size is at present very commonly
used for thin-film solar panels. Oerlikon Solar, one of the manufacturers of turn-key solar
cell manufacturing lines, is fully committed to this panel size. In 2008, Applied Materials
introduced panels of size Gen8.5 (2.2 × 2.6 m2; or 5.7 m2), good for 8 LCD panels of 46
inches, or for four solar panels of 1.1 × 1.3 m2.

In the 1980s, display technology benefitted from the know-how on plasma deposition and
equipment intended for solar cells. In the 2000s, thin-film solar technology benefitted from
the scaled-up versions of plasma deposition equipment, and presently Gen5 or Gen5.5 is the
most commonly used size for thin-film solar modules. Scaling has always been the major
cost driver for displays. For solar cells, the cost per installed watt is another important factor,
and therefore primary attention for sustained growth in photovoltaics should be given to cell
efficiency.

Applied Materials has introduced the equipment for 5.7 m2 display panels into the thin-film
solar cell manufacturing market and, although the company discontinued the sale of turn-key
manufacturing lines, some 10–12 customers worldwide have been operating these production
lines. The full size (2.2 m × 2.6 m) modules can be readily installed or be cut into 4 pieces
for various applications. Gen10 (>2.8 m × 3.1 m; 9.0 m2) and Gen11 (>3.0 m × 3.3 m)
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will be the next sizes in production of LCDs (investments by Sharp, Samsung, Sony, and
LG). Gen10 may also be attractive for solar cell deposition. A thin-film plasma-enhanced
CVD (PECVD) machine has a 14 × 14 m2 footprint (Applied Materials AKT-90K).

Mitsubishi Heavy Industries (MHI) have developed a large-area VHF-PECVD production
apparatus for depositing on 1.1 × 1.4 m2 substrate implementing a ladder-shaped electrode
and using a phase modulation method [139]. The base frequency in the process is 60 MHz
and the modulation frequency is varied to minimise the thickness uniformity. The average
deposition rate is 11 Å/s and a thickness uniformity within ± 18% was obtained. Amorphous
silicon p-i-n modules with stable aperture efficiency of 8% have been made. Since Octo-
ber 2002, a-Si:H modules have been commercially produced. Also, a-Si:H/nc-Si:H tandem
modules are produced with a power output of 130 W for 1.1 × 1.4 m2 panel areas, and
triple-junction cells are under investigation.

Kaneka Corporation is producing modules on glass of 4 mm thickness with an area of
91 × 45.5 cm2 and 91 × 91 cm2. In 1993, the goal for mass production was a stable efficiency
of 8%, based on a single-junction p-i-n structure made by large-area CVD and precision laser
patterning. Later, thin microcrystalline Si technology was introduced. In 1995, a 10% double
junction was obtained on a large area. Light-soaking tests of a 91 × 45.5 cm2 module showed
a degradation of less than 8% (light-soaking conditions 0.75 suns, 38 ◦C) [140]. In 1999,
commercial production was at a level of 20 MW/year. In 2008, production of a-Si:H/nc-Si:H
modules was started with a thin intermediate interlayer as discussed above. Recently, 11.7%
was obtained for a thin a-Si:H/nc-Si:H submodule. In production, the module efficiency is
9% for 1.0 × 1.2 m2 panels.

United Solar Ovonic’s first roll-to-roll facility was built in 1986. In 1991, it was modi-
fied to obtain a capacity of 2 MW/year. The production capacity of United Solar has since
been increasing gradually. The accumulated installation once amounted to > 400 MWp, but
production has recently been discontinued. In the production machine, six rolls of stainless
steel are mounted vertically, and the foils run once through a 240-ft long machine. All lay-
ers of the triple-junction solar cell structure are deposited automatically. The length of the
stainless-steel foil is 1.5 mile (2.3 km) and its thickness is 5 mil (125 μm). This machine has
been duplicated in Auburn Hills, Michigan, where manufacturing started in 2006 [141]. The
stainless-steel roll is first washed in a roll-to-roll washing machine, then the back Al/ZnO
reflector is deposited, then the triple-junction Si-based alloy solar cell, and finally the top con-
tact, which also has antireflection properties, is deposited. After a short passivation step, the
electrodes are bonded, cells are cut and interconnected, followed by lamination, framing and
finishing. The active area efficiency is 10.4% over the long run [141]. Typical modules have a
power of ∼40 W indoors, outdoors it is ∼38 W. The light-induced degradation is 12% in 800
h, with a generally observed stable efficiency of 8%. Recently, a stable module (806 cm2)
efficiency of 11.8% has been obtained for a triple-junction configuration. Just before closing
down, the company presented approaches for Si-based thin-film PV towards 25% efficiency.

Fuji Electric Co. Ltd, after first developing thin-film silicon tandem modules on 30 ×
40 cm2 glass substrates, adopted a “stepping roll” deposition method on rolls of polyimid
foil. The products use the concept of the so-called series connection through apertures
formed on film (SCAF) series connection. There are two kinds of holes: series connecting
holes, and current collection holes. As a part of the process sequence, the basic steps are to
punch series connecting holes, followed by a metallisation step (sputtering), then current-
collection holes are punched, and then the solar cell structure including the transparent top
contact is deposited and laser scribed. One roll is 1.5 km long and in one run 30 kW can
be produced. In R&D the stabilised efficiency of 40 × 80 cm2 a-Si/a-SiGe modules is 9%
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(initial aperture area efficiency 10.1%). The completed modules are less than 1 mm thick
and weigh approximately only 1 kg/m2. Examples of the first applications launched in the
market, since October 2004, are power sources for mobile use and on the rooftop of water
reservoir ponds at water-purification plants. Another type of module is a 4 m long steel plate
integrated module, which can be used for installation as metal rooftops of factories or public
facilities. The low weight of such roof plates reduces the requirements with respect to the
construction of the building. The annual capacity is presently 24 MW (Kumamoto factory).
The typical tandem modules are based on a-Si/a-SiGe cells, 40 × 80 cm2, and have a power
output of 24 W(DC 80 V) [142].

Hyet Solar b.v. has bought the assets of Helianthos b.v. from Nuon in 2012. Helianthos
introduced a manufacturing concept in which a-Si:H solar cells are produced in a roll-to-roll
manner on a temporary metal substrate (temporary superstrate process) [143, 144]. The cell
structure is first deposited on a SnO2:F-coated metal foil. At one point in the process, the solar
cell is transferred to a permanent plastic substrate on which cells are monolithically series
connected to produce lightweight PV modules. In the pilot-line modules with efficiency
above 7% are obtained on 1 ft wide foil. In order to increase efficiency, a-Si:H/nc-Si devices
are incorporated in the temporary superstrate process. This allows for cost reduction in both
the module production (high-throughput roll-to-roll). As a result of research, a-Si:H/nc-Si:H
modules on 10 × 10 cm2 foils with an aperture area efficiency of 8.6% (initial 9%) have
been presented. Single-junction encapsulated modules from the roll-to-roll pilot line have an
efficiency of 7% (stable 5.5–6%) [145].

In conclusion, thin-film Si PV has reached a mature stage with commercially attractive
module efficiencies. A few of the highest values for module total area stabilised efficiencies
are presently 10.0% (Oerlikon, 1.4 m2, tandem module 143 W), 10.0% (Sanyo, 1.54 m2),
9.5% (Sharp, 1.42 m2), 9.0% (Kaneka, 1.22 m2), 8.9% (Nexpower, 1.58 m2), and 8.4% on the
largest area modules (Sunfilm, 5.72 m2). The latest record stabilised efficiency for Unisolar
on 400 cm2 modules is 11.2%, indicating the immediate potential of triple-junction, large-
area module technology. The intermediate term potential can be deduced from the initial
efficiencies of close to 15% and in the long-term several roadmaps predict 18% module
efficiency.

ACKNOWLEDGMENTS

I would to thank all former and present colleagues worldwide, for their constant dedication
to advance the thin-film silicon photovoltaic field and for providing the right atmosphere
to do so. Much of this overview has been made possible through studies performed by my
Ph.D. students, for which I am very grateful.

REFERENCES

[1] D.E. Carlson and C.R. Wronski, Appl. Phys. Lett., 28 (1976) 671.
[2] S. Benagli, D. Borrello, E. Vallat-Sauvain, J. Meier, U. Kroll, J. Hötzel, J. Bailat, J. Steinhauser,
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6 III-V Solar Cells
N.J. Ekins-Daukes
Department of Physics, Imperial College, London, UK

6.1 INTRODUCTION

The III-V semiconductor family possesses a number of attractive properties for fabricating
solar cells. The bandgaps of the binary III-V semiconductors are conveniently scattered
around the solar spectrum with further bandgap tuning possible through alloys of group III
and V elements. Most III-V semiconductors share the zincblende crystal structure, lending
the family to heterostructure solar cells and multijunction configurations. The majority of
III-V materials have direct bandgaps, leading simultaneously to large absorption coefficients
for photons with energies in excess of the bandgap and short radiative lifetimes (ns); the
absorption coefficients for a series of III-V semiconductors are shown in Figure 6.1. In
comparison to silicon solar cells, the active region of III-V solar cells are thin, no more
than a couple of micrometers and epitaxial crystal growth techniques exist that are capable
of depositing extremely high-quality layers of III-V semiconductor, leading to almost ideal
semiconductor junctions. Many high-performance III-V solar cells have been demonstrated to
date, namely the highest efficiency single-junction solar cell (GaAs), multijunction solar cell
(InGaP/GaAs) and concentrator solar cell. Single-junction cell technology will be discussed
in Section 6.2, multijunction cells in Section 6.3. Applications for these solar cells are
discussed in Section 6.4.

Despite their high performance and potentially low use of semiconductor material, there
are disadvantages to III-V-based solar cells. The materials are relatively expensive and
some rare elements, such as indium are used and the metal-organic precursors commonly
used during cell fabrication are highly toxic and often pyrophoric. Finally, the lack of a
chemically inert and electrically passivating oxide, equivalent to SiO2, complicates the cell
design and places the solar cell at risk of corrosion. Nevertheless, the superior efficiency and
radiation tolerance of III-V multijunction solar cells initially led to their use in space and
satellite applications and subsequently in terrestrial concentrator systems.

The III-V semiconductor family spans the ultraviolet, visible and infrared wavelengths
offering the possibility to efficiently absorb the broad solar spectrum and also finding appli-
cation for thermophotovoltaics, the conversion of lower temperature radiation to electricity
[1]. A map of semiconductor bandgap and lattice parameter for most relevant binary and
ternary zincblende III-V materials [2,3], as well as for silicon and germanium [4] is shown in
Figure 6.2. A key attribute of the III-V material system is the ability to grow heterostructures
composed of different semiconductor alloys, enabling binary, ternary, quaternary and even
quinternary alloys to be combined. Traditionally a high-efficiency III-V solar cell would
be grown lattice matched to a convenient substrate, often GaAs, Ge or InP placing some
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Figure 6.1 Absorption coefficients of a selection of III-V semiconductors (GaN, InGaP, GaAs, InP
and GaSb) together with two indirect gap semiconductors (Si and Ge)

restriction on the bandgap combinations that could be attained. However, recent progress in
controlling defect introduction during lattice relaxation has enabled highly efficient lattice-
mismatched solar cells to be grown, where the lattice parameter varies within the cell.

The very first p/n III-V solar cells were fabricated by diffusing dopants into a GaAs [5], but
efficient devices required abrupt junction heterostructres [6] to be formed via liquid phase
epitaxy (LPE). Extremely high quality material can be grown using liquid phase epitaxy

Figure 6.2 Bandgap vs. lattice parameter map for binary and ternary III-V semiconductors. The
location of silicon and germanium are shown as possible substrate materials.
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and high growth rates of up to 60 μm/h can be attained [7], but being a phase equilibrium
approach, there are constraints to the abruptness of interfaces that can be grown as well as
limitations on control of alloy composition and layer thickness. As a result, metal-organic
vapor phase epitaxy (MOVPE) is now the standard means for producing III-V solar cells,
giving a growth rate of 10 μm/h, better interfacial control and reproducible growth over
larger-area substrates as well as allowing a wide range of III-V alloys to be grown [8].
The principle disadvantage is the hazardous nature of the metal-organic precursors, many of
which are pyrophoric and highly toxic [9,10]. For some solar cell structures, molecular beam
epitaxy (MBE) has been used, giving extremely abrupt interfaces on the monolayer scale and
with modern machines, similar versatility to MOVPE can be achieved with regard to alloys
that can be grown [11]. While MBE is used for industrial-scale production of high-mobility
transistors, the growth rate is relatively slow compared to MOVPE, typically 1 μm/h making
it less attractive for III-V solar cell manufacturing. Nevertheless, some effort has been made
to to develop MBE techniques for solar cell production [12,13] and the present world record
is held by a 44% efficient solar cell grown by MBE [14]. A hybrid approach, chemical beam
epitaxy (CBE) may be able to combine some of the high throughput of MOVPE with the
interfacial control of MBE [15, 16] and some promising prototype cells have been grown
using this technique [17, 18].

6.2 HOMO- AND HETEROJUNCTION III-V SOLAR CELLS

The development of single-junction III-V solar cells followed that of silicon [19], with the
first report of a GaAs photovoltaic device in 1956 [5] but early cells were only a few percent
efficient [20] and struggled to match the efficiencies attained using silicon, which was a better
controlled semiconductor at that time. Nevertheless, early GaAs solar cells were used in the
1960s on Soviet space missions due to their superior radiation resistance, discussed in more
detail in Section 6.4.1. Much progress was made in understanding the III-V semiconductor
alloy system over the subsequent two decades, enabling III-V-based light-emitting diodes and
lasers to be developed. Simultaneously, the high surface recombination velocity (typically
106 cm/s) was identified as a key limiting factor in early device designs [21] leading to
much more efficient heterostructre solar cells with possible applications both in space and in
high-efficiency concentrator systems [22].

Since high-quality III-V semiconductor junctions can be made with different bandgaps,
it is instructive to consider the limiting efficiency that solar cells would have under dif-
ferent illumination conditions. Figure 6.3 shows limiting efficiency calculations following
the approach of Shockley and Queisser [23] for the air-mass zero (AM0) [24] spectrum
characteristic of the space environment, air mass 1.5 global (AM1.5G) [25] characteristic
of conditions for terrestrial flat plate collectors and air-mass 1.5 direct low-AOD (AM1.5D)
[26] characteristic of sunlight concentrated by 500 times.

The bandgap of GaAs at 1.42 eV and InP at 1.34 eV are conveniently matched to the peak
of these limiting efficiency curves, and in the 1980s, solar cells made from both materials
matured considerably. GaAs cell efficiencies consistently achieved conversion efficiencies
in excess of 21% AM0 [27] and 24% AM1.5G [12]. InP also received considerable interest
as its excellent radiation resistance lends it to space applications. GaSb has a relatively low
bandgap and has found application in thermophotovoltaic devices [28]. The developments
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Figure 6.3 Limiting efficiency curves for single-junction solar cells under AM0, AM1.5G and 500×
AM1.5D low-AOD spectra.

of these single-junction cells were all important milestones leading to the demonstration of
multijunction solar cell described in Section 6.3.

Most III-V solar cells follow the typical homojunction solar cell geometry illustrated in
Figure 6.4. Light is incident through a thin emitter layer and absorbed completely in the
base. The doping of the emitter layer is usually an order of magnitude higher than the base
and correspondingly has a shorter diffusion length; the optimum thicknesses of the layers

p  Al0.85GaAs 2x1018cm–3  30nm
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Figure 6.4 (a) Layer structure for a p/n GaAs solar cell with AlGaAs window and (b) its associated
band diagram drawn under short-circuit conditions (V = 0).
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Table 6.1 Parameters a series of GaAs solar cells measured under 1-sun AM1.5G.

Cell Type Window Efficiency Voc/V Jsc/mA/cm−2 FF Origin and Date

GaAs (thin-film) ?? 27.6% 1.107 29.6 84.1 Alta Devices 2010 [49]
GaAs (thin-film) AlInP window 26.1% 1.045 29.5 84.6 U.Nijmegen [50]
GaAs AlInP 26.1% 1.038 29.7 84.7 U.Nijmegen [50]
GaAs n/p InGaP 25.7% 1.039 28.54 86.8 NREL 1990 [39]
GaAs p/n AlGaAs 24.8% 1.029 27.9 86.4 Spire 1990 [35]

depends upon the diffusion length and photogeneration in each layer. The absence of any
suitable passivating material for most III-V solar cells necessitates the use of a window
layer, preventing minority carriers from reaching the physical semiconductor surface where
significant surface recombination would otherwise take place. The choice of material for
the window layer is often limited, leading to trade-offs in the cell design. Minority carrier
diffusion in the base layer should not proceed towards the substrate, so a backsurface field
(BSF) is often employed, usually via a doping gradient or sometimes using a wide-band-
gap heterostucture. The metal grid is defined using standard photolithography [29] and an
antireflection coated added [30]. The design of the metal grid is intimately linked to the
concentration level that the solar cell operates under as well as the sheet resistivity of the
emitter, a problem that is now tacked through numerical computer-aided design [31–33]
although analytical methods also exist [34].

The direct bandgap of III-V solar cells and high material quality means than some devices
operate close to the radiative limit. In this limit, the dominant solar cell loss is unavoidable
radiative recombination.

6.2.1 GaAs Solar Cells

GaAs solar cells hold the record for the highest efficiency single-junction solar cells fabricated
to date. Table 6.1 lists some notable cells with different efficiencies showing a remarkable
recent result of 27.6% under 1-sun AM1.5G.

A typical p/n GaAs solar cell is shown in Figure 6.4 showing both the layer structure and
the associated band diagram. Typically the junction is formed 0.5 μm from the front window
layer and a backsurface field (BSF) is formed by the Al0.3GaAs layer to ensure the diffusion
gradient for minority holes is directed towards the junction [29]. This structure leads to
almost ideal carrier collection in the base and emitter regions, as shown by the simulated
internal quantum efficiency (IQE) plot based on data from [35] and shown in Figure 6.5.

The components of the IQE are calculated from analytical solutions to the drift-diffusion
equations for a p-n junction [36] and appropriate values for the absorption coefficient for
GaAs and Al0.8GaAs [37]. From this calculation, it is clear that significant photogeneration
takes place in the emitter and in a high-quality cell such as the present device, most of the
photogenerated carriers are collected and contribute to the photocurrent of the device. The
loss in collection efficiency at short wavelengths (λ < 600 nm) stems almost entirely from
absorption in the Al0.8GaAs window layer that is not collected as photocurrent. However,
omitting the window layer and exposing the minority electrons in the emitter layer to a bare
GaAs surface leads to high surface recombination velocity and to QE< 25% for wavelengths
below 500 nm. Since the absorption coefficient and diffusion lengths are high enough in GaAs
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to yield almost ideal absorption and carrier collection, the principle route for improving the
photocurrent from a GaAs solar cell lies in developing a fully transparent passivating surface
for GaAs.

InGaP has also been used very successfully as a window layer material on account of
extremely low InGaP/GaAs interface recombination velocity [38], resulting in a marginally
higher power-conversion efficiency in an n/p configuration [39]. A comparison between cells
grown with InGaP and AlGaAs windows is shown in Table 6.1, indicating that the short-
circuit current is higher for the InGaP window cell than that using AlGaAs. This result is
remarkable since the bandgap of lattice-matched In0.48GaP is lower than that of Al0.8GaAs,
but the higher Jsc is likely due to higher levels of interface recombination at the AlGaAs/GaAs
interface [40]. Raising the bandgap of the window further, using an AlInP window results in
yet higher short-circuit currents.

In the space environment, radiation induced degradation of diffusion length takes place.
Under these circumstances light trapping schemes can be considered, allowing a physically
thin solar cell to be fabricated but using a surface texture to increase the pathlength of light
inside the solar cell, as commonly employed in silicon solar cells [41]. The simplest is
to incorporate a Bragg reflector to double the optical pathlength [42], but in principle an
enhancement of 4n2 is possible, where n is the semiconductor refractive index, if internally
propagating light is scattered randomly [43]. This has been attempted in a V-groove configu-
ration, formed using anisotropic etchants that preferentially expose (111) planes [44,45] and
resulted in a 13% enhancement in short-circuit current over a planar device [46] although the
increase in junction area will reduce the open-circuit voltage. More recently, plasmonic [47]
and nanoscale dielectric textures [48] have been attempted, showing relative improvements
in absorption.

In high-quality n-GaAs films the photoluminescence lifetime exceeds the radiative lifetime
[51], an effect that can be attributed to photon recycling; the reabsorption of radiative
recombination. In the conventional solar cell structure shown in Figure 6.4, absorption in the
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GaAs substrate is sufficiently high to quench any beneficial effect due to photon recycling,
but if the substrate is removed, the confinement of light becomes much stronger and the
beneficial effects of is expected to become apparent [52, 53]. Epitaxial lift-off techniques
[54–56] provide a means of separating an epitaxially grown solar cell from the substrate
and have recently enabled record-breaking GaAs solar cells to be fabricated. In Table 6.1,
comparing the entries with AlInP windows illustrates the effect of optical confinement in
the solar cell. The thin-film device has been lifted off its substrate and shows a marginally
higher voltage than the otherwise identical device grown on a substrate. While the differences
between these solar cells is small, the most recent achievement of 27.6% from a thin-film
device shows a remarkable increase in voltage. At the time of writing no details of the cell
design are available but this highly efficient solar cell is almost certain to be exploiting the
beneficial effects of photon recycling.

In principle, epitaxial lift-off is a nondestructive process, leaving the wafer on which the
solar cell was grown intact after the device has been removed. This offers the possibility of
reusing the substrate and hence reducing the usage of III-V material [57]. Inevitably some
roughing of the wafer occurs during lift-off and polishing is required to regain an epi-ready
surface, so the economic advantage of wafer reuse depends on the respective costs of the
wafer and polishing steps. At present the cost of reusing a 4-inch GaAs wafer is roughly
half that of a new wafer [58]. An alternative route for reducing the quantity of valuable III-V
semiconductor is to grow the material on an inexpensive foreign substrate.

For use in space, GaAs is often grown on a Ge substrate since the materials are almost
lattice matched and Ge is physically stronger. Since the specific power (W/kg) of the solar
cell is of importance, it is possible to thin the Ge substrate giving a solar cell with the same
mechanical strength, but with a lower weight.

Growth of GaAs on silicon is attractive since silicon is much less expensive, is significantly
stronger than GaAs and has a higher thermal conductivity; data are presented in Table 6.2.
However growth on silicon is challenging, not only due to the 4% lattice mismatch evident in
Figure 6.2 but also due to the difference in thermal expansion coefficient. Nevertheless, GaAs
on silicon 18% efficient solar cells have been achieved either via direct growth of GaAs on
silicon [59,60] or the use of graded Si-SiGe-GaAs buffer layers [61]. Alternatively, antiphase
domain-free surfaces of GaP have been achieved on a silicon substrate [62] opening up a
possible route to grade the lattice constant using III-V materials. This is discussed in more
detail with regard to multijunction solar cells in Section 6.3.1.2

Growth of polycrystalline GaAs has also been attempted, with very early attempts achiev-
ing 4% on molybdenum [63] and 13% on polycrystalline GaAs substrates with passi-
vation of grain boundaries [64, 65]. Higher efficiencies have since been achieved upon

Table 6.2 Common substrate material properties: thermal conductivity σ , thermal expansion
coefficent ρ and density ρ. (Data extracted from Landolt and Bornstein, Springer materials: The
landolt-bornstein database.)

Material σ/W cm−1 K−1 α/10−6K−1 ρ/g cm−3

Silicon 1.56 2.58 2.33
Ge 0.58 5.90 5.32
GaAs 0.455 6.86 5.32
InP 0.68 4.75 4.81
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polycrystalline Ge substrates resulting in efficient GaAs solar cells of 20% AM1.5 achieved
on an optical grade polycrystalline (sub-mm grain) Ge substrate [66]. Since this landmark
result, emphasis has shifted to depositing Ge polycrystalline thin films on a foreign substrate,
with some promising > 1 mm grainsizes reported on ceramics [67] and recent attempts at
growth on molybdenum [68, 69].

6.2.2 InP Solar Cells

InP solar cells are highly desirable as space solar cells on account of their exceptional toler-
ance to radiation [70]. Typical device designs closely follow that of GaAs except that there
is no suitable window material to passivate the front surface. Instead, shallow homojunction
designs with appropriate metal contacts [71] have reached efficiencies of 19% AM0 [72]. A
typical device structure and band diagram are shown in Figure 6.6. Using a stepped doping
profile at the emitter and thinning it as much as possible, photogeneration in the emitter is
minimised, while minority holes are prevented from reaching the bare InP n++ surface.

Unlike the GaAs solar cell were the emitter plays the dominant role in photoabsorption,
the calculated IQE for the photocurrent from an InP shallow heterojunction is almost entirely
due to the base and space charge region. The loss in short-wavelength IQE is due to photo-
generation in the emitter that is effectively lost through recombination in the heavily doped
layers or via the surface. Another consequence of such aggressive step doping of the emitter
is that the bandgap narrows in the more heavily doped layer, thereby lowering the voltage of
the solar cell. If a suitable window layer were found for InP, these losses would be eliminated
and efficiencies similar to that achieved with GaAs could be expected. An approach using
ITO has been attempted [71] and V-groove light-trapping structures have also been formed
on InP solar cells showing reduced surface reflectivity and a relative increase in short-circuit
current and efficiency [73].

Other than the window problem, other disadvantages of working with InP is the high
cost of the substrate and low mechanical strength. For both these reasons it is desirable to
consider growth of InP on foreign substrates or epitaxial lift-off routes, especially if the
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drawn at a typical operating voltage (V = 0.752)



III-V SOLAR CELLS 121

substrate can be reused. The mismatch between InP and Si is large (8%), yet as shown in
Table 6.2 the difference in thermal expansion coefficient is lower, resulting in InP/Si films
with lower residual strain than GaAs/Si films. Epitaxial lift-off and substrate reuse has also
been demonstrated on InP and efficiencies consistently above 14% have been demonstrated
on thin cells grown on reused substrates [74].

6.2.3 InGaAsP

Under solar concentration the limiting efficiency rises and the optimal bandgap energy shifts
to lower energy. The reason for this difference has very little to do with the solar spectrum,
but arises from the increased voltage of the solar cell under concentrated sunlight. Since
the optimal bandgap energy for power-conversion is a balance between photogeneration and
recombination, increasing the solar concentration shifts the balance to favour higher levels
of recombination and hence a lower optimal band-gap energy [75,76]. For a single-junction
solar cell, it is shown in Figure 6.3 a maximum efficiency of 37% is attained at an absorption
threshold of 1.13 eV. The InGaAsP material system can be grown across a wide energy range
on the InP substrate [77] and has resulted in a 1.14 eV concentrator solar cell that attained
an efficiency of 27.5% at 171 suns [78].

6.2.4 GaN

The GaN family of materials are unusual in possessing very high energy direct bandgaps.
GaN itself has a bandgap that is too high for efficient solar power conversion, 3.6 eV or
344 nm, however as indicated in Figure 6.2 alloying with the InN material system yields
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much lower energy gaps, offering the possibility to span the entire solar spectrum with one
ternary alloy [79]. The GaN semiconductor family have high absorption coefficients, enabling
thin junction devices to be made [80] and to date InGaN devices with absorption extending
to 430 nm with internal quantum efficiencies of up to 97% have been demonstrated [81].

6.3 MULTIJUNCTION SOLAR CELLS

Jackson proposed the multijunction concept in 1955 [82], whereby the solar spectrum is
absorbed selectively by solar cells of different bandgaps, thereby preserving a greater fraction
of the free-energy received from high energy photons. Figure 6.8 shows how the efficiency
rises rapidly with increasing number of junctions. Since the limit for an infinite number
of junctions is 67% under one sun, it is clear that much of the gain to be made through
this approach can be realised with only a couple of junctions. The key requirement is to
partition the solar spectrum at the appropriate point and direct the sunlight to semiconduc-
tors with different bandgap energies chosen to match the bandwidth of sunlight incident
upon them.

The partitioning of the solar spectrum can take place internally within the solar cell simply
by stacking semiconductors of decreasing bandgap energy upon one another. This can be
achieved most elegantly by integrating all the component junctions and semiconductors into
a monolithic crystal structure, or most simply by mechanically stacking one solar cell on top
of another. Alternatively, the solar spectrum can be partitioned externally using a dispersive
optical system, directing sunlight onto separate solar cells with different bandgaps.
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6.3.1 Monolithic Multijunction Solar Cells

Integrating all the components for a multijunction solar cell into one monolithic structure
places some constraints upon the multijunction solar cell design. In general, the highest-
quality semiconductor junctions are achieved using lattice-matched semiconductor material.
However, since the subcells are connected together in series internally, the current passing the
solar cell will be limited by the junction producing the lowest current. It is therefore important
to engineer subcells producing similar current at maximum power and this can be difficult to
achieve using only lattice-matched materials, so a number of monolithic lattice-mismatched
(or metamorphic) multijunction solar cells have been attempted where the lattice parameter
is graded from one semiconductor junction to another.

The typical band structure for a double-junction solar cell is shown in Figure 6.9, showing
the physical stacking of semiconductor layers and the band structure. Many of the components
from the single-junction solar cell are present, notably the presence of a window layer and
backsurface field. The interconnection of the junctions is critically important in a monolithic
cell and is achieved using a tunnel junction. Typically, tunnel junctions are formed by growing
a heavily doped n++, layer adjacent to a heavily doped p++ layer, thereby bringing the
conduction band of the n++ semiconductor to almost overlap energetically with the valence
band of the p++ semiconductor. In principle, the remaining barrier is sufficiently thin to
enable a substantial tunnelling current to pass, but simulations show that the high tunnel
currents measured experimentally are likely to be enhanced through trap-assisted tunelling
[84, 85]. In practice, tunnel junctions can be difficult to achieve. Firstly the junction must
be transparent, meaning relatively high-bandgap semiconductors must be used, increasing
the doping density required to achieve the same peak tunnel current [86]. Secondly, actually
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achieving very abrupt p++/n++ layers and preventing dopant diffusion during the remainder
of the epitaxial growth is also challenging. One important means for preventing dopant
diffusion has been the use high-bandgap materials (typically AlGaAs or AlInGaP) that act as
diffusion barriers around the tunnel junction [87–89] as well as serving as useful window/BSF
layers; for clarity these barriers are not shown in Figure 6.9.

6.3.1.1 Lattice-Matched Multijunction Solar Cells

A limiting efficiency map for series constrained double-junction solar cells is shown in
Figure 6.10 for both the AM0 and 500× AM1.5D spectra. Much effort was invested in
developing AlGaAs/GaAs double-junction solar cells ultimately resulting in an efficiency
of 27.6% AM1.5G and 23.0% AM0 [90]; interestingly this solar cell did not use a tunnel
junction, but rather a front metal interconnection scheme with shading losses mitigated by a
prismatic lens.

While AlGaAs yields a reasonable top cell, good-quality junctions require very clean
precursors and careful control of the growth conditions [12, 91]. The development of good-
quality InGaP alloys during the late 1980s marked a turning point in the technological
development of III-V multijunction solar cells [92], since high-quality, high-bandgap (1.9 eV)
junctions could now be reliably grown on a GaAs substrate without the contamination
issues encountered with AlGaAs. In 1994 an InGaP/GaAs solar cell surpassed the best
AlGaAs/GaAs solar cell, achieving 29.5% under 1-sun AM1.5G [93] using a GaAs tunnel
junction and a thin Al0.53In0.47P top surface window layer. More recently, a 32.6% efficient
InGaP/GaAs solar cell has been demonstrated operating at 1026 suns [94].

The growth of InGaP is complicated by the existence of lateral compositional ordering
[95] that results in alternating phases of Ga- and In-rich phases and a concomitant reduction
in band-gap energy from 1.9 eV for fully disordered InGaP to 1.8 eV. During MOVPE
growth, ordering of InGaP can be controlled by substrate orientation [96] or the use of
antimony, that acts as a surfactant and stabilises the growth surface [97, 98]. The successful
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control of ordering has been key to the improvements made to the InGaP/GaAs double-
junction solar cell, resulting in a 30.3% efficiency under 1-sun AM1.5G [99] in 1997. Under
most illumination conditions, this solar cell could be improved by either raising the top-cell
bandgap or lowering the bottom-cell bandgap. The current-matching condition is achieved
by growing a thin InGaP top cell, allowing some light with energy above the cell band-gap to
leak into the junction below [39]. Although this approach of thinning subcells to attain current
matching leads to a small loss in voltage, the impact on the efficiency is relatively small and
enables the highest-quality semiconductors to be used. An alternative is to raise the bandgap
of the top cell using AlInGaP and although promising junctions have been demonstrated [100]
the need to achieve complete carrier collection with a thick AlInGaP junction has proven
difficult resulting in no net improvement in efficiency in the full multijunction structure. In
general, the InGaP subcell is grown in an n/p configuration owing to difficulties in attaining
high p-type doping [101], in addition to achieving higher electron mobility and hence lower
sheet resistivity in the emitter.

Monolithic double-junction solar cells have also been attempted on the InP substrate
[102]. In0.53GaAs is lattice matched to the InP with a bandgap energy of 0.72 eV. Since the
bandgap of InP is 1.3 eV, the bandgap combination is not optimal under one sun illumination
[78], but becomes better matched under concentrated sunlight. This InP/InGaAs monolithic
double-junction solar cell achieved a 1-sun AM0 efficiency of 22.2% [103], but was limited
by series resistance and surface recombination; the authors consider that 26% AM0 should
be attainable with this approach.

As discussed earlier, GaAs-based solar cells can be grown on Ge substrates. If a junction
is formed at the GaAs/Ge interface, a double-junction cell results, albeit with suboptimal
bandgap combination [104]. The concept can be extended by growing an InGaP/GaAs solar
cell on a Ge substrate to form a triple-junction InGaP/GaAs/Ge solar cell. The 0.66 eV Ge
junction overproduces in current under all realistic solar spectra, so while the configuration
is far from optimal, the Ge substrate can be employed both for its mechanical strength and
to provide a small increase in cell voltage; Figure 6.11 shows the limiting efficiency of a
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Ge-substrate-based triple-junction solar cell. Since Ge has a marginally larger lattice constant
than GaAs, the entire solar cell structure can be grown at slightly closer to the optimum
bandgap configuration, replacing GaAs with In0.01GaAs [105]. This configuration is now
the standard space solar cell technology and is also widely employed in solar concentrator
systems.

Some further improvements can be made to the InGaP/GaAs/Ge solar cell, for example
increasing the current of the middle cell by lowering its bandgap using strain-balanced quan-
tum wells [106], but ultimately the next step in the development of the III-V multijunction
solar cell is to introduce a fourth junction [107]. The isoefficiency map shown in Figure 6.12
shows the limiting efficiency of a 4-junction solar cell assuming that the top two junctions
are formed from the standard InGaP/GaAs lattice-matched combination. If a 0.66 eV Ge
substrate is used as the lower junction, a 1-eV lattice-matched alloy would be required.
Much effort has been invested in dilute nitride InGaAsN alloys to achieve this goal, but the
poor diffusion length in this material has frustrated efforts to match the currents of the other
subcells in the multijunction stack either in p/n [108] or p-i-n configuration [109]. However,
two innovations during growth have enabled high-quality 1-eV material to be grown by
MBE; the use of biased deflection plates to prevent N ion damage and the introduction of
Sb into the InGaAsN alloy [110]. These have led to the demonstration of a record efficiency
of 43.5% under concentration, but at the time of writing it is unclear what precise device
structure has been used [14].

Alternative candidate alloys such as GaAsB [111], GaAsBi [112] have been attempted
but to date the performance of junctions formed from these alloys have been insufficient to
result in efficiency gain. Some attempts have been made to adjust the solar cell structure to
compensate for the current-poor 1-eV cell, for example growing a low current, high-voltage
4-junction solar cell consisting of two InGaP junctions, followed by a In0.01GaAs junction,
a InGaAsN junction has been grown on inactive Ge, resulting in an open-circuit voltage of
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3.9 V but an efficiency of 19.55% under AM0 [113]. Attaining a lattice-matched four-junction
solar cell on a Ge substrate remains a long-term research challenge.

6.3.1.2 Lattice-Mismatched Multijunction Solar Cells

Much greater freedom of choice in the bandgap energies is obtained if the lattice constant of
subcells is allowed to vary. In a monolithic solar cell, the lattice parameter can be adjusted
by growing graded buffer layers of strained semiconductor material, deliberately introducing
arrays of misfit dislocations to relax the lattice. The rate at which strain is introduced into the
buffer layer and the growth temperature are critical to ensure that the dislocations introduced
during relaxation are able to bend into 90◦ misfit dislocations and do not spawn excessive
threading dislocations [114]. With careful control of these parameters, threading dislocation
densities as low as 9.5 × 104 cm−2 have been achieved in lattice-mismatched InGaAs [115],
while the boundary for acceptable device performance is estimated to be 1 × 105 cm−2

[60]. Under conditions where excessive dislocation density has accumulated during growth,
strained layer superlattices and thermal cycle annealing has been shown to have remedial
value [116,117]. Since the substrate of choice should host at least one lattice-matched alloy,
in the discussion that follows the technologies are grouped around the substrate upon which
mismatched layers are grown.

GaAs substrates: Recognising that AlGaAs or InGaP alloys can be used to make lattice-
matched top cells on a GaAs substrate, there has been a long-standing effort to develop
good-quality relaxed InGaAs subcells and early cells delivered promising results [118–
120]. However, integration of the sub-cells into a monolithic stack proved challenging since
the preferred AlGaAs/GaAs/InGaAs architecture in the late 1980s required two graded
mismatched layers. Starting with a GaAs substrate, the lattice parameter was graded to
1.15 eV InGaAs to form the bottom junction, then the lattice parameter was graded back to
GaAs to enable the GaAs middle junction and a lattice-matched AlGaAs top junction to be
grown [121].

One of the fundamental limitations of growing the lattice-mismatched layer first is that
any threading dislocations that are nucleated in the buffer layer will introduce additional
recombination not only in the mismatched layer, but also in all subsequent junctions. One
means of overcoming this problem is to perform epitaxy on both sides of the GaAs substrate,
growing the lattice-matched layer on one side and the lattice-mismatched layer on the other
[122], this approach has recently resulted in a 42.3% efficiency [123]. Alternatively, the
problem is solved using the inverted metamorphic (IMM) solar cell, in which the high-
bandgap lattice-matched junctions are grown first on a GaAs substrate. The last layer to
be grown is then the relaxed InGaAs layer, confining defects associated with the relaxed
buffer layer growth to that junction. Since the cell is effectively grown upside down, the
substrate must be removed and the top metal contacts fabricated upon a thin solar cell [124].
While this adds complexity to the cell manufacturing, it brings exceptional performance;
efficiencies of 35.8% AM1.5G [125], 32.8% AM0 [126] and 40.8% at 326 suns [127]
have been demonstrated with this approach. The inverted metamorphic approach can also
accommodate further relaxed junctions, a four-junction device has been demonstrated with
an AM0 efficiency of 33.6% [128].

Ge substrates: As with the lattice matched configuration, Ge provides a convenient low-
bandgap bottom cell, thereby moving the relaxed layer into the middle of the solar cell.
Starting with the Ge substrate to form the bottom cell, the lattice parameter is graded to
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In0.17GaAs to enable a 1.18-eV middle cell to be grown and then a 1.77-eV In0.65GaP top cell
is grown lattice matched to the InGaAs layer. As shown in Figure 6.13 this approach does
not greatly enhance the efficiency of 1-sun solar cells, but does lead to a good match for the
top two subcells under 500× AM1.5D concentrated sunlight; an InGa0.35P/In0.17GaAs/Ge
material combination has achieved 41.1% under 454× concentrated AM1.5D [129].

Si substrates: One route for achieving good multijunction solar cells on silicon sub-
strates has been to grade from Si to Ge, effectively creating a Ge virtual substrate and
growing a conventional InGaP/GaAs cell on top. Efficiencies are marginally below con-
trol devices grown on GaAs [130] at 17.0% AM0 (20.6% for GaAs control), but the
approach appears to be promising. In addition to providing a substrate, the silicon can
provide a valuable 1.1-eV junction if it is actually incorporated into the multijunction
solar cell stack. The buffer layer must then be transparent and a direct approach is to
grow an AlGaAs layer on a Si substrate; while control of dislocations with this method
is problematic an efficiency of 21.2% was attained under AM0 [131]. A more controlled
approach is to start with a GaP nucleation layer grown on the Si substrate. Careful prepa-
ration of double-stepped Si substrates and high-temperate growth of GaP to encourage
annihilation of antiphase boundaries has led to antiphase domain-free GaP grown on
silicon [62].

From the GaP surface, grading with either compressively strained GaAsP or InGaP is pos-
sible. A comparison between GaAsP and InGaP buffer layers [132] shows clear advantages
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in using compressively strained GaAsP buffer layers since InGaP buffer layers are believed
to phase separate, leading to instability in the relaxation rate in the buffer layer [133].

In the mid-1990s a 12.5% efficient GaAsP/Si double-junction solar cell was demonstrated
[134] with an etch pit density of 1 × 107 cm−2 indicating a very high threading dislocation
density. More recently, GaAsP/Si buffer layers have been grown with threading dislocation
densities below the detection limit of TEM (1 × 106 cm−2) suggesting that the efficiency of
the GaAsP/Si double-junction solar cell could be substantially improved [135].

Since the target bandgaps for a multijunction solar cell with a 1.1-eV substrate are high,
there has been interest in growing GaN-based solar cells on silicon; an activity that is also
of interest for light-emitting diodes [136]. A convenient band alignment between InGaN
and Si enables the valence band of In0.46GaN to align directly with the conduction band of
silicon, connecting the two subcells without the need for a tunnel junction [137]. In practice
this advantage is somewhat lessened by the fact that this interface must also accommodate
the graded buffer layer between silicon, but a proof of concept GaN/Si device has been
demonstrated [138].

Since the GaN/InN material system spans the solar spectrum, it potentially enables a wide
range of lattice-mismatched junctions from different compositions of the same ternary alloy
[79]. This approach has also been demonstrated in GaAsN, where amorphous layers have
been grown on glass spanning from 2.7–1.2 eV, offering a possible approach to flat-plate
thin-film photovoltaic panels [139].

6.3.2 Mechanically Stacked Multijunction Solar Cells

The difficulty of integrating disparate semiconductor junctions can be exchanged with the
challenge of fabricating a bifacial solar cell and mechanically stacking each cell one upon
another. Typically, the bifacial top cell is mounted in a holder above the lower cell, enabling
four electrical terminals to be made to the cells. Not only does this approach allow bandgap
configurations that are more optimally matched to the solar spectrum, the independent
electrical connection to each subcell lifts the need for current matching making the stack much
more tolerant to variations in the solar spectrum. To illustrate this effect, the 500× AM1.5D
double- and triple-junction solar cell contour plot shown in Figure 6.14 is recalculated lifting
the constraint of current matching, enabling each subcell to operate at its maximum power
point.

The combination of GaAs/Ge (1.42 eV, 0.66 eV) while not optimum gives a reasonable
double-junction limiting efficiency under AM0 and concentrated light, and a 26.1% device
has been demonstrated under 285 times solar concentration under the AM1.5D spectrum
[140]. The structure can be improved by raising the lower-cell bandgap, so replacing the
Ge junction with GaSb with a bandgap of 0.72 eV resulted in a mechanical stack with an
efficiency of 35.6% under a concentration of 100 suns (AM0) [141]. Growing In0.53GaAs
lattice matched to InP yields a 0.75 eV junction, so a GaAs/InGaAs stack has been attempted
achieving an efficiency of 28.1% under one sun AM1.5G. Recognising that even silicon
could provide a useful boost in a mechanical stack, a 31% GaAs/Si mechanical stack has
been demonstrated at 350× AM1.5D [142].

Mechanical stacks have also been made using a combination of monolithic multijunction
solar cells, for example a triple-junction AlGaAs/GaAs stacked on InGaAsP achieved an
efficiency of 25.2% AM0 [143]. With the development of lattice-matched InGaP/GaAs
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Figure 6.14 Limiting efficiency a InGaP/GaAs/x triple-junction solar cell, where the x-axis indicates
the bandgap of the bottom junction. The calculation is performed under AM0 and 500× AM1.5D for a
series-constrained cell (comparable to the inverted metamorphic solar cell) and a four-terminal mechan-
ically stacked solar cell, contacts made to the InGaP/GaAs lattice-matched cell and independently to
the bottom cell.

monolithic double-junction solar cells, the natural extension of this concept is to mechanically
stack the monolithic InGaP/GaAs cell with an optimal bottom cell. The limiting efficiency
of this arrangement is shown in Figure 6.14 under AM0 and 500× AM1.5D and for series
constrained and a four-terminal device (two connections to the bottom cell, two connections to
the InGaP/GaAs top cell). For reference, the horizontal lines showing the limiting efficiency
of a bare double-junction InGaP/GaAs monolithic cell are shown. At the point of current
matching the series constrained and four-terminal device coincide, but a significant efficiency
gain can be attained by allowing the bottom cell to operate independently. In practice,
an InGaP/GaAs cell stacked on 0.72 eV GaSb has achieved 34% AM0 [144], while a
InGaP/GaAs cell stacked on InGaAs lattice matched to InP attained 33% under one sun
AM1.5G [145]. While not a mechanical stack, a three-terminal monolithic InGaP/GaAs/Ge
solar cell has been proposed, allowing the Ge junction to be biased separately via a rear
contacting scheme [146].

A more modern approach to mechanical stacking of solar cells is to grow separate junc-
tions on separate substrates, perform epitaxial lift-off and bond the two layers together.
While technically a mechanical stack, these devices are two-terminal devices and are
therefore subject to the much narrower bandgap constraints presented in Figures 6.10–
6.12. The most immediate technological goal is to bond a low-bandgap combination of
InGaAsP/InGaAs grown on InP with the high-gap combination of InGaP/GaAs, resulting in
a four-junctions solar cell [147]. To date, low-band-gap InGaAs solar cells grown on InP
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have been successfully transferred to Si substrates [148] and Ge layers have been bonded
onto Si substrates followed by the growth of InGaP/GaAs multijunction solar cells on the Ge
template [149].

6.4 APPLICATIONS

6.4.1 III-V Space Photovoltaic Systems

III-V solar cells have a long track record in space, starting in the 1960s with GaAs solar
cells used in the Russian spacecraft Venera 2 and 3 to Venus and later in the 1970s to power
Russian moon vehicles. In 1986, 70 m2 of GaAs solar cells were deployed on the MIR space
station that operated for 15 years [150]. Most commercial satellites were powered by silicon
space cells until the late 1990s when the Iridium communication satellite constellation was
launched using single-junction GaAs on Ge solar cells. Since then, the advent of multijunction
solar cells has led to the triple-junction III-V solar cells becoming the standard technology
for use on commercial satellites.

The principle advantage offered by III-V solar cells is derived from superior radiation
resistance over silicon and in multijunction form, a superior efficiency. Depending on the
orbit or nature of the space mission, the solar cells will be exposed to significant fluences
of high-energy electrons and protons that can significantly damage the operation of solar
cells and other electronic components [151]. It is usually the efficiency of the solar cell at
its end of life (EOL) that is most important, ensuring that the photovoltaic power system can
meet the needs of the spacecraft for the duration of its expected operation. The cell design
can be optimised to give high radiation hardness, but this is at the expense of the beginning-
of-life (BOL) efficiency and always constrained by the underlying radiation damage rate of
the semiconductor material. Traditionally, the response of III-V solar cells to the radiation
environment was determined from extensive ground testing where the effects of radiation of
both electrons and protons are measured at many different energies and combined to give
an equivalent 1-MeV electron fluence [152]. The method is accurate, but requires extensive
testing of new solar cell materials under many proton and electron fluences. The process can
be simplified if instead of an equivalent 1-MeV electron fluence, the displacement damage
dose is used as a measure of the radiation damage to the solar cell. It has been shown that
solar cell performance after proton and electron damage at different energies and fluences
collapses onto a single displacement damage dose curve for single-junction GaAs solar cells
[153] and multijunction solar cells [154]. Since the displacement damage dose is the product
of the fluence and the nonionising radiation energy loss rate, which can be calculated, it is
only necessary to test the solar cell response under one or two proton and electron fluences.
Not only does this make the process of radiation testing less labour intensive, it also gives
a deeper insight into the physical mechanisms behind the degradation enabling predictive
models for cell degradation to be developed [155].

In general, the specific power of a space solar cell at EOL is of principle interest. Table 6.3
compares a silicon solar cell against a standard 26% III-V multijunction solar cell. Despite
the significantly lower EOL efficiency, the silicon cell results in a much higher specific power
at the cell level on account of its low weight. However, the weight of the panel structure
required to give the space array the necessary rigidity to survive the launch changes the figure
of merit firmly in favour of the high-efficiency solar cell [156].
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Table 6.3 Specific power figures of merit for space photovoltaic arrays at both the cell and panel
level. EOL is measured at 28 ◦C after a 1-MeV equivalent electron fluence of 5 × 1014 cm−2

corresponding to geostationary orbit. (Data extracted from Fatemi, 2000. Copyright C© 2000, IEEE.)

Cell type η BOL η EOL EOL Cell W/kg EOL Panel W/kg

Si cell 17.0 14.1 676 75
III-V cell 26.0 23.9 360 108

The next stage in the evolution of space photovoltaics is likely to be the addition of a
fourth junction, possibly in inverted metamorphic configuration [157]. The removal of the
cell’s substrate provides an interesting opportunity to fabricate a truly lightweight ‘Space
Solar Sheet’ with a specific power of 5 kW/kg at the cell level [158]. However, the absence
of a substrate is expected to make the cell susceptible from radiation damage from both sides,
making the cell less radiation hard overall [159].

6.4.2 III-V Concentrator Photovoltaic Systems

One of the constraints of any flat-plate terrestrial photovoltaic system is the need to cover
large areas with active semiconductor material. Solar concentrators change this paradigm
by using an optical system, usually lenses or mirrors, to collect sunlight and direct it onto
small but highly efficient solar cells [160]. This shifts the emphasis away from manufacturing
vast areas of semiconductor material, to the more established industries of metal and glass
production. When concentration levels rise above a couple of hundred suns, the solar cell
forms only a small part of the overall system cost so the efficiency of the cell becomes of
paramount importance. At the time of writing, triple-junction III-V concentrator solar cells
are being manufactured commercially with efficiencies of 40%.

A simple expression for estimating the cost of electricity from a concentrator system
[161] is shown below. The module costs cover the cost of the optical concentration system
and module assembly, the tracking costs cover the support structure and mechanical drive
that orientates the concentrator module towards the sun. The balance-of-system (BOS) costs
cover site preparation, installation, cabling and DC to AC inverters and are typically separated
into area- and power-related BOS costs. The energy produced accounts for the insolation
of the location as well as the cell efficiency. For simplicity, the model does not account
for any economic discount rate and simply considers the number of years of operation
of the system.

Cost of electricity[$/kwh] =
module[$/m2] + tracking[$/m2] + BOSarea[$/m2] + BOSpower[$/W] × peak power[W/m2] + cell[$/m2]

Energy yield[kWh/m2/year] × operation time[years]

For typical c-Si flat-plate systems at the time of writing, the cell cost makes up about 60%
of the total system cost, with the balance of system costs occupying about one third and the
remainder as module cost. For a concentrator system, the module and tracking costs become
much more significant. Figure 6.15 shows the electricity cost for a 500× concentrator system
operating over ten years in a location with high direct irradiance (2555 kWh/m2/year) as a
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Figure 6.15 Concentrator photovoltaic system cost over 10 years plotted as a function of mod-
ule and tracking cost and solar cell efficiency. The pie-charts indicate the breakdown of cell cost,
module+tracker cost and balance of system costs.

function of combined module and tracking cost and cell efficiency. A cell cost of $6/cm2 is
assumed, in line with the present consensus for automated III-V cell manufacturing [161].
The calculation further assumes an optical efficiency of 85% and a similar electrical derating
for connection and inverter losses. The area and power related BOS costs are estimated
at $100/m2 and $0.4/W, respectively. Lines are plotted corresponding to cell efficiencies
of 30%, 40% and 50%, indicating that electricity from concentrator systems can become
competitive with retail electricity grid prices and can approach the wholesale electricity
prices at the extremes [162, 163]. The pie charts illustrate the breakdown of cost between
the combined module and tracking costs and the balance of system costs. It is evident that
the cell cost is the tertiary cost in the system, illustrating the importance of cost effective,
high-performance and durable optical and mechanical systems as well as highly efficient
photovoltaic devices.

The relative merit of a CPV system over other technologies depends strongly on the
environment in which it is installed. High direct irradiance is a clear requirement and tracking
the panel will deliver higher energy yield than from a fixed flat-plate installation. Since a
series connected multijunction concentrator solar cell is sensitive to the spectrum of the sun,
it is important to correctly account for variations in the solar spectrum when estimating
the energy yield [164]. The BOSarea term can be a significant discriminating factor, since
installing a CPV system typically involves sinking support posts into the ground, while
for flat-plate technologies the land may need to be levelled and cleared to accommodate a
regular parquet of flat-plate panels orientated in the correct direction. It is also interesting
to briefly compare thermal concentrating solar power (CSP) and CPV plants. Although the
system efficiency for CPV is higher than CSP, the principle advantage of CSP is the ability
to store thermal energy and therefore deliver power on demand. However, the minimum
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size for a cost-effective CSP plant is 50 MW and present technology requires cooling water.
CPV plants with highly efficient III-V solar cells are therefore well suited for medium- to
large-scale plants in arid regions with high direct irradiance.

The next stage in the development of concentrator photovoltaics is likely to be both an
increase in efficiency, and shift towards eliminating the substrate, either via epitaxial lift-
off and reuse or growth on silicon or other low-cost substrates. In the longer term, a push
towards concentrations over 1000 suns and smaller cell sizes should aid the economics of
III-V concentrator photovoltaics, but this requires high-performance yet inexpensive optical
systems.

6.5 CONCLUSION

III-V semiconductors enable almost ideal solar cells to be made, owing to their strong
absorption and excellent carrier transport. The wide choice of bandgaps and the ability to
integrate different alloys into a single device has enabled a wide variety of multi-junction solar
cells to be made with efficiencies in excess of 35% at one sun and 40% under concentration.
The InGaP/GaAs/Ge-based triple-junction solar cell is now commonly used for commercial
space applications and beginning to find applications in terrestrial power generation in solar
concentrator systems. Future increases in performance are likely; adjusting the absorption
thresholds of the present triple-junction solar cell will help to push concentrator efficiencies
towards 45% while adding a fourth junction provides a pathway to efficiencies of 50%. Present
manufacturing technologies are capable of meeting the demand for space and concentrator
applications.
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Solar Cells
M. Paire, S. Delbos, J. Vidal, N. Naghavi and J.F. Guillemoles
Institut de Recherche et Développement sur l’Energie Photovoltaı̈que (IRDEP), France

7.1 INTRODUCTION

In the years to come, electricity production is bound to increase (from 17 PWh in 2009 to
28–34 PWh in 2035 [1]) and as a consequence the increased demand on fossil fuels as well as
possible regulations on CO2 emissions are bound to increase the wholesale electricity costs.
On the other hand, the price-experience factor of 22% that was observed for the last 4 decades
should stay at the same level or slightly below [2, 3], leading to a decrease of photovoltaic
(PV) electricity costs [2, 4]. A first change of paradigm is now happening, because in some
places like South Italy and other sunny/high electricity price regions [5], the price of retail
electricity is higher than the cost of PV electricity (grid parity). A second parity, the “fuel
parity”, will happen when the cost of PV electricity is lower than the marginal costs of
operating fossil-fuel-based power plants [6]. According to deployment scenarios, this fuel
parity could happen between 2020 and 2040.

As shown in Figure 7.1, from 5% in 2005, to 12% in 2010 of the yearly PV production,
thin-film technologies (based on amorphous and microcrystalline silicon, cadmium telluride
and CIGS) are growing faster than wafer-based silicon technologies [7]. This is mostly
related to the disruptive industrial endeavor of cadmium telluride solar cells, related to a
cost reduction breakthrough reaching a record low product price (for the first time less than
1 dollar per watt in 2009). It is anticipated that the share of thin-film technologies will reach
about 30% of the total production capacity in 2015 (25 GW/year) [8]. In 2011, a cadmium
telluride (CdTe) company, First Solar, was in the first rank for production capacity (2 GW),
ahead of Suntech with the crystalline silicon technology (1.9 GW) [9]. New comers are
microcrystalline thin-film silicon and copper indium diselenide (CIGS). With about 1 GW
production capacity in 2011 (mainly from Solar Frontier in Japan) CIGS technology follows
the same accelerated growth as CdTe. It may overtake the CdTe technology in the near future,
thanks to better efficiency figures (20.3% record versus 17.3%), better acceptability (almost
or completely cadmium-free technology) and more open industrial perspectives (tens of
players instead of a few). One can add that CIGS technologies are strong in Europe (Solibro,
Manz, Avancis, Solartecture, Nexcis, etc.), where they benefit historically from high levels of
R&D experience. CIGS technologies are still not present in China, with no turnkey factories
available (proprietary technologies only).

As with the CdTe technology, CIGS technology fits very well with large-scale applications,
in centralised plants. The possibility to reach high efficiencies (15% modules [11] from 20.3%
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Figure 7.1 Evolution of shares of thin-film technologies within PV global production [7, 10]. (Repro-
duced with permission from European Photovoltaic Industry Association, 2011. Copyright C© 2011,
European Photovoltaic Industry Association.)

cells [12]), makes CIGS a good alternative to crystalline silicon for building integration as
roofs or facades. Recent efficiency improvements in CdTe technology (18.7% cells [13]) let
also expect an important role of this technology. The aesthetic of thin-film modules could be
another advantage on the BIPV market. An emerging application, which can develop rapidly,
concerns flexible and lightweight CIGS modules. These modules have high efficiencies as
compared to state-of-the-art thin-film silicon modules, and could be deployed on industrial
roofs. This could be an important market if lightweight modules could be produced.

The basic structure of a CIGS solar cell is a thin-film glass/Mo/CIGS/(CdS or ZnS)/ZnO
heterostructure, where the CIGS p-type absorber layer is deposited with a thickness of about
2 micrometres. The Mo back contact layer is about 0.5–1 μm thick, as for ZnO (n-type
junction partner), whereas the cadmium/zinc sulfide layer is an interfacial buffer layer with
a thickness of 10–50 nm. Prospects to increase further the record efficiency value towards
25%, i.e. closer to the single-crystalline silicon technology, are good. The CIGS technology
has made impressive progresses as the module efficiencies are reaching 15.7% on 900 cm2

[11, 14] and 17.8% [15]. Other companies like Solopower and Nexcis are also reporting
record values in the range 13–15% for cells with the electrodeposition technology [16, 17],
alternative to previous vacuum-based ones. As a consequence of its performance level, the
CIGS technology is reaching efficiencies comparable to polycrystalline-silicon technologies
and may compete with single-crystalline silicon technologies in the near future.

The Cu(In,Ga)Se2 solar cells are the product of a long development. In 1975, the Bell
laboratory demonstrated a 12% efficient CuInSe2 / CdS solar cell, with CdS evaporated on
a single crystal [18]. Since then different breakthroughs have enable efficiencies above 20%
to be reached [12]. This value is the same as the record value reached by polycrystalline-
wafer-based silicon solar cells. A chemical-bath deposition for the CdS layer was developed.
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The control of composition was improved by the introduction of separate sources for Cu, In
and Se. Bandgap engineering with the addition of Ga was introduced. The role of sodium,
coming from soda-lime glass substrate was discovered. Ingenious deposition process, the
three-stage process, was developed to vary stoichiometry and composition profile at will.

The massive deployment of PV foreseen in the years 2020–2040 could lead to 1.5 to
2.5 TWp of worldwide installed PV capacity in 2030, with a demand of 20–150 GWp/y
and around 30% of the market taken by thin films [2, 4]. As observed a few years ago
(2005–2009) in the case of the disruptive CdTe thin-film technology, the CIGS technology
and production has quickly increased since 2010. Large-scale production has started at the
GW per year level in 2011, with Solar Frontier (1 GW in 2011), and other companies
are also ramping up their production at levels >100 MW/y (i.e. Avancis, Solibro, Honda,
Manz). It is now clear that CIGS technology is on the verge of an industrial production
breakthrough. Cost competitiveness, which is related to inherent aspects of thin-film solar
cell production (reduced number of steps), together with high efficiencies, will now benefit
from large manufacturing scale effects. This has proved to be extremely efficient during
previous years in the case of silicon technologies. As a consequence, the CIGS technology
is in an excellent position to play an important role in the large-scale, multi-GW, industrial
deployment of photovoltaics that is occurring now.

The question of the sustainability of the yearly production of 20–150 GWp of PV was
raised recently [19]. In particular, the worldwide mining and refining capacity of a few critical
elements could be the main problem for the photovoltaic industry in the years to come. Each
PV technology has one or more limiting elements, such as silver for crystalline silicon,
indium and gallium for CIGS, Tellurium for CdTe, Ruthenium for dye-sensitised solar cells,
silver and indium for thin-film silicon, germanium, gold, indium for III-V photovoltaics
[20,21]. The chalcogenide technologies are particularly vulnerable to In, Ga, and Te supply,
which has been noted as critical or near critical by the U.S. Department of Energy [9] or the
European Commission [10].

Crystalline-silicon PV seems suitable for supplying the demand, but one should keep in
mind that the basic assumption used for the third and fourth column of this table is that
all worldwide production of silver is used for crystalline PV. The fifth column shows the
forecast 2030 demand for Ag, Te, In with respect to the 2008 production. It appears that the

Table 7.1 Production limitations of the PV technologies. Data extracted from [7, 8, 10–12, 14].

PV technology Limiting element Max installed
capacity based on
the limiting
element reserves
(1.5–2.5 TWp
demand)

Max yearly
production
based on
annual
production of
limiting
material
(20–150 GWp
demand)

Ratio
(demand 2030)
/ (production
2008)
of limiting
element

c-Si Ag 5–15 TWp 305 GWp 20
CdTe Te 0.1–0.8 TWp 2.3–40 GWp 50
CIGS In 0.1–0.6 TWp 13–26 GWp 3
DSSC∗ Ru, In (TCO) 0.06–0.9 TWp 2.2 GWp n.a.

∗DSSC: Dye-sensitised solar cells.
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demand will grow enormously. If we focus on In, in 2030 the total demand (including PV
and other uses) could be 3 to 7 times the 2008 production level [19, 22], whereas, as In is a
byproduct of Zn extraction, the elasticity of the production with respect to demand is low.
One author suggests that CIGS and CdTe technologies will not be impeded by resources
problems, but he does not take the increase of other sources of demand for In and Te into
account [12].

There is, thus, a threat to the brilliant perspectives of the CIGS industry, which is the
scarcity of indium (and gallium). The indium production per year is about 500 tons, resulting
from the extraction of indium from zinc mining. About 30 tons of indium are presently needed
for producing 1 GW of CIGS photovoltaics. With the present technology and considering
also the competition with other key indium utilisations in electronics, the limit would be
somewhere between 10 and 20 GW per year, with also an increased pressure on costs [19].
This can hamper the production level in the future and thus hinder drastically, or even destroy
the chances for further development of the GIGS technology for large-scale production.

The sustainability of PV production is therefore a real question, and the development of
novel PV technologies based on abundant and preferably nontoxic elements would alleviate
the pressure on all PV technologies in terms of resources.

In the course of this chapter, we will first consider CIGS technology and then we will turn
to the new kesterite compounds.

7.2 CIGS

From early investigation [18] to the present large-scale development of CIGS, many insights
were gained on the complex materials and devices properties. The present review, while giving
an overview of the field’s development cannot offer an exhaustive description of the enormous
body of work that has been done. For details on specific aspects, the reader could also consult
several reference papers such as, for example [23], especially on optoelectronic analysis of
the devices, and the book [24] for a very comprehensive review. A good presentation of the
processes involved in making the devices can be found in [25, 26].

7.2.1 Device Fabrication

7.2.1.1 Cell and Module Technology

CIGS based cells consist of a stack of thin-film layers deposited on a rigid (such as soda-lime
glass (SLG)) or flexible substrate. The complete layer sequence of a Cu-chalcopyrite-based
solar cell device is shown in Figure 7.2.

The cell preparation starts with the deposition of a typically 500–1000 nm thick Mo
serving as the back contact for the solar cell. The p-n junction of the solar cell is formed
by the p-type CIGS absorber and an n-type semiconductor window layer. The absorber is
deposited on top of the Mo back contact electrode. This layer has a thickness of 2–2.5 μm.
The heterojunction is then completed by chemical-bath deposition (CBD) of CdS (typically
50 nm) and by the sputter deposition of a nominally undoped (intrinsic) i-ZnO layer (usually
of thickness of 100 nm) and then heavily doped ZnO layer, commonly by Al (ZnO:Al). The
back (e.g., Mo) and front contact layer (e.g., a i-ZnO/ZnO:Al bilayer) facilitate the charge
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Figure 7.2 Scanning electron microscope image of the cross section of a coevaporated Cu(In,Ga)Se2

solar cell with antireflection coating. (Reproduced with permission from Chirilă, 2011. Copyright C©
2011, Nature Publishing Group.)

transport from the p-n junction. As ZnO:Al has a bandgap energy of 3.2 eV it is transparent
for the main part of the solar spectrum and therefore is denoted as the window layer of the
solar cell. This CIGS solar cell in the so-called “substrate configuration” is illuminated from
the ZnO:Al side. For laboratory cells, a Ni-Al grid is deposited on top of the i-ZnO/ZnO:Al
window layer to decrease resistive losses. Following the deposition and processing of the
active layers of CIGS cells and modules, an antireflecting coating is deposited. Finally,
encapsulation is done for mechanical and corrosion protection.

7.2.1.2 Substrate

The preparation of CIGS-based solar cells starts with the deposition of Mo on a glass or
flexible substrate [27–29]. The properties of the Mo film and the choice of the substrate are
of prime importance for the final device quality. The substrate material for CIGS-based solar
cells has to fulfill several requirements:

• resistance to temperatures up to 550 ◦C;
• no reaction with Mo and absorber layer [30];
• moisture barrier and substantial stability on aggressive environments;
• smooth surface;
• mechanical strength;
• similar thermal expansion coefficient that Mo and CIGS (8–11 × 10−6/K) [31].

7.2.1.2.1 Glass Substrate
Glass is the most common substrate material used by manufacturers of CIGS modules. It is
available in large quantities at low cost and presents all the above requirements. However, the
choice of the glass is of primary importance for the final device quality. Indeed Na diffuses
from the glass through the Mo film into the growing absorber, and plays a crucial role in the
device performance. Two types of glass are mainly used:

• Soda-lime glass: This has a thermal expansion coefficient of 9 × 10−6/K [32], which
provides a good match to the CIGS and Mo films. It contains 73% silica, 14% Na2O,
CaO 9% (by mass) as well as other elements in smaller quantities (<1%). These provide
sources of alkali impurities such as Na, which diffuses into the Mo and CIGS films during
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processing. Sodium is a critical component for cell performance. It is reported that the
Na diffusion from the soda lime glass into the CIGS film enhances the grain growth of
the absorber layer and is also effective in increasing the hole concentration. However,
a process that provides a more controllable supply of Na than diffusion from the glass
substrate could be preferred for stability. Thus, many manufacturers have chosen to deposit
a blocking barrier layer between the glass and molybdenum such as SiO2 or Al2O3, and
provide a control source of Na.

• Borosilicate glass: This contains 70% silica, 10% B2O3, 8% Na2O, 8% K2O, 1% CaO. It
has the advantage of containing less sodium, which helps to control the amount of sodium
in CIGS absorbers. However, it is more expensive than soda-lime glass and its coefficient
of thermal expansion is very different from that of CIGS (4.6 × 10−6/K).

7.2.1.2.2 Flexible Substrate
The glass substrate has the disadvantage of being heavy and fairly expensive. There is
interest in the development of CIGS solar cells on flexible low-mass substrates for novel
applications such as space, buildings, etc. Moreover, flexible substrates are suitable for roll-
to-roll processes, which could lower production costs. Such substrates can be metal foils or
plastic.

7.2.1.2.2.1 Metallic Substrate Metal films have a heat-resistance advantage at the temper-
atures of synthesis of CIGS films (400–500 ◦C). They have the disadvantage of requiring a
barrier layer to prevent diffusion of metal atoms in the absorber [33]. Martı́nez et al. [33]
proposed the use of Al, Ti, stainless steel or nickel alloys (Kovar) as substrates. They are
then covered with SiO2, acting as a barrier layer, and molybdenum. Other types of barrier
layer can be used, such as Al2O3 and Cr, but the inconvenience is that they can also diffuse
into the Cu(In,Ga)Se2 [34].

Only titanium and Kovar can lead to a molybdenum layer without any fissures after
annealing. Efficiencies of 17.5% [35] on stainless steel and 17.7–17.9% on titanium [36,
37] have been achieved. ZSW [38], Flisom, Solopower, and others have already realised
completed modules on flexible metallic substrates.

7.2.1.2.2.2 Polymers Plastic substrates (polyimide, Upilex, Capton) cannot resist tempera-
tures above 500 ◦C, but they have the advantage of allowing a process comprising fewer steps
(no barrier layer) and have well-defined surfaces [34]. Efficiencies up to 20.4% [39, 40] have
been achieved on polyimide substrates. The deposition of Mo on this type of substrate tends
to bend it, but this problem can be circumvented by depositing a layer of material (insulation,
titanium or molybdenum) on the back [41]. In these solar cells the Na is added either via
evaporation of a NaF layer prior to the absorber deposition [42] or by postdeposition and
annealing of a NaF layer on the absorber layer [43].

7.2.1.3 Mo Back Contact

Cu(In,Ga)Se2 solar cells are mainly grown on molybdenum coated substrates. Mo is sputtered
on soda-lime glass or flexible substrates (polyimide or stainless steel). The intensive usage
of Mo as a back contact, compared to other alternatives [44,45] is due to the in situ formation
at the Mo/Cu(In,Ga)Se2 interface of a MoSe2 layer that favours ohmic contact [41, 46–
48]. Mo is inertness to the high temperature and the reactive atmosphere used during the
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CIGS deposition. Mo deposition is also crucial to control the incorporation of sodium,
diffusing from soda-lime glass, to the absorber [49]. Sodium is an important element that
diffuses to the grain boundaries, catalyzes oxygenation and passivation of Se vacancies [50],
favours the formation of MoSe2 (or MoS2) [30, 34, 51] and plays a role in the growth of
Cu(In,Ga)Se2.

The thickness of the Mo layer is determined by the resistance requirements that depend
on the specific cell or module configuration. Typically, the Mo back contact presents a sheet
resistance of about 0.2 ohm/sq, and provides good adhesion of the semiconductor to the
substrate [52]. Most importantly, in cells without a diffusion barrier, it regulates the diffusion
of Na from the SLG to the Cu(In,Ga)Se2.

The two modes of sputter deposition of Mo most commonly used are: deposition by
radio-frequency (RF sputtering [46]) or magnetron (DC magnetron [42]) under an argon
atmosphere. The deposition by radio frequency avoids the accumulation of charges at the
surface layer to be deposited, while the magnetron deposition reduces the pressure of the
working gas, which increases the quality of the deposited coatings [53].

When the pressure is varied during the DC magnetron deposition [54]

• The deposition rate varies slightly and is around 9.5 Å.
• There is a low variation of the resistivity of the molybdenum layer (between 0.20 to 0.25 �

cm) for deposition pressures between 0.2 and 2 mTorr, which can reach 4.1 � cm for a
deposition pressure of 20 mTorr;

• The adhesion of the films is acceptable for a pressure higher than 2 mTorr (successful test
of the tape);

• Compressive stress decreases from 2 mTorr.

Moreover, when produced by DC sputtering, the layer properties are varied primarily by
changing the sputter power, resulting in different kinetic energies of the sputtered Mo atoms
arriving at the substrate. For a high sputter power (e.g., 2 kW), the adhesion of the Mo film to
the SLG substrate is enhanced compared with low-power (e.g., 0.3 kW) films. However, Mo
films at high power exhibit a larger resistivity compared with low-power films. Therefore, to
achieve both good adhesion and good conductivity, commonly, a Mo multilayer is applied as
back contact. First, a thinner adhesive layer is deposited at high argon pressure (6 Pa, 10 min),
and/or high sputter power (e.g., 100 nm at 2 kW), then a second thicker and low-resistance
layer (1.12–2.4 Pa, 120–150 min) is deposited at low sputter power (e.g., 850 nm at 0.3 kW).
Resistivities of about 0.08 � cm can be obtained.

7.2.1.3.1 MoSe2 Layer
During selenised absorber deposition a MoSe2 film forms at the Mo surface [55]. MoSe2

may be considered as a buffer layer between Mo and CIGS, which leads to a better energy-
band alignment between these two layers and thus reduces recombination at the interface
[48, 54–56]. Moreover it permits formation of an ohmic contact [48], which makes the
MoSe2 formation an important issue. MoSe2 is a layered semiconductor with p-type con-
duction, a bandgap of 1.3 eV and weak van der Waals bonding along the c-axis. In fact,
MoSe2 is regularly found in a hexagonal phase (Figure 7.3), which consists of Se-Mo-Se
sheaths oriented perpendicular to the c-axis. From this anisotropic crystal structure, possible
applications arise for MoSe2, e.g., as a lubricant [57].
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Figure 7.3 Anisotropic crystal structure of hexagonal 2H-MoSe2. It consists of Se-Mo-Se sheaths
that are separated from each other by a gap. The c-axis of this crystal structure is perpendicular to the
Se-Mo-Se sheaths [58].

The crystal orientation of the MoSe2 grains is important for the fabrication of solar cells.
Due to the layer structure of the MoSe2 compound, if the c-axis is oriented perpendicular to
the surface of the Mo layer, the CIGS film would tend to delaminate from the Mo layer due to
ease of interlayer cleaving as well as leading to unfavourable electronic transport. Fortunately,
the c-axis is found to be parallel with, and the van der Waals planes thus perpendicular to,
the interface.

Abous-Ras et al. [59, 60] showed that the c-axis direction is controlled by the annealing
temperature. If the temperature is below 550 ◦C, the c-axis is perpendicular to the substrate
and the thickness of MoSe2 is less than 20 nm. When the temperature exceeds 550 ◦C,
the c-axis is parallel to the substrate plane and the thickness of MoSe2 becomes important
(micrometre). In this case, its formation rate seems to change almost linearly with time, but
with a higher speed for lower selenisation time (less than an hour when the temperature is
580 ◦C).

7.2.1.3.2 Alternative Back Contacts
Various alternative metal contacts to p-type CIGS were examined by Matson et al. [61] (Au,
Ni, Al, Ag) concluding that only Au and Ni ensure an ohmic contact. Orgassa et al. [56]
fabricated CIGS solar cells with different back-contact materials (W, Mo, Cr, Ta, Nb, V,
Ti, Mn) and found that W and Mo contacts provide the best CIGS/back-contact interface
passivation.

In the case where a transparent back contact is necessary, such as superstrate or bifacial
solar cells, transparent conductive oxides such as ZnO:Al or ITO were used instead of
molybdenum [62,63]. However, in these cases it is necessary to deposit a thin layer of Mo or
MoSe2 on top to ensure the good ohmic contact [64]. Efficiencies up to 15.2% were obtained.

In the case of very thin layers of absorber (<1 micrometre), it is possible to use an
additional back reflector, such as silver, gold or white paint, leading to significantly increased
short-circuit current [65,66]. Recently Jehl et al., showed that the replacement of Mo by a Au
back contact does not degrade the other parameters of the cell, as good ohmicity on CIGS is
achieved [67]. An important photocurrent increase compared with regular Mo back contact
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Figure 7.4 Flow chart for chalcopyrite thin-film solar cells deposition. On the left side is the classical
one-step coevaporation process. On the right side is the two-step strategy, starting with a precursor
preparation by sputtering, electrodeposition, screen printing, of a mixed chalcopyrite layer or stacked
layers.

solar cells is achieved by the enhanced light-trapping effect due to the back reflector, leading
to an absolute efficiency increase of + 2.5% for a CIGS thickness of 0.4 μm.

7.2.1.4 CIGS Absorber

A wide variety of thin-film deposition methods has been used to deposit CIGS thin films.
However, the performance of cells varies greatly depending on the processes used to synthe-
sise the CIGS absorber. These processes can be divided into two categories as illustrated in
Figure 7.4.

1. The first is a one-step deposit of a hot multinary: growth can be controlled during the
process. The coevaporation technique is the most common process that was originally
developed by Boeing [68] and then modified and advanced by NREL [69]. It is currently
used by Würth Solar and Global Solar.

2. The second approach is a two-step process where first a precursor layer is prepared
using low-cost and/or low-temperature methods that facilitate uniform composition. This
precursor layer can be an already intermixed CIGS matrix or consist of stacked layers
either elemental or binary. Then, the films are annealed in a S or Se atmosphere, at 400
to 600 ◦C. The optimisation of both properties (composition, structure) and the thermal
annealing step (temperature, atmosphere, duration) should lead to final electronic p-type
quality of the materials comparable to those achieved with the one-step process. The
two-step based process was originally developed by ARCO Solar Inc. in 1981 [70] based
on a selenised process.
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7.2.1.4.1 Coevaporation Processes
The highest efficiency devices have been deposited by thermal coevaporation from elemental
sources [12]. The coevaporation technique requires the simultaneous and homogeneous
thermal evaporation of the elements copper, indium, gallium, and selenium in the correct
proportions for forming high-quality CIGS. All the constituents, Cu, In, Ga, and Se, can be
simultaneously delivered to a substrate heated to 400 to 600 ◦C and the Cu(InGa)Se2 film
is formed in a single growth process. This is usually achieved by thermal evaporation from
elemental sources at temperatures greater than 1000 ◦C for Cu, In, and Ga. The advantage
of the evaporation route is that material deposition and film formation are performed during
the same processing step.

While a variation of the In/Ga ratios during the deposition process leads to only minor
changes in the growth kinetics, variation of the Cu content strongly affects the film growth.

A reproducible coevaporation process requires good control of the elemental fluxes from
each evaporation source. While the evaporation rates from each source can be controlled
simply by the source temperature, this may not give good reproducibility, especially for the
Cu source that is at the highest temperature. Consequently, direct in situ measurement of the
fluxes is often used to control the evaporation sources [32].

7.2.1.4.1.1 The Single- and Bilayer Process The single-layer process is the simplest tech-
nique to produce CIGS layers, since the elements are evaporated simultaneously at constant
evaporation rates and substrate temperatures. The resulting CIGS films are always Cu poor.
Such a process was applied by Würth Solar.

Advanced preparation sequences called “the bilayer of the Boeing process” starts with
excess Cu flux for improved crystallite size and quality and finishes with excess In flux
to react with the CuxSe surface phase [69]. This bilayer process yields larger grain sizes
compared to the constant rate (single-stage) process.

7.2.1.4.1.2 The 3-Stage Process The record Cu(In,Ga)Se2 devices have absorbers that are
made by three-stage coevaporation [12, 71]. This is the state-of-the-art deposition technique
at the laboratory scale, first introduced in 1994 [72] as an evolution from the previous
“Boeing” two-stage process [68]. In the industry, slightly simpler deposition routines are
followed [52, 73]. Coevaporation is a physical vapor deposition technique, where Cu, In,
Ga and Se are evaporated in a high-vacuum chamber from elemental sources onto a heated
substrate (Figure 7.5). The deposition begins with the formation of (In,Ga)2Se3. Then, Cu is
evaporated until a copper-rich compound is reached. The temperature of the substrate has to
be brought to 500–600 ◦C during this phase to enable a good crystallisation with formation
of large grains, through the mediation of a liquid CuxSe phase that helps mass transport
and thus grain growth. The changes in Cu(In,Ga)Se2 stoichiometry can be detected by the
changes in thermal emissivity, and thus thermal power needed to maintain the substrate at
high temperature. In order to avoid the formation of the highly conductive CuxSe binaries
on the surface, a third stage is added where In and Ga are evaporated in the presence of a
Se overpressure. Se overpressure is favourable during the whole absorber growth in order to
prevent the formation of selenium vacancies, which are active electronic defects [74]. The
three-stage process naturally leads to a slightly Ga-rich compound near the back substrate
and front surface. This Ga gradient is due to the low mobility of Ga compared to In and
Cu, which prevents Ga from outdiffusing from the bottom copper-poor phase to the surface
copper-rich phase during phase two [75,76]. This gradient naturally creates a front and back
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Figure 7.5 Sketch of the three-stage process. Values are given for information.

surface field that are favourable for the device electronic properties. Figure 7.5 displays
schematically the sequences of the three-stage process with indications on metal fluxes and
substrate temperature.

The three-stage process is a stationary process that is difficult to control, and thus a
modified inline process is usually preferred at the industrial scale. The substrate is moved
through deposition chambers and is subjected to elemental fluxes of various compositions,
basically Cu-rich in a first part and then Cu-poor at the end of the growth [73]. Thus, a Ga
gradient is also seen in industrial samples.

7.2.1.4.2 Other Deposition Methods Based on the Two-Step Process
If coevaporation is the state-of-the-art deposition technique for high-efficiency devices, other
techniques are in development at the laboratory as well as at the industrial scale. All these
methods are based on the two-step process. The two-step process has many variations in both
the precursor deposition and the Se reaction step [52]. This approach permits the fabrication
of a wide variety of absorbers. Currently, the CIS-based alloy system as a p-type absorber
material contains a selenide like CuInSe2 and Cu(InGa)Se2 and a sulfide like CuInS2 and
the mixed one like Cu(InGa)(SeS)2 and Cu(InGa)Se2 with a thin Cu(In-Ga)(SeS)2 surface
layer). Moreover, the two-step process generally splits CIGS formation into two stages,
one in which the precursor is deposited and one in which the precursor is converted into
CIGS. Table 7.2 sums up the different industrial processes and corresponding conversion
efficiencies.

Such processes consist of the deposition of a precursor material, followed by thermal
annealing in a controlled reactive or inert atmosphere for optimum compound formation via
the chalcogenisation reaction. This is commonly referred to as selenisation of or sulfurisation
of stacked metal or alloy layers. The metals and alloys can be deposited by a variety of
methods that involve vacuum or no vacuum. Decoupling of deposit precursor (stoichiometry
control) and the annealing step (grain-growth control), allows a better control of stoichiometry
and homogeneity of this technology. However, the use of gallium makes it difficult to control
film growth. During selenisation, it is well known from studies on sputtered Cu–In–Ga layers
that Se reacts preferentially with In, leading to segregation of Ga [77, 78].
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Table 7.2 Overview of the efficiencies of different Cu(In,Ga)Se2 fabrication processes in the
laboratory and industry. Cell and submodules differ from module due to the smaller area. In the
absence of an indication the efficiencies are given as total module efficiency. If the abbreviation AA is
used, the efficiencies are relative to the module aperture area, otherwise the efficiencies are relative to
the module total area. When the sign (?) is present, no precision could be found on the efficiency
definition.

Company /
Laboratory

Deposition
method

Record cell Record
module

Reference

Flisom Coevaporation 18.7%
flexible

[79]

NREL Coevaporation 19.9% [71]
Solibro Coevaporation 17.4% (AA) (16

cm2)
13.4% (14.7%

(AA))
[80]

Würth
Solar/Manz

Coevaporation 15.1% (AA) [81]

ZSW Coevaporation 20.3% [12]
Nexcis Electrodeposition 14.9% 11.8% [17]
SoloPower Electrodeposition 13.8% 13.4% (AA)

flexible
[16, 82]

Nanosolar Inkjet printing 17.1% (AA) [83]
Avancis Sputtering 15.8% (AA)

(30 × 30 cm2)
12.6% (14.2%

AA)
[14, 84]

Heliovolt Sputtering 14% (?) 11.7%
(?) (30 × 30
cm2)

[85]

MiaSolé Sputtering 15.7% (AA)15.5
(AA) flexible

[11]

Solar Frontier Sputtering 17.8% (AA)
(30 × 30 cm2)

13.4% (14.5%
AA)

[15]

Sulfurcell Sputtering 13.1% (AA) [86]

7.2.1.4.2.1 Vacuum Depositions The most common vacuum processes are sputtering and
thermal evaporation (as in Table 7.2). Sputtering is an attractive process because it is easily
scalable using commercially available deposition equipment and can provide good uniformity
over large areas with high deposition rates. In this case sputtering of sequential copper,
indium, gallium, followed by a rapid thermal annealing (RTP) in the presence of selenium or
sulfur is achieved at temperatures between 400 to 500 ◦C for 30 to 60 min for the best device
quality material. This method is used at the industrial scale by Solar Frontier, Avancis and
Sulfurcell [52] and has resulted in cell efficiencies of 17.8% [15].

7.2.1.4.2.2 Nonvacuum Techniques Nonvacuum methods have also been developed to
deposit the precursors [87]. The stack of metallic layers of In, Ga and Cu can be deposited
by electrodeposition, preferably on a conductive stainless steel substrate, such as for Nex-
cis or Solopower. Inkjet-printing approaches of Cu(In,Ga)Se2 nanoparticles inks are also
developed by Nanosolar for example. Pure solution deposition also lead to high-efficiency
devices [88]. Nonvacuum techniques for CIGS deposition offer potential reductions in capital
cost and many such techniques have been investigated [150]. A large variety of nonvacuum
deposition approaches have been developed and reviewed [44, 87] and they can be divided
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into the following categories depending on the deposition method and the scale of mixing of
the precursor materials:

1. electrochemical process;
2. particulate and solution-based process.

1. Electrodeposition process
Electrodeposition of semiconducting materials presents interesting characteristics for large-
area, low-cost and generally low-temperature and soft processing of materials. Extensive
work on chalcopyrite electrodeposition has yielded fundamental understanding of the process
and high-performance devices. Several review papers [45, 89–91], have been devoted to the
electrochemical preparation of CIGS and making electrodeposition the most intensely studied
nonvacuum deposition method for CIGS.

The electrodeposition and electroless deposition of CIGS from a single solution is difficult
due to the wide differences between the standard potentials of Se (E◦ = + 0.75 V vs. NHE),
Cu (E◦ = + 0.34 V vs. NHE), In (E◦ = −0.34 V vs. NHE) and Ga (E◦ = −0.53 V vs. NHE).
In addition, the electrochemical behaviour of Se is complex; it exhibits several oxidation
states ( + 6, + 4, 0, –2), leading to complex reactions.

Due to solubility issues, most electrodeposition baths have a low pH, though some studies
use strongly alkaline solution. In most cases, the metallic elements are introduced as sulfate
or chloride salts and more rarely as nitrate salts, while the Se precursor is introduced as
selenium oxide or selenous acid. The addition of buffering agents, such as ethylene diamine,
is sometimes mentioned in the literature. However, their role is not clearly established and
they may act as complexing agents rather than pH buffers [92]. The incorporation of Ga in a
one-step process seems to be more difficult because the redox potential of Ga is low and the
formation of Ga oxide is very difficult to avoid.

To overcome the thermodynamic and chemical difficulties involved with electrodeposition
of CIGS, several strategies have been developed:

1. coelectrodeposition of Cu-(In, Ga)-(Se, S) from a single electrolyte;
2. electrodeposition of stacked layers of metals, alloys or binary selenides;
3. electroless and chemical-bath deposition.

As with other nonvacuum techniques, these layers are normally considered to be precursors
and are subjected to a high-temperature annealing step to form CIGS after deposition, often
in the presence of a chalcogen source.

Coelectrodeposition of Cu-(In, Ga)-(Se, S) from a single electrolyte This approach
intends to try to form directly CIS precursor films by using a unique bath containing the three
elements, as initiated by Bhattacharya [93]. This is by far the most investigated case due to the
fact that such a process, often called one-step electrodeposition is the simplest in principle,
involving only one electrochemical process. The counterpart is that the electrochemical
aspects are becoming even more complex, with the possibility of forming either the elements
in their elemental form, or as binary compounds in addition to the desired ternary CIS
phase [87].

The best coelectrodeposited cells are obtained for the ternary compound Cu-In-Se where
Se is exchanged to S after annealing under a S atmosphere with the best efficiencies of 11.4%
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[91]. The incorporation of Ga in a one-step process seems to be more difficult because the
redox potential of Ga is low and the formation of Ga oxide is very difficult to avoid.

Electrodeposition of stacked layers of metals, alloys or binary selenides To overcome
the intrinsic difficulty of In and Ga incorporation, alternative strategies to coelectrodepo-
sition have been developed, often involving the deposition of stacked elemental layers or
deposition of alloys, followed by a selenisation or sulfurisation treatment to provide all of
the chalcogen [90].The simplest way is thus to deal with the preparation of elemental layers
from single element solutions for preparing elemental layers (Cu,In,Ga,Se) and to change
from one bath to the other for the preparation of precursor films with stacked layer structure.
The thickness of each layer being easily controlled by coulometry, the overall composition
of the precursor films is thus also controlled. Such an approach has been used for a long
time for preparing copper/indium bilayers that are then treated thermally with a selenium
atmosphere to form CISe [92].

Other processing employed during the last decades include; i) electrodeposition of thin Cu
and In layers forming a Cu/In precursor stack and reacting this metallic stack with gaseous
Se species to form the compound, ii) electrodeposition of a Cu/In/Se stack on a substrate
and rapid thermal annealing of the stack to form CIS, iii) electrodeposition of In-Ga, Cu-
Ga or Cu-In-Ga metal alloys to form precursor layers and reacting these precursor layers
to form the compound, iv) electrodeposition of In-Se and Cu-Se on a substrate forming a
stacked precursor such as a Cu/In-Se/Cu-Se structure and annealing the structure in an inert
atmosphere to form CIS [91].

Actually, the best efficiencies are obtained by a sequential electrochemical-based process
followed by rapid thermal heat treatment enabled synthesis of 13.8% CIGS-based solar
cells [92].

2. Other methods
Direct liquid coating describes a variety of techniques characterised by distributing a liquid
or a paste to the surface of a substrate, followed by the necessary thermal/chemical treatments
to achieve the desired phase. The deposition media used are solutions or particle (usually
submicrometer size) suspensions of metal oxide, organic and inorganic compounds, including
metal chalcogenide species. The deposition techniques used are mainly printing and spin
coating, although any standard process such as spraying, dip coating, doctor blading, ink-jet
printing or slit casting can be applied. The precursor film is then transformed by a thermal
treatment, generally in a chalcogen-containing atmosphere, to the final crystalline layer. This
approach permits the use of low-cost and high-throughput equipment and the deployment of
large-scale production facilities with lower capital investment. Although many of the methods
discussed are under laboratory development, there are already industrial start-ups employing
these promising methods for future large-scale photovoltaic production [94]. Solar cells with
efficiencies up to 14% have been reached by these methods [95, 96].

7.2.1.5 Buffer Layer

7.2.1.5.1 CdS Buffer Layers
The highest and most reproducible solar-cell efficiencies, independent of the absorber used,
are obtained by use of the classical chemical-bath deposited (CBD) CdS buffer layer.
Obviously, the material CdS does not lead to higher efficiencies alone, the chemical-bath
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deposition also has a very important part. In fact, CIGS cells with CdS buffers deposited
by physical vapor deposition (PVD) have always shown significantly lower efficiencies than
cells with CBD-CdS buffers.

CBD CdS involves the precipitation from the solution of CdS on the absorber. With this
method, a thin and conformal layer of buffer layer (30–60 nm) is usually obtained after 5–10
min at temperature ranging from 60 to 70 ◦C, using an aqueous ammonia solution in the
presence of thiourea and cadmium salt (such as Cd(C2H3O2)2)4, or CdSO4).

The overall reaction of CdS formation can be described as [97]

Cd(NH3)+4
2 + SC(NH2)2 + 2OH− → CdS + CN2H2 +4 NH3 + 2H2O (7.1)

It has been suggested not only that buffer layers deposited by the CBD process function as
a protection of the p-n junction from plasma damage during subsequent ZnO sputtering and
prevent undesirable shunt paths, but also that chemically deposited buffer layers permit a
conformal and pinhole-free coating of the absorber by the CdS layer. Moreover, when the
glass/Mo/absorbers stack is immersed into the chemical bath for the buffer deposition, the
CIGS layer surface is probably also subjected to beneficial chemical etching of the surface,
e.g., the ammonia used in most CBD recipes is thought to be crucial for the cleaning of
the absorber surface by removal of oxides and other impurities [98]. In addition, n-type
doping of the CIGS region close to the surface by Cd from the CBD solution has been
reported [99, 100].

7.2.1.5.2 Cd-Free Buffer Layers
Because of both environmental reasons and the fact that the common CdS layer with a
bandgap energy of about 2.4–2.5 eV limits the level of optimum performance of the cells,
especially in the short-wavelength range, one of the major objectives in the field of CIGS
technology remains the development and implementation in the production line lines of
Cd-free alternative buffer layers.

The current understanding is that candidates for alternative buffer material should hold
five common properties: (a) The material should be n-type in order to form a pn junction
with the absorber layer. (b) The bandgap should be wide enough for limited light absorption.
(c) The process and material choice of the buffer layer should provide an alignment of the
conduction band with the Cu(In,Ga)(S,Se)2-based absorber and to the undoped ZnO. (d) The
process for deposition must have a capability to passivate the surface states of the absorber
layer and (e) the deposition should be highly conformal.

The development of Cd-free devices started in 1992 and intensively continued to the
current efficiency level of 19%, as shown in different review papers [101, 103, 104]. A
general conclusion of the investigations during the last decade suggests that the most relevant
materials are films based on In2S3, ZnS, Zn1–xMgxO, Zn1–xSnxO2 and their derivatives
using the following deposition techniques: chemical-bath deposition (CBD), atomic-layer
deposition (ALD), ion-layer gas reaction (ILGAR), sputtering and evaporation (PVD), and
ultrasonic spray pyrolysis (USP).

Likewise, a comparison of the efficiencies of Cd-free-based solar cells shows that for
the most relevant materials mentioned above, the ability to reach efficiencies equivalent to
or higher than the corresponding CdS reference cells is highly dependent on the deposition
technique used (Figure 7.6). Most often, a clearly poorer photovoltaic performance of solar
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Figure 7.6 Summary of the best chalcopyrite-based solar-cells efficiencies (1 cm2) realised with
different Cd-free buffer-layer materials and deposited by different methods compared to their reference
devices containing CBD-CdS [101, 102].

cells with vacuum-deposited buffer layers is found compared with solar cells with chemical-
based buffer layer such as CBD, atomic-layer deposition (ALD) or ion layer gas reaction
(ILGAR). However, whereas for CBD-CdS buffers high and reproducible efficiencies are
obtained regardless of the absorber used, Cd-free cells often reach their highest efficiencies
after light soaking and/or heat treatments.

7.2.1.6 i-ZnO/ZnO:Al Window and Ni-Al Grid

In order to complete the device, window layers are deposited on top of solar cells. In gen-
eral, the window has a much wider bandgap than the absorber. This moves the absorption
maximum into the cell and away from the surface, thereby minimising the influence of sur-
face recombination. The window must thus be highly transparent, create an interface to the
absorber with low recombination losses, and limit the influence of locally distributed shunts
and performance fluctuations. In addition, it must have a low sheet resistance to laterally trans-
port the current over macroscopic distances to the nearest metal contact finger or interconnect.

The most common window applied in CIGS solar cells consists of two layers. The
first layer, a thin i-ZnO film, is deposited by rf magnetron sputtering and has normally a



CHALCOGENIDE THIN-FILM SOLAR CELLS 161

thickness of about 50–100 nm. The second layer is the actual front contact and consists of
ZnO:Al, also deposited by rf magnetron sputtering. Typical ZnO:Al thicknesses are 300–
500 nm.

The current collection by the window layer is commonly supported by a Ni-Al metal grid
deposited on the front contact. Ni is applied to reduce the formation of a resistive Al2O3

barrier. The Ni and Al layers are deposited by electron-beam evaporation with thicknesses
of about 50 nm and 1 μm. Although the application of a grid is beneficial for the solar cell
performance, it also contributes to a reduction of the active cell area.

Depositing a film with low lateral resistance directly onto the buffer increases the nega-
tive influence of local defects such as pin holes and local fluctuations of absorber properties
(e.g., bandgap) [105, 106]. This can be avoided by first depositing a thin (100 nm) ZnO film
with lower conductivity, designated as i-ZnO. In the classical chalcopyrite cell, the buffer
establishes the interface properties, the undoped ZnO (i-ZnO) decouples poorly perform-
ing locations, and the highly doped ZnO is responsible for lateral current transport. The
requirements for the window layer can be divided into physical properties and technological
requirements. Key issues for the industrial success are high deposition rates, homogeneous
large-area coating, and high process stability with easy control leading to high yield. How-
ever, the deposition materials and equipment cost should be low and guarantee a high uptime.
Because the window layer is deposited after the p-n junction formation the substrate temper-
atures during deposition are limited to about 200 ◦C in order to avoid detrimental diffusion.

The desired high resistivity of i-ZnO film is obtained using an undoped ZnO target,
if necessary by oxygen admixture to the Ar sputter gas. Because the pure target is not
conducting, r.f. sputtering is usually applied. The film thickness of i-ZnO turned out to have
a minor influence on cell efficiency when a CdS buffer layer is used and may vary from a
few to several hundred nanometres. However, optimisation concerning both resistivity and
thickness is mandatory for monolithic module integration when i-ZnO is deposited in situ
onto Mo before the subsequent TCO, thereby inhibiting the Mo-TCO interconnect.

In the case of Cd-free buffer layers the undoped buffer layer can strongly influence the
performance of cells [107]. For example for CBD-ZnS buffer layers the replacement of i-
ZnO by Zn1–xMgxO or direct deposition of MOCVD-ZnO:B can improve the efficiency and
stability of the cells.

The window layer of the chalcopyrite-based solar cells is usually a degenerately doped
semiconductor serving both as n+ -type partner in the p-n heterojunction and as a transparent
contact layer (TCO). The most common TCO materials used in CIGS solar cells are highly
doped ZnO, namely with gallium (ZGO), aluminum (ZAO), or boron (ZBO) deposited by
sputtering or MOCVD.

For economic and ecological reasons magnetron sputtering of ZnO doped with Al or Ga
is the industrial standard today, allowing for high efficiencies at moderate cost. Chalcopyrite-
based cells on small areas with the highest efficiencies obtained so far are normally coated
by ZnO:Al (ZAO) using r.f. sputtering of high-purity ZnO:Al2O3 targets. According to the
needs of an industrial production r.f. sputtering was replaced successfully by DC sputtering on
larger areas for (sub-)module production using low resistive hot isostatic pressed (HIP) targets
[108, 109]. The breakthrough for the production was achieved by advances in (pulsed) DC
power supplies and target manufacturing when much cheaper sintered ZAO targets become
available. Provided there is good cooling of the targets, high power densities far above
10 W/cm2 led to dynamic deposition rates exceeding 100 nm/min. Today’s development
is directed toward the implementation of (dual) cylindrical magnetrons with target tubes
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that increase the target utility fraction above 80% and extend the maintenance intervals
dramatically.

7.2.2 Material Properties

7.2.2.1 Description of the Chalcopyrite Cu(In,Ga)Se2

It is remarkable that with a few exceptions, all semiconductors of technological importance
share the same structure based on the 4 electrons per atom rule, characteristic of the adaman-
tines. From Si to GaAs and from CdTe to kesterites, the same 4 e- rule applies, yielding a
tetrahedral coordination of the atoms in the structure (diamond for column IV, zincblende for
II-VI and III-V, Chalcopyrite, stannite or kesterite for ternaries and higher-order multinaries).

Cu(In,Ga)Se2 is a quaternary I-III-VI compound. It can be seen as the alloys of CuInSe2

and CuGaSe2 that have the tetragonal chalcopyrite structure. The chalcopyrite structure is
derived from the cubic zincblende, with Se atoms in a face-centred cubic structure and Cu
and In (or Ga) atoms occupying half of the tetrahedral holes. A Cu(In,Ga)Se2 absorber is
not composed of a perfect quaternary compound but most often contains ternary or binary
compounds, such as InSe2, Ga2Se3 or Cu2Se. For more details on the crystallography of
Cu(In,Ga)Se2 the reader is advised to report to reference [24].

7.2.2.2 Structure and Composition

The success of CIGS in solar cells is a challenge to common sense. Making a good ohmic
contact on p-type semiconductors is notoriously difficult, but it did not appear to be so
between Mo and CIGS. Polycrystalline semiconductors tend to have reduced electronic
performances, as compared to single crystals, due to carrier trapping or recombination at
grain boundaries. This does not seem to be a problem in CIGS, where grain boundaries are
essentially inactive. Semiconductors are generally very sensitive to impurities, these being
generally lifetime killers. CIGS seems to be relatively immune to most impurities. Ironically,
the one found to diffuse from the glass substrate (Na), was also found to improve the quality
of the CIGS films structurally and electronically. Moreover, the device itself contains many
elements, compounds and interfaces, all potential focus for evolution or reaction. Last but not
least, record efficiencies are obtained using a material that is chemically the most complex
of the materials used in the various thin-film solar cells (a/Si, c-Si, CdTe, etc.), a compound
that has also metastable states and shows significant ionic conductivity [110–113].

In the list above, one will recognise factors that plague or have plagued the development
of other thin-film solar cells.

Before discussing in detail this apparent paradox, we will start with the intrinsic stability of
CIGS and the global chemical stability of the device (for a more detailed review, see [50]). As
far as terrestrial applications are concerned, Cu(In,Ga)Se2-based solar modules have proven
their stability in long-term outdoor tests as well as under accelerated lifetime test conditions
[114]. Actually, it is not uncommon that cells and modules show some improvement during
testing [115], implying that the device as prepared is not optimised. This further suggests a
positive evolution of the interfaces with time. The sensitivity of the cell to humidity either via
the ZnO window [116] or via the bare CIGS absorber material [117] is mainly a concern at the
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production level: properly encapsulated, the modules are stable for years. This is remarkable
considering the chemical complexity of a system incorporating about ten different elements
in layers of a few tens of nm.

More striking is the exceptional tolerance of CIGS to defects of various origins. First,
one should keep in mind that CIGS is a nonstoichiometric compound, with deviations from
stoichiometry in the percent range. PV-grade material is generally obtained with a Cu content
between 22 and 24%. Hence, most defects are intrinsic, with a concentration largely above
that of free carriers. The material is strongly self-compensated, but in a way that does
not harm its electronic properties. This is quite surprising as generally, large deviations
from stoichiometry are a problem for electronic applications (e.g. in WOx, CuxSe, In2O3–x,
ZnO1–x etc.). The valence electron imbalance is usually compensated by free carriers, so that
relatively small deviations (in the 1018 cm−3 range) already result in electronic degeneracy. In
chalcopyrites though, electron imbalance from the 4 electron per atom rule, which are larger
by as much as three orders of magnitude, i.e. in the 1021 cm−3 range) results in nondegenerate
semiconductors. This implies that the formation of the compensating defects is energetically
favoured as compared to formation of electronic carriers [118]. When this is the case, the
Fermi-level position is self-stabilised between a lower and upper value, as has indeed been
found in many compound semiconductors [119, 120].

Evaluation of the concentration of point defects in CIGS led to the conclusion that many of
the cationic defects have concentration above 1018 cm−3 [110]. At these concentrations, they
most likely form complexes, a fact also supported by ab initio calculations [121]. Parallel
to that ability to accommodate intrinsic defects, and certainly not unrelated, the electronic
properties of the material appear less sensitive to impurities than is usually found in other
semiconductors [110, 122]. The excellent radiation hardness of this type of solar cells, as
compared to traditional space cells (Si, InP, InGaP) [123, 124] was also reported. Other
studies concluded that a very efficient, low temperature, defect recombination mechanism is
needed to explain the exceptional radiation hardness [125, 126]. Finally, in spite of the high
density of grain boundaries and other crystallographic defects, the transport properties of
the free carrier did not seem to be affected, at least in the transversal direction. Accordingly,
very high efficiencies could be obtained. An explanation for this feature was found involving
passivation of grain boundaries in air for the p-type material [127, 128].

Surely, all this fortunate tolerance of the compound must be grounded in some of its
particular properties. The most prominent one, from a solid-state chemistry point of view,
is its nonstoichiometry. Though the actual homogeneity domain of Cu(In,Ga)Se2 is not well
known (see the discussion below), it is much larger than that of the other semiconductors,
successfully used for solar energy conversion (e.g. CdTe, Cu2–xS). The existence of an
electronic material with excellent electronic properties, compatible with high-efficiency solar
energy conversion, is quite puzzling in this context as most of the defects or defect complexes
present must be inactive with respect to carrier recombination. Thus, their corresponding
energy levels must either be shallow or altogether outside the bandgap. Again, ab initio
calculations on some defect complexes have shown that trend: defect levels of the considered
complexes are shallower than that of isolated point defects [121].

The second most important characteristic of CIGS is its mixed ionic–electronic conduc-
tivity. Migration of Cu is well documented in crystals and in thin films [111, 112, 129, 130].
The room temperature Cu diffusion coefficient in CuInSe2 (CIS) is in the range of 10−13

± 10−10 cm2/s [113]. Regardless of the exact values, this implies that Cu can diffuse across
the space-charge region (SCR) of the CIGS absorber in a few minutes to several days at
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most [50]. Such a rapidly migrating species could potentially raise serious concerns on the
long-term stability of CIGS-based devices.

Overall, these facts outline the picture of a compound with a ‘soft lattice’ certainly related
to the nonstoichiometry of the material and to its ionic conductivity. It is not surprising then
that metastable electronic centres were found in this material. The most studied metastable
levels in CIGS are very different from those encountered in a:Si, for instance, on two aspects
at least: they lead to an improvement of the device characteristics under operating conditions
and they are reversible [131–133]. The ‘soft lattice’ picture is central to the model proposed
to account for the resilience and self-stabilisation of Cu(In,Ga)Se2 [50, 110, 133]. It is
because the material is highly disordered, but in a strange way: so that most intrinsic defects
complexes are not lifetime killers, and because Cu is mobile, that most defects (impurities,
or radiation induced) that may form could be self-passivated. This model uses the similarity
between the point defects in a solid and solutes in an electrolyte, an analogy developed
earlier [118]. In that picture, the buffering action of the defect pool is essentially similar to
the role of a buffer solution in aqueous electrolytes, where complexes in large concentrations
(e.g. acids with a concentration such that the pH is close to their pKA) are used to fix the
ionic concentration, e.g. the pH. In other words, the defect complex pool acts as a reservoir,
capable of receiving or delivering electronic and ionic charge carriers so that their net amount
remains fixed. Such defect reactions therefore act as both electronic and chemical buffers,
by controlling both the electron concentration and the Cu concentration, respectively. In this
model, a central role is given to mobile Cu as a vector of the buffering equilibrium. The
detailed exposition of that mechanism being beyond the scope of this review, the readers are
referred to the original work [50, 110].

7.2.2.2.1 Crystal Structure
CuInSe2 crystallises in the chalcopyrite phase, with space group I42d, which forms an
isoelectrical analog to the III-V binary semiconductor phase, zincblende. In the chalcopyrite
phase, each anion is coordinated to two indium and two copper atoms, while each cation
is tetrahedrally coordinated to four anions. The unit cell contains two chemical formula,
i.e. 8 atoms. The corresponding Wyckoff positions are Cu (0,0,0), In (0,0,1/2) and (S,Se)
(u,1/4,1/8). The chalcopyrite structure is depicted in Figure 7.7.

Se

In

Cu

Figure 7.7 Atomic structure of CuInSe2. grey spheres represent copper atoms, white spheres repre-
sent indium atoms and black spheres represent selenium atoms. (Reproduced with permission from
Shafarman, 2003. Copyright C© John Wiley & Sons, Ltd, 2011.)
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Cu and in the temperature range 100–1000 ◦C (right). (Reproduced with permission from Shafarman,
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If we replace indium atoms by copper atoms, we recover the zincblende phase. However,
there are significant differences between the chalcopyrite phase and the zincblende. The
existence of two different cations (In and Cu) results in two different bonding lengths RIn–Se

and RCu–Se distorting the crystallographic structure in two ways. First the cell is tetragonally
distorted, i.e. η = c/2a �= 1. For In-based chalcopyrite, the tetragonal distortion is very small
η ≈ 1:006. Second, the ideal zincblende site of the anion is disturbed leading to a parameter
u called the anion displacement. If the two zincblende sublattices forming the chalcopyrite
lattice were identical, u = 1/4 whereas in the case of chalcopyrites

u = 1

4
+ R2

Cu−(S,Se) − R2
In−(S,Se)

a2

where a is the lattice parameter. The value of u lies between 0.21 and 0.235 for CIS.

7.2.2.2.2 Phase Diagram, Nonstoichiometry and Point Defects
Now let us turn to the composition of CIS thin films: they present significant deviations from
stoichiometry depending on the conditions of growth. It is not surprising as CIS materials
display a very rich phase diagram. Owing to its ternary nature, many possible binary or
ternary phases can form depending on temperature and the compositional ranges. Figure 7.8
shows the phase diagram of CuInSe2 as a function of the content of Cu and the temperature.
First, the pure chalcopyrite phase α is restricted to a rather small compositional range. Its
domain of stability decreases significantly at low temperature. Besides, it is bounded for
high fractions of Cu by the segregation of Cu2–ySe phase and for lower fraction of Cu by the
appearance of secondary phase β and δ. The β-phase is an ordered defect phase corresponding
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Figure 7.9 Defect transition energy for CuInSe2 calculated by means of ab initio methods. (Repro-
duced with permission of Zhang, 1998. Copyright C© American Physical Society, 2011.)

to CuIn3Se5, while δ is the high-temperature sphalerite phase. More surprising is the fact
that the chalcopyrite phase is not stable for perfect stoichiometry.

Usually, PV-grade CIGS shows a significant Cu-poor character and therefore lies within
the stability domain of the α phase. All such deviations from the perfect stoichiometry can
therefore be viewed as the fingerprint of the presence of intrinsic defects. Understanding the
physics of the defects in CIS allows us to better understand the phase diagram and also the
mechanism of doping at work in CIS. Zhang et al. [121] published in 1998 a seminal work
on the physics of defects in CuInSe2 using ab initio methods. They drew five important
conclusions:

• Defect formation energy in CIS depends strongly on the growth condition through the
chemical potential of the atomic species.

• The copper vacancy VCu has extremely low formation energy.
• VCu forms shallow acceptor level (see Figure 7.9) which explains the self-doping of CIS.
• Neutral defect pairs with charge transfer involving two copper vacancies VCu and one

indium copper antisite InCu
2 + are abundant, and electrically benign due to the neutralisa-

tion process of the midgap InCu
2 + states by two VCu (see Figure 7.9).

The first conclusion is a rather general consideration of the ab initio calculation of the defect
formation energies. However, it allows us to analyse the benefit of the intrinsic ZnO layer
on the device performance: VCu and InCu are believed to stabilise the polar surface (112)
of CIS and CIS grain boundaries. It is experimentally observed that CIS surfaces usually
present a strong Cu depletion that can be associated with doping inversion: while the bulk
is p-type, the surface turns out to be n-doped. The fact that the formation energies of VCu

and InCu are Ef dependent allows one to design the band structure in order to control the
position of the Fermi level at the surface. For instance, by introducing a layer of intrinsic
ZnO, the Fermi level is pushed away from the conduction band. Consequently, the VCu
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formation energy significantly increases and counterbalances the type inversion that occurs
at the heterojunctions [134].

The two previous conclusions agree well with experimental observations. The p-type
character of CIS under Cu-poor growth condition originates from VCu, seen experimentally
as a depletion of Cu atoms. The existence of an ordered defect compound (ODC) phase β

results from the repetition of the neutral complex defect {2VCu
− + InCu

2 + }. The two latter
defects explain the usual depletion of Cu atom experimentally observed in thin films. In thin
films, the β phase is rarely observed due to: (i) diffusion of Na from the glass substrate into
CIS [135] and replacement of indium by gallium preventing the formation of such a phase,
(ii) high growth temperature extends the stability domain of the α phase as seen in Figure 7.7,
(iii) nucleation of the β phase is forbidden by the important interfacial energy originating
from electrostatic [76] or mismatch effects [136]. Following this study on defects involving
Cu and In, Lany and Zunger [137, 138] have introduced two defects that can explain the
experimentally observed metastable electrical behaviour in bulk CIGS [139,140]. While VSe

can explain the p-type persistent photoconductivity, VSe–VCu may account for the appearance
of a deep hole trap that appears at 260 meV above the valence band [139].

The discovery of the morphology enhancement action of Na is one of the main reasons for
the second technological step observed in the evolution of the record efficiency. However, the
mechanism behind this improvement is still not known exactly and may proceed by multiple
effects, two of the many being the effect of Na on thin-film growth and the incorporation of
Na into the lattice. During growth, incorporation of Na leads to the formation of NaSex that
can mediate the inclusion of Se into the film, preventing formation of the VSe donor [136].
Moreover, Na can delay the growth of CuInSe2 at temperature below 380 ◦C, requiring the
growth temperature to be increased and consequently increasing the stability domain of the
α phase. The incorporation of Na is, however, believed to occur at the film surface and grain
boundary [141]. Another interpretation has been proposed as Na–Se bonds were observed
experimentally [142]: Na may replace In or Ga so that NaIn;Ga is formed and acts as a shallow
acceptor, improving the p-type character of CIS. Replacement of Cu by Na has been proposed
and may prevent the formation of the deep defect InCu [143]. Both hypotheses can be valid,
but the large amount of Na required to grow device-quality CIGS is of the order of 0.1%
and such amounts of Na are not detected in the sample [144]. Thus, one may favour the
assumption that the action of Na is more predominant during film growth than by an actual
incorporation into the lattice.

The second hypothesis about the predominance of the α phase was the beneficial effect of
Ga. Similarly to Na, Ga addition acts on the growth by slowing down the process [136] and
also on the film itself due to its incorporation into the lattice. However, there is absolutely no
doubt about the presence of Ga in the lattice. Wei et al. [145] explained the improvement of
the film properties by the slightly different defect physics between CuGaSe2 and CuInSe2:
GaCu formation energy is higher than InCu so this compensating donor will be much less
likely to occur in the film. Moreover, the complex defect {2VCu

− + InCu
2 + } is less likely

in CuGaSe2 than its counterpart in CuInSe2. Therefore, the β phase is less probable in
CuGaSe2 and addition of Ga in CuInSe2 makes the domain of stability of β-phase shrink.
It was noticed empirically that there exists an optimum of Ga content around Ga/(Ga + In)
≈ 0.2–0.3 that makes the solar cells the most efficient [146]. Record cells [71] together
with commercial products [147] use such a ratio for their Cu(In,Ga)Se2 absorbers. Other
factors are known to impact favourably the growth of CIGS or the properties of the film-
like addition of sulfur or oxygen [132]. Grain boundaries play an intriguing role in the
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performance of CIGS solar cells. Indeed, while Si- and GaAs-based polycrystalline solar
cells suffer from large recombination at grain boundaries [148]. CIS polycrystalline solar
cells outperform significantly their single-crystalline counterparts: today, record efficiency
of 20% [12, 71] is achieved for polycrystalline to be compared with the lower efficiency of
the record single-crystal solar cell 13% [149, 150]. Usually, the grain size in CIS is rather
small and does not exceed the thickness of thin films i.e. 1–2 μm. As a comparison, the grain
size in polycrystalline Si can be larger than 5 mm. Once a grain boundary is formed, states
may appear in the bandgap and they can act as recombination centres. Such states result in
a charge that is cancelled by the formation of a depletion layer around the grain boundary.
Such a space-charge region induces a band bending of the valence and conduction bands:
consequently, the grain is thought to act as a hole barrier whose barrier height is defined
as �b. Grain boundaries in CIS are believed to originate from the polar (112) free surface
passivated with VCu, InCu and {2VCu

− + InCu
2 + } defects. As in that case the p–d repulsion

that governs the valence-band maximum behaviour is relaxed, removing Cu atoms will result
in the downshift of the valence band maximum: such internal valence-band offset 
Ev is
often called the neutral barrier as it does not depend on the space-charge region. The total
barrier is then �b

∗ = �b + 
Ev and is typically of the order of 0.2–0.3 eV. Under conditions
of illumination, the majority carriers might get trapped in the grain and therefore diminish
the grain charge and consequently �b. Therefore, 
Ev must be sufficient to prevent majority
carriers from reaching the recombination centre at the grain boundaries: 
Ev > 0:2 eV is
believed to be enough to eclipse such recombination process. Grain boundaries improve the
performance of the polycrystalline CIGS solar cell by extending the space-charge region of
the p-n junction [151]. They can also serve as a guide for minority-carrier current through
the junction. Such a view can only be possible if the grains are orientated perpendicularly
to the p-n junction. When grain boundaries are oriented parallel to the heterojunction, a
space-charge region results in a dead layer that prevents the current flow [152].

7.2.2.3 Optoelectronic Properties

CuInSe2 has a bandgap of 1.02 eV and CuGaSe2 1.68 eV [24]. By varying the stoichiometry
of the CuIn1–xGaxSe2 compound, i.e. adjusting x = Ga/ (In + Ga), the bandgap can be engi-
neered. The bandgap dependence on x is of the form Eg (x) = 1.02 + 0.67x + 0.11x (x − 1)
[153], but difference between sample can occur and this formula has to be adjusted. The
most efficient devices have a Ga content around 0.2–0.3 and thus bandgap energy around
1.1–1.2 eV [12, 71, 154]. The composition is not homogeneous in the absorber and bandgap
engineering is introduced via the variation of the Ga content. Composition gradings have a
strong impact on the device performance and will be discussed in detail hereafter.

Cu(In,Ga)Se2 presents p-type conduction. The doping level of Cu(In,Ga)Se2 is around
1016 cm−3 [156]. The shallow acceptor VCu

− is assumed to be the principal dopant, as calcu-
lated by ab initio [121], but InCu antisite is a donor impurity that compensates Cu(In,Ga)Se2.
As discussed before, it was calculated that several neutral defect complexes exhibit low
formation enthalpies, and in particular (2VCu + InCu) that has an enthalpy close to 0 or
even negative. This is beneficial to Cu(In,Ga)Se2 as it limits two defects, VCu and InCu,
in the bandgap region. Off-stoichiometry can thus be accommodated without formation of
high numbers of electronics states in the bandgap that would be harmful for the device
performance. However, several donor deep defects that compensate Cu(In,Ga)Se2 have been
reported (see Table 7.3). These defects are mainly studied by admittance or modulated
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Table 7.3 Electronic parameters of deep traps in Cu(In,Ga)Se2. (Data extracted from Igalson, 2011.
Copyright C© Springer, 2011.)

Hole capture
Electron
capture

Electrical Ec–Et cross section cross section Theory
activity (eV) (cm2) (cm2) Assignment [21]

Donor 0.19 6 × 10−17 (InCu

+ VCu)+
Ec – 0.2 eV

Donor 0.26 4 × 10−16 InCu
+ Ec – 0.26 eV

Donor 0.34 4 × 10−15 InCu
2 + Ec – 0.34 eV

Donor 0.47 < 10−18 5 × 10−16 OSe

Donor > 0.6 5 × 10−14 > 5 × 10−14 VSe
0

photocurrent spectroscopies. Despite intensive study their position and exact origin in the
Cu(In,Ga)Se2 layer are still under debate [155, 157–159].

Cu(In,Ga)Se2 is a direct semiconductor thus the absorption coefficient is high (Figure
7.10), as confirmed by spectrophotometry or ellipsometry measurements.

7.2.2.4 Cu(In,Ga)Se2 Grain Boundaries

Cu(In,Ga)Se2 solar cells are usually made of polycrystalline Cu(In,Ga)Se2 absorbers. The
typical grain size is around 0.5–1 μm [161]. Surprisingly, the devices do not suffer from the
polycrystalline character of the absorber, as polycrystalline devices are more efficient than
crystalline ones [162]. There are numerous studies on the Cu(In,Ga)Se2 grain boundaries
that can be controversial, showing at least variations between samples. Independent of the
composition of the film, it has been found that grain boundaries are both twin boundaries
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Figure 7.10 Absorption coefficient of Cu(In,Ga)Se2 absorber of bandgap 1.15 eV according to [26].
(Reproduced with permission from Klenk, 2006. Copyright C© John Wiley & Sons, Ltd, 2006.)
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Table 7.4 Material properties of the CuInSe2 compound. (Data extracted from Guillemoles, 1994.)

Property Value Unit
Lattice constant a 5.78 Å

c 11.62 Å
Density 5.75 g/cm3

Molar mass 336 g
Melting Temperature 986 C
Thermal expansion

coefficient at 273 K
(a-axis) 8.32 × 10−6 1/K

(c-axis) 7.89 × 10−6 1/K
Thermal conductivity at 273

K
0.086 W/cm/K

Dielectric constant Low frequency 13.6 ± 2.4
High frequency 8.1 ± 1.4

Mobility Electrons 100–1000 cm2/V/s
Holes 20–200 cm2/V/s

Effective mass Holes (heavy) 0.71
Holes (light) 0.092
Electrons 0.09

Intrinsic carrier concentration
(300 K)

2. × 1014 cm−3

Minority carrier lifetime Electrons 0.1–100 ns
Energy gap (300 K) 1.02 eV
Energy gap (0 K) 1.06 eV
Electron affinity 4.3–4.6 eV
Energy-gap temperature

coefficient
–2 × 10−4 eV/K

Energy-gap pressure
coefficient

0.028 eV/GPa

Hardness 3.2 × 109 N/m2

Compressibility 1.4 × 10−11 m2/N
Sound speed 2.2 × 105 cm/s
Debye temperature 222 K

(no dangling bonds or strain), which is a favourable situation, and nontwin, “random”, grain
boundaries [161, 163]. The effective grain-boundary recombination velocity is smaller than
103 cm/s at twin boundaries in highly efficient devices [164,165]. Nontwin boundaries have
higher recombination velocities, around 104 cm/s, which is the sign of a higher density
of defects [163, 166]. The low recombination velocity in twin boundaries can stem from
low defect density, passivation and/or an appropriate band diagram. Cu(In,Ga)Se2 grain
boundaries present a low band bending (< 200 mV), or even no bending [167], which reflects
a low concentration of charged defects. Oxygenation passivates defects at grain boundaries,
such as positive charges due to selenium vacancies [128, 168]. Thus, postdeposition annealing
can be desirable. It was shown that the presence of sodium, which diffuses from soda-lime
glass or is voluntary introduced, catalyzes the oxidation of selenium vacancies [169]. As
mentionned earlier, it was also proposed that the twin grain boundaries present negative
valence-band offsets. This originates from the Cu-poor composition of twin grain boundaries
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[36, 170], due to Cu vacancies and InCu antisites. This valence-band offset prevents holes
from recombining at grain boundaries. The Cu-poor composition of grain boundaries may be
due to the diffusion of Cd during chemical-bath deposition and consequent Cu outdiffusion
that would also lead to a strong n-type doping of the grain boundaries and thus provoke
inversion. For random grain boundaries Cu depletion is not systematic, but an anticorrelation
between Cu and In contents is seen [163]. Due to the negative band bending or even inversion
of grain boundaries, it was proposed that Cu(In,Ga)Se2 polycrystalline solar cells are self-
assembled nanostructured radial junction solar cells, which explains the excellent collection
efficiency [167]. In this respect, the multistage deposition process is particularly favourable,
as it leads to grain boundaries with more voids than single-step preparations, due to the
coalescence of Cu vacancies during the Cu diffusion between Cu-poor and Cu-rich phases.
These voids help CdS to cover grain boundaries deep in the absorber (up to 500 nm under
the free surface), and enhanced the radial junction behaviour [167].

7.2.2.5 Cu(In,Ga)Se2 Free Surface

The free surface of Cu(In,Ga)Se2 presents similarities with grain-boundary surfaces. In Cu-
rich Cu(In,Ga)Se2 films the Fermi level at the surface is nearly merged with the valence
band, due to the presence of Cu-rich binaries on the surface. For Cu-poor compositions
of the absorber, the surface presents a type inversion, with the Fermi level closer to the
conduction band than to valence band (and the Ef E f –Ev Ev difference can be as large as
1.1 eV). The surface composition of Cu-poor absorbers suggests the presence of an ordered
defect compound (ODC), i.e. a Cu(In,Ga)3Se5 phase. This compound has a higher bandgap
than bulk material (the bandgap of CuIn3Se5 is 1.23 eV and that of CuGa3Se5 is 1.8 eV)
and tends to exhibit n-type conduction. However, the doping of the ODC is too shallow to
be the source of a buried homojunction. It is more likely that defects such as Se vacancies
and InCu or GaCu antisites at the free surface that can provide more than 1014 charges/cm2

are the cause of the type inversion [128]. It seems that the presence of such surface defects is
thermodynamically favourable for the formation of the ODC, explaining their simultaneous
presence on numerous samples [24]. The defects on the free surface of Cu(In,Ga)Se2 can be
passivated by oxygenation and sodium, as for grain boundaries [128].

7.2.3 Device Properties

7.2.3.1 Device Operation and Performance

Cu(In,Ga)Se2 devices have reached 20% efficiencies [12], with impressive parameters for a
polycrystalline thin-film solar cells, given in Figure 7.11.

As explained above, the CIGS bandgap can be modulated easily by tuning the Ga/(In + Ga)
ratio of the absorber. As expected, this changes both Voc and Isc (Figure 7.12), while the Jsc

is decreased by the expected amount from the bandgap change (with a minor decrease in
collection efficiency), the Voc does not follow the bandgap increase beyond Ga/(In + Ga) >

0.3, yielding a maximum in the efficiency versus gap curve around 1.15 eV, and a global
shape of the curve in Figure 7.13, different from that expected from a Schockley–Queisser
argumentation.
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Figure 7.11 Current–voltage characteristic of state-of-the-art devices. (Reproduced with permission
from Jackson, 2011. Copyright C© John Wiley & Sons, Ltd, 2011.)

There have been explanations proposed on why there is such a sharp optimal composition,
and why the Voc increases with Eg much less than expected beyond the optimal composition.
Two models seem to prevail. In the first one, the increase of the bandgap causes a decrease of
the electron affinity of CIGS, to the point that the band line up with the buffer layer changes
from a spike (as in Figure 7.15 and Figure 7.18) to cliff-like, as evidenced by IPES studies,
and so the dominant recombination mechanism changes from bulk dominated (quasineu-
tral region in best devices or Schockley–Read–Hall in poorer absorbers) to heterojunction
dominated [171].

In a second model, it is the intrinsic quality of the absorber that degrades when the Ga
content is too large, and indeed, it seems that the growth mechanism is affected (as well as
the doping level) when Ga is increased [23, 146]. Of course, both possibilities could be true.

In the best devices, minority-carrier lifetimes down to 100 ns have been measured [172],
demonstrating the very high quality that has been achieved with UHV-grown samples. This
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values translates into Voc that are similar to those achieved with best single-crystal Si cells
(corrected for Eg differences, both having similar gaps). Mainly, it seems that the current is
still significantly below what could be achieved, compared again with c-Si solar cells.

When analyzing a typical quantum efficiency curve of a CIGS solar cell (Figure 7.14),
one finds important reflection losses, but also significant losses from the window layers
(optical absorption by free carriers in ZnO and by CdS), as well as a suboptimal absorption
in CIGS.
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7.2.3.2 Description of the Cu(In,Ga)Se2 Heterojunction: Different Models

The Cu(In,Ga)Se2 solar cell is a heterojunction. Determining the band diagram is not an easy
task, and depends on the material properties and specific deposition processes. We will give
a standard description of the cell and discuss the most interesting variants.

7.2.3.2.1 General Band Diagram (SCAPS)
A general description of the Cu(In,Ga)Se2 solar cell band diagram can be calculated with
SCAPS software [173] and the materials parameters given in ref. [156]. Figure 7.15 shows
the energy-band diagram for AM1.5 illumination under zero applied voltage. The absorber
presents a bandgap gradient, from 1.34 eV at the back contact to 1.08 eV at the front contact
(see Section 7.7.2.3.2.4).

7.2.3.2.2 Cu(In,Ga)Se2 Absorber
The Cu(In,Ga)Se2 absorber can be separated into two regions: majority charge carrier
depleted space-charge region and quasineutral region. In the space-charge region the electric
field due to the heterojunction is high, the conduction and valence bands are bent, and minor-
ity carriers drift towards the interface. In the quasineutral region the carries are subjected to
diffusion. Depending on the doping level of the absorber and window layer the width of the
space-charge region varies but is usually of the order of 500 nm at zero applied voltage [174].

7.2.3.2.3 CdS/Cu(In,Ga)Se2 Interface
The interface between CdS and Cu(In,Ga)Se2 is crucial for the device performance. The
physics of this interface is intricate, and we will shed light on the principal mechanisms at
stake.

The heterointerface is never defect free, due to lattice mismatch between Cu(In,Ga)Se2

and CdS for example. These defects can be centres of recombination. According to the
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Shockley–Read–Hall model, if we note Ed the energy level of the defects, we can define the
recombination rate as [175]:

U = SpSn
nIF pIF

a − n2
i

Sn
(
nIF + n1

) + Sp
(

pIF
a + p1

) (7.2)

where n1 = Ncexp (− (Ec − Ed) /kT ), p1 = Nvexp (− (Ed − Ev) /kT ), with Nc and Nv the
density of states in the conduction and valence band, nIF the density of electrons at the inter-
face and pIF

a the density of holes at the interface, on the absorber side, Sp and Sn the
recombination velocity for holes and electrons. In the case where the density of defects at
the interface Nd is important, the electron density at the interface (in the absorber or the
buffer) is higher than the hole concentration, such that nIF/Sp � pIF

a /Sn, and the defects
level is deep (near midgap), then nIF/Sp � n1/Sp and � p1/Sn. In this case equation (7.2)
becomes [176]:

U ≈ Sp pIF
a (7.3)

Thus, the recombination at the Cu(In,Ga)Se2/CdS interface is controlled by the hole concen-
tration pIF

a . Designs that tend to decrease pIF
a are thus beneficial for the device performance

as they will reduce interface recombination.
When the concentration of interface states Ni is sufficiently large, the Fermi level at the

interface can be pinned. The distance between the Cu(In,Ga)Se2 conduction band and the
Fermi level at the interface 
EFn is equal to [128, 177]:


EFn =

χ − q Ndd2

b

2εb
+ q Nddb

εb

(
Eg,a − φn

) + q NA,adbwa

εb

1 + q Nddb

εb

(7.4)

where 
χ = 
Ewb
c − 
Ec and 
Ewb

c is the conduction-band offset between the window
(subscript or superscript w) layer and buffer (subscript or superscript b), and 
Ec is the
conduction-band offset between the absorber (subscript or superscript a) and the buffer. ε is
the dielectric constant, Eg,a the absorber bandgap, φn the neutrality level of the interface states
with respect to the valence band edge, db the thickness of the buffer layer, that is supposed to
be completely depleted, NA,a the doping level of the absorber and wa the width of the space-
charge region in the absorber. It was calculated that for interface state concentration Nd above
1013 cm−2 eV−1, the Fermi level can be pinned, so that 
EFn = Eg,a − φn (doping levels of
CdS and Cu(In,Ga)Se2 are set to 1016 cm−3). As a consequence of Fermi-level pinning, the
surface of the absorber can be inverted, and a buried homojunction is created. This homojunc-
tion is desirable as it makes electrons become majority carriers at the interface, i.e. decreases
the density of holes at the interface, and thus interface recombination (equation (7.2)).

Depending on the bandgap of Cu(In,Ga)Se2 the conduction-band offset
Ec between
buffer and absorber can be positive or negative (In Figure 7.15, the band offset is positive).
Positive conduction-band offset occurs for bandgaps at the interface smaller than 1.3 eV, and
negative conduction-band offset for bandgaps higher than 1.3 eV. Positive band offsets are
desirable designs as the hole concentration at the interface becomes small, due to the high
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Figure 7.16 Effect of back and front surface gradient on solar cell parameters, for an absorber of
500 nm thickness with 0.2 eV of gradient (front surface gradient extends of 10 nm, back surface
gradient extends on 100 nm). (Data extracted with permission from Scheer, 2011. Copyright C© 2011,
Wiley-VCH Verlag GmbH & Co. KGaA.)

hole barrier φ
p
b (difference between valence band and Fermi level at the interface) (see Figure

7.18). For a negative band offset 
Ec the open-circuit voltage decreases proportionally to

Ec [16], due to a reduced φ

p
b and thus increased recombination velocity at the interface.

Thus, most cells present a positive conduction-band offset at the Cu(In,Ga)Se2/CdS interface.
The surface of Cu(In,Ga)Se2 can present a composition different from the bulk, forming

an ordered defect compound that tends to be Cu poor. This compound, that presents a high
concentration of defects, is often represented by a layer of the same material properties as the
bulk but with a positive valence-band offset [156]. Thus, this layer can improve the device
efficiency by an increase of the hole barrier.

Cu(In,Ga)Se2 absorbers often present front bandgap grading. This grading is set to have a
high open-circuit voltage, combined with a good short-circuit current density. The high open-
circuit voltage is due to the decrease of interface (or space-charge region) recombination due
to a higher bandgap at the Cu(In,Ga)Se2/CdS interface, and thus higher hole barrier φ

p
b .

The good short-circuit current density is maintained due to a smaller bandgap region in the
absorber. Front grading is thus highly desirable (Figure 7.16).

7.2.3.2.4 Back Contact
Cu(In,Ga)Se2 solar cell also generally present a bandgap gradient at the back contact. This
gradient is widely used in industrial processes, and is set to help carrier collection in the
absorber by repelling electrons from the recombining back contact [39, 178, 179], and thus
improve fill factor (Figure 7.16). This bandgap grading is especially crucial for the thinnest
devices or absorbers with small electron diffusion lengths. However, due to the grading the
average bandgap is increased and thus the absorption and short-circuit current are reduced.
The total effect on the solar cell performance is thus a balance between increased collection
and decreased absorption. The association of a front and back contact grading (16) is the
most efficient configuration, often referred to as V-shape. However, the bandgap grading has
to be controlled in order to avoid the formation of a notch, i.e. difference between minimum
and maximum bandgap that is too pronounced (Figure 7.17). This situation leads indeed to
increased recombination, by the capture of carriers in a potential well [39].

The back contact is also the location of recombination. Similarly to what we defined for
the Cu(In,Ga)Se2/CdS interface, the back contact can have a high recombination velocity.
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Figure 7.17 Temperature-dependent current–voltage characteristics of Cu(In,Ga)Se2 solar cell with
different bandgap gradings, measured by SIMS and shown on the right graph. All samples present a V-
shape gradient that is decreasingly pronounced from sample A to sample C. At lower temperatures, due
to the decreased thermal energy of the carriers, a deep gradient notch traps the carriers and decreases
the collection efficiency. At higher temperature, the effect of the notch is increased recombination, i.e.
smaller Voc. (Reproduced with permission from Chirilă, 2011. Copyright C© 2011, Nature Publishing
Group.)

7.2.3.2.5 Recombination Mechanisms
In a solar cell, the diode current is due to several recombination mechanisms.

As stated before there are several recombination paths in a Cu(In,Ga)Se2 solar cell
(Figure 7.18). The back contact (1), quasineutral region (2), space-charge region (3) and
Cu(In,Ga)Se2/CdS absorber interfaces (4) are the principal recombination paths. Due to
the high bandgap of the window layers, recombination is neglected there. The tunneling-
enhanced space-charge region and interface recombination are also depicted on the inset of
Figure 7.18. The tunneling of holes can indeed increase both recombination rates.
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Figure 7.18 Recombination paths: 1 back surface, 2 quasineutral region, 3 space-charge region, 4
interface. In the inset we detail the tunneling-enhanced space-charge region recombination 3′ and
the tunneling-enhanced interface recombination 4′. Tunneling increases the density of holes that can
participate in the recombination. The hole barrier φ

p
b at the interface is also depicted.

The two recombination mechanisms that cannot be avoided in a solar cell are radiative
recombination and Auger recombination. Radiative recombination is the inverse of optical
absorption: the direct recombination of an electron and a hole that emits a photon. The
radiative recombination rate is:

Rrad = B
(
np − n2

i

)
(7.5)
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where B is the radiative recombination coefficient. This coefficient is of the order of 10−10

cm3 s−1 in a Cu(In,Ga)Se2 solar cell [180]. The product np in the space-charge region or
quasineutral region is equal to n2

i exp (qV/kT ), due to the constant separation of quasi-
Fermi levels, and is equal to the applied voltage. Thus, the diode current corresponding
to radiative recombination has a voltage dependence in the termexp (qV/kT ), an ideality
factor of 1. The activation energy of the saturation current is equal to the absorber bandgap.
More generally the diode ideality factor A can be defined through the voltage dependence of
carriers [24] as:

(np)1/A = n2/A
i exp (qV/AkT ) = (Nc Nv)2/A exp

(−Eg/AkT
)

exp (qV/AkT ) (7.6)

The saturation current density is then:

J0A = J00Aexp (−Ea/AkT ) (7.7)

with J00A the reference saturation current density for the ideality factor A, and Ea the
activation energy of the saturation current that in this case equals the bandgap energy Eg. In
standard Cu(In,Ga)Se2 the radiative recombination is never limiting.

The Auger recombination is also intrinsic and the corresponding recombination rate is
RAuger = Cp

(
np2 − n0 p2

0

) + Cn
(

pn2 − p0n2
0

)
, where Cp(Cn) is the Auger coefficient for

the excitation of a hole (electron), by the recombination of an electron–hole pair. The Auger
recombination is more important when the carrier concentrations are high, and thus may
be substantial under intense illuminations, high forward voltages or high doping levels. The
Auger coefficients of Cu(In,Ga)Se2 are unknown. An interpolation from Auger coefficients
of direct-bandgap III-V semiconductors as a function of bandgap [181] gives values of Auger
recombination coefficient of Cu(In,Ga)Se2 (1.1–1.2 eV) around 10–30 cm6 s−1. Thus, this
mechanism is negligible in standard operation conditions. It should be noted that Auger
recombination does not follow the formalism of equation (7.7).

The other recombination mechanisms are related to the presence of defects, and may
be avoided by an optimum fabrication process. However, in Cu(In,Ga)Se2 solar cells, even
state-of-the-art devices are subjected to such recombination. We will review briefly the diode
current related to the different recombination paths of 18. The case of tunneling-enhanced
recombination is not treated here, and the reader is invited to refer to [24, 182].

7.2.3.2.5.1 Interface Based on the expression of recombination rate at the interface (equa-
tion (7.3)), supposing mid-gap defects, and highly asymmetric junction (εD ND � εA NA)
and the absence of Fermi level pinning and tunneling, the saturation current due to interface
recombination is [24]:

J0,IF = q Sp NA,a

(
Nc,w Nv,a

ND,w NA,a

)
exp

(
− E IF

g

kT

)
for 
Ec < 0

J0,IF = q Sp NA,a

(
Nc,w Nv,a

ND,w NA,a

)
exp

(
− Eg,a

kT

)
for 
Ec > 0

(7.8)
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It should be noted that in the case of a negative conduction-band offset, E IF
g is not the absorber

bandgap Eg,a but is smaller, E IF
g = Eg,a + 
Ec [24]. The ideality factor is 1, which is due to

the fact that only the hole quasi-Fermi level can vary with applied voltage.
In the case where the Fermi Level at the interface is pinned by interface charges above

midgap, and when electrons are majority carriers at the interface, the interface current density
becomes [182, 183]:

J0,IF = q Sp Nv,aexp

(
−φ

p,0
b

kT

)
(7.9)

where φ
p,0
b is the hole barrier at zero applied voltage, defined by the level of Fermi-level

pinning, Sp is the hole recombination velocity at the interface, in the case where all interface
states are empty of holes. As φ

p,0
b is temperature independent, it can be assimilated to an

activation energy. The diode ideality factor is 1.

7.2.3.2.5.2 Space-Charge Region Equation (7.2) is general and describes recombination
processes through traps. In the space-charge region with midgap defects, we can obtain the
expression of the saturation current as [24]:

J0,SCR = π/2 × kT

Fm

(
Nc,a Nv,a

τn0,aτp0,a

)1/2

exp

(
− Eg,a

2kT

)
(7.10)

where Fm is the electric field at the position of maximum recombination, τn0,a and τp0,a are
electron and hole minimum lifetimes (lifetime as minority carriers in a semiconductor of
the same defect density). The bandgap of the absorber Eg,a is the activation energy and the
ideality factor is 2. The physical reason behind this ideality factor is that both electron and
hole quasi-Fermi levels vary with applied voltage.

7.2.3.2.5.3 Quasineutral Region In the quasineutral region, the diode current depends on
the collection of carriers that governs the minority-carrier concentration. To discriminate
between back contact and quasineutral region recombination, we suppose that the absorber
thickness is high compared to the electron diffusion length. In the case of a deep defect, the
saturation current is [24]:

J0,QNR = q
n2

i

τn0,a NA,a
∫

QNR
ηc (z) dz (7.11)

where ηc (z) is the collection function, i.e. the probability for generated charge carriers
to be collected at the contact, which depends on the position z in the cell. The ideality
factor is 1. In the case of large applied voltages, the hypothesis of minority carriers is no
longer valid and the quasi-Fermi levels of both carriers move symmetrically to the defect
level, and thus the ideality factor is expected to increase and reach a value of 2 under high
injection.
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7.2.3.2.5.4 Back Contact Back-contact recombination is a dominant path if the diffusion
length of minority carriers is large compared to the quasi neutral region thickness. In this
limiting case, the saturation current is [24]:

J0,BC = q
Dn,an2

i

NA,a

1

dQNR
(7.12)

where dQNR is the width of the quasineutral region, and Dn,a the diffusion coefficient of
electrons in the absorber. This mechanism is scaled with the inverse of the absorber thickness,
thus it becomes predominant for thin and ultrathin samples.

We have seen the different diode currents and their dependence on voltage. We shall
discuss briefly the dependence on voltage of photocurrents.

7.2.4 Outlook

Several pathways are followed to improve CIGS solar cells in terms of efficiency and in
terms of material usage (especially In). Two of them are presented below.

7.2.4.1 Ultrathin CIGS

The concern about reducing the CIGS absorber thickness has been introduced by early
experimental studies in 1997–1998 in USA [184] and Japan [185], by using the classical
structure of CIGS solar cells, the CIGS layer being deposited by a coevaporation process
on Mo-covered glass substrates. Losses were identified on decreasing the thickness. Then,
this issue has been undertaken in a very systematic way by the group at the University of
Uppsala in Sweden in 2003 [186] and then at the National Renewable Energy Laboratory in
USA in 2006 [187]. These two groups proposed the same approach for reducing the absorber
thickness, consisting in directly growing the CIGS layer while adapting the existing process.
Most significant results are shown in Figure 7.19.

One can observe that decreasing the thickness below 0.4 μm reduces markedly the per-
formances of the cell, especially the short-circuit current due to insufficient absorption in the
CIGS layer. The open-circuit voltage is also markedly affected. In these best of practice levels
from the international state-of-the-art, ultrathin CIGS was not able to maintain sufficiently
high efficiencies for ultrathin layers, as noted recently [188], in contrast to the IRDEP group
effort, where efficiencies independent of thickness were achieved [67]. Moreover, from the-
oretical simulations, highly efficient (>16%) ultrathin CIGS solar cells would be possible if
excellent light trapping in CIGS could be achieved, with for instance lambertian reflectors at
the back contact [66, 189] and if electron mirror and p+ -doped electrical back contact can be
achieved [189].

The lack of efficient reflection at the CIGS/Mo layer interface led to attempts to replace
Mo layers with more reflective metallic layers like zirconium nitride [190] without signif-
icant results up to now. In parallel, the same group [188] was able to prepare 1.3–1.4 μm
films on Mo with almost no efficiency losses, but experienced 10% losses for 0.8 μm films
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(14.4% efficiency compared to 15.5%). Controlling the gallium gradient at the back con-
tact was a key point in order to reduce the recombination by a back surface field effect
for minority carriers, confirming previous studies on thinner films [186] and theoretical
evaluations [189].

The strategic approach of starting to avoid molybdenum by completely re-engineering
the back contact was introduced by the IRDEP group by using lift off and extremely precise
etching procedures [65, 191, 192] that offered for the first time the possibility to deposit
and optimise back contacts independently from the constraints coming from the deposition
step. This led to several breakthroughs, with devices with no photocurrent losses down to
0.3 micrometres, using reflecting gold as proof of concept and efficiencies maintained around
10% [65, 189, 191, 192].

The spontaneous tendency of CIGS films to peel off from Mo has been more considered
as a problem than an opportunity. A Japanese group, in parallel with the IRDEP group started
to consider the lift-off technique as a new process for CIGS solar cells [193, 194] but their
performances were significantly degraded. The approach of the IRDEP group, in contrast,
has been proven to be successful [65], and represents up to now the best practice at the
international level.

Advanced optical confinement studies CIGS cells are still at their beginning, as compared
to what is their status in the other technologies (thin-film Si) and mostly concern the reduction
of the optical losses at the front surface [195]. The first studies on thin and ultrathin devices
have been carried out by the IRDEP group [189], and their partners in particular with
plasmonic structures [196].

In conclusion, going to layers thinner than 1 μm requires replacing Mo by a more reflect-
ing layer, either by growing the layer directly on an alternative substrate, or by removing
it afterwards. The lift-off technique, which is under intense focus for other solar cells tech-
nologies (cSi, aSi, III-V), is taking off for the CIGS technology. Finally, it should be stressed
that for CIGS, advanced optical confinement is still at an early stage.

7.2.4.2 Concentration on CIGS

The challenges that the photovoltaic community is facing are the terawatt level develop-
ment, both from the point of view of material availability and fabrication facilities, in a
world of finite natural and financial resources, and the competition with cheap fossil energy
sources. Coupling two photovoltaic domains, thin films and concentrating photovoltaics,
could help meet these challenges. Thin films enable easy fabrication and high throughput,
whereas concentrating photovoltaics is raw material thrifty and enables high efficiencies.
This axis of research has not been explored much up to now [197–199, 200], due to resis-
tive limitations in thin-film solar cells. Thus, the advantages of concentration in terms of
material savings and efficiency gains were limited. A new thin-film solar cell architecture
that has inherently fewer resistive sources was needed and developed: microscale thin-film
solar cells.

7.2.4.2.1 Principle of Concentration on Solar Cells
The use of concentrated sunlight can be interesting for solar cells as it reduces the amount
of absorbing material necessary to produce a certain electric power.
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If the sunlight is concentrated by a factor C , i.e. C suns illumination also noted ×C , then
the photocurrent should be Jph = Jph,1sun × C . If we neglect series and shunt resistances,
and considering exp (qVoc/kT ) � 1, the open-circuit voltage becomes:

Voc = 2kT

q
ln

⎛
⎝−J02 +

√
J 2

02 + 4J01C × Jph,1sun)

2J01

⎞
⎠ (7.13)

Thus, the open-circuit voltage increases with the logarithm of concentration. At low
illumination, the diode current of ideality factor 2 dominates and the slope of the Voc −
ln(Jph,1sun) is 2kT/q, then at higher illuminations the diode current of ideality factor 1
dominates and the slope decreases to kT/q. Due to the increased open-circuit voltage, if
series resistance and temperature elevation are negligible, the efficiency under concentration
increases.

However, in real devices the efficiency reaches a maximum due to resistive losses that
cannot be neglected when the current density is sufficiently high. This optimum concentration
ratio can be calculated analytically in the one-diode formalism, and it can be shown that
the maximum in efficiency occurs when Jph Rs = C × Jph,1 Rs ∼ AkT/q, or C × Jsc,1 Rs ∼
AkT/q, if the collection factor is close to 1 at short circuit [201]. One can see that the
maximum in efficiency occurs at a concentration ratio inversely proportional to the solar cell
series resistance. Thus, its series resistance is too high, the maximum in efficiency occurs
at low concentration ratio and the efficiency increase that can be expected is limited. The
optimisation of concentrator cells towards the lowest series resistance possible is thus crucial.

7.2.4.2.2 Experiments of Concentration on Cu(In,Ga)Se2

A few experiments of concentration on Cu(In,Ga)Se2 solar cells have been conducted [197–
199, 200], but maximum efficiencies were obtained at low concentration (C<15). The
record Cu(In,Ga)Se2 solar cell under concentration was fabricated by the NREL in 2002,
its performance at × 1 and × 14 are given in Table 7.5 and Figure 7.20. This cell was 0.1
cm2, with a collecting grid. They claim that the efficiency at 14 suns was not yet limited by
series resistance as they found the same efficiency at × 50. The concentration of × 14 is
thus probably not the optimum efficiency, which lies between × 14 and × 50. The relatively
low optimum concentration ratio is the sign of a series resistance of the order of 0.5 ohm
cm2.

An interesting feature highlighted in the works of [197, 198, 200], is that devices that
behave poorly under low light intensity benefit more from concentration that good devices
because of the higher slope of Voc with concentration ratio, and also lower impact of shunt
resistance (Figure 7.21 left).

Table 7.5 Record Cu(In,Ga)Se2 solar cell under concentration. (∗) The value of Jscunder 1 sun is
inferred from that at 14 suns.

47. Concentration Voc (mV) Jsc (mA/cm2) FF (%) Efficiency (%)

1 647 36.4 (∗) 76.3% 17.9%
14 736 510.1 80.5% 21.5%
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Evolution of efficiency and open-circuit voltage with concentration ratio for the record Cu(In,Ga)Se2
solar cell (0.1 cm2). (Data extracted from [197].)

7.2.4.2.3 Concentration on Cu(In,Ga)Se2 Microcells
Because of series-resistance losses as well as thermal issues, it is beneficial to go down in
scale, especially for thin-film solar cells [202,203]. Cu(In,Ga)Se2 microcells can be fabricated
with microelectronics processes [202, 203]. Their lateral dimensions can vary from a few
micrometres to hundreds of micrometre. They performance under concentrated illumination
were tested with laser and natural lights, both yielding similar results (Figure 7.21).The
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Figure 7.21 (left) Voc vs. Jsc of microcells under laser and solar concentrated illumination. (right)
Open-circuit voltage as a function of short-circuit current density for a 25μm microcell of a sample
fabricated at IRDEP. The maximum theoretical Voc in the Shockley–Queisser limit is displayed by the
dashed grey line.
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Figure 7.22 Efficiency as a function of concentration for the record cell of IRDEP sample of diameter
50 μm. The star corresponds to the measurement under AM1.5 spectrum with a solar simulator.

photocurrent versus incident power was found linear up to Jsc of a few hundred amperes
per cm2.

The highest Voc measured on a microcell is 905 mV at × 4750. This corresponds to less
than 130 mV difference with the Voc of an ideal cell of the same optical bandgap (1.16 eV)
at the same concentration, according to the Shockley–Queisser approach.

In Figure 7.22 is plotted the efficiency versus concentration for the champion cell fab-
ricated at IRDEP. An efficiency of 21.3% was recorded under a ×475 equivalent solar
concentration using a laser (efficiency at the same Jsc). This result was made possible by the
low resistivity of the sample that enabled a maximum efficiency at ×475, which is a record
for thin-film solar cells.

7.3 KESTERITES

The sustainability of PV production is a real question as seen in the introduction, and the
development of a new PV technology based on abundant and preferably nontoxic elements
would alleviate the pressure on all PV technologies in term of resources. The kesterite part
is mainly based on ref. [204].

7.3.1 Advantages of CZTS

Recently, the CIGS scientific community started to work on Cu2ZnSn(S,Se)4 (CZTS), and
the enthusiasm was kindled by the fast increase of record efficiency of CZTS-based solar
cells, from the 2009 record of 6.7% [205] to the 2012 record of 11.1% [206], as shown
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Figure 7.23 Record efficiencies through time of the CZTS solar cells.

in Figure 7.23. CZTS has numerous advantages that could lead to its massive use as an
abundant, nontoxic, low-cost absorber for thin-film photovoltaic solar cells:

• It is a compound whose intrinsic point defects lead to p-type semiconductor behaviour.
• It has a direct bandgap and an absorption coefficient > 104 cm−1, which is suitable for

thin film photovoltaics applications [207–209].
• Its bandgap has been predicted [210] to be 1.0 eV for Cu2ZnSnSe4 and 1.5 eV for

Cu2ZnSnS4, and evidences of the bandgap tunability have been found via the variations
of Voc [211], as well as direct measurements of the variation of the bandgap between 1.0
eV for Cu2ZnSnSe4 and 1.5 eV for Cu2ZnSnS4 [212–216]. This tunability is of particular
interest for the manufacturing of absorbers with a bandgap between 1.1 and 1.5 eV, which
allow theoretical efficiencies higher than 30% [217]. For Cu2ZnSnS4 nanoparticles, higher
bandgaps (∼1.76 eV) were measured [218].

• Its crystallographic structure can accept some shifts from the stoichiometric composition
[219, 220].

• It includes Zn and Sn, which are, respectively, produced in quantities 20 000 and 500 times
bigger than In [221].

• It is possible to make CZTS solar cells just by replacing CIGS by CZTS in CIGS solar
cells, and such solar cells yielded efficiencies up to 11.1% [206]. The knowledge gathered
on back contacts, buffer layers and window layer by CIGS scientists can therefore be used
and adapted for CZTS solar cells. Nevertheless, for high-efficiency solar cells the processes
used for CIGS solar cells will need to be tuned. The buffer layer, in particular, will have
to be tailored in order to adjust the lattice matching, the valence- and conduction-band
offsets with CZTS.

• The grain boundaries (GB) seem to have the same beneficial properties for CZTS as for
CIGS, such as enhanced minority-carrier collection taking place at the GB [222–224].
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Figure 7.24 Cu2ZnSn(S,Se)4 compound in kesterite structure, according to [228]. (Reproduced with
permission from Hall, 1978. Copyright C© Mineralogical Association of Canada, 1978.)

7.3.2 Crystallographic and Optoelectronic Properties

This paper is focused on synthesis processes of CZTS, and thus will only briefly address
the crystallographic and optoelectronic properties. For more information on crystal and band
structure and defects in kesterites, the reader can find recent reviews dedicated to these topics
in refs. [225, 226].

7.3.2.1 Crystalline Structure

In the literature, Cu2ZnSnS4 and Cu2ZnSnSe4 (as well as Cu2ZnGe(S,Se)4 [227]) are
described by the structural models of two natural minerals: stannite (space group I-42m)
[228–230] and kesterite (space group I-4, Figure 7.24) [228]. These crystal structures are
very close, in both structures the cations are located on tetrahedral sites but their distribu-
tions on planes perpendicular to the c-axis are not the same. In addition, the position of the
chalcogen atom is slightly different in these structures [228–230].

• kesterite: (Cu + Sn) / (Cu + Zn) / (Cu + Sn), chalcogen in position (x,y,z), Figure 7.24;
• stannite: Cu / (Zn + Sn) / Cu, chalcogen in position (x,x,z).

In the rest of the chapter, “kesterite” will be used for the crystallographic structure, and
“kesterites” will be used for Cu2ZnSn(S,Se)4 compounds that are crystallised in kesterite-
type structure. X will be used for the chalcogens S and Se when an effect or properties can
apply to both of them (for example Cu2(S,Se) will be denoted Cu2X.

Due to their structural similarities, kesterite and stannite are very difficult to distinguish
by X-ray diffraction and Raman spectroscopy, and it is necessary to use neutron diffraction
[231, 232] to tell them apart. According to ab initio calculations, the most stable crystalline
structure is kesterite [233–237] and one study by ab initio calculations even suggests that
all observations of stannite structure for CZTS compounds were due to partial disorder
in the I-II (001) layer of the kesterite phase [227]. The Tallinn team observed 2 different
PL bands in a CZTS crystal, and proposes that they were due to two different phases:
kesterite and disordered kesterite [238]. One study suggested that this partial disorder leads
to inhomogeneity at the nanometric scale (1–5 nm), creating peaks and troughs in the band
structure of CZTS, diminishing carrier lifetime [239].
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Recent neutron diffraction [232] and anomalous diffusion [240] characterisations show
that CZTS crystallises in the kesterite structure, and synchrotron X-Ray experiments show
that this structure is dominant for temperatures < 876 ◦C (transition to a sphalerite cubic
structure) [232]. Raman characterisation suggests that the kesterite structure of the CZTS
presents a highly disordered distribution of Cu and Zn atoms [241].

The structural difference between Cu2ZnSnS4 and Cu2ZnSnSe4 is not clear. It seems that
the Se compound has larger lattice parameters as well as higher electric conductivity than
the S compound [212]. The bandgap of CZTS can also be tuned by incorporation of other
elements without changing the structure of the crystal:

• Ge (Cu2Zn(Sn,Ge)(S,Se)4), Ge-containing materials have bigger bandgap than their Ge-
free counterparts [242];

• (Cu2ZnSn(O,S,Se)4), oxygen increases the bandgap. Cu2ZnSn(O,S)4 materials have
bandgaps between 1.5 and 2.1 eV [243].

Concerning mechanical and thermophysical properties of CZTS, no experimental data are
available, but ab initio simulations were performed [244, 245]. The conductivity properties
have been studied [246], as have the elastic and optical properties [247].

Sulfur kesterites have XRD peaks very close to those of ZnS and Cu2SnS3 [231], and
Raman spectroscopy is necessary to tell them apart [248]. Nevertheless, it is not possible to
have a quantitative determination of the secondary phases by Raman. For such a purpose,
XENAS has been used [249].

7.3.2.2 Intrinsic Point Defect Formation

The kesterite structure allows for several types of point defects, which make discrete energy
levels appear, allowing p-type doping. As in the CIGS materials, the doping is obtained by
stoichiometry variations and not by extrinsic doping. Nevertheless, according to ab initio
calculations, the kesterite structure is less tolerant to these variations than the chalcopyrite
structure [234, 250–253]. According to point-defect measurements, the kesterites are sus-
ceptible to higher carrier recombination than chalcopyrite [224]. Measurements of the deep
defects of CZTS are reported in ref. [254].

Generally, the Sn–Se bond is much stronger than the Zn–Se and Cu–Se bond, leading to a
high formation energy of VSn [253]. Contrary to CIGS, the accepting defect the most easily
formed (and hence dominant accepting defect) is not VCu but CuZn [234, 251, 255–257].
Nevertheless some authors suggest the contrary [224, 258, 259]. This accepting defect is not
as shallow as VCu, possibly resulting in carrier freeze out, and could be the biggest issue of
CZTS concerning high-efficiency devices [206]. ZnCu substitutions occur at the 2c site and
CuZn at the 2d site [260, 231] (see Figure 7.24). The accepting defects are easily formed,
leading to difficult n-type doping [255]. The easy formation of CuZn accepting defects also
leads to low charge separation, a drawback that could be overcome thanks to the type-II
band alignment of the CZTS / CdS interface [251]. The most active recombination centres
are expected to be CuSn (InCu for CIGS), and the lack of defect complex (2VCu + InCu for
CIGS) is thought to lead to the higher defect concentration observed [261].
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Figure 7.25 Efficiencies of kesterites as a function of composition.

7.3.2.3 Metal Composition

The single-phase composition region is much narrower for CZTS than for CIGS. According
to the Tallinn team, single-phase CZTS monograin powders can be synthesised only from
a precursor mixture comprising metal ratios of Cu/(Zn + Sn) = 0.92–0.95 and Zn/Sn =
1.0–1.03 [262]. Nevertheless, a Rietveld refinement of anomalous dispersion measurements
revealed a Cu / (Zn + Sn) = 0.97, and Zn / Sn = 1.42 composition for kesterites crystals
[240], suggesting that the single-phase composition region is not as narrow as the Tallinn
team suggests.

Until now, only Zn-rich and Cu-poor materials gave high efficiency (see Figure 7.25), as
was already noted by the Nagaoka team [263]. In Zn-rich growth conditions, the kesterite
structure is tolerant to stoichiometry deviations by zinc excess and copper deficiency [263–
266], in the form of ZnCu and VCu vacancies, [267, 253], but high Zn content also leads to
structural disorder [268].

7.3.2.4 Bandgap Measurement

Absorbance measurements are not suitable for extracting the bandgap values, because the
absorption coefficient derived from spectrophotometric data on thin films is determined
by defect absorption and by measurement accuracy limitations [268]. In particular, ZnSe
[269] and Zn-caused disorders [268] lead to incorrect bandgap determination when it is
determined from absorbance measurements. PL measurements now confirm that the bandgap
of Cu2ZnSnSe4 is indeed around 1.0 eV at room temperature [270], whereas before that
publication the measured bandgap was around 1.5 eV. Suitable methods for measurement of
CZTS bandgap are PL, TR-PL and EQE measurements.
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7.3.3 Synthesis Strategies

7.3.3.1 One-Step or Two-Step Processes for Thin Films

For CIGS, the deposition techniques processes used to be classified as vacuum and nonvac-
uum techniques. For CZTS, the same approach was also used in different reviews [271–273].
Nevertheless, for CZTS, this classification is not accurate, because recent works showed
that low-cost deposition does not mean low-cost solar modules [274], and because of the
problem of binaries control during CZTS synthesis (see next section). We therefore decided
to classify the processes into one-step or two-step processes:

• Two-step processes, where the needed elements are first incorporated during an ambient
temperature step, followed by an annealing step. The chalcogen can be incorporated
into the precursor or during the annealing step. These processes allow the use of fast
and low-cost techniques for precursor deposition. Until now, and contrary to the CIGS,
two-step processes yielded the best efficiencies (more than 10%) [275]. IBM worked on
three such processes, the hybrid solution-particle technique [275], electrodeposition [276]
and coevaporation [277]. Other teams investigated numerous other deposition techniques,
such as codeposition by evaporation, nanoparticles deposition, sputtering, OA-CVD (open
atmosphere chemical vapor deposition), nanoparticles, and sol-gel.

• One-step processes, where all the elements are incorporated simultaneously. This type
of processes yields the better results for CIGS, but until now it was not the case for
CZTS. The best efficiency until now is 9.15% by coevaporation [278]. Only a few groups
published results for such processes, and very few had significant results in terms of solar
cell efficiency: NREL [278], Tallinn University [279], HZB [280]. Other groups tried
reactive sputtering and pulsed laser deposition (PLD). The method of Tallinn University
also introduces a huge difference in cell architecture, where 50 μm CZTS monograins
are synthesised in molten KI, wrapped in the buffer layer and attached to the substrate by
epoxy glue [281].

These processes are different, but the two types of processes (one-step and two-step) reached
high efficiencies (> 9%). Until now, it does not seem that one or the other is intrinsically
better, because, as we will see in the next sections, the key point is temperature and atmosphere
control during the one-step deposition or annealing step.

7.3.3.2 CZTS Formation

Similarly to CIGS, CZTS needs temperature between 500 and 600 ◦C to be synthesised.
Nevertheless, the chemical reactions are not yet completely understood, even though a
reaction path has been proposed [282]. There are successive reactions taking place in the
bulk of the layer between the elements leading to binaries, ternaries and finally the quaternary.

At room temperature, only metal binaries can form, for example Cu6Sn5 [282, 283],
Cu5Zn8 [284], Cu3Sn and CuZn [285]. At higher temperature, between 200 and 450 ◦C, metal-
chalcogenide binaries such as CuX, Cu2X, and SnX form [286–288], and for temperature
> 450 ◦C, CuxX binaries then react with Sn to form CuxSnyS [82]. At higher temperature
(between 550 and 580 ◦C [276, 285, 286, 289],), and for longer annealing time (∼ 8 h) or
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(a) (b)

Figure 7.26 SEM cross section of CZTSe films grown at the same temperature and constant deposition
fluxes, except Cu rates were adjusted to produce only (a) Cu-rich growth or (b) Cu-poor growth [261].
(Reproduced with permission from Repins, 2011. Copyright C© Cambridge University Press, 2011.)

one-step deposition at 500 ◦C [278, 283], ZnX reacts with Cu2SnX3 to form Cu2SnZnX4

according to the equation proposed by [282]:

Cu2SnX3 + ZnX → Cu2ZnSnX4 (7.14)

In order to control which reactions take place during the annealing step of a two-step process,
it is necessary to closely monitor the temperature of the layer, because, for example, too fast
an annealing can lead to liquid Sn bubbles formation, preventing the formation of large grains
[290]. For processes using elemental sulfur or selenium, fast annealing (a few minutes) is
possible, whereas for processes using H2S, which is less reactive than elemental sulfur, a
long annealing time (2–3 h) is necessary for the binaries to react completely and to form
large grains of CZTS [291, 292].

For one-step processes, Cu-rich growth conditions are needed at the beginning of the
reaction in order to foster growth of large grains [100, 278, 293], as shown in Figure 7.26.
Nevertheless, for both processes, the finished layer must be Zn-rich (see Section 7.7.3.2.3),
and in particular Cu2X-free [262] in order to get high photovoltaic efficiencies. If the layer
is not Cu2X-free at the end of the synthesis process, the subsequent cyanide etching leads to
possible voids and defects [289]. If Zn-rich growth conditions are used, ZnX formation is
promoted [250, 251].

Therefore, for one-step processes it is necessary to adapt the rate of deposition of each
element with respect to the reaction path, as well as control deposition temperature, because
higher temperatures can also increase grain size [261].

For two-step processes it is necessary to closely monitor growth conditions, and in par-
ticular prevent Cu2X formation and increase ZnX reaction with Cu2SnS3.

7.3.3.3 Atmosphere Control

Unfortunately, contrary to CIGS, the elements involved in CZTS synthesis are prone to
evaporation and sublimation. Zn sublimates at 430 ◦C [294], SnSe at 350 ◦C [288], SnS at
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370 ◦C and Sn evaporates at 460 ◦C [295,296]). Moreover, high temperatures promote CZTS
decomposition [297], according to the chemical equilibrium between CZTS and solid and
gaseous binaries [298–300].

Cu2ZnSnX4(s) ↔ Cu2X(s) + ZnX(s) + SnX(s) + 1/2X2(g) (7.15)

SnX(s) ↔ SnX(g) (7.16)

If the equilibrium of equation (7.15) is displaced towards the right member by SnX evapora-
tion, ZnX and SnX formation and SnX and X2 evaporation will occur, leading to a Cu2X-rich
layer, increasing layer resistance and preventing good photovoltaic efficiencies (see Section
7.7.3.3.7). It is therefore of the utmost importance to prevent CZTS decomposition as well
as binaries losses. The key to that is atmosphere control.

The equilibrium of equation (7.15) can be displaced towards CZTS by saturating the
atmosphere in one of the right-side members of the equation [293, 298, 300]. It is possible to
counteract SnX evaporation by introducing gaseous SnX during the thermal treatment [299],
but at the risk of SnX condensation at the end of the process [297]. It is also possible by
increasing the partial pressure of the chalcogen [301, 302], (but too high a partial pressure
can worsen the crystallinity of the CZTS [303]), by performing the chalcogenation in a
small closed volume [304], or by using a cap on the precursor layer during annealing [305].
Nevertheless, according to [300], the only way to stabilise CZTS during long annealing is to
provide both high SnX and S2 partial pressures. If the annealing takes place in a H2 atmo-
sphere, Zn loss can be prevented by using ZnS as a precursor [306]. Continuous evaporation
of Zn towards the substrate prevents the decomposition of CZTS in a coevaporation process
[278]. It also seems that the presence of MoX2 at the back contact pushes the reaction towards
the right member [307].

If atmosphere control is not good, annealing time is the next best lever on CZTS decom-
position, because if CZTS is synthesised and cooled rapidly, only a small quantity of binaries
will be lost. One paper compared slow and fast annealing [308]. It concluded that fast anneal-
ing is better than slow annealing because many different secondary phases were found with
slow annealing, without further explanation. Nevertheless, in this case slow annealing could
be linked to a badly controlled reaction atmosphere, leading to CZTS decomposition into
binary and ternary phases.

Concerning the key point of atmosphere control, strategies of synthesis should be slightly
different for one-step or two-step processes. For two-step processes, there seems to be
two stages during the annealing step: one short (a few minutes) step of CZTS formation,
and one longer (up to a few hours) step of grain growth. The control of the atmosphere
should be very accurate in the second step, and the reaction atmosphere could also be
completely different from the first step [293]. Fortunately, it is quite easy and inexpensive
to design annealing equipments that provide good static atmosphere control (that is to say,
equipments where nothing can either go in or go out). Nevertheless, vapor injection is trickier,
as it requires carrier gas, pressure measurements, leading to an equipment resembling an
evaporator.

For one-step synthesis, atmosphere control is not so easy, because reaction chambers are
designed for controlling the deposition rate and not the partial pressure of each element. In
order to prevent CZTS decomposition and binaries losses, Sn and chalcogen deposition rate
should remain high during the cooling phase, in order to counteract Sn loss [278].
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7.3.3.4 Metal Composition Gradient

The composition gradient either created by a variation of the rate of deposition of each
element in a codeposition or by stacked elements, has an influence on CZTS film properties,
because of Cu diffusion, Sn loss and chemical mechanisms of formation.

Concerning Cu, its diffusion can create voids at the back contact. Two-step processes,
especially when the precursor layer is a codeposited metal layer or stacked metal layers with
Cu as the first layer, are subject to these voids [289, 307]. Secondary phases are observed,
preventing the total formation of CZTS [309].

As explained in the previous paragraph (see equation (7.2)), Sn evaporates if the atmo-
sphere is not well controlled. Nevertheless, the loss of Sn could also be prevented by having
the Cu layer on top [265, 293].

Concerning the reaction mechanism, for stacked metals, it is beneficial to have Cu and
Sn in close contact for the formation of large CZTS grains [310]. If they are separated by
Zn or Zn(S,Se), the reaction between copper chalcogenides and tin chalcogenides, which
is necessary to form Cu2SnX3 [282], could be inhibited [311]. For stacked metals, Cu on
top seems to foster formation of CuxS, which may result in larger grains and denser films
[312]. For one-step processes, high Cu content at the beginning of the deposition promotes
the formation of large grains [278].

Concerning the composition gradient,

• For two-step processes, the Cu must not be deposited first, and Cu and Sn should be
in close contact. The possible combinations for stacks are therefore Mo/Zn(X)/Cu/Sn or
Mo/Zn(X)/Sn/Cu. The codeposition seems also possible, but with a Cu-poor composition
near the back contact.

• For one-step processes, the layer must be Cu rich at the beginning of the deposition in
order to promote the growth of large grains.

7.3.3.5 Chalcogen Composition Gradient

A chalcogen composition gradient can be beneficial, as it creates a bandgap gradient. When
inserting Se into CZTS, Se diffuses most easily in Cu-Zn-Sn-S precursors, and less easily in
CZTS or Cu-ZnS-Sn precursors [313].

7.3.3.6 Sodium

Sodium seems to have the same effects on CZTS as on CIGS: it promotes the growth of
larger grains, enhances conductivity and has a significant effect on film morphology, as was
demonstrated by SLG/borosilicate substrate comparison and dipping in Na2S [314, 315].
Nevertheless, contrary to CIGS, Na was not detected by XPS at the surface, meaning that
the Na diffusion in CZTS is smaller than in CIGS [316].

7.3.3.7 Device Properties

CZTS devices are similar to CIGS devices. The architecture is usually SLG/Mo/CZTS/
CdS/i-ZnO/ZnO:Al, as presented in Figure 7.27. Calculation showed that CdS has a suitable
band offset with CZTS [317] and until now, the most efficient solar cells were obtained with
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Figure 7.27 Classical architecture for CZTS solar cells.

a CdS buffer layer. According to SCAPS simulations, metals with higher work functions
than Mo, such as Au, In, Ni, Co, Mo, Pd, Pt, Re and W could improve Voc. [318].

Oxidation of the CZTS absorber by dipping in deionised water [205] or O2 annealing
[278] before deposition of CdS seems to improve efficiencies. As for CIGS, reducing the
time between absorber synthesis and CdS deposition to the minimum is of the utmost
importance [310].

A few variations of the architecture are known, especially for the buffer layer. Pure ZnS
does not seem to be a suitable buffer layer because of too high a band offset [317], but good
results were obtained with Zn(S,O,OH) [319] and In2S3 [320] by Solar Frontier. Nevertheless
for Zn-based buffer layer the optimal composition of the absorber layer seems to be less Zn-
rich (Zn/Sn ∼ 1) [319]. Other architectures were proposed: SLG / Mo / CZTS / a-Si / ITO
[321], a superstrate architecture (glass / FTO / CZTS) [322, 323], another superstrate (glass
/ FTO / TiO2 / In2S3 / CZTS / Mo) [324, 325] with 0.6% conversion efficiency, a flexible
substrate (Al foil / Mo / CZTS / ZnS / i-ZnO / ITO / Al-Ni) [326], and replacement of Mo
by ITO [323].

The literature is still quite poor concerning device properties, because very few high-
efficiency devices were synthesised yet. The IBM team started to investigate this field [275,
277, 327, 328], concluding that their devices were limited by the recombination at the
absorber / buffer interface, minority carrier lifetime and Schottky-type barrier in the back
contact, which appears to be caused by secondary phases and/or the MoSx interfacial layer
between CZTS and Mo [329].

Concerning the absorber / buffer interface, it seems that the surface of the CZTS is Cu-
poor, similarly to CIGS [316], or even Cu-free [330]. The KCN etching, which is also used
in CIGS processes to remove binaries from the surface, seems to etch Cu preferentially
and Sn to a lesser extent [293]. It also seems beneficial for removing Cu2X that increase
the resistivity of the layer [331, 332]. This causes a widening of the bandgap without type
inversion, which could be an easy way to tailor bandgap alignments [333,334]. It also seems
that the electronic structure of a Sn-depleted surface is not favourable for the formation of
well working p-n junction [279, 293]. In the case of Cu2ZnSnSe4, a thin layer of ZnSe at
the surface of the absorber was found to be current blocking [335]. Even small amounts of
tin binaries and ternaries at the interface were found to have a disastrous effect on the solar
cell properties, because of a low conduction-band edge [332]. HCl etching has been found
to remove ZnS completely and ZnSe to a lesser extent [336].

The conduction-band offset between CZTS and CdS was measured between 0.34 and
0.5 eV, which is somewhat above the optimal range of 0–0.4 eV and may contribute to lower
Jsc and the fill factor in the CZTSSe devices [337, 338]. Nevertheless, the spike-like “type
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Figure 7.28 CZTSe with ZnSe segregation at the back contact [261]. (Reproduced with permission
from Repins, 2011. Copyright C© Cambridge University Press, 2011.)

1” band alignment at the interface decreases recombination. Better lattice matching between
absorber and buffer could limit recombination at the interface, and using different buffers
with smaller lattice such as In2S3 or Zn(S, O, OH) could improve the efficiency of the devices
[339, 340]. ZnS does not seem to be a good buffer material because too high a CBO and
ZnO creates a negative band offset, which decreases the Voc [320]. In2S3 creates a slightly
positive CBO with CZTS, which is promising combined with its good lattice matching to
CZTS [320].

Concerning the back contact, ZnX was observed at the back contact [261, 310], as shown
in Figure 7.28, and it seems that increasing the ZnX content strongly impairs efficiency [249].
It was nevertheless speculated that ZnS could be less detrimental than previously thought
[277, 332] acting as a simple “dark” material. Binary losses that occur during annealing
makes Cu2X to diffuse towards the rear of the cell, could lead to a Cu2X / MoX2 mix, leading
to high resistance at the back contact. For the selenide compound, the device performance
was found to be reversely correlated to MoSe2 thickness [206, 341]. The MoSe2 thickness
can be controlled be adjusting the Se pressure during precursor preparation [341] or during
the selenisation step [302]. The formation of MoSe2 can be averted by using a TiN layer,
leading to much higher Voc [341].

Concerning minority carrier lifetime, it might not be such a problem, because as in CIGS
and CdTe, grain boundaries collect minority carriers and provide a current pathway for
them to reach the n-type CdS and ZnO layers [222] and for coevaporated absorbers, high
minority carrier diffusion length was measured (several hundreds of nm [277]). Nevertheless,
it seems that grain boundaries are Cu-rich, which could increase recombination rates and
thus diminishing Voc [342]. Cu-rich absorbers were found to have lower Voc than Cu-poor
ones [262], probably in relationship with Cu2X formation. Longer minority-carrier lifetimes
were measured in low-bandgap materials, such as CZTSe, than in high-bandgap devices
[342]. The difference between Eg in eV and Voc in V, called the Voc deficit, can therefore be
decreased by diminishing the bandgap as well as tightly controlling the formation of Cu2X
or its removal by KCN etching.

For high efficiency, it is important to focus both on absorber quality and on interfaces
between the absorber and the back contact and buffer. The CuxX binaries control seems to
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be a key point for both absorber and interface quality. Fortunately, the CIGS community
has strong experience in such problems, and hopefully it will be possible to optimise these
interfaces much faster than for the CIGS.

The field of CZTS solar cells is young, and until now it is difficult to point to certainties.
Nevertheless, it seems that these assumptions start to be viewed as “common knowledge” in
the community:

• CZTS has kesterite structure;
• the bandgap is tunable between 1.0 eV (Cu2ZnSnSe4) and 1.5 eV (Cu2ZnSnS4);
• the synthesis atmosphere must be controlled carefully;
• binary formation control is a key point for high-efficiency devices;
• Zn-rich materials yield better results (when using a CdS buffer layer).

Nevertheless, there are numerous questions still, such as

• What are the crystalline defects, how are they formed, what role do they play in the
structure?

• What is the reaction path to CZTS, how to control binaries formation?
• What is the role of sodium during crystal growth?
• How should interfaces be tailored for best solar efficiency.

More and more scientists from the CIGS community now work on CZTS solar cells. The
problems encountered in CZTS solar cells are quite similar to the ones of CIGS solar cells,
and similar methods can be used to solve them. There is no clear superiority of two-step
processes over one-step processes, even if until now the best results were obtained with
one-step processes. For both types of processes, a focus on binary control formation by
atmosphere control and adaptation of interfaces to kesterites materials are the key points for
increasing photovoltaic efficiencies for both types of processes.
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[31] D. Brémaud and A. N. Tiwari, “Flexible Cu(In,Ga)Se2 Solar Cells and Technologies,” in Proc-
cedings of the 22nd European Photovoltaic Solar Energy Conference, Milano, 2007.

[32] D. Boyd and D. Thompson, Kirk-Othmer Encyclopaedia of Chemical Technology, 3rd edn, 11.
Wiley & Sons, 1980.

[33] M. Martı́nez, C. Guillén, A. Morales, and J. Herrero, “Arrangement of flexible foil substrates
for CuInSe2-based solar cells,” Surface and Coatings Technology, 148, no. 1, pp. 61–64, 2001.

[34] F. Kessler, D. Herrmann, and M. Powalla, “Approaches to flexible CIGS thin-film solar cells,”
Thin Solid Films, 480–481, pp. 491–498, 2005.

[35] J. R. Tuttle, A. Szalaj, and J. Keane, “A 15.2% AMO/1433 W/kg thin-film Cu(In,Ga)Se2 solar
cell for space applications,” in Photovoltaic Specialists Conference, 2000. Conference Record
of the Twenty-Eighth IEEE, 2000, pp. 1042–1045.
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8.1 INTRODUCTION

Solution-processed bulk-heterojunction solar cells have gained serious attention during the
last few years and are becoming established as one of the future photovoltaic technologies
for lowest-cost power production. The first products became realistic after the OPV (organic
photovoltaics) efficiency has rather rapidly increased from a ∼1% in 1999 to almost 7% in
2009 and to beyond 12% in 2013. This chapter reviews a few of the essential technologies
around the OPV science that are relevant for the realisation of first products [1–4].

Most of the review articles in the field of OPV are very focused on the fundamental
science, the materials and their optical and electrical properties as well as device physics.
These disciplines are certainly essential to continue driving this technology towards higher
efficiencies, and also fascinating from a scientific point of view. However, realisation of
a photovoltaic product requires more than excellent materials for outstanding good cells.
It requires a whole product technology to be developed around the cell technology. This
chapter reviews the state-of-the-art in some of these technology disciplines, which have a
major contribution to the progress of OPV as a commercial solar technology.

Section 8.2 will discuss various aspects of morphology formation in organic bulk-
heterojunction solar cells. The relevance of processing conditions, of ink formulation and
the use of additives will be reviewed. Section 8.3 reviews the progress in selected interface
materials, which are decisive not only for the solar cell performance but also for the long-time
stability of the solar cell. Section 8.4 presents and reviews the concept of multilayer solar cells
(tandem solar cells) for OPV. Section 8.5 explains the relevant design criteria for electrodes
suitable for OPV. Vacuum deposition vs. solution processing of electrodes makes a major
impact on the costs of a solar cell as well as on the productivity of the production process.
Nonindium-based or non-TCO-based electrodes is another aspect that gets addressed in this
section. Finally, Section 8.6 concludes by reviewing the overall production process and here
especially the printing processes for the semiconductor layer.

Despite great progress in fundamental aspects of organic photovoltaics, including trans-
port, charge generation, numerical simulation of J–V curves, models to correlate material
properties with solar cell performance as well as financial forecasts and life-cycle analysis
studies, this review will focus more on performance and lifetime of bulk-heterojunction
composites from polymer fullerene blends. It is the purpose of this contribution to give a
state-of-art-report on the plastic solar cells based on conjugated polymers from the post-P3HT
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era between 2005–2010, where the fundamentals for OPV were developed. This period was
especially important for the progress of OPV – not only was the basis of the materials classes
laid out, but also the relevant device architectures and device concepts. Since this review was
majorly designed under educational aspects, it appears very worthwhile to review this period
in more detail. Results from other organic solar cells like dye-sensitised liquid electrolyte [5]
or solid-state polymer electrolyte cells [6], pure dye cells [7, 8] or small-molecule cells [9],
mostly based on heterojunctions between phatolcyanines and fullerenes or perylenes [10]
will not be discussed.

8.2 MATERIALS AND MORPHOLOGY

One of the most challenging parts to further increase the efficiency potential of organic solar
cells undoubtedly is the design of organic semiconductors that offer better photon harvesting
across the entire solar spectrum, better charge-transport properties, better environmental
stability, and, the right morphology between the donor and acceptor [11–15].

The beginning part of the current section is devoted to a brief overview on promising donor
and acceptor (D/A) materials with potential to push the efficiency of organic solar cells beyond
7%. Despite the great progress of several different organic/hybrid approaches like solution-
processed or evaporated small molecules, polymer–polymer blends or organic−inorganic
blends, this review will focus exclusively on bulk-heterojunction composites from polymer–
fullerene blends.

The primary excitations in organic semiconductors are Coloumb bound electron–hole
pairs, so-called excitons. In an excitonic solar cell, the external quantum efficiency is governed
by the product of the photon absorption (ηA), the exciton diffusion efficiency (ηED, the
fraction of photogenerated excitons that reaches a donor/acceptor interface before they want
to recombine) and ultimately the charge-carrier collection efficiency (ηCC, the likelihood for
free charge carriers that are dissociated at the donor/acceptor interface to reach the respective
anode and cathode electrodes).

ηEQE = ηA × ηED × ηCC (8.1)

The quite large exciton binding energy in organic semiconductors can be overcome by using
semiconductor couples with different electron affinity. Here, one semiconductor serves as the
donor-type molecule, while the second semiconductor is of an acceptor type. The quantum
efficiency of charge generation for such a donor–acceptor couple can be as high as one for
a composite with properly chosen electronic levels. The charge dissociation happens at the
interface of the two semiconductors. The simplest solar cell configuration for such a material
composite is a bilayer. A bilayer configuration allows generation of excitons over all the
semiconductor phases, but charge separation occurs exclusively at the planar interface of
the two materials. As such, the exciton diffusion length Lexc should be as large as possible
(Lexc = √

Dexcτexc with Dexc the exciton diffusion coefficient and τ exc the natural exciton
lifetime) Unfortunately, most organic semiconductor materials are amorphous in nature and
have exciton diffusion lengths in the single-digit nm regime [16–19]. Such short exciton
diffusion lengths are a severe limitation and typically restrict the power efficiency ηEQE for
bilayer cells to the low single-digit efficiency regime.

A revolutionary concept to tackle this issue was the intermixing of two D/A materials
in one layer, in a structure known as a bulk heterojunction (BHJ). In this configuration,



PRINTED ORGANIC SOLAR CELLS 219

the arrangement of the two semiconductor components can take place in a way that pro-
vides a large interface between the donor and acceptor phases and obviously reduces the
requirement of large exciton diffusion lengths. Bulk-heterojunction composites can have a
charge-generation efficiency of unity once the average separation of the two components is
in the dimension of twice the exciton diffusion length. The desired case for an efficient oBHJ
photovoltaic (PV) is an interpenetrating network formed from nanoscale phase separation of
D/A domains to guarantee both: on the one hand, an efficient free charge-carrier generation,
and on the other hand, a continuous pathway for an efficient transport of the positive and
negative carriers toward their relative electrodes [20–24].

Following the section on the alternative materials for organic photovoltaics (OPVs), an
overview is given regarding the influential parameters on morphology and some recent
experimental studies are discussed in more detail. The current state-of-the-art in morphology
study through novel characterisation tools is reviewed and subsequently the importance
of providing a 3-dimensional image of film organisation is stressed. The final sections
discuss some theoretical models for predicting and understanding the morphology and,
finally, techniques to control the morphology are addressed.

8.2.1 Organic Semiconductors

The first years of OPV were dominated by poly[2-methoxy,5-(2′-ethyl-hexyloxy)-p-
phenylene vinylene) (MEH-PPV)/C60 composites, which were later substituted by the better
processable combination of poly[2-methoxy-5-(3′,7′-dimethyloctyloxy)-1,4-phenylene viny-
lene] (MDMO-PPV)/1-(3-methoxycarbonyl) propyl-1-phenyl[6,6]C61 (PCBM) [25–32].
Because of the rather large gap and low mobility of the PPV-type polymers, efficiencies
remained at 3% at best [33–36], and the general interest in this class of material has faded.
During the last 5 years research efforts became focused on poly-alkyl-thiophenes, and here
especially on P3HT. In 2002 the first encouraging results for P3HT:PCBM solar cells with
a ratio 1:3 in weight were published [37]. The short-circuit current density was the largest
ever observed in an OSC (8.7 mA cm−2) at that time, and resulted from an EQE show-
ing a maximum of 76% at 550 nm. This paper appeared to be a starting point for a rapid
development for the P3HT:PCBM blend, followed quickly by the first explicit reports on
efficiency enhancement in P3HT:PCBM cells due to thermal annealing [38]. The main devel-
opment over recent years has consisted in understanding and optimising the processing of
the active layer and especially the device annealing conditions that appeared to be mandatory
to achieve high efficiencies until recently. The optimum P3HT:PCBM ratio for that is about
1:1 in weight, and the two best-suited solvents for this blend are chlorobenzene (CB) and
ortho-dichlorobenzene (DCB).

The efficiency limitations of organic solar cells have been described earlier [39, 40]
discussing the importance of the bandgap, the HOMO and LUMO levels of the donor and
the acceptor molecules. The maximum short-circuit current is determined by the smaller
optical bandgap of the two materials and the Voc is proportional to the difference between
the HOMO level of the donor material and the LUMO level of the acceptor compound. For
an efficient charge generation in the donor–acceptor blend a certain offset of the HOMO and
LUMO-levels (
EHOMO, 
ELUMO) is required [41], which is believed to be a few hundred
meV. The chemistry of conjugated polymers offers powerful methods to tune the HOMO and
LUMO levels and to modify the bandgap of the material. In the so-called donor–acceptor
approach [11, 42] alternating electron-rich (donor D) and electron-poor (acceptor A) units
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are coupled together to form the polymer backbone. For such a (-D-A-)n polymer a second
resonance structure (-D+ -A−)n gains importance with respect to the neutral structure and
increases the double-bond character of the single bonds in the polymer. This consequent
reduction of the bond-length alternation effectively modifies the HOMO and LUMO level
and the bandgap of the polymer. Several promising candidates have been synthesised and
a noncomprehensive selection of materials will be discussed in the next section. At this
point we would like to stress that a favourable arrangement of the HOMO and LUMO levels
of the donor and the acceptor materials is a prerequisite for highly efficient solar cell. In
addition, an optimised nanomorphology of the donor–acceptor composite as well as sufficient
charge transport (charge carrier mobilities in range of 0.001 cm2/V s) is necessary for high
power-conversion efficiencies.

8.2.1.1 Promising Donor Materials

Figure 8.1 summarises a selection of promising structures that were discussed in the initial
phase of the post-P3HT period [43–48]. Most of the structures are from the material classes
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Figure 8.1 Promising polymers for OPV devices (1) poly[9,9-didecanefluorene-alt-(bis-thienylene)
benzothiadiazole], [43] (2) APFO-Green 5, [44] (3) poly[N-9′-heptadecanyl-2,7-carbazole-
alt-5,5-(4′,7′-di-2-thienyl-2′,1′,3′-benzothiadiazole)], [45] (4) poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-
cyclopenta[2,1-b;3,4-b′]-dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)], [46] (5) poly{5,7-di-2-
thienyl-2,3-bis(3,5-di(2-ethylhexyloxy)phenyl)-thieno[3,4-b]pyrazine}, [47] (6) platinum(II) polyyne
polymer [48].
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of the thiophene-, fluorine-, carbazole- and cyclopentadithiophene-based copolymers. In
addition, one typical low-bandgap polymer and a metallated conjugated polymer are dis-
cussed. All compounds have been tested in bulk-heterojunction solar cells in combination
with PCBM. These materials have an efficiency potential between 7–10%, and, for some of
these material classes, efficiencies beyond 7% were reported.

8.2.1.1.1 Fluorene-Based Copolymers
In past years several different polyfluorene copolymers were prepared and tested in solar
cells. Polyfluorenes quickly became the leading donor–acceptor structures, and, most of the
acceptor units relevant for OPV applications were designed and tested for polyfluorenes
[43, 44, 49–51]. Andersson et al. prepared more than 10 different compounds called APFO
polymers. This class of polymers offers a sufficient large variability in the position of the
HOMO/LUMO levels, and polymers with a low bandgap showing a photosensitivity down
to 1 μm (polymer 2, Figure 8.1) were demonstrated. The APFO-family is a successful
demonstration of the donor–acceptor approach and illustrates the high potential of this
material class for organic solar cells. Bulk-heterojunction solar cells based on a blend of
polymer 1 (Figure 8.1) and PCBM were reported with a hero efficiency of 4.2% (AM1.5
corrected for the spectral mismatch). The external and internal quantum efficiency [43] of
these devices was found to have maximum values close to 60% and 75%, respectively, though
the good performance of this polymer is mainly attributed to the high Voc of ∼1 V, which can
compensate the rather low short-circuit current (7.7 mA/cm2) and fill factor (54%). A high
open-circuit voltage is a typical feature of fluorene-based polymer devices as the polymers
often have a low-lying HOMO level. An interesting variation of polymer 1 in Figure 8.1
is obtained by replacing the fluorene unit by dibenzosilole [52, 53]. Replacing the bridging
C atom of the fluorene by a Si atom is motivated by the expectation of a positive impact
on the charge-transport properties. This idea is supported by the work of Wang et al. [53]
reporting an uncertified power-conversion efficiency of 5.4% for a alternating copolymer of
2,7-silafluorene and 4,7-di(2′-thienyl)-2,1,3-benzothiadiazole PCBM mixture.

8.2.1.1.2 Carbazole-Based Copolymers
A few recent reports [45,54] described the use of a carbazole-copolymers in solar cells. This
material class appears to have identical electrical and optical properties as the polyfluorene
class. Blouin et al. tested polymer 3 from Figure 8.1 in bulk-heterojunction solar cells with
PCBM. Best device performance was in the range of 3.6% (measured at 90 mW/cm2, AM1.5,
not certified or verified by external quantum efficiency (EQE) measurement) with a high Voc

of 890 mV and a high FF (63%). Overall, this specific polymer performed very similar to
the polyfluorene or poly-silafluorene pendants (structure 1 in Figure 8.1). Further work from
the Heeger group in cooperation with the Leclerc group demonstrated that polycarbazole-
based polymers can be as efficient as polyfluorene-based polymers, and a record effi-
ciency of 6% was presented by Heeger et al. and later certified and repeated by several
groups [55].

8.2.1.1.3 Cyclopentadithiophene-Based Copolymers
Cyclopentadithiophene-based polymers have attracted a lot of attention in the last
two years [46, 56–58], with poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′]-
dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)] [PCPDTBT, structure 4 Figure 8.1] as the
most prominent candidate of this novel class of copolymers. This polymer is a true
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Figure 8.2 NREL certificate of the device Si-PCPDTBT-type-based device LS1 submitted to NREL
by Konarka. (Reproduced from NREL.)

low-bandgap material (Eg∼1.45 eV) as well as an excellent charge transporter [59] with high
hole mobility, thereby fulfilling all the requirements for highly efficient solar cells. When
PCBM is blended into PCPDTBT, an unfavourably intimate nanomorphology is formed and
the composites typically suffer from short carrier lifetimes and considerable recombination
[46]. It takes the use of additives like alkanedithioles to form a more course nanomorphol-
ogy. Heeger and coworkers [1] investigated the use and function of these additives in great
detail, and reported solar cells with uncertified efficiencies beyond 5% for PCPDTBT:PCBM
composites.

As an alternative to the processing additives, minor modification in the backbone of
PCPDTBT also allowed to optimise the device performance. Figure 8.2 shows an NREL
certificate for a PCPDTBT-type polymer, where the C atom bridging the two thiophenes
was substituted by a Si atom [60]. Solar cells using a blend of PC70BM and the Si-bridged
PCPDTBT-type polymer deliver a short-circuit current of ∼15 mA/cm2 and a Voc of 575 mV
resulting, together with a FF of 61%, in an efficiency of ∼5.2%. The EQE of the certified
device reaches ∼63% at ∼780 nm with an estimated internal quantum efficiency (IQE) of
85% at the same wavelength. Alternative acceptor units allowed the efficiency of bridged
bithiophene polymers to be raised into the 7–8% regime.
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The only drawback of PCPDTBT is the rather high-lying HOMO level (∼ –5.2 eV) that
does not allow open-circuit voltages higher than 600–700 mV when mixed with PCBM. The
current research is therefore focused on two strategies to overcome this limitation. On the
one hand, synthetic efforts are strengthened to design novel bridged bithiophene copolymers
with lower-lying HOMO levels, on the other hand, novel acceptors with higher-lying LUMO
levels are investigated [61].

8.2.1.1.4 Metallated Conjugated Polymers
Metallated conjugated polymers have attracted a lot of attention as emitter materials in light-
emitting diodes (PLED) [62–65]. The metal atom integrated into the polymer backbone can
increase the mixing of the first excited singlet and triplet states leading to higher electro-
luminescence quantum efficiencies of PLEDs. In contrast, metallated conjugated polymers
have rarely been tested as donor materials in bulk-heterojunction solar cells [66,67]. In early
reports, power-conversion efficiencies significantly below 1% were published. Recently,
Wong et al. [48] demonstrated highly efficient bulk-heterojunction solar cells using poly-
mer 6 in Figure 8.1 as donor and PCBM as acceptor material. The authors report ∼5%
power-conversion efficiency with EQEs as high as 87% at 570 nm. Several groups raised
serious doubts that the reported efficiencies were significantly overestimated, [48, 68] and a
verification by an independent institution is still missing today. Nevertheless, the concept to
design polymers involving triplet states and long-living triplet excitons in charge generation
could become interesting for a next-generation organic PV material.

8.2.1.2 Promising Acceptor Materials

PCBM [30] was first reported in solar cell applications in 1995 [25] and since then, no signif-
icantly better acceptor has been found. The ideal acceptor material for a bulk-heterojunction
solar cell should have a strong absorption complementary to the absorption profile of the
donor. Furthermore, the LUMO level offset of the donor to the acceptor needs to be optimised
to ensure efficient charge transfer and a high open-circuit voltage at the same time. Finally,
the acceptor needs to exhibit sufficient electron mobility in composites with the donor. Sev-
eral acceptor molecules have been tested in bulk-heterojunction solar cells, among them
conjugated polymers, fullerenes, carbon nanotubes, perylenes and inorganic semiconducting
nanoparticles [69]. So far, only derivatives of C60 and C70 were reported to give highly
efficient BHJ devices, despite the fact that the position of the HOMO and LUMO levels and
the optical absorption are not ideal for most of the donor polymers [40].

A significant number of other C60 and C70 derivatives have been synthesised to improve
the processability, to vary the HOMO–LUMO levels or to influence the morphology in
blends with conjugated polymers. [70–72] Despite all these valuable efforts, it is the shift
of the acceptor LUMO level that can give the biggest boost in efficiency. In the case of
P3HT:PCBM blends the acceptor level offset is ∼1 eV. More than 50% of the available energy
after photoexcitation is lost. A reduction of the LUMO offset would directly be translated in
an increased open-circuit voltage. A novel acceptor with a ∼ 600 mV higher-lying LUMO
level compared to PCBM could theoretically double the efficiency of poly-3-hexylthiophene
(P3HT)-based bulk-heterojunction solar cells. Up to now only small shifts (<100 meV)
of the LUMO level of derivatised C60 have been achieved by attaching electron-donating
group to the carbon cage [70] but, at the time this review is being written, several groups
(Hummelen et al., Plextronics, Nano-C, etc.) reported independently from each other and
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successfully demonstrated an exciting pathway to utilise fullerene multiadducts, which have
100–200 mV higher-lying LUMO values compared to pristine C60 [61]. Record efficiencies
beyond 6% were reported for P3HT-based cells with bis-indene C60 and C70 adducts.

8.2.2 Control of Morphology in oBHJ Solar Cells

The interplay between a number of intrinsic and extrinsic parameters determines the final
morphological arrangement in the active layer. The intrinsic properties include the inherent
properties of the donor and acceptor (the chemical structure, molecular weight and others)
and the interaction between the two components such as their crystallinity and miscibility,
while the extrinsic variables are connected with the device fabrication and depend on several
factors such as donor–acceptor molar ratio, selection of solvent, coating techniques and
conditions, thermal treatment, etc. [73].

8.2.2.1 Molecular Weight and Regioregularity

As an example of a material intrinsic influence on morphology, we refer to the strong impact
of regioregularity (RR) degree (defined as the percentage of monomers adopting a head-
to-tail configuration rather than a head-to-head) and molecular weight on morphology of
P3HT:PCBM. It has been reported by several groups that those factors alter the absorption
feature and charge-carrier mobility of the device due to the different organisation of polymer
chains and domains. Regioregularity in P3HT leads to the formation of lamellar-type struc-
tures (crystallites) in the solid state. The higher RR degree enables closer packing of these
lamellae such that the optical and charged excitations adopt some interchain character. But
even though the influence of RR on chain packing and ordering is well described in pristine
P3HT film, its role in P3HT:PCBM blend film was ambiguous for quite some time. For the
blend films, Kim et al. [74] ascribed the beneficial effect of higher RR and annealing on solar
cell performance to the enhanced intraplane stacking and under this circumstance, the large
increase in the Jsc was explained by partly increasing absorption in parallel with fewer deep
traps in the high RR blend films. Recently, Frechet et al. [75] have reported that high RR is
not always a prerequisite for obtaining a high solar cell performance and even a lower RR
could be beneficial to the thermal stability of the device as a result of less crystallisation-
induced phase segregation of PCBM. These findings are still somewhat in contrast to those of
other groups [76]. Optical microscope images of P3HT:PCBM films with different degrees
of RR confirm the formation of many large needlelike PCBM crystals that get longer as RR
increases (as shown in Figure 8.3). The two-dimensional grazing-incidence X-ray scattering
(GIXS) patterns (Figure 8.4), show that the PCBM is highly crystalline in the higher-RR
P3HT blend film and moreover suggests that at higher RR the P3HT stacks are less oriented
in the axis normal to the substrate due to the presence of large PCBM crystallites.

Molecular weight (MW) is found to have a similar influence on the solid-state morphology
of P3HT as regioregularity. In the blend of P3HT-PCBM, a higher MW causes enhanced
intermolecular ordering (π -stacking) of the P3HT phase. As molecular weight increases,
more extended crystalline regions can form and offer better charge-carrier mobility and
subsequently better device performance [77]. In another study, the influence of MW has been
shown to be in connection with the annealing treatment and the ideal morphology has been
reported by using P3HT with an optimum ratio between high-MW and low-MW components
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Figure 8.3 Optical microscopy images of (a) 86, (b) 90, and (c) 96% RR P3HT-PCBM blends at a
55:45 weight ratio after 3 h of annealing at 150 ◦C. Dark areas are PCBM-rich regions. Scale bar =
50 μm [75]. (Reproduced with permission from Woo, 2008. Copyright & 2008, American Chemical
Society.)

(high/low ratio = 1:4). The corresponding ideal morphology is comprised of highly ordered
crystalline regions formed by low-MW P3HT embedded and interconnected by a high-MW
P3HT matrix [78]. In this case, the corresponding system avoids an unfavourable fullerene
distribution and could be superior in morphology. In fact here, morphological fate will be
determined by an intricate interplay of several factors such as temperature, molecular weight
and solubility.

8.2.2.2 Influence of the Solvent

Depending on the type of solvent, the solubility of each D/A materials as well as their
interaction and miscibility could differ significantly. In addition, the boiling temperature
of the solvent plays a crucial role in the film formation and morphological organisation
of oBHJ PVs. The strong influence of solvent on MDMO-PPV (poly(2-methoxy-5-(3′,7′-
dimethyloctyloxy))-1,4-phenylene vinylene) and PC60BM systems has been proved by sev-
eral investigations [32,79]. An enormous improvement of PV performance has been reported
by using a chlorobenzene (CB) rather than toluene (about threefold increase from 0.9% to
2.5% in PCE with a concurrent improvement in the FF and Jsc) [32]. Further studies via TEM
and AFM, verified the large influence of solvent on the size of the phase separated PCBM-
rich domains in spin-coated MDMO-PPV:PCBM films. Figure 8.5 shows that replacing
chlorobenzene with toluene, the average size of PCBM-rich domains reduced from ± 100 nm
to ± 15 nm, providing a shorter distance for excitons to diffuse and separate at the D/A
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Figure 8.4 GIXS patterns of films of (a) 86, (b) 90, and (c) 96% RR P3HT-PCBM blends at a 55:45
weight ratio after 1 h of annealing at 150 ◦C. The vertical section at qx ≈ 0 is not the true specular
direction (i.e. qx = 0) but is tilted from this [75]. (Reproduced with permission from Woo, 2008.
Copyright C© 2008, American Chemical Society.)

(a) (b)

Figure 8.5 The 1.8 μm × 1.8 μm TEM images of spin-coated 1:4 MDMO-PPV:PCBM thin films
from a toluene (a) and chlorobenzene (b) solution on a PET substrate [80]. (Reproduced with permission
from Martens, 2003. Copyright C© Elsevier, 2003.)
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interfaces. This discrepancy in morphology is mainly attributed to the higher solubility of
fullerene in chlorobenzene [80, 81].

A similar observation has been reported by Yang and coworkers [82] for poly(2-methoxy-
5-(2′-ethylhexyloxy)-1,4-phenylenevinylene) (MEH-PPV) with buckminsterfullerene (C60).
According to the AFM images, bicontinuous interpenetrating structures are formed for the
films processed from aromatic solvents like xylene or dichlorobenzene (DCB) and in this
case both MEH-PPV and C60 show features less than 20 nm in width, while films coated from
nonaromatic solvents like tetrahydrofuran (THF) exhibit domains about 40 nm in diameter.

Recently, some notable results have been achieved by using a mixture of solvents [83–86].
A study on the blend of polyfluorene copolymer, poly(2,7-(9,9-dioctyl-fluorene)-alt-5,5-
(4′,7′-di-2-thienyl-2′,1′,3′-benzothiadiazole)) (APFO-3), with [6,6]-phenyl-C61-butyric acid
methyl ester, revealed an enhancement in the photoresponsivity of devices made from a
mixture of chloroform and chlorobenzene (CFCB) while devices processed from chloro-
form mixed with xylene or toluene (CFXY and CFTO, respectively) exhibited a reduction
in photocurrent density, compared to devices made form neat chloroform. Time-resolved
spectroscopy suggests an excitation-intensity-dependent nongeminate recombination of free
charge carriers together with the fact that charge mobility, which is involved in formation of
free charge carriers, is influenced by mixing solvents. An AFM study shows smaller domains
and a smoother surface for the films based on CFCB as compared to the CF, CFXY and
CFTO films [83].

8.2.2.3 Thermal Annealing

A large number of studies have demonstrated improved PCE of some polymer–fullerene
composite solar cells upon thermal treatment. A substantial improvement in the PCE of
P3HT:PCBM-based solar cells has been obtained by thermal annealing and its favourable
influence on the morphology and solar cell performance is well described by a large number
of studies [38, 87–90]. Chirvase et al. [87] ascribed the enhancement of the P3HT:PCBM
optical absorption to the molecular diffusion of fullerene out of the polymer matrix upon
annealing. The growth of the PCBM clusters leads to formation of percolation paths and,
therefore, improves the photocurrent. Further studies by Erb et al. suggest that the significant
increase in optical absorption is due to the aggregation state of P3HT, from amorphous
(nonannealed) to crystalline (annealed). The grazing-incidence X-ray diffraction (XRD)
of the annealed P3HT:PCBM film revealed one single peak at 2θ = 5.4◦ pertaining to
the polymer crystallinity in the a-axis orientation (main chain parallel and side chains
perpendicular to the substrates, as shown in Figure 8.6). The main effect of annealing is
described as redistribution of fullerene; isolated molecules of PCBM begin to diffuse into
larger aggregates and in the PCBM-free regions, the P3HT aggregates can be converted
into P3HT crystallites (Figure 8.7). Complementary transport studies show that annealed
and nonannealed devices can have comparable values of the mobility–lifetime product (μτ )
for the majority carrier and attributes the efficiency gain due to annealing to the reduced
recombination losses by an optimised phase-structured morphology alongside an increased
spectral photocurrent contribution in the near-IR [88, 91]. Note that these studies mainly
referred to the majority carriers and not to the balance of the ambipolar carrier properties.

The conventional bright-field TEM images of P3HT:PCBM blend films confirmed the
presence of fibrillar P3HT crystals even prior to thermal treatment. TEM studies showed
that controlled annealing results in an increase of the length of these fibers, while the width
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Figure 8.6 Diffractogram (grazing incidence) of P3HT:PCBM composite film deposited on
glass/ITO/PEDOT-PSS. [88]. (Reproduced with permission from Erb, 2005. Copyright C© John Wiley &
Sons, Ltd, 2005.)

of them remains almost constant as compared to the nonannealed films. Comparison of
TEM images and SAED patterns of non- and annealed films of P3HT:PCBM blend films (as
shown in Figures 8.8 and 8.9) indicates that the longer fibrillar-like P3HT crystals enhances
the formation of a P3HT network within the composite film and hinders the excessive
diffusion of PCBM molecules and their large-scale crystallisation and therefore only small
PCBM crystals are formed during the annealing treatment (dark domains between the P3HT
fibrillar-like crystals denote to the PCBM crystals). In fact, after annealing, a large interfacial
area, necessary for efficient charge generation, is not hindered by the presence of long fibers
since P3HT favourably tends to crystallise in one direction [92].

Amorphous

P3HT/PCBM

matrix

Amorphous

P3HT/PCBM

matrix

P3HT-crystallite

with a-axis

orientation

(a) non-annealed film

(b) Annealed film P3HT-molecule

PCBM-molecule

PCBM-cluster

PCBM-cluster

Substrate

Substrate

Annealing

Figure 8.7 Structural changes of P3HT:PCBM films upon annealing (schematic) [88]. (Reproduced
with permission from Erb, 2005. Copyright C© John Wiley & Sons, Ltd, 2005.)
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Figure 8.8 BF TEM images show the overview (a) and the zoom in (b), and the corresponding
schematic representation (c) of the pristine photoactive layer of a P3HT:PCBM plastic solar cell. The
inset in Figure 8.8a is the corresponding SAED pattern [92]. (Reproduced with permission from Yang,
2005. Copyright C© American Chemical Society, 2005.)

Savenije et al. reported that annealing of P3HT/PCBM composites not only changes the
morphology and optical absorption but even results in changes in the redox and photocon-
ductive properties of the blend layer. Enhanced photoconductivity is mainly ascribed to the
increase in the hole mobility. This study suggested that in the annealed P3HT:PCBM sam-
ples, after photoinduced charge separation, holes are localised on the crystalline fibrils and
since these fibrils are enclosed by nonordered region, this would act as energetic barriers for
the positive charge carriers and therefore the release time of the holes will be the rate-limiting
step for recombination or trapping [93]. The significant increase in the current density of
annealed P3HT:PCBM devices is also explained by more balanced electron and hole trans-
ports as a consequence of better morphology. The influence of space-charge buildup that
strongly limits the photocurrent in nonannealed devices is greatly weakened by an increase
in the electron mobility and a dramatic increase in the hole mobility upon an optimised
annealing treatment [90].

Besides P3HT:PCBM, some other systems such as PCPDTBT:PCBM [94] and some
polymer–polymer-based solar cells [95–97] have shown higher PCE after annealing.
Although the improvement is not as outstanding as reported for P3HT-based devices, these
are all strong motivations for investing more efforts into the study of morphology when the
composite is subject to thermal treatment. In addition, the long-term thermal stability that can
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Figure 8.9 BF TEM images show the overview (a) and the zoom in (b), and the corresponding
schematic representation (c) of the thermal annealed photoactive layer. The inset in Figure 8.9a is the
corresponding SAED pattern. The arrow is to indicate the increased intensity of (020) Debye−Scherrer
ring from P3HT crystals compared to the SAED pattern shown in the inset of Figure 8.8a [92].
(Reproduced with permission from Yang, 2005. Copyright C© American Chemical Society, 2005.)

be guaranteed under harsh condition like thermal annealing, points to the further importance
of this study.

8.2.2.4 Compositional Dependence of Morphology

The blending ratio of the donor with the acceptor as well as the overall concentration of
the applied solution can have an importance influence on charge transport, photophysical
properties and morphological organisation of the system. As pointed out, for the case of
P3HT:PCBM, the best device performance is typically reported for a blend ratio between
1:0.8 and 1:1 with a concentration of 1 wt% P3HT (10 mg mL−1). Time-of-flight (TOF)
measurements on P3HT-PCBM blend films with different wt/wt ratios verified that it is only
when these ratios are balanced that nondispersive electron and hole transport is found [98].
AFM studies revealed that films cast from solutions with higher concentrations or smaller
P3HT:PCBM ratios exhibited “overgrown” PCBM crystals after high-temperature anneal-
ing, leading to degradation of the morphology and poor device performance [89]. In contrast
to the semicrystalline P3HT:PCBM, many systems such as MEH-PPV:PCBM, MDMO-
PPV:PCBM require high fullerene content to provide a proper nanoscale phase separation
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Figure 8.10 Chemical structures of PF10TBT and PCBM (top). (a) Jablonski diagram showing the
singlet and triplet excited-state energies of PF10TBT and PCBM, and the CT state, relative to their
ground states. The dashed arrow represents absorption from a ground-state D/A complex. The CT
state can also be populated from S1 states of PF10TBT or PCBM by charge transfer (b) Schematic
energetic distribution of the CT states for two different PF10TBT:PCBM ratios [103]. (Reproduced
with permission from Tang, 1986. Copyright C© 1986, American Institute of Physics.)

and an efficient charge transport [99] (in these cases a blending ratio of 1:4 is reported as
an optimal ratio that is far beyond the percolation threshold). Recently, the existence of the
intermediate state between the exciton and the free charges in some blend systems based
on polyfluorene has been reported [100–103]. In this matter, identifying and understanding
the nature of such an intermediate state that is often revealed to be largely compositional
dependent could provide us with invaluable information especially on the effect of mor-
phology on charge generation. As an example, Veldman et al. confirmed the existence of
a charge transfer (CT) state in the blend of a fluorene copolymer (PF10TBT) “poly[2,7-
(9,9-dialkylfluorene)-alt-5,5-(4′,7′-di-2-thienyl-2′,1′,3′-benzothiadiazole)] (PFnTBT, with n
being the number of carbons of the alkyl substituents, Figure 8.10)” with PCBM. In this
study, the CT emission is used as a probe to assess the dissociation of CT excited states at the
D/A interface in PV devices, as a function of PCBM concentration. The formation and decay
of emissive CT excited states via electron transfer from photoexcited PF10TBT or PCBM is
confirmed by steady-state and time-resolved photoluminescence measurements. It is shown
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Figure 8.11 TEM images of PF10TBT:PCBM films containing 20 (a), 50 (b), and 80 (c) wt% PCBM.
The size of each image is width × height = 1.25 × 1.25 μm2, the horizontal scale bar in images in
a−c is 200 nm. Panels d−i show the SAED patterns of PF10TBT films containing 0, 10, 20, 50, 80,
and 100 wt% PCBM, respectively, [103]. (Reproduced with permission from Tang, 1986. Copyright
C© 1986, American Institute of Physics.)

that the maximum of the CT emission shifts to lower energy and decreases in intensity with
higher PCBM content. At higher PCBM content, such a reduction in energy of CT states is
explained with the higher relative permittivity of PCBM (εr = 4.0) compared to that of the
polymer (εr = 3.4), stabilising the energy of CT states and of the free charge carriers. Figure
8.10 schematically shows how at higher PCBM concentrations (80 wt% PCBM), the low-
energy tail of the energetic distribution of CT states drops below the PF10TBT triplet energy
(E(T1) = 1.4 ± 0.05 eV), hindering charge recombination to that neutral PF10TBT triplet
excited state. Very similar to that observed for MEH-PPV:PCBM and MDMO-PPV:PCBM
blends, TEM measurements demonstrate that nanoscale (>10 nm) phase separation occurs
at high fullerene concentration. SAED patterns indicate that nanocrystalline PCBM clusters
are even present at low PCBM concentration and they just get larger as PCBM concen-
tration increases (see Figure 8.11). These clusters with high local electron mobility enable
the efficient dissociation of short-lived CT excitons that may otherwise recombine radia-
tively or nonradiatively. Therefore the improved device efficiency of the PF10TBT:PCBM
devices at higher PCBM content is attributed to the larger phase separation and a concurrent
improvement in separation of bound electron−hole pairs at the D/A interface [103].

From analysis of the carrier-recombination dynamics, the existence of such an interme-
diate charge-transferred state is also suggested in PCPDTBT:PCBM blends. The yield of
long-lived mobile carriers originating from this intermediate state was found to be highly
dependent on the ratio of the components. Studies indicate that PCPDTBT:PCBM com-
posites blended in a molar ratio of 1 to 3.3 exhibit the highest yield of long-lived mobile
carriers and have the smallest contribution from the intermediate charge transferred state,
consistent with the observation that the best solar cell efficiency is obtained using the 1:3.3
PCPDTBT:PCBM bulk-heterojunction material [94].
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8.2.3 Monitoring Morphology

8.2.3.1 Scanning Techniques

Phase separation and phase control are the key to higher performance in oBHJ solar cells, and
research needs to provide precise information on the size and chemical composition of each
phase to understand and predict the mechanisms of phase separation. The desired information
needs to be attained with nm resolution, and many characterisation techniques have been
established and developed so far to address this issue. These techniques can be classified into
methods presenting information on the surface and on the bulk of the composite. The surface
morphology of thin films has been studied primarily by atomic force microscopy (AFM) in
contact mode and tapping mode TM and these studies have confirmed the significant impact
of phase separation on the PV performance [104, 105].

Transmission electron microscopy (TEM) [80, 103] and scanning electron microscopy
(SEM) [106] have been frequently used to inspect the structure of phase-separated domains
and record the cross-sectional image of polymer–fullerene blends. The bulk structure of
blend films can be visualised by means of TEM with high spatial resolution and based on
differences in material density, the polymer- and fullerene-rich domains can be identified.
Despite the great powers that conventional TEM possesses, this technique provides only
limited information on the local blend composition. McNeill et al. [107] have used
scanning transmission X-ray microscopy (STXM) to quantitatively determine the local
blend composition in a polymer-methanofullerene blend. They realised that in a prototypical
blend of MDMO-PPV:PCBM, the relative morphology formed from 100%-pure PCBM-rich
domains surrounded by an intermixed domain contains roughly equal proportions by weight
of polymer and methanofullerene. Raman spectroscopy has also been used to provide infor-
mation on chemical composition of the domains [108–110]. Moreover, various techniques
were applied to study how individual nanostructures contribute to the device performance.
For instance, near-field scanning optical microscopy (NSOM) has been widely used to
measure local fluorescence and photocurrents with ∼200 nm resolution [110–113]. Scanning
Kelvin probe microscopy (SKPM) has been employed as a tool to measure the surface
potential and the photoinduced surface photovoltage with a lateral resolution better than
100 nm [114–116]. Coffey et al. have shown by means of time-resolved electrostatic force
microscopy (EFM) with a resolution of 100 nm and 100 μs that the measured EFM charge
accumulation rates correlate with the external quantum efficiencies (EQEs) measured for
photodiodes prepared from poly-(9,9′-dioctylfluorene-co-benzothiadiazole)(F8BT)/poly-
(9,9′-dioctylfluorene-co-bis-N,N′-(4-butylphenyl)-bis-N,N′-phenyl-1,4-phenylenediamine
(PFB) blends.

In Figure 8.12, EFM and AFM images of F8BT:PFB blend film refer to the slower
charging at the interfaces between polymer domains and associate the bulk of the pho-
tocurrent with regions away from the visible domain interfaces. In this case, the obser-
vation interestingly suggests that most of the photocurrent results from the domain cen-
tres rather than domain interfaces [117]. This correlation between local photocurrents and
device performance has further been seen for MDMO-PPV:PCBM blends through pho-
toconductive atomic force microscopy (pcAFM) providing higher resolution of about 20
nm while all the previously applied methods had been suffering from the insufficient
resolution [118].
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Figure 8.12 Charging rate image of a polymer blend film (a) AFM height image of 50:50 film of
F8BT:PFB spin coated from xylenes. The recessed domains are enriched in PFB (film thickness: 90 nm).
(b) EFM photoinduced charging rate map generated by plotting the inverse exponential time constant
for photoinduced charging at each point in (a). The dark rings indicate regions of slower charging [118].
(Reproduced with permission from Coffey, 2007. Copyright C© 2007, American Chemical Society.)

8.2.3.2 3-Dimensional Mapping of the Bulk Morphology

Normal and parallel to the substrate, morphology organisation can be completely different and
the components could distribute across the film thickness in an inhomogeneous way. Cross-
sectional images acquired by AFM, SEM and TEM can hint on the vertical organisation of
the single component across the film. As an example, Moon et al. reported the observation of
“columnlike” structures in the defocused cross-sectional TEM images of RR-P3HT:PCBM
blend films providing an efficient charge transport through the film thickness [119]. Another
technique that can provide detailed information on the three-dimensional (3D) organisation is
secondary ion mass spectroscopy (SIMS) where the film is gradually sputtered by a scanning
ion beam and the fragments simultaneously analysed by mass spectrometry [120–123].
Depth profiling of the chemical composition is attainable here but this technique cannot
give a microscopic image and suffers from the low spatial resolution. Electron tomography
(ET) is found to be a promising technique to provide a full three-dimensional picture of film
morphology and uses a series of 2D pictures to reconstruct a three-dimensional image; data
collection is performed by tilting the specimen in the electron beam of the TEM. This method
has been recently utilised in OPVs with a resolution in the range of 5–20 nm, matching to the
dimension of phase separation [124,125]. For the first time Young and Loos implemented this
technique in OPVs and provided a 3D morphological picture for the MDMO-PPV:PCBM
system, giving information on PCBM-rich domain sizes as well as connectivity of the
PCBM domain networks within the active layer [124]. Most recently, electron tomography
is exploited to visualise the 3D organisation of RR P3HT:PCBM layers, comparing the
film morphology prior to and after the annealing of the samples. This study substantiated
the formation of genuine 3D network formed with high crystallinity in thermally annealed
P3HT:PCBM layers and the favourable vertical segregation of P3HT and fullerene through
the thickness of the active layer inferred from the measurement. Additionally, the overall
crystallinity of P3HT in the blend film has been quantified via this technique; investigation
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showed that P3HT takes up about 58% of the total volume of the annealed blend layer,
with about 60% of that being crystalline P3HT nanorods and the other 40% being more
amorphous [126]. Deployment of techniques such as electron tomography is crucial at this
formative stage of OPV technology where the traditional techniques cannot provide a full
understanding of the correlation between the morphology and the device performance.

8.2.4 Numerical Simulations of Morphology

Besides the experimental efforts, the first computational studies have been performed to
investigate the intricacy of morphology and its impact on overall OPV performance. Many
of these investigations were based on a continuum approximation [127–129] that is unable to
describe carrier interactions accurately and limits morphological effects to bulk parameters
[130]. Monte Carlo (MC) modeling is a commonly used method to simulate the dissociation
of columbic charge pairs and the hopping movement and interactions of the photoinduced
charges carriers in an energetically disordered system [131]. Watkins et al. [131] have used a
dynamical Monte Carlo model to comparatively study the effect of an ordered and disordered
morphology on the internal quantum efficiency (IQE) of PV cells. This study indicated that
a checkered morphology exhibits a peak IQE 1.5 times higher than a disordered blend and
suggested a tradeoff between ηED and ηCC with increasing interface area. Young and Forrest
have developed the method by taking into account the influence of optical interference and
variations in charge-carrier mobilities [132]. Although the above-mentioned studies provide
valuable information, none of them incorporate the effects of chemical structure. Hopping
transport in such systems has commonly been analysed through a Gaussian disorder model
(GDM) [133] that has a physical meaning only for a cubic lattice of hopping sites. Nelson and
coworkers have presented a new Monte Carlo model that includes the influence of chain con-
nectedness and complexity on morphology and charge transport. For a polymer blend system,
they varied the interaction energies between the chains and produced two different contrast-
ing morphologies consisting of well-dispersed, loosely coiled polymer chains (heterophilic)
and aggregated, tightly coiled chains (homophilic), representative of morphologies of poly-
mer films following different types of process treatment (solvent, annealing). Studies showed
that homophilic blends have a lower threshold for charge percolation and more dispersive
transport than heterophilic blends. They have further pointed to the fact that morphology
influences both transport and charge recombination such that the optimum composition
and morphology is a sensitive function of charge recombination and separation rates [134].
Beside the aforementioned efforts, it is worthwhile mentioning the study of Peumans et al.
[24] in which they have modeled the morphological evolution of a mixed small-molecule
solar cell system upon thermal annealing by using the cellular automata approach [135] and
the appropriate choice of interfacial energies between the D/A phases. They have provided
a 3-dimensional image of morphology and found a clear consistency between the simulated
images and the recorded cross-sectional SEM pictures.

8.2.5 Alternative Approaches to Control the Morphology

In recent years, a variety of techniques have been explored to bring the morphology under
control; here some of the efforts are briefly discussed. As already mentioned, P3HT:PCBM
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Figure 8.13 Schematic depiction of the role of the processing additive in the self-assembly of
PCPDTBT:PCBM blend [139]. (Reproduced with permission from Lee, 2008. Copyright C© 2008,
American Chemical Society.)

blends require thermal annealing in order to self-organise into a conformation ensuring
optimum charge carrier creation and extraction. But also other ways of controlling the
morphology have been proposed and have proven to be highly effective. Slow drying was
reported as one of the methods to improve the order in P3HT in blends with PCBM [98].
The improved order [136] was reflected in higher hole mobility [137], higher fill factors
and a reduced serial resistance. Additives were reported as an alternative method to create
better order in blends of PCPDTBT:PCBM and P3HT:PCBM. Alkylthiols of different length
[138], like n-hexylthiol, n-octylthiol, or n-dodecylthiol but also oleic acids [1] were added into
P3HT:PCBM solutions and allowed the formation of thin films with slightly enhanced hole
mobility and significantly enhanced charge-carrier lifetime due to enlarged P3HT domains
with higher crystallinity. Nevertheless, some thermal annealing was still necessary to give
the highest possible performance. In the case of PCPDTBT:PCBM, applying alkanedithiol
resulted in an increase of efficiency from 2.8% to 5.5% [1]. Morphology evolution was
explained by the fact that alkanedithiol selectively dissolves the fullerene. As a result, three
separate phases are formed during the process of liquid–liquid phase separation and drying:
a fullerene–alkanedithiol phase, a polymer aggregate phase, and a polymer–fullerene phase,
as schematically depicted in Figure 8.13 [139].

The additive approach is actually very close to the technique called miniemulsions,
described earlier and in more detail by others [140–142]. In that approach a mixture of
P3HT in water, surfactants and a solvent was rigorously sonicated before letting the solvent
evaporate. Such dispersions typically have a particle distribution between 70–200 nm and
give homogeneous films [143] upon spin coating. FET mobilities for such nanoparticluar
films were found to be of the order of 10−4–10−3 cm2/V s. Solar cell fabrication was
hardened by the absence of a well-performing, water-soluble fullerene, and only allowed the
investigations of bilayer-type devices that had moderate performance [144]. A third, quite
similar approach to control the nanomorphology of P3HT:PCBM blends requires the addition
of “nonsolvents” into the P3HT:PCBM solution [145,146]. This phenomenon is attributed to
the aggregation of the polymer into nanoparticulates, similar to the miniemulsion mentioned
above. The most recent approach [147, 148] grew fibers by slow cooling of P3HT solutions,
with the crystalline fibers being isolated from the amorphous material by centrifugation and
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filtration. The fibers were reformulated in dispersions with PCBM and used for solar cell
processing. The best results (efficiency up to 3.6% under 100 mW cm−2) were obtained
for a mixture of 75% P3HT fibers and 25% disorganised P3HT, the latter being suspected
to be necessary to fill the gaps present in the nanostructure layer and to ensure intimate
contact between the donor fibers and the PCBM domains. And last but not least is the surface
patterning technique that can modify film morphology on length scales smaller than the
lateral dimensions of monolayer surface patterns, this could eventually lead to approach
length scales relevant to studies of charge separation [149].

8.3 INTERFACES IN ORGANIC PHOTOVOLTAICS

In this section we discuss the impact of interface materials on the performance of organic
solar cells. The general course of power generation in organic photovoltaics (OPV) has
been introduced already in Section 8.2. In short, we distinguish between the following
processes: Light is absorbed (either by the polymer or the fullerene), excitons are created,
split into free carriers, transported and extracted to electrodes. The interface between the
active layer (i.e. blend of donor and acceptor) and the electrode materials play a crucial role.
Depending on the material system used the main functions of interface materials are and
may impact:

1. the open-circuit voltage (Voc);
2. the polarity of the device;
3. light propagation and distribution in the case of optical spacer materials;
4. the physical, chemical or environmental interaction of the polymer and electrode;
5. the contact selectivity.

These 5 points will be elaborated in more detail in the following sections.

8.3.1 Origin of Voc

The Voc originates from the difference of the highest occupied molecular orbital (HOMO)
of the donor material and the lowest unoccupied molecular orbital (LUMO) of the acceptor
material when these two materials are in thermal equilibrium. Interface materials may reduce
the open-circuit voltage, but cannot increase it beyond the HOMO–LUMO difference. We
have investigated this effect on solar cells from poly(2-methoxy-5-(3′,7′-dimethyloctyloxy)-
1,4-phenylenevinylene) (MDMO-PPV) blended with highly soluble fullerene derivatives
as the active layer. The investigated structure was ITO/poly(3,4-ethylenedioxythiophene)
poly(styrene-sulfonate) (Pedot:PSS)/MDMO-PPV:fullerene/metal electrode. The results are
visualised in Figure 8.14. A reduction in the acceptor strength by 160 mV (reduction potential
changed from –0.53 V to –0.69 V vs. NHE) resulted in an increase of Voc from 0.56 V to
0.76 V. Further trials showed that Voc scales nearly linear with the acceptor strength with a
scaling factor of ∼1. On the other hand, varying the work function of the metal electrode
from 5.1 eV for Au to 2.87 eV for Ca/Ag results in an increase of Voc from 0.650 V to
0.814 V, and the corresponding scaling factor was estimated to be 0.1 or lower. This contact
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Figure 8.14 (a) Voc versus acceptor strength and (b) Voc versus negative electrode work function.
The slopes S1 and S2 of the linear fits to the data are given [71]. (Reproduced with permission from
Brabec, 2001. Copyright C© John Wiley & Sons, Ltd, 2001.)

behaviour could be explained by the Fermi-level pinning mechanism, a phenomena well
known in semiconductor physics [71, 150, 151].

Various metals were investigated to form ohmic contacts with fullerenes. Among them,
Ca, Al and Ag were reported to follow the Fermi-level pinning principle [71,152]. In contrast,
for nonohmic contacts it was found that the Voc is influenced by the work function of the
interface materials [152]. Palladium is such a metal. It forms a nonohmic contact to fullerenes,
and can reduce the Voc by up to 0.5 V as compared to LiF/Al.

A similar trend holds for the contact formation between the donor and the anode. Again,
the Voc was found to correlate linearly to the HOMO level of the donor. [40] This linear
correlation can be influenced by using Pedot:PSS as the interface material between ITO and
the semiconductor blend. For organic light-emitting diodes (OLEDs) it was shown that a
variation in the work function of Pedot:PSS from 4.7 eV to 5.3 eV correlates linearly with
the built-in potential of the OLED [153]. This linear correlation between the Pedot:PSS work
function and the Voc also holds for OPV cells [154, 158].

In summary, the Voc of a well-optimised solar cell should be governed by the HOMO
of the donor material and the LUMO of the acceptor material. Significant deviations from
that behaviour can be found when the electrode materials do not pin to the semiconductor
bands. In such a case, the Voc will be smaller than the theoretical maximum given by the
semiconductors.

8.3.2 Determination of Polarity-Inverted and Noninverted Structure

A bulk-heterojunction composite can be regarded as one intrinsic semiconductor with a
high quantum efficiency for charge generation. If one can neglect vertical phase segregation
between the fullerene and the polymer, such a composite does not have a preferential direction
to extract electrons or holes. As such, it is clear that the choice of the electrode and interface
materials will decide the polarity of the device. The polarity of the solar cell is thus determined
by the interface materials or more precisely by the interface formed between the donor
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with permission from Waldauf, 2006. Copyright C© 2006, American Institute of Physics.)

material at the anode and the acceptor material at the cathode [155–159]. To demonstrate that
the polarity of a device is determined by the electrode materials, the J–V curves of a cell with
“normal” structure ITO/Pedot:PSS/P3HT:PCBM/LiF/Al is compared to an “inverted” cell
structure ITO/TiOx/P3HT:PCBM/Pedot:PSS/Al in Figure 8.15. Note that the inverted device
was contacted with reverse polarity to the normal device. As expected, Pedot:PSS forms
for both device structures the anode, i.e. the contact where holes are extracted or injected.
The cathode, on the other hand, is either given by the LiF/Al contact or by the ITO/TiOx

layer. [157] Both architectures give quite comparable performance. Small differences in the
photocurrent density are usually explained by a vertical phase segregation within a bulk-
heterojunction composite [160, 161]. In summary, it is essential to note that the polarity of
a device and herewith also the charge extraction of the device is controlled by the choice of
the interface materials.

8.3.3 Optical Spacer

The maximum thickness and thus absorption of the active layer is given by the transport
properties of the donor–acceptor blend. Due to these transport limitations, the active-layer
thickness of organic solar cells is typically smaller than half the wavelength of the visible
light. It is this thickness regime where interference effects play an important role. For such
optically thin structures light is reflected at the nontransparent electrode and can pass the
active layer twice. The electrical field strength is 0 at the reflecting metal electrode and has its
maximum somewhere in the bulk, depending on the refractive index and the thickness of the
layers. The optical spacer is a concept that can help to increase the absorption for thin-film
structures. To do so, a transparent layer, ideally with a high refractive index, is inserted
between the active layer and the reflecting metal electrode. Such a thin and transparent
layer of some 10 nm is enough to significantly change the position of the local absorption
maximum. Once optimised, such an optical spacer layer can help to shift the maximum
of absorption into the active layer. An exemplary result for an OPV cell structure with an
optical spacer is glass/ITO/PEDOT/P3HT:PCBM/TiOx/Al and is presented in Figure 8.16.
Here, TiOx was used as the optical spacer [161].
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ethylenedioxylenethiophene) [161]. (Reproduced with permission from Kim, 2006. Copyright C© John
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8.3.4 Protection Layer between the Electrode and the Polymer

An interfacial layer also serves as physical and chemical barrier for the organic layers. Metal
electrodes are often evaporated on top of the device. Without interfacial layer the hot atoms
can damage the organic layer or diffuse into the active layer and short the cell.

8.3.5 Selective Contact

More importantly, interfacial layers are essential to form selective contacts. In an ideal case
all single carriers created within the active layer are transported to their respective electrode
(i.e. electrons by the acceptor to the cathode, holes by the donator to the anode. In a bulk-
heterojunction system the generation of free carriers is distributed equally over the active
layer (i.e. the splitting of excitons at the acceptor/donor interfaces). Thus, interfacial layers
are essential to block carriers of one sort and enable the facile extraction of carriers of the
other sort. A suitable interfacial layer also prevents recombination at the interface. In general,
there are 4 different types of materials for interfacial layers. In the following we will discuss
some of the more prominent interface materials.

8.3.6 Interface Material Review for OPV Cells

Most of the interface materials are wide-bandgap semiconductors, and the position of their
valence and conduction bands relative to that of the organic semiconductor may be enough
to distinguish between a p-type and an n-type contact. Figure 8.17 summarises a few of the
popular candidates. A few of them are discussed in more detail in the next sections.

8.3.6.1 p-Doped Polymers

For polymer OPV cells PEDOT:PSS is widely used. [162–165]. PEDOT:PSS forms a selec-
tive contact for holes. It is solution deposited and has high transparency. Since PEDOT:PSS is
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an acid (PH ∼ 1), byproducts of PEDOT or side reactions between the acid and the other solar
cell materials can cause environmental degradation. One of the alternatives to PEDOT:PSS
is the sulfonated poly(diphenylamine) [166].

8.3.6.2 p-Type-Like Metal Oxides

p-Type-like metal oxides can form highly selective interface material at the anode. Many
of these metal oxides, like MoO3 [167, 168], V2O5 [168] or WO3 [169–171] need to be
deposited by thermal evaporation, and only recently, solution-based, alternative processing
methods were successfully demonstrated for these oxides.

8.3.6.3 n-Doping Layers

The most prominent interface material for the cathode is a combination of LiF and Al
[33]. Incorporation of a thermally evaporated LiF layer between the active layer and the
electrode does even convert an Au electrode into a cathode. In the literature there are
different explanations for the operation of LiF. LiF is suggested to either modify the work
function of the cathode, or to dope the active layer, or to form a dipole towards the active
layer [172–176].

Other interfacial layers for the cathode like TiOx [157, 161, 177, 178], ZnOx [159, 179,
181], Poly (ethylene oxide) [180] and polyoxyethylene tridecyl ether [177] can be solution
deposited.
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8.3.6.4 SAM

Self-assembled monolayers (SAM) with a permanent dipole moment are reported to modify
the work function of metal electrodes. As a consequence the performance of OPV cells
is modified as well. Yip et al. [181] investigated the effect of SAMs with negative and
positive net dipole in OPV cells structure ITO/PEDOT:PSS/P3HT:PCBM/ZnO/SAM/metal
electrode. The SAMs investigated are parasubstituted benzoic acids with various dipole
moments. The work function of the investigated materials and a schematic illustration of the
mode of operation are summarised in Figure 8.18. The formation of an ohmic contact between
the metal electrode and ZnO is necessary for good performance. Thus, modification of the
cathode by SAMs with negative dipole moments (-OCH3, -CH3, -H) supports the formation
of an electron-selective contact and does increase device performance. As a consequence,
SAMs with positive dipole moment (-SH, -CF3, -CN) decrease device performance by
forming a less-electron-selective contact [181].
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Untreated 4.7 69.2
As prepared 0.39 5.38 0.35 0.73

Annealed 0.36 5.98 0.35 0.75
NH2 SAM 4.35 46.5

As prepared 0.38 3.63 0.38 0.53
Annealed 0.55 5.71 0.30 0.95

CH3 SAM 3.87 31.4
As prepared 0.41 1.46 0.35 0.21

Annealed 0.57 6.82 0.32 1.24
CF3 SAM 5.16 28.7

As prepared 0.57 6.20 0.37 1.29
Annealed 0.60 13.87 0.38 3.15

Figure 8.19 Surface energies of the various SAM-treated ITO substrates and the electrical
properties of the corresponding OPV devices [183].

Similar results are reported for modifications of the interface TiOx/ bulk heterojunction
(cathode) [182] and ITO/ bulk heterojunction (anode) [183, 184]. Kim et al. investigated
devices with SAM-modified ITO electrodes of the structure ITO/SAM/P3HT:PCBM/Al.
Figure 8.1 summarises the device results. An increase in work function of the SAM-
modified ITO result in increased device efficiency. A decrease in work function results
in lower device efficiency. The surface energy of the SAM-modified ITO changes with
varying work function [184]. The device performance is highest for the work function of
the SAM modified ITO that is close to PEDOT:PSS. The same is reported from another
group using 4-chlorobenzoylchloride (CBC), 4-chlorobenzenesulfonyl chloride(CBS), and
4-chlorophenyldichlorophosphate (CBP) (–COCl, –SO2Cl, and –PO2Cl2, respectively) mod-
ified SAMs [184].

8.4 TANDEM TECHNOLOGY

In this section, we aim to review the most important and recent developments that have been
reported on organic tandem solar cells. In the first part, we introduce some brief theoretical
considerations addressing the potential of single and tandem solar cells. Then, we present
and discuss the main experimental achievements reported in the literature so far. Finally, we
propose some design rules for efficient material combinations in bulk-heterojunction (BHJ)
organic tandem solar cells.

8.4.1 Theoretical Considerations

8.4.1.1 The Single-Junction Solar Cell

In 1961, Shockley and Queisser derived a simple calculation in order to evaluate the ther-
modynamical limitation of the energy conversion efficiency of a solar cell [185]. The two
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basic phenomena taken into account are schematically represented in Figure 8.20a and are
described below:

• Only photons having an energy larger than the bandgap can be absorbed by the photovoltaic
active material and contribute to the photovoltaic conversion.

• Hot charge carriers created upon photon absorption relax down to the conduction band of
the photoactive materials, and give rise to the so-called “thermalisation”.

The direct consequence of these two assumptions is that the maximum charge-extraction
potential at open circuit (Voc) is given by the bandgap of the photoactive material.

The ultimate efficiency under AM1.5G versus the bandgap is displayed in Figure 8.21
(case 1). One can clearly see that η(EG) shows a maximum of 48% for EG close to 1.1 eV. For
bandgap energies larger than this value, the efficiency is mostly limited by a reduction in the
number of absorbed photons, namely by a reduction in the short-circuit current. For bandgap
energies lower than this value, the limitation in efficiency is mostly related to a reduction in the
Voc. Indeed, Shockley and Queisser showed that taking into account additional phenomena
like radiative or nonradiative recombination of hole−electron pairs reduces the maximum
efficiency down to 30.1% for a single device [185].

8.4.1.2 The Specific Case of Organic Solar Cells

As already described extensively in the literature [186], typical organic solar cells are based
on a charge transfer occurring at the interface between two distinct materials named donor and
acceptor, respectively (See Figure 8.20b). To allow the separation of the excitons diffusing
to this interface, the energy difference between the lower unoccupied molecular orbital
(LUMO) levels of the two materials has to be larger than the exciton binding energy. It is
shown experimentally that 0.3 eV is a typical value below which the charge transfer may not
occur. Assuming a 0.3 eV loss in the Voc of the device, the maximum efficiency achievable
by an organic solar cell is reduced to 36% (case 2 in Figure 8.21). For this calculation and
all the following, we have assumed that only the donor material absorbs the light.
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Figure 8.21 Efficiency versus bandgap energy of the photoactive material, for various loss mecha-
nisms. The origins of the loss mechanisms are explained in the section below.

A detailed screening of the literature reveals that most of the time the Voc observed in a
device is not exactly given by the energy difference between the highest occupied molecular
orbital (HOMO) of the donor and the LUMO of the acceptor. Indeed, an additional loss of 0.3
eV is often reported, in such a way that the Voc obeys the following empirical equation [40]:

Voc = 1

e

(∣∣EDonor
HOMO

∣∣ −
∣∣∣EAcceptor

LUMO

∣∣∣) − 0.3 (8.2)

This loss, whose origin is still under debate [187], further reduces the maximum energy-
conversion efficiency of the device down to 26% (case 3 in Figure 8.21). Finally, by assuming
some charge-carrier transport losses (FF = 65%, case 4 in Figure 8.21), and some EQE
restrictions (EQE = 65%, case 5 in Figure 8.21), one arrives at a practical efficiency of
nearly 11%, which should be achievable with today’s materials. This efficiency is expected
for a donor having an ideal bandgap energy of 1.5 eV and an ideal LUMO difference of 0.3 eV.

8.4.1.3 Tandem Solar Cells

As explained at the beginning of this section, the two major losses occurring in solar cells are
the subbandgap transmission and the thermalisation of hot charge carriers [188]. One way to
circumvent both effects simultaneously is the realisation of a tandem solar cell.

The fundamental (detailed balance) limit of the performance of tandem structures has been
studied extensively by De Vos [189]. This author demonstrated that stacking several subcells
in series allows theoretical efficiencies way beyond the Shockley–Queisser limitation, mostly
due to an enhancement of the electrochemical potential of charge-carrier extraction. While
the maximum efficiency of a single cell under nonconcentrated sun light is calculated to
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Table 8.1 The optimal set of bandgaps (Egi) for tandem structures with n stacked
cells in unconcentrated sunlight [189]. (Reproduced with permission from Kim,
2007. Copyright C© 2007, American Institute of Physics.)

n η (%) Eg1 (eV) Eg2 (eV) Eg3 (eV) Eg4 (eV)

1 30 1.3 - - -
2 42 1.9 1.0 - -
3 49 2.3 1.4 0.8 -
4 53 2.6 1.8 1.2 0.8

be around 30%, this value is raised to 42% for a tandem comprising two subcells having
a bandgap of 1.9 and 1.0 eV, respectively, and to 49% for a tandem comprising 3 subcells
having a bandgap of 2.3, 1.4 and 0.8 eV, respectively (Table 8.1). Under the highest possible
light concentration, these efficiencies are 40% (one cell), 55% (two cells) and 63% (three
cells). This model also predicted the ideal efficiency of a stack with an infinite number of
solar cells: Such a tandem system could convert 68% of the nonconcentrated sun light, and
86% of the concentrated sun light. Experimentally, efficiencies as high as 33.8% have been
recently measured on a device based on GaInP/GaInAs/GaInAs under AM1.5G [190].

In the specific case of organic solar cells, the tandem approach allows two additional
issues intrinsic to π conjugated organic molecules to be tackled. The first one is the quite
poor charge-carrier mobility and lifetime that limits the distance over which the carriers can
be transported [191]. This hinders the realisation of a thick active layer that would absorb
the maximum amount of light. The second relates to the very nature of light absorption in
those molecular materials. Indeed, the absorption spectrum of such materials is not made of
a continuum like it is in inorganic semiconductors. It rather shows narrow and discrete peaks,
as illustrated in Figure 8.22 [192]. Hence, a combination of various different materials can
help to cover more efficiently the emission spectrum of the sun.
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Figure 8.22 Schematic representation of an organic tandem device comprised of two subcells having
different, complementary absorption spectra.
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Figure 8.23 Simplified band diagram of a tandem cell made of two subcells connected in series via
a recombination layer.

Figure 8.22 depicts a typical organic tandem cell comprised of two distinct devices stacked
on top of each other, each of them being based on a donor–acceptor composite. The light
that is not absorbed in the bottom device can further impinge on the top cell. Moreover, the
thermalisation losses are lowered due to the usage of materials having different bandgaps.
The two cells involved in the device can be connected either in series (two-terminal) or in
parallel (three-terminal) depending on the nature of the intermediate layer and on the way
the intermediate layer and the two electrodes are connected.

In the vast majority of reports though, the series connection is used. In this case, the
energetic diagram of the device can be represented as in Figure 8.23. The bottom subcell
comprises a donor and an acceptor that are either stacked on each other or mixed. The
intermediate layer should ensure the alignment of the quasi-Fermi level of the acceptor of
the bottom cell with the quasi-Fermi level of the donor of the top cell (or vice versa in a
reversed architecture). In other words, the intermediate layer should allow the recombination
of holes coming from one subcell with electrons coming from the other. Following the same
principle, an infinite number of devices can be theoretically piled up this way.

According to Kirchhoff’s law, this type of connection implies that the voltage across the
whole device is equal to the sum of the voltages across each subdevice. In other words, at
open-circuit voltage, we have in the case of a loss-free connection:

Voc1 + Voc2 + Voc3 . . . = Voc tandem (8.3)

However, contrarily to what is often believed, the short-circuit current of the tandem cells
is not equal to the smallest short-circuit current of the subcells. It entirely depends on the
current-matching conditions and therefore a lot on the FF of the respective devices.

We have introduced a model assuming a series connection of two donor–acceptor solar
cells stacked via an ideal intermediate layer [193] to predict the practical efficiency of
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Figure 8.24 Efficiency of a donor–acceptor tandem organic solar cell made of two subcells stacked
in series versus the bandgap energy of the top and bottom donors; both top and bottom donor–acceptor
couples are assumed to have a LUMO offset of 0.3 eV. (Reproduced with permission from Tvingstedt,
2007. Copyright C© 2007, American Institute of Physics.)

organic multijunction solar cells. We have fixed the LUMO offset between both donor–
acceptor couples to be equal to 0.3 eV, which is the optimum value for bulk-heterojunction
composites. We have then varied the bandgaps of both donors, assuming the FF of both
subcells to be 0.65, a rectangular-shaped external quantum efficiency of both subcells to be
65%, and the internal quantum efficiency of the bottom cell to be 85%. Figure 8.24 shows
the tandem efficiency isolines. This calculation reveals that, under the given assumptions, the
most efficient tandem cells require materials with bandgap energy different by about 0.3 eV.
A maximum value of almost 15% is achievable. This performance can be achieved by using
a bottom donor having a bandgap of 1.6 eV with a top donor having a bandgap of 1.3 eV.

8.4.2 Review of Experimental Results

During the last 18 years, an increasing number of scientific reports have been published
dealing with stacked or tandem organic solar cells. Several approaches for organic and
hybrid organic solar cell architectures have been employed over the last 20 years. Depending
on the materials used for the active layer and the separation or recombination layer(s), one
can distinguish between three main categories:

(i) Tandem organic solar cells where both the bottom (in front of the light illumination)
and the top (back) cells are based on low molecular weight evaporated molecules.
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(ii) Hybrid tandem organic solar cells in which one of the cells, either bottom or top cell,
is processed from solution while the other cell is based on vacuum-deposited low
molecular weight materials.

(iii) Fully solution-processed tandem organic solar cells where both the bottom and top cells
are processed from solution.

Besides the nature of the active layer, an important characteristic of the tandem device
resides in the type of intermediate layer employed. As explained above, these intermediate
layers are used as a recombination centre ensuring the alignment of the quasi-Fermi levels
of the subcells stacked in series. Moreover, they can act as a protective layer to support the
bottom cell during the top active layer deposition. In the earliest reports, this intermediate
layer was often based on a thin, vacuum-processed metallic layer. But recently, an increasing
number of organic tandem solar cells with fully solution-processed interlayers are reported.

In this section, the different types of organic tandem and multijunction photovoltaic cells
are described and recent results obtained by various groups are reviewed.

8.4.2.1 The Evaporated Small-Molecule-Based Tandem Organic Solar Cells

The first organic solar cell was reported by Hiramoto et al. in 1990 [194]. This device
comprised two stacked, series-connected subcells based on evaporated small molecules
composed of metal-free phthalocyanine (H2Pc) and perylene tetracarboxylic derivative (Me-
PTC). In order to make an ohmic contact between the two subcells, an ultrathin (2 nm) Au
interstitial layer was evaporated (see Figure 8.25): The tandem cell showed a Voc of 0.78 V,
which is about twice the Voc of a single cell (0.44 V).

Some 10 years later, Forrest and his group followed the same approach, yet another kind
of small-molecule material was utilised as the active layer. In 2002, Yakimov and Forrest
[195] demonstrated high Voc organic photovoltaic cells consisting of Cu-phthalocyanine
(CuPc) as a donor and 3,4,9,10 perylenetetracarboxylic bis-benzimidazole (PTCBI) as an
acceptor. In this case, an ultrathin (≈5 Å) discontinuous layer of Ag clusters served as the
charge-recombination sites. The power-conversion efficiencies (η) under one sun (AM1.5

Au clusters (<3nm) 

Bottom cell

Top cell 

Glass

ITO

H2Pc

Me-PTC

Me-PTC

Au Electrode

H2Pc

Au

Figure 8.25 Schematic structure of the first tandem organic solar cell realised by Hiramoto et al.
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Figure 8.26 Schematic structure of the tandem organic solar cell realised by Maennig et al. based on
multiple stacked p-i-n structures, each of them comprising a photovoltaic layer sandwiched between
p- and n-type wide-gap transport layers.

illumination) was η = 2.5%, more than twice that of a comparable single-junction cell based
on the same materials, where η = 1.1%.

Later, Xue et al. achieved a significant improvement in efficiency [196] by stacking
two bulk heterojunctions [25] made of coevaporated CuPc and C60. Optimising the optical
absorption in each active layer allowed them to report an efficiency of up to 5.7%. This
high performance, which was never certified or reproduced, was about 24% more efficient
than the single CuPc:C60 devices. In this tandem stack, the recombination centres were Ag
nanoclusters with 5 Å average thickness buried in a 50-Å thick 4,4′,4′′-tris(3-methyl-phenyl-
phenyl-amino)triphenylamine (m-MTDATA) p-doped with 5 mol% tetrafluoro-tetracyano-
quinodimethane.

The evaporated small molecule route was also investigated by Maennig et al. [197].
They introduced a p-i-n-type heterojunction architecture for organic solar cells where the
active layer of ZnPc:C60 (as the i-type materials) is sandwiched between two wide-bandgap
layers; the p-type N,N,N′,N′-Tetrakis(4-methoxyphenyl)-benzidine (p-doped MeO-TPD) and
the n-type C60 layers. Figure 8.26 depicts the device structure for two stacked p-i-n cells.
Between individual cells an ultrathin gold layer is introduced. The authors believe that the
gold interlayer may play a dual role here. First, it is expected to hinder interdiffusion of
dopants that otherwise lead to a depletion region in cells without metal interlayer. Secondly,
it provides gap states that assist tunneling through the p-n junction barrier. The tandem cell
showed significantly higher power efficiency of 2.4% compared to the 1.95% efficient single
p-i-n cell.

Later, Drechsel et al. [198] achieved further improvements by finding the appropriate
dopants for both the p and n-type wide-gap transport layers. They stacked two p-i-n cells
both based on a phthalocyanine-fullerene blend, as the photoactive layer, reaching efficiencies
up to 3.8% as compared to 2.1% for the respective single p-i-n cell. The biggest boost in
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efficiency of small-molecule tandem cells was driven by the developments of Heliatek, who
published certified efficiencies of >10% for double junction cells and >12% for triple-
junction cells.

8.4.2.2 The Hybrid and Fully Solution-Processed Tandem Organic Solar Cells

In order to produce organic tandem solar cells employing solution processing, serious engi-
neering challenges have to be met. As multiple layers have to be cast on top of each other,
it has to be avoided that casting a further layer from solution dissolves the underneath layer.
Researchers have developed several approaches to circumvent this intrinsic problem. These
comprise employing sophisticated material sequences soluble in incompatible solvents or
applying one or more layers by vacuum-deposition methods.

In the case of the solution-processed organic solar cells, the first tandem structures
were reported by Kawano et al. in 2006 [199] based on conjugated Poly [2-methoxy-5-
(3′,7′-dimethyloctyloxy)-1,4-Phenylene vinylene] (MDMO-PPV) blended with the fullerene
derivative PCBM as the active layer for both top and bottom cells. The 20-nm thick ITO
interlayer was deposited by DC magnetron sputtering at a relatively high pressure of 1 Pa of
Ar without damaging the underneath active layer and substrate heating. Stacking two devices
based on the same material combination led to 35% performance improvement compared to
the single one (η = 3.1%).

In the same year, Dennler et al. [200] and Lemmer and coworkers [201a] reported an
organic tandem cell comprising two subcells with different active materials and different
absorption spectra, i.e. a Pc/C60 layer in combination with a bottom P3HT/PCBM interdif-
fused bilayer. The authors of Ref. [194] using a 1-nm thick Au intermediate recombination
layer, achieved a Voc of 1.02 V, equal to the sum of the individual Vocs of the subcells, and an
efficiency of 2.3%. Spectral photocurrent measurements with two light sources showed that
the photon harvesting in this tandem cell occurs over the entire visible range from 400 to
beyond 800 nm. Alternative interlayers such as thermally evaporated oxides like WO3 were
investigated by Janssen et al. [201b].

The first tandem cell composed of two solution-processed subcells based on two
different conjugated polymers was reported by Hadipour et al. in 2006 [202]. They
were able to couple a wide-bandgap polymer with a low-bandgap polymer. The com-
bination of a 110-nm poly(2,7-(9,9-dioctyl)-fluorene)-alt-5,5-(4′,7′-di-2-thienyl-2′,1′,3′-
benzothiadiazole) (PFDTBT):PCBM (1:4) layer for the bottom cell (large bandgap) and a
90-nm poly(5,7-di-2-thienyl-2,3-bis(3,5-di(2-ethylexyloxy) phenyl)-thieno(3,4-b) pyrazine)
(PTBEHT):PCBM layer for the top cell generated a broad spectral coverage. Since a gold
middle electrode does not give an ohmic contact for electrons, a very thin layer of 0.5 nm LiF
and 0.5 nm Al is added on top of the bottom active layer. LiF/Al provides an ohmic contact
to PCBM while a 60-nm spin-coated PEDOT:PSS layer on top of the Au layer provides the
ohmic contact to the polymer of the top cell. The performance of the tandem cell was 0.57%,
which is 1.6 times higher than the performance of the bottom cell (0.35%) and 2.5 times
higher than the performance of the top cell (0.23%), resulting in 0at least a 62% improvement
compared to the more efficient single cell.

A significant innovation was brought by the work of Gilot et al., where an intermediate
layer was entirely processed from solution like the whole tandem device [203]. The authors
used a layer of zinc oxide nanoparticles [204] and a layer of PEDOT as the recombination cen-
tre. Importantly, they established a solvent combination that allows subsequent layers to be
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processed without affecting previously deposited layers. The blends of MDMO-PPV:PCBM
and P3HT:PCBM were spin coated from chlorobenzene as the bottom and top active layers,
respectively. The intermediate layers in this study: PEDOT was heavily p-doped and ZnO
layer could be easily doped by exposure to UV irradiation (photodoping) for a few seconds
[205]. Values of Voc of 1.53 V and 2.19 V were achieved for a tandem and a triple-junction
solar cell, respectively; corresponding closely to the sum of single cells’ Vocs. This success-
ful deposition of fully solution-processed multijunction organic solar cells opened up the
possibility of roll-to-roll production of tandem cells.

The breakthrough in solution-processed tandem cells was reported by Kim et al., demon-
strating a high efficiency tandem device showing a 38% performance improvement ver-
sus the best single device [206]. These tandem devices were entirely solution processed
except for the top evaporated electrode. For the bottom BHJ cell a 130-nm thick layer
of poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′]dithiophene)-alt-4,7-(2,1,3-
benzothiadiazole)] (PCPDTBT):PCBM was used and the top cell was made of a blend of
P3HT:PC70BM with a thickness of 170 nm. The two polymer–fullerene layers were sepa-
rated by a transparent TiOx layer and a highly conductive PEDOT:PSS layer. The maximum,
though unverified efficiency reported so far of any organic tandem solar cell up to 6.5% was
achieved in this study at an illumination of 100 mW/cm2 based on a 3% efficient bottom and
a 4.7% efficient top cell.

A brief summary dealing with tandem organic solar cells from the early phases of tandem
developments is represented in Table 8.2. After 2009 the development of fully solution-
processed tandem cells was dominantly driven by Yang’s group and Janssen’s group, and
fully solution-processed tandem cells with certified efficiencies beyond 10% were reported.

8.4.2.3 Specific Geometries for Organic Tandem Solar Cells

All the reviewed tandem cells so far were based on two-terminal devices, comprising two
or more cells connected in series. However, several groups have suggested other approaches
to realise multijunction devices. This part of the study will discuss some of these novel
concepts.

Shrotriya and coworkers have reported a stacking method to overcome all processing
difficulties. They superimposed two independent devices, and connected them either in
series or in parallel [207]. To do so, the bottom cell required a semitransparent cathode
that was realised with a 1-nm LiF/2-nm Al/12-nm Au layer sequence showing a maximum
transparency of almost 75%. Both active layers were made of a blend of poly(2-methoxy-5-
(2′-ethyl)-hexyloxy)-1,4-phenylene-vinylene (MEH-PPV) and PCBM.

In 2007 Hadipour et al. introduced an additional solution-processable, transparent, and
insulating layer between the bottom and the top subcell that serves as an optical spacer and
also allows the fabrication of a monolithic four-terminal device [208]. The cathode of the
bottom cell (P3HT:PCBM) was evaporated with 3 nm of samarium (Sm) and 12 nm of Au.
Then, 250 nm of polytrifluoroethylene (PTrFE), dissolved in methyl ethyl ketone (MEK),
was spin coated onto the bottom cell to separate the two subcells, as suggested earlier by
Perrson et al. [209]. The top cell was made of PTBEHT:PCBM on top of a 20-nm Au/50-
nm PEDOT:PSS anode. They concluded that the most efficient connection for the active
materials employed was the parallel one; with a Voc of 0.59 V, a Jsc of 9.2 mA/cm2 and a FF
of 0.54.
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Figure 8.27 Sketch of the folded tandem cell realised by Tvingstedt et al. [210]. The chemical
structures of the exploited alternating polyfluorenes, namely APFO3, APFO Green-9, and the acceptor
molecule PCBM, are also shown.

Tvingstedt and colleagues proposed a novel geometrical modification of multijunction
cells called a “folded reflective tandem device” [210]. The device scheme is depicted in
Figure 8.27. This geometry enables the construction of tandem or multiple-bandgap solar
cells with arbitrary electrical parallel or series connection. In addition, this geometry allowed
the authors to benefit from three major advantages: First, the reflected light of one cell is
directed toward the second one, which ideally has a complementary absorption spectrum.
Secondly, the folded structures cause light trapping at high angles and absorb more photons
from incoming solar light. Finally, the tilting of the cells enhances the light path within
the active layer [211]. The used polymers were based on alternating fluorine copolymers
(APFs) combined with PCBM, APFO3:PCBM for one cell and APFO-Green9:PCBM for
the other cell. The conversion efficiency for a series connection increased from 2% up to
3.7% upon folding the V-shaped device from 0◦ to 70◦. The advantage of this approach is
that all problems related to multijunction stacking, extra transparent electrodes, and solvent
incompatibility are simply avoided.

Zhang et al. demonstrated a simple alternative to a parallel interconnection in 2008
[212]. In this device structure, a PCBM layer is employed to simultaneously form a bilayer
heterojunction PV subcell with the underlying CuPc layer and a BHJ photovoltaic subcell
blended with P3HT. In comparison with the conventional tandem structure, the omission
of the semitransparent intercellular connection layer reduces the complexity of the device
processing and the light losses. According to the working principle of the bilayer PV cells,
only the excitons created in a 5–10-nm thickness of CuPc can diffuse to the interface of the
CuPc/PCBM where they are separated into free carriers. The enhanced Jsc = 8.63 mA/cm2

and η = 2.79% of the tandem structure were nearly the sum of those of the standalone cells
of CuPc/PCBM and P3HT:PCBM.
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8.4.3 Design Rules for Donors in Bulk-Heterojunction Tandem
Solar Cells

We have introduced a simple model that allows us to predict the efficiency increase that one
can expect by going from single cells to tandem cells. This mode was already described in
great detail elsewhere [193], and only the main findings will be briefly summarised here.

An ideal intermediate layer placed between the subcells is assumed to ensure a perfect
alignment of the quasi-Fermi level of the PCBM of the bottom cell with the quasi-Fermi
level of the donor of the top cell. The Voc of the tandem cell is therefore calculated as being
the exact sum of the Vocs of the subcells. We assumed that the active layer of each cell
absorbs the light between 350 nm and a wavelength (λ1, λ2) defined by the bandgap of the
donor materials (EG1, EG2). In this wavelength range, the external quantum efficiency (EQE1,
EQE2) of the subcells is considered as being 65% constant, the internal quantum efficiency
(IQE) equal to 0.85%, and the fill factor (FF) equal to 0.65.

For each simulated donor, we have varied the bandgap between 1 and 3.15 eV, and the
LUMO level between –4 and –3 eV. Thus, we deal with six variables, namely EQE1, EQE2,
ELUMO1, ELUMO2, EG1, and EG2. Besides evaluating the potential efficiency of the tandem
cells, we calculated R, the increase of efficiency of the tandem versus the best of the single
cell:

R = E maxtan −Max[E maxbottom; E maxtop]

Max[E maxbottom; E maxtop]
(8.4)

And if R ≤ 0, we set it to 0 since in this case there is no benefit to go from single to tandem
devices.

One of the various cases we have considered is a tandem cell having on the bottom a
device based on the most widely studied wide-bandgap polymer, namely P3HT. Blended
with PCBM, this material has a potential to deliver efficiencies in the 5% regime at best.
Figure 8.28 shows R versus the EG2 and ELUMO2, as well as lines indicating the efficiency
of the tandem device with a P3HT/PCBM bottom cell. One can note that for the very high
tandem efficiencies, the top cell alone could yield even better performances (R = 0). It
appears though that using a donor having a bandgap of about 1.7 eV and a LUMO level of
–3.4 eV could significantly improve the potential of the respective subdevice. Such a cell
would have an ultimate efficiency of 4.5% like the P3HT:PCBM one. Hence, combining
these two 4.5% devices could allow fabrication of a 6.5% solar cell.

The second case we have considered is a tandem made of PCPDTBT:PCBM as the top
cell, combined with a variable bottom cell. The optical bandgap of this material is assumed
to be 1.55 eV. Combined with a EHOMO2 of –5.3 eV as measured by Mühlbacher et al. [46]
this suggests ELUMO2 = –3.75 eV and an ideal Voc2 = 0.7 V. Thus, in that calculation, we
have fixed ELUMO2 and EG2 and varied ELUMO1 and EG1. The result is displayed in Figure
8.29. Interestingly, Figure 8.29 suggests that the ultimate efficiency of 10% identified by
Scharber et al. [40] for a single cell based on a donor having [ELUMO1 = –4.0 eV; EG1 = 1.8
eV] can be pushed towards 13% by stacking a PCPDTBT:PCBM device on the top of it.

By plotting PCPDTBT on Figure 8.28 or P3HT on Figure 8.29, it appears that stacking
those two materials would not allow increasing their individual potential. However, such
tandem devices still yield higher efficiencies than the best single cells realised so far, as
proven by Kim et al. [206]. This achievement relies on the fact that the PCPDTBT:PCBM
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single cell did show an average EQE of only 30% over the range 350–800 nm instead of 65%
assumed in the calculations. This observation suggests that realising tandem devices can be
highly beneficial to enhance the performance of devices based on materials unable to deliver
their full potential.

8.5 ELECTRODE REQUIREMENTS FOR ORGANIC
SOLAR CELLS

Like any other solar cell, organic solar cells also require at least one light-transmissive elec-
trode. The second electrode can be opaque or transparent, again depending on the specific
application. The distinction between anode and cathode in bulk-heterojunction organic pho-
tovoltaics is not that trivial due to the nature of a bulk heterojunction and depends strongly
on the architecture of the cell, as we already discussed in Section 8.3. It is therefore more
common to define one electrode as the bottom electrode and the other one as the top elec-
trode, which indicates the processing sequence for solar cell fabrication. Bottom electrodes
are normally processed by vacuum-deposition processes like thermal evaporation or reactive
and ceramic sputtering, as well as chemical deposition methods like CVD (chemical vapour
deposition). Unfortunately, these methods frequently require in addition to the vacuum step
also a high-temperature step to postanneal or postcrystallise the inorganic conductor. Both
vacuum processing as well as high temperatures are rather unfavourable because of their
considerable processing cost when compared to printing technologies. The top electrode is
either a thermally evaporated metal layer or a thick, printed and opaque metal layer.

General requirements for OPV electrodes are defined by the material properties and
the interaction with the semiconductor materials, but also need to take into account the
compatibility to roll-to-roll processing, sufficient flexibility, good environmental stability –
all in combination with low material costs. Additional benefits are gained if the electrode
also acts as a barrier against water or oxygen and a good stability and can help to block
the UV part of the visible light. Functionality sets the requirements for electrode material
properties like conductivity, transmission and reflectance, and chemical stability is required
to withstand the production process. We have already discussed the importance of ohmic
contacts for optimised solar cell performance, and for organic semiconductors, where HOMO
and LUMO levels are typically in the range of 5.5 to 3.5 eV, the electrodes need to cover that
band regime.

In summary, the development of electrode materials requires the parallel optimisation of
the electrode performance with the interaction to the semiconductor material and compatibil-
ity with the production process in combination with the cost factor. In the following sections,
we will focus on a few technical key parameters for solar cells. Transparency is such a key
parameter – a transparency of more than 80% (better 90%) over the whole solar spectra is
required to keep optical losses to a reasonable minimum. The second key parameter is the
surface conductivity, which should be as high as 10 Ω/sq to prevent electrical power losses.
Due to the fact that the thin-film solar stack is only a few hundred nm thick, the bottom
electrode must have very low surface roughness of a few nm rms to prevent local shunting.
More qualitative key parameters are the chemical stability against organic and halogenated
solvents like toluene, xylene, chlorobenzene, etc. as well as excellent adhesion of the bottom
electrode to the substrate.
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8.5.1 Materials for Transparent Electrodes

The most widely used materials for transparent electrodes are transparent conductive oxides
(TCO) like indium tin oxide (ITO), doped zinc oxide (ZnO) or doped tin oxide (SnO). Most of
these TCOs are deposited on the substrate as a bottom electrode by vacuum processing tech-
niques like sputtering [213, 214]. Alternative deposition methods are pulsed laser deposition,
plasma enhanced sputtering [214] or sol-gel deposition [215] techniques. The second big
class of electrode materials is grid electrode composites. Grid electrodes are a combination
of a highly conductive transparent layer, either from conducting polymers, nanoparticles or
nanorods vertically stacked with a nontransparent metal grid. The metal grid serves the car-
rier collection and transport and is necessary since most transparent conductive coatings have
insufficient conductivity at the required high transparency. Once these transparent coatings
meet the 10 Ohm/sq regime, metallic grids will not be necessary. It is important to note that
both electrode types can be used in the bottom and top electrode configuration. However, for
processing reasons, most solar cell configurations use TCO electrodes as transparent bottom
electrodes, while grid electrodes are frequently used as top electrodes.

8.5.1.1 Indium Tin Oxide (ITO)

Indium tin oxide (ITO) is a composite from two binary oxides, where 90% of indium oxide
(In2O3) is doped with 10% tin oxide (SnO2). Glass substrates coated with ITO are commer-
cially available by different suppliers like Osram, Präzisions Glas & Optics, Kintec Company,
Diamond Coatings, etc. Benchmark values for ITO on PET shows a high transparency of up
to 80% over the visible spectra and a sheet resistance as low as 7 Ω/sq at a layer thickness
of around 700 nm [216]. The intrinsic work function of ITO is between 4.4–4.9 eV. The
chemical stability of ITO is reasonable and can be further improved by doping with other
materials [224]. Unfortunately, highly conductive ITO is also quite crystalline, and as such,
shows rather high brittleness. Another drawback of the highest-conductive ITO films are the
rather large crystallites, which cause further surface roughness. But the biggest disadvantage
of ITO is the cost. One kilogram of ITO costs around 1000 US$, which is due to the rareness
of indium. Indium only exists in an average amount of 0.1 ppm in the earth’s crust [217]. Due
to the high usage of ITO in the display and touch panel industry, indium costs are expected to
continue rising. Dopants other than indium may ease the cost situation: molybdenum doping
was reported to give good-quality TCO with increased carrier mobility, while titanium doping
led to good conductivity paired with high mobility as well [218, 219]. In summary, the high
costs and the brittleness of ITO on PET are the main drivers to find alternative transparent
electrode solutions for OPV.

8.5.1.2 Other TCO Systems

The variety of TCOs is huge. Many TCOs are composed of binary compounds such as
SnO2 and In2O3 or ternary compounds such as Cd2SnO4, CdSnO3 and CdIn2O4 as well as
combinations of the binary and ternary compounds [220, 224]. By combining these oxides
the optical, electrical, chemical and physical properties can be controlled more easily than
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by altering the chemical compositions. An excellent and detailed overview on the most
promising TCOs is given by Hilgendorff in his PhD thesis [221] and in the special issue of
the MRS Bulletin “Transparent conducting oxides” [222]. Almost all TCOs are n-type, and
only the group of delafossites are promising p-type oxides. Delafossites belong to the family
of ternary oxides with the general formula ABO2, where A is a cation linearly coordinated
to two oxygen ions and occupied by a noble-metal cation (Pt, Pd, Cu or Ag). The B cation is
located in distorted edge-shared BO6 octahedral with a central metal cation (Ga, In, Al, Fe,
Co, Y, La, Nd and Eu). Delafossites show the capability of a high conductivity, transparency
and have the potential of being cheap [223].

The most frequently used binary compounds that are doped with impurities like antimony,
fluorine, boron, aluminium or gallium are tin oxide (SnO2), zinc oxide (ZnO) or cadmium
oxide (CdO). They all show conductivity and transparency in the same range like ITO, but
they are much cheaper [224]. Other problems like stability and surface adherence and surface
roughness vary strongly for the different oxides and have to be optimised [225, 226, 236].

The work function of the most promising TCOs is in the same range as for ITO, some
even show higher work functions, which is important if we think of the highest possible
difference between the work function of the used electrode materials.

It is also possible to use the TCOs in a multilayer stack system, which was done by
Yoo in a dye-sensitised solar such by using a ITO/ATO/TiO2 triple layered substrate. The
thickness of the ITO layer is responsible for the sheet resistance, so at a 500-nm ITO layer
thickness the sheet resistance is around 2.4 Ω/sq, by decreasing the ITO layer thickness,
the sheet resistance increases to 9.4 Ω/sq at 100 nm ITO thickness. But the performance
of the cell is more influenced by the absence or presence of the TiOx layer. With a TiOx

layer the conversion efficiency is around 6.29% compared to 4.57% when no TiOx layer is
deposited [227].

This kind of multilayer electrodes but with a slightly changed stacking, is already used
in organic light-emitting diodes and is also a promising partner for organic solar cells. Here,
layer stacks with the following structure dielectric/metal/dielectric (DMD) are used. In most
cases silver or silver alloys are used as the metal layer. The dielectric layer consists very often
of TCOs. The key parameter in this stack is the metal layer, which is responsible for the sheet
resistance. These multilayer systems show a high flexibility due to a lower dielectric layer
thickness, combined with a high transparency and conductivity [228, 229]. Unfortunately, a
big problem is the environmental and thermal stability of these systems. There is a significant
change in the surface roughness, sheet resistance and transmission when annealed in different
atmospheres at elevated temperatures [230]. Most of these multilayer systems are prepared
using the sputtering technology. Transmission and conductivity for different metal layer
thicknesses and different insulators, like ITO, ZnO or Nb2O5 have been well investigated by
different groups [231–234]. For the usage in solar cells, one of the biggest problems is the
surface roughness and the wetting behaviour of such multilayer systems.

8.5.1.3 Grid-Based Electrode Systems

Organic solar cell operation requires electrodes to have a sheet resistance of 10 Ω/sq and a
transmission in the visible range of around 90%. Optical losses will not only exist due to a
low transmission of the selected material, but also due to the shadowing by the metal grid
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Table 8.3 Average sheet resistance and average transmission in the visible range between 400–800
nm for selected TCOs or multilayer stack systems.

Material

Average sheet
resistance

(Ω/sq)

Average
transmission

(%) Comments References

ITO 10 90
ZnO (doped with

Al, Ga, Zr)
10−50 88–91 Depends on doping

concentration
[224–226, 235, 236]

SnO (doped with
Sb or F)

2–60 ∼85–90 Depends on doping
concentration

[237]

ITO/ATO/TiO2 2–10 ∼90 [227]
ZnO/Ag/ZnO 3–10 ∼85–90 Strongly depends

on layer
thickness

[234]

ITO/Ag/ITO 6 ∼90 [229, 232, 233]

itself. The optical loss Ol of a metal finger of a grid can be easily calculated by using the
width of the finger, w, and the distance between two fingers, d

Ol = w

d
(8.5)

In Figure 8.30 the shadowing of a grid is plotted against the distance between two grid fingers
for a finger width of 100 μm. From the plot it is obvious that the optical loss is less than 10%
when the grid distance is less than 1 mm.
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Figure 8.30 Optical loss against distance of fingers, calculated for a finger width of 100 μm.
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The calculation for the electrical losses is unfortunately a little more complicated, but is
similar to the calculation for a grid used in a silicon solar cell. We have to make two different
assumptions. The first assumption is that the generation of charge carriers is homogeneous
over the whole area inside the active layer, and that due to a low μτ product a charge transport
J is just possible in one direction (the z direction) (see Figure 8.31).

�J = jo · ẑ (8.6)

As the second assumption, we suppose that the transport in the xy direction is so poor that
an intermediate layer, a high conductive material, is necessary to provide the transport of the
charge carriers to the grid. The transport is zero directly between two grid fingers and then
increases linearly with the half distance of the grid distance d.

jx (x) = j0 · x (8.7)

With these two assumptions we are now able to calculate the power loss and the relative
power loss by integration over the x direction, where j0 is the short-circuit current, l is the
length of the grid finger and Rsq is the sheet resistance of the intermediate layer.

P = J 2 · R (8.8)

dP = J 2 · dR (8.9)

P = j2 · l · Rsq

d/2∫
0

x2dx (8.10)

P = j 2
0 · l · Rsq · d3

24
(8.11)

and a relative power loss of


P

P
= j0 · Rsq · d2

V · 24
(8.12)
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Figure 8.32 Surface conductivity plotted against the distance between fingers. A constant value of
the relative power loss of 1% and 10% has been calculated for different short-circuit current densities.

This means that the power loss is increasing in the third exponent with the distance d between
the grid fingers. In Figure 8.32 the relative power loss is set to a constant value of 1% or
10% for three different short-circuit current densities. We plot the surface resistance against
the distance between two fingers for these constant relative power loss values. As can be
seen when we have a sheet resistance of less than 100 Ω/sq we can easily work with a grid
distance between 1 mm, when the sheet resistance is even lower, something around 10 ◦/sq
we can even go to 1 cm grid distance, without having any electrical losses [238, 239].

The fabrication of this metal grid can be done by thermal evaporation through a mask,
by inkjet printing or even hot embossing [240], as well as by screen printing [241] or using
nanoimprinting lithography [242, 243].

8.5.1.4 PEDOT:PSS and Other Highly Conductive Polymers

The best known and mostly used highly conductive polymer is poly (3,4-
ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS). PEDOT:PSS is a mixture
of two ionomers. The part of the sulfonyl groups are deprotonated and carry a negative
charge, whereas the PEDOT is a conjugated polymer and carry a positive charge. Together,
the charged macromolecules form a macromolecular salt. PEDOT:PSS shows a slight blue
colour. PEDOT:PSS is mainly commercially available at H.C. Starck under the trade name
Clevios and Agfa with the trade name Orgacon. It is used in almost all bulk-heterojunction
solar cells as a charge-carrier sensitive layer, which leads to enhanced injection conditions.
The problem of PEDOT:PSS is its acidity, which leads to etching of the TCO under envi-
ronmental conditions. But this material could also be used as an intermediate layer in a grid
electrode system due to a high conductivity combined with a medium to high transmission
in the visible range. By adding surfactants or changing the morphology the conductivity
of this material can be changed over a wide range [244]. PEDOT:PSS can be deposited
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by using spray-coating, spin-coating or doctor-blading technologies. The conductivity and
transmission of PEDOT:PSS vary strongly from the kind of deposition method and the used
solvent. But transmissions around 85% with a sheet resistance of 50–100 Ω/sq are possible.
The performance of these cells depends strongly on the quality of the active layer. But in
most cases the performance is similar to the reference cell, which is mostly an ITO-based
electrode system [155, 245–247].

The oldest known highly conductive polymer is polyaniline (Pani), which can also be
used as an interlayer. The high conductivity is reached by a protonic doping of Pani. The
conductivity is around 10–200 S/cm when processed from solution [248]. The publication list
of the synthesis and properties of Pani was increasing in the 1980s, but the usage of Pani in
organic solar cells has not been published yet. Pani offers good ambient stability properties,
it is nonacid, and can be also used by all deposition methods like for PEDOT:PSS. Pani
shows a green colour, and is nowadays mostly used as a corrosion protection layer [249].

8.5.1.5 Nanoparticles and Nanotubes

The usage of nonpolymeric materials as the intermediate layer for a grid electrode offers also
a big innovative potential. Most investigations so far were done on carbon nanotubes. Carbon
nanotubes also provide a wide range of conductivity and transmission and an intrinsic work
function in the range of 4.5–5.1 eV, which can be tuned by n- or p-type doping. The big
advantage of carbon nanotubes is that the processing can be done at room temperature and
ambient conditions, which is compatible with the polymeric substrates. Another advantage
is that the conductivity remains unchanged when the layers are bent. The disadvantages of
carbon nanotubes are the price level of SWNT, the stability of the SWNT films to air exposure
over several 100 h as well as the restriction to process highly diluted formulations. Depending
on the preparation of the carbon nanotube films the sheet resistance ranges from 20 Ω/sq to
1000 Ω/sq with a transmission between 80–85% [250, 251]. As for PEDOT:PSS most cells
with carbon nanotubes work in the same range or slightly better like the reference cell with an
ITO-electrode in the various publications [250–254]. Carbon nanotubes also seem to bring
an increase in performance when applied as an interlayer between ITO and PEDOT:PSS, or
between PEDOT:PSS and P3HT:PCBM, or even mixed inside the P3HT:PCBM blend [255].

ITO nanoparticles provide the possibility to process the films out of solution under
ambient conditions and at room temperatures. They further can be used as bottom as well as
top electrodes. Unfortunately, the highest conductivity is reached after a high-temperature
annealing step for a long time, which is incompatible with the film substrate [256, 257].

Further, silver needles or nanoparticles offer the possibility to process electrodes from
solution. No further annealing step seems to be necessary for an optimised solution or ink.
These films of silver needles show a transparency of around 80–90% in the visible range
and a sheet resistance in the range of 10–200 Ω/sq. Cells with silver needles show a higher
short-circuit current compared with ITO reference devices, due to the higher transparency,
and an improved optical path length due to scattering of incident light [258].

8.5.2 Materials for Nontransparent Electrodes

Nontransparent electrodes need to show surface conductivities of the order of 1 Ohm/sq or
lower and therefore require high conductive materials. Furthermore, solar cells can benefit if
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the opaque electrode also has high reflectivity or other light-management features to confine
light within the active layer. Ideally, these electrodes also have specific barrier functionality
against oxygen and water diffusion. Finally, packaging requires a good adhesion of the
printed layers to the bottom ones. Good adhesion is specifically important for module bus
bars as well as module interconnection regimes

8.5.2.1 Evaporated Materials (LiF/Ag, Ca/Ag, Ag, Au, etc.)

The assortment of materials that can be evaporated and used as an electrode is large. The
advantage of evaporation is that a shadow mask can be used and so a certain cell layout
can be applied. The most used combination of materials is lithium fluoride in combination
with silver or aluminium, where lithium fluoride acts to reduce the work function of the
electrode. Another combination is calcium with silver or aluminium. Unfortunately, these
electrode combinations are not environmentally stable and need to be handled under oxygen
and water exclusion. The usage of silver or gold directly on top of the active layer typically
leads to sufficient power losses. Both Au and Ag make nonrectifying contacts and typically
lead to FF and Voc losses due to surface recombination. The work functions of Au (5.1
eV) and Ag (4.6 eV) seem to be responsible for this lower performance when compared to
Al (4.3 eV) in a polymer–fullerene solar cell. However, that loss can be reduced by using
so-called intermediate layers (see Section 8.3), which to some extent can fine tune the work
function. This intermediate layer could be, for example, PEDOT:PSS. One other tactic is to
place a self-assembled monolayer of ZnO between the metal and the active layer material or
by introducing a MoO3 buffer layer [259,260]. The diffusion of silver or gold into the active
layer material is suppressed as well in the case of intermediate layers [261].

The disadvantages of evaporated electrodes are the rather complex transfer of that technol-
ogy to a roll-to-roll process. High-speed and low-cost roll-to-roll evaporation is principally
possible. However, the quality of these layers as well as the challenge to pattern the electrode
layers in register to the rest of the module stack remain to be solved.

8.5.2.2 Printable Materials (Ag Pastes, Organometallic Materials, etc.)

The advantage of printable electrode materials like Ag pastes or organometallic materials is in
their compatibility to roll-to-roll processing. Ag pastes are already used for the conventional
silicon solar cell industry. These pastes need two adjustments to become compatible for OPV:
(i) first, the ink and the solvents need to be chemically compatible to the cell stack, and (ii),
the drying temperature regime needs to be less than a few minutes @ 150 ◦C.

Ag pastes can be processed via screen printing, gravure and flexoprinting, pad printing or
by using a simple paint brush [241].

Organometallic materials are normally formulated in high boiling solvent like tetradecane
or ethylene glycol/ethanol and polymer mixtures of transition metals like Au, Cu, Ag, Pt.
These organometallic materials have mostly been used in inkjet systems so far, but screen
printing is also possible once the viscosity is adapted. These electrodes typically show the
highest conductivity after longer periods of high-temperature annealing. In former times the
temperature has been above 200 ◦C, which is not compatible with the polymeric substrate
or the active layer materials. But recent investigations made it possible to decrease the trans-
formation temperature to below 200 ◦C. The conductivities of organometallic materials are
lower than for sputtered materials, for example a vacuum-deposited Ag layer has resistivity
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of around 2 μΩ cm and for organometallic Ag layers the resistivity ranges from 40–500 μΩ
cm, dependent on the transformation temperature [240, 262–264]. The layer thicknesses
range from 100 nm to 1 μm depending on the deposition method.

8.6 PRODUCTION OF ORGANIC SOLAR CELLS

Organic semiconductors can be processed at low temperatures from solution and this opens up
the application of low-cost and scalable manufacturing processes such as printing or coating
from roll-to-roll with higher productivity. Printing as a fabrication method has evolved to one
of the most prominent production technologies for organic electronics. This elegant process
may ultimately allow deposition of materials from solution directly in defined spots onto
flexible plastic substrates.

In this section we discuss and analyse a series of production technologies for organic
photovoltaics such as blade coating, spray coating, inkjet printing, gravure and flexographic
printing, curtain and slot-die coating and outline the capability for the production from roll-to-
roll. Depending on the printing and coating technologies, the ink requirements differ in their
characteristics such as viscosity, vapour pressure, surface tension and boiling point, which
are primarily defined by the solvent properties. The selection of appropriate organic solvents
is determined by the solubility, drying characteristics and rheological behaviour. Different
printing technologies require adequate ink characteristics. In this section, we extensively
discuss the printing and coating methods and highlight the solar cell device performance of
differently printed and coated photovoltaic devices.

The first reported organic solar cell devices were fabricated by spin coating [21, 25]. In
this well-established laboratory method the fluid is deposited onto the centre of the substrate
that is subsequently spun at high velocity (up to 10 000 rpm). Centripetal acceleration forces
spreading of the ink on the surface of the substrate resulting in high-quality thin films. The
final film thickness depends not only on the nature of the fluid such as viscosity, drying
rate, solid content and surface tension, but strongly on the spinning parameters like spinning
speed, acceleration and time interval. Despite low viscosities and boiling points and thus,
high vapour pressures, spin coating requires little ink-formulation effort. A huge limitation
of the spin-coating method is identified by the production of solely large-area films with over
90% material waste. Furthermore, spin coating has low potential to be integrated in roll-to-
roll production. However, most of the research activities have been done by spin coating,
mainly due to the homogeneity of the film thickness, reduced particles, reduced number of
pinholes and with record power-conversion efficiencies (PCE) on glass substrates up to 5%
[32, 38, 89, 98].

Another technology to deposit thin films from solution is proven by blade coating [265,
266]. Figure 8.33 demonstrates the principle of blade coating.

A coating knife (doctor blade) applies a defined amount of solution evenly over the
substrate by moving the knife along the substrate with an adjustable velocity in the range
of 5 to 70 mm/s depending on the desired film thickness. This leads to a large-area wet
film that dries during the vaporisation of the solvent. The drying and resulting quality and
thickness of the solid-state film depends not only on the solvent vehicle, but strongly on the
blading parameters, such as temperature of the table, slit height, defined by the gap between
the knife and the substrate, accompanied by the solution volume. Different drying kinetics
may lead to distinct solid-state topographies and, eventually, morphologies over spin-coated
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Figure 8.33 Principle of doctor blading.

films. Large-area films can be coated with lateral resolutions in the submillimetre regime
and low material waste compared to spin coating. Blade coating allows a huge choice of
organic solvents and therefore, little ink formulation effort is required. This fast method to
obtain thin films is compatible with roll-to-roll processes and was previously reported [267]
as an elegant technology for the fabrication of photovoltaic devices. The authors evaluated
the quality of doctor blading over spin coating and found that blade-coated devices show
as high performances as spin-coated ones. A slight increase in power-conversion efficiency
(PCE) reflects a 10% higher Jsc owing to a gradient in the film thickness of blade-coated
layers, which is frequently observed for small-area coating trials. However, similar quantum
efficiencies for charge generation and charge separation for both techniques are found. The
current–voltage (J–V) behaviour of solar cell devices in [267] was analysed [268] to examine
the origin of the slight increase in device performance of doctor-bladed over spin-coated
OPVs. The investigated spin-coated and doctor-bladed devices based on pristine o-xylene
solvent show similar ideality factors n, but different saturation currents J0 resulting in different
morphologies for the two types of processing [267]. The distinct drying kinetics of the wet
film processed by spin coating or doctor blading involves different solid-state morphologies,
while not losing performance. Optimised solvent formulations (oDCB/mesitylene), and thus
improved drying with homogeneous film formation, lead to high-efficiency doctor-bladed
devices as demonstrated in Figure 8.34. More details of the ink formulation development
can be found elsewhere [269].
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Figure 8.35 Principle of spray coating. (Reproduced with permission from Vak, 2007. Copyright C©
2007, American Institute of Physics.)

These investigations show a clear benefit of a roll-to-roll compatible coating technology
with comparable or even better device performances to spin coating [267].

Thin film deposition by spray coating [270, 271] was recently published as a suitable
method for the fabrication of organic photovoltaics. Vak et al. previously showed that spray
coating the active layer from chlorobenzene solutions gives highly efficient devices [272].
Furthermore, Green et al. presented spray-deposited P3HT:PC61BM films from a variety of
common organic solvents with different boiling points [273]. Even efficiencies in the range of
3.2% based on chlorobenzene have been demonstrated using an ultrasonic spray deposition
with droplet volume in the picolitre regime, but these devices were processed in an inert
atmosphere [274], which limits the compatibility with roll-to-roll processes. A schematic
representation of the spray-coating method is shown in Figure 8.35 [272].

In the spray-coating method, the film formation occurs stepwise via single droplets. The
transfer gas pressure forces single droplets with high velocity onto the substrate. The droplets
dry immediately as they hit the surface of the substrate. This morphology evolution is entirely
different compared to other printing techniques such as inkjet printing [269], where the film
formation is based on the spreading of droplets and combining with adjacent droplets to form
a liquid bulk that dries during evaporation of the solvent formulation. Typically, the surface
roughness is in the tens of nanometres owing to the transfer of rather large droplets in the
micrometre regime that individually dry on the substrate without forming a liquid bulk.

The spray-coating technique requires inks having high vapour pressures for rapid drying
and low viscosities at room temperature, since the inks are processed at ambient condi-
tions and are not heated during spraying. Highly viscous inks require higher temperatures
to decrease the viscosity and adapt the fluid properties on the airbrush setup. The nozzle-
to-substrate distance depends on the vapour pressure of the ink and has to be adjusted. For
inks with too low drying rates or too close nozzle-to-substrate distance, liquid droplets are
immediately pushed sideward by the pressure gas of the airbrush, resulting in nonuniform



268 SOLAR CELL MATERIALS

–0.6 –0.4 –0.2 0.0 0.2 0.4 0.6

–10

–8

–6

–4

–2

0
 Chlorobenzene, monolayer

 Chlorobenzene, bilayer

 oDCB/Mesitylene, monolayer

 oDCB/Mesitylene, bilayer

 fully sprayed solar cell device 

         (PEDOT:PSS and oDCB/Mesitylene monolayer)

Voltage/V

J/
m

A
 c

m
–
2

Figure 8.36 Device performance of spray-coated devices on glass based on either chlorobenzene or
oDCB/mesitylene. (Data extracted from [275])

wetting. On the other hand, for organic solvents with too high evaporation rates and too large
a nozzle-to-substrate distance, the spray-deposited droplets may be dry prior to reaching
the substrate surface and a film deposition is inhibited. In all printing and coating technolo-
gies, the surface tension plays a major role in successful coatings and is responsible not
only for the wetting and spreading on the substrate, but also for the interaction with the
printhead, nozzle, blade, etc. “Low wets high”, in fact the low surface tension for organic
semiconductor solutions guarantees decent wetting with low contact angles on PEDOT:PSS
substrates owing to higher surface tensions and the hygroscopic behaviour of PEDOT:PSS
[275]. The authors of this study previously presented photovoltaic devices with spray-coated
P3HT:PCBM films based on oDCB/mesitylene [269] compared to pristine chlorobenzene.
The J–V characteristics are depicted in Figure 8.36.

Spray-coated monolayers were compared with spray-coated double layers, whereas the
bilayers reveal strong limitations in fill factor (FF) and serial resistances (Rs) owing to the high
film thickness of 400 nm. Moreover, the bilayers indicate limitations in the mobility–lifetime
(μτ ) product, leading to losses in photocurrent and thus, lower Jsc. In contrast, 250-nm thick
monolayers perform significantly better, yielding a Voc of 588 mV, Jsc of 9.0 mA cm−2, and
a high FF of 0.59, corresponding to a PCE of 3.1%. Monolayer devices show a much weaker
field dependence than thicker bilayer ones. In accordance with earlier studies [98], the slowly
dried oDCB/mesitylene films have a larger μτ product, sufficient to extract all carriers under
Jsc conditions. These results indicate that morphological limitations can be overcome by
appropriate ink formulations. Surprisingly, the high surface roughness in the range of tens of
nanometres for spray-coated P3HT:PCBM films over spin-coated or doctor-bladed ones (few
nanometres) does not affect the device performance adversely. To further prove the potential
of spray coating as a fabrication method, a fully sprayed organic photovoltaic device is
reported in [275] with a spray-coated hole-extraction layer PEDOT:PSS as well as photoactive
P3HT:PCBM film. The fully spray-coated solar cell reveals an outstanding high device
performance with Voc of 560 mV, Jsc of 9.1 mA cm−2, FF of 0.52 and PCE of 2.7% [275].
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Figure 8.37 Principle of inkjet printing. (Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Repro-
duced with permission.)

Inkjet printing has emerged as one of the most important patterning methods not only in
the paper industry, but has also gained huge prestige in organic electronics. Nowadays three
types of inkjet printers are commercially available that differ in the formation of droplets
[276]: continuous inkjet, drop on demand (DOD) inkjet and bubble jet. Inkjet printheads
position a fluid accurately in defined spots on a substrate, and thus the DOD technology
has become more important since a droplet is created and ejected on demand leading to a
predefined printing pattern without postpatterning of the coated films, as is necessary for
large-area coating methods, e.g. blade or spray coating. Functional films can be inkjet printed
with high resolution of a few micrometres owing to the formation of droplets in the picolitre
regime. Inkjet printing has been widely implemented in the field of organic light-emitting
diodes and field effect transistors [277], but only a few reports are found on inkjet-printed
organic solar cells [84, 269, 278–280].

Figure 8.37 [269] shows the principle of inkjet printing. The inkjet fluid is transferred from
a writing head onto a substrate without direct contact of the surface [281], which makes inkjet
printing so promising due to the compatibility with various substrates. As demonstrated in
the scheme in Figure 8.37, a droplet is ejected at the nozzle orifice. As it hits the surface of
the substrate, the droplet wets and spreads on the substrate due to the interaction of surface
energies. Combining of adjacent droplets to a liquid bulk leads to film formation. Individual
drying kinetics of the wet film depends strongly on the solvent vehicle and the corresponding
solvent properties of the single components. Inkjet printing inks are generally low-viscous
ones in the range of 1 to 10 mPa s, but certainly higher viscosity inks up to 40 mPa s
can be printed with high frequencies by heatable ink reservoirs or temperature-controlled
printheads to decrease the viscosity at the nozzle orifice during droplet formation. Too high
viscosities and dispersions with large particles lead to jetting problems and nozzle clogging.
The uniformity of inkjet-printed layers is determined by the temperature of the substrate
and the choice of organic solvents. In the design of inkjet inks, the vapour pressure is of
great interest. The nozzle orifice is open to the atmosphere and consequently, high vapour
pressure solvents may evaporate even in the nozzle. This leads to an increase of viscosity
at the nozzle affecting the droplet characteristics such as velocity, volume and angularity
(angle deviation) and even materials precipitate in the jet resulting in serious nozzle clogging
[269]. The surface tension controls the spreading and wetting of the ink on the substrate as
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Figure 8.38 Device performance of inkjet-printed devices on glass based on oDCB/mesitylene.
Increased regioregularity of P3HT (i.e. reduced structural defects) yields improved photovoltaic per-
formance. (Data extracted from [84, 269])

well as the interaction with the printhead. A well-optimised ink formulation gives excellent
droplet formation owing to suitable rheology of the ink and well-adjusted driving conditions
of the printhead. Thus, inkjet printing requires huge effort to properly design inks for reliable
jetting and excellent film quality. Film thicknesses can be varied by changing the droplet
volume and droplet spacing. Recently, Hoth et al. [269] studied the morphological properties
of inkjet-printed P3HT:PCBM blend layer and highlighted the device performance on glass
substrates achieved with an adequate inkjet formulation oDCB/mesitylene over pristine
solvent tetralene. Outstanding high device performance was obtained with Voc of 540 mV,
Jsc of 8.4 mA cm−2 and a FF of 0.64, corresponding to PCE of 2.9% with inkjet-printed
P3HT:PCBM film based on oDCB/mesitylene.

With higher regioregular (96%) P3HT and the optimised inkjet solvent formulation
oDCB/mesitylene to control the drying and film formation, Hoth et al. [84] were able to
gain suitable gelation time, improved morphological properties of the active layer yielding
excellent device performance of 3.5% with Voc of 537 mV, Jsc of 10.05 mA cm−2 and a FF of
0.64 for inkjet-printed P3HT:PCBM bulk-heterojunction solar cells. Figure 8.38 represents
the J–V characteristics of inkjet-printed OPVs.

Gravure printing demonstrates one of the simplest industrial printing technologies. A
schematic representation is shown in Figure 8.39 [282].

Doctor blade

Web

direction

Printing roll

with engraved patterns Reagent ink

Pretreated web

Pressure roll

Figure 8.39 Principle of gravure printing.
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The printing pattern is engraved into a printing roll and filled with ink by rotating in an ink
bath. The excessive ink is peeled off by a flexible coating knife prior to touching the surface of
the substrate. The remaining ink in the engraved pattern is directly transferred onto the flexible
plastic substrate. Imprinting occurs and the substrate absorbs the ink from the engraved cells
[282]. This high-throughput and cost-effective roll-to-roll printing technology is capable of
printing films with low film thicknesses ranging from 1 to 50 micrometres and small patterns
with line width less than 100 micrometres at high speeds up to 15 m/s [283]. These properties
in combination with low-temperature processing and appropriate patterning resolution make
this technology as one of the most promising methods for the mass production of organic
solar cells. Tuomikoski and Suhonen [282] previously reported on the first gravure-printed
organic solar cells with film qualities of gravure-printed 100-nm P3HT:PCBM comparable to
that of spin-coated ones. Despite the decent diode properties, the reduced Jsc of the gravure-
printed device might reflect a poor morphology owing to unfavourable drying kinetics. A
fully gravure printed organic solar cell with gravure-printed hole-transporting layers as well
as photoactive P3HT:PCBM film was lately reported in [284] with efficiencies as high as
1.68% under AM 1.5 illumination. These studies show that efficient devices can be fabricated
by gravure printing and evaluate gravure printing as a manufacturing method for the mass
production of OPVs.

Curtain coating and slot-die coating have emerged as promising technologies for the
fabrication of organic photovoltaics from roll-to-roll. The curtain-coating technique uses
a gravity-fed slot orifice to apply a fluid onto the substrate by a falling ink curtain. This
technology produces high-quality films with extremely high line speeds up to 1000 m/min.
The thickness of the coating is affected by the rheological properties of the ink, the coating
speed and the die gap, and thus the ink volume. This method requires huge ink formulation
effort since the curtain during coating lacks high stability without defects.

Contrary to curtain coating, in slot-die coating the ink is squeezed via a slot onto
the substrate. However, both technologies appear rather comparable to the doctor-blading
technique. The inset in Figure 8.40 shows the principle of slot-die coating. A pump-fed slot

30

5

–5

–1

C
u
rr

e
n
t 
[m

A
/c

m
2
]

–0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8 1

ISC1 6.13 mA/cm2

618 mV

0.46

1.74 %

VOC:

FF:

ηAM1.5:

10

Bias [V]

Slot die coating

Figure 8.40 Dark (black) and light (red) J–V characteristics of a slot-die-coated device. The inset
shows the principle of slot-die coating. (Data extracted from [287])



272 SOLAR CELL MATERIALS

orifice directly applies a fluid to the flexible substrate, which is supported by a back up roll.
Apart from the ink properties and temperature control of the substrate, the thicknesses of the
coating can be varied by the distance and angle between die and substrate, the pump speed,
the die gap and web speed. Slot-die coating can handle inks with a wide range of viscosities.
The uniformity, and hence the quality of the coated films require fluid properties with high
shelf life and consistency in concentration, viscosity and temperature. Moreover, the sub-
strate should be of high quality that ensures reliable surface properties over the whole area.
As aforementioned, the drying kinetics is of great interest in the slot-die-coating technique.
Basically, thin films exhibit high drying rates, favouring the usage of fast web speeds leading
to high throughputs. However, apart from the numerous advantages of slot-die coating, the
adjustment of the pump pressure is decisive, since the material loss increases significantly at
higher web speeds and die systems possess high costs. Nevertheless, slot-die coating is ascer-
tained as a high-throughput and economical fabrication technology with good prospects for
the future OPV mass production. Organic solar cells with slot-die-coated PEDOT:PSS films
and P3HT:PCBM active layers on ITO-coated polyester films were previously demonstrated
in [285–287]. The J–V characteristics of a slot-die-coated solar cell device are presented in
Figure 8.40 [287].

The authors achieved outstandingly high power-conversion efficiencies up to 1.74% for a
fully printed organic solar cell and these promising findings show the feasibility of slot-die
coating as a suitable roll-to-roll manufacture for organic photovoltaics.

Transferring a laboratory coating method to a roll-to-roll printing or coating technology
may entail challenges not only in fluid stability and compatibility of the ink, but also in
quality and morphology of printed or coated films. Therefore, flexible organic solar cells
were fabricated with identical device architectures by a roll-to-roll technique and compared
to lab-scale doctor-bladed devices on an ITO-coated polyester carrier [288].

The J–V characteristics in Figure 8.41 indicate similar photovoltaic behaviour under AM
1.5 illumination for both fabrication types. The roll-to-roll processed solar cell reveals a Voc of
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behaviour in the dark.
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570 mV, Jsc of 8.29 mA cm−2, FF of 0.60 and PCE of 2.82%, whereas the doctor-bladed device
has a Voc of 550 mV, Jsc of 8.62 mA cm−2, FF of 0.63 leading to a PCE of 2.98%. Although
processed from different technologies, both devices show identical ideality values n of 1.6
and saturation currents J0 (3–8 × 10−9 mA cm−2), suggesting similar phase separation
and aggregation, and thus bulk morphologies of the P3HT:PCBM blend composites. The
reduced Jsc of the roll-to-roll processed device is a result of a slightly decreased μτ product,
whereas the lower Voc of the doctor-bladed solar cell is partly attributed to a reduced built-in
potential. However, the roll-to-roll fabricated OPV indicates a similar device performance
to a lab-scale blade-coated solar cell. These investigations demonstrate the high potential
of a roll-to-roll manufacturing to produce high-quality thin films, which are comparable to
lab-scale methods, for the fabrication of OPVs.

Also, currently slot-die coating is the most reliable method to produce organic solar cells,
and all record efficiencies of large-area processed modules were demonstrated with slot-die
coated modules.

8.7 SUMMARY AND OUTLOOK

The fundamentals of OPV were developed in the period between 2005 and 2010. During
this period, the 3rd generation of OPV materials was developed, tandem concepts were
successfully implemented, the essential classes of electrode and interface materials were
reported, and, the key production method for large-area volume processing was found.
Although efficiencies at those times just hit the 7% level for single-junction cells, the know-
how and knowledge gained in that period set the basis for the efficiency records of over
12%, as demonstrated recently. In 2009 we predicted that OPV will hit the 10% milestone
between 2010 and 2012. By today, the expectations are that the 15% milestone will be hit
before 2015. In parallel, there is visible progress on lifetime. The whole technology platform
around the organic solar cells was developed outstandingly rapidly. Electrode materials,
packaging materials, production processes – all were developed and transferred to flexible
substrates within only a few years.

The first reports on indoor, accelerated and outdoor degradation can be summarised such
that the lifetime of flexible organic solar cells are already good enough for the first consumer
electronics application. Indeed, by 2009, the first commercial OPV product, a solar bag with
integrated battery, made it onto the public market [289].
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[239] A. Götzberger, and B. Voß, J. Knobloch, Sonnenenergie: Photovoltaik, Teubner Studienbücher,
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[253] H. Peng, J. Am. Chem. Soc. 2008, 140, 42–43.
[254] R. Jackson, B. Domercq, R. Jain, B. Kippelen, and S. Graham, Adv. Funct. Mater. 2008, 18,

1–7.
[255] S. Chaudhary, H. Lu, A. M. Müller, C. J. Bardeen, and M. Ozkan, Nano Lett. 2007, 7, 1973–1979.
[256] J. Ederth, P. Heszler, A. Hultaker, G. A. Niklasson, and C. G. Granqvist, Thin Solid Films 2003,

445, 199–206.
[257] M. Gross, A. Winnacker, and P. J. Wellmann, Thin Solid Films 2007, 515, 8567–8572.
[258] J.-Y. Lee, S. T. Connor, Y. Cui, and P. Peumans, Nano Lett. 2008, 8, 2, 689–692.
[259] H.-L. Yip, S. K. Hau, N. S. Baek, and A. K.-Y. Jen, Appl. Phys. Lett. 2008, 92, 193313.
[260] C. Tao, S. Ruan, X. Zhang, G. Xie, L. Shen, X. Kong, W. Dong, C. Liu, and W. Chen, Appl.

Phys. Lett. 2008, 93, 193307.
[261] M. O. Reese, A. J. Morfa, M. S. White, N. Kopidakis, S. E. Shaheen, G. Rumbles, and D. S.

Ginley, Sol. Energy Mater. Sol. Cells 2008, 92, 746–752.
[262] D. Kim, S. Jeong, H. Shin, Y. Xia, and J. Moon, Adv. Mater. 2008, 20, 16, 3084–3089.
[263] S. Jeong, K. Woo, D. Kim, S. Lim, J. S. Kim, H. Shin, Y. Xia, and J. Moon, Adv. Funct. Mater.

2008, 18, 679–686.

http://www2.zipperling.de/Products/Pani/Welcome.de.html


282 SOLAR CELL MATERIALS

[264] T. H. J. van Osch, J. Perelaer, A. W. M. de Laat, and U. S. Schubert, Adv. Mater. 2008, 20,
343–345.

[265] C. J. Brabec, F. Padinger, J. C. Hummelen, R. A. Janssen, and N. S. Sariciftci, Synth. Met. 1999,
102, 861.

[266] F. Padinger, C. J. Brabec, T. Fromherz, J. C. Hummelen, and N. S. Sariciftci, Optoelectron. Rev.
2000, 8, 4, 280.

[267] P. Schilinsky, C. Waldauf, and C. J. Brabec, Adv. Funct. Mater. 2006, 16, 1669.
[268] C. Waldauf, M. C. Scharber, P. Schilinsky, J. A. Hauch, and C. J. Brabec, J. Appl. Phys. 2006,

99, 104503.
[269] C. N. Hoth, S. A. Choulis, P. Schilinsky, and C. J. Brabec, Adv. Mater. 2007, 19, 3973.
[270] T. Ishikawa, M. Nakamura, K. Fujita, and T. Tsutsui, Appl. Phys. Lett. 2004, 84, 2424.
[271] X. L. Mo, T. Mizokuro, H. Mochizuki, N. Tanigaki, and T. Hiraga, Jpn. J. Appl. Phys. Part 1

2005, 44, 656.
[272] D. Vak, S. Kim, J. Jo, S. Oh, S. Na, J. Kim, and D. Kim, Appl. Phys. Lett. 2007, 91, 081102.
[273] R. Green, A. Morfa, A. J. Ferguson, N. Kopidakis, G. Rumbles, and S. E. Shaheen, Appl. Phys.

Lett. 2008, 92, 033301.
[274] K. X. Steirer, M. O. Reese, B. L. Rupert, N. Kopidakis, D. C. Olson, R. T. Collins, and D. S.

Ginley, Sol. Energy Mater. Sol. Cells 2009, 93, 447–453.
[275] C. N. Hoth, R. Steim, P. Schilinsky, S. A. Choulis, S. F. Tedde, O. Hayden, and C. J. Brabec,

Org. Electron. 2009, 10, 587–593.
[276] D. R. Gamota, P. Brazis, K. Kalyanasundaram, and J. Zhang, Printed Organic and Molecular

Electronics, Kluwer Academic Publishers 2004, ed. T. Claypole, 320–322.
[277] P. Calvert, Chem. Mater. 2001, 13, 3299–3305.
[278] V. G. Shah, and D. B. Wallace, Proc. IMAPS 37th Annual International Symp. on Microelec-

tronics, Long Beach, CA, 14–18th Nov. 2004, p1.
[279] V. Marin, E. Holder, M. M. Wienk, E. Tekin, D. Kozodaev, and U. S. Schubert, Macromolecules

Rapid Commun. 2005, 26, 319–324.
[280] T. Aernouts, T. Aleksandrov, C. Girotto, J. Genoe, and J. Poortmans, Appl. Phys. Lett. 2008, 92,

033306.
[281] Z. Nie, and E. Kumacheva, Nature Mater. 2008, 7, 277.
[282] M. Tuomikoski, and R. Suhonen, Proc. of TPE06, 2nd Int. Symp. Techn. for Polym. Electronics,

Rudolstadt 2006, 83.
[283] X. Yin, and S. Kumar, Chem. Eng. Sci. 2006, 61, 1142–1152.
[284] J. M. Ding, A. De la Fuente Vornbrock, C. Ting, and V. Subramanian, Sol. Energy Mater. Sol.

Cells 2009, 93, 459–464.
[285] K. Schultheis, L. Blankenburg, S. Sensfuss, and M. Schrödner, Proc. of the Cintelliq Conference,

Frankfurt, 2007.
[286] M. Schrödner, K. Schultheis, L. Blankenburg, H. Schache, and S. Sensfuss, Int. Symp. TPE08,

Rudolstadt, 2008.
[287] L. Blankenburg, K. Schultheis, H. Schache, S. Sensfuss, and M. Schrödner, Sol. Energy Mater.

Sol. Cells 2009, 93, 476–483.
[288] C. N. Hoth, S. Balasubramanian, P. Schilinsky, E. Zeira, and C. J. Brabec, unpublished results,

2008.
[289] http://www.neubers.de/vmchk/Solar-Taschen/View-all-products.html.

http://www.neubers.de/vmchk/Solar-Taschen/View-all-products.html


9 Third-Generation Solar Cells
Gavin Conibeer
School of Photovoltaic and Renewable Energy Engineering, University of New South Wales, Australia

9.1 INTRODUCTION

The two most important power-loss mechanisms in single-bandgap solar cells are the inability
to absorb photons with energy less than the bandgap (5 in Figure 9.1) and thermalisation
of photon energies exceeding the bandgap (1 in Figure 9.1). These two mechanisms alone
amount to the loss of about half of the incident solar energy in solar cell conversion to
electricity. As discussed in Chapter 2, Section 2.3.2, the maximum thermodynamic efficiency
for the conversion of unconcentrated solar irradiance into electrical free energy in the radiative
limit assuming detailed balance and a single threshold absorber was calculated by Shockley
and Queisser in 1961 [Shockley and Queisser, 1961] to be about 31%.

Carrier thermalisation and the nonabsorption of subbandgap photons account for the loss
of about half of the incident solar energy in solar cell conversion to electricity. Multiple
energy threshold approaches are required to tackle the lost energy and thus to achieve the
higher efficiency potential of third-generation PV goals. Such approaches do not in fact
disprove the validity of the Shockley–Queisser limit, rather they avoid it by the exploitation
of more than one energy level for which the limit does not apply. The limit that does apply
is the thermodynamic one, shown in Figure 9.2, of 67% for unconcentrated irradiance.
There are three types of approaches for applying multiple energy levels [Nelson, 2003]: (a)
increasing the number of energy levels; (b) multiple carrier-pair generation per high-energy
photon or single carrier-pair generation with multiple low-energy photons; and (c) capturing
carriers before thermalisation. Of these, tandem cells, an implementation of strategy (a),
are the only ones that have, as yet, been realised with efficiencies exceeding the Shockley–
Queisser limit.

Third-generation approaches aim to achieve high efficiency for photovoltaic (PV) devices
by circumventing the Shockley–Queisser limit for single-bandgap devices. The concept is
to do this with only a small increase in areal costs and hence reduce the cost per Watt
peak [Green, 2003]. Also, in common with the silicon- and CZTS-based second genera-
tion thin-film technologies, these will use abundant and nontoxic materials. Thus, these
“third-generation” technologies will be compatible with large-scale implementation of pho-
tovoltaics. The approach differs from “first-generation” fabrication of high-quality and hence
low defect single-crystal photovoltaic devices, which have high efficiencies that are approach-
ing the limiting efficiencies for single-bandgap devices but that use energy- and time-intensive
techniques. Thin-film or second-generation approaches seek to use foreign substrates to
reduce the amount of absorber material used and low-cost vapour phase deposition to reduce
the thermal budget. Hence, the overall cost of thin-film devices is lower than single-crystal
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Figure 9.1 Loss processes in a standard solar cell: (1) – lattice thermalisation loss of carriers generated
by above bandgap photons; (2) and (3) – junction and contact voltage losses; (4) – recombination loss
(radiative recombination is unavoidable); and (5) – nonabsorption of photons below the bandgap.

ones, but the efficiencies are also lower because the nonmelt processing of materials leads to
a much larger defect density. Third-generation approaches aim to enhance the efficiency of
thin film devices through the use of multiple energy levels. Hence, third generation aims to
decrease costs to well below the US$0.5–1/W level of second generation towards US$0.1–
$0.2/W or better, by significantly increasing efficiencies, but maintaining the economic and
environmental cost advantages of thin-film deposition techniques (see Figure 9.2 of the three
PV generations) [Green, 2003].
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Figure 9.2 Efficiency and cost projections for first- (I), second- (II) and third-generation (III) PV
technologies (wafer-based films, thin films, and advanced thin films, respectively).
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In the last few decades, progress in synthesis of uniformly sized nanoparticles and
nanocrystals has provided great potential to implement the above approaches. When semi-
conductor nanoparticles or nanocrystals are made very small, they behave as quantum dots
(QDs) due to three-dimensional confinement of carriers [Boer, 1990]. Quantum confinement
causes a material’s effective bandgap to increase so as to allow engineering of the material
bandgap to realise approach (a). Also, the relaxation dynamics of photoinduced carriers in
semiconductor QDs arrays may be greatly affected by the size confinement. These include
enhanced impact ionisation or exciton multiplication and greatly slowed relaxation and cool-
ing of photogenerated hot electrons and holes [Nozik, 2002; Luque and Marti, 2007; Luque
et al., 2010, Conibeer et al., 2006A]. The former can be applied to approach (b) to gener-
ate more photocurrent, the latter can be applied to approach (c) to increase photovoltage.
QD materials may also be applied to intermediate band solar cells (which are related to
upconversion) to increase photocurrent.

9.2 MULTIPLE-ENERGY-LEVEL APPROACHES

The concept of using multiple energy levels to absorb different sections of the solar spectrum
can be applied in many different device structures. The ideal limiting efficiencies for these
are often very similar and sometimes identical for a given number of energy levels. Hence
their differences are manifest in the degree to which each overcomes nonidealities. This
includes any inability of a particular cell design to select photon absorption at its optimum
energy level in the cell, the presence of parasitic processes (usually associated with defects),
and the ease of manufacture and the abundance of appropriate materials.

9.2.1 Tandem Cells

The tandem or multicolor cell is conceptually the easiest configuration to understand. It
belongs to strategy (a) of increasing the number of energy levels. Solar cells consisting of
p-n junctions in different semiconductor materials of increasing bandgap are placed on top
of each other, such that the highest bandgap intercepts the sunlight first (see Figure 9.3). This
approach was first suggested by Jackson in 1955 using both spectrum splitting and photon
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Figure 9.3 A tandem cell with the bandgap of each subcell decreasing from the front to the back,
giving both spectrum splitting and photon selectivity.
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selectivity [Jackson, 1955]. The particle balance limiting efficiency depends on the number
of subcells in the device. For 1, 2, 3, 4, and ∞ subcells, the efficiency η is 31.0%, 42.5%,
48.6%, 52.5%, and 68.2% for unconcentrated light [Brown and Green, 2002; Green, 2003]
and as also discussed in Section 2.3.4.

9.2.1.1 III-V Tandems

The highest-quality and hence highest-efficiency tandem devices are those made by epitaxial
single-crystal III-V growth. A simplified generic III-V tandem device is shown in Figure 9.4.
Such structures are grown monolithically by epitaxial growth process such as metal organic
vapor phase epitaxy (MOVPE) or molecular beam epitaxy (MBE). These epitaxial techniques
are very expensive but give very high quality crystalline material. The epitaxial growth
requires control of the lattice parameter to a constant value; and bandgap control is required
for a tandem cell. It is the flexibility of the III-V group of compounds that lends it to the growth
of such cells, usually lattice matched on a germanium substrate. This requires most devices to
be based on the AlAs/GaAs system which has a lattice parameter close enough to that of Ge,
at 5.66 Å, to avoid dislocations. Nonetheless, the twin requirements of lattice parameter and
bandgap control mean that ternary (or even quarternary) compounds are required for a three
cell stack (e.g. GaInP/GaAs/GaInAs cells) [Takamoto et al., 2005; Wanlass et al., 2006].
Other researchers are investigating the InN/GaN/AlN system, these three compounds have a
similar lattice parameter at about 3.2 Å and a bandgap range easily covering that of interest
[Jani et al., 2006; Trybus et al., 2006]. Another approach that is proving to be very successful,

n-type InGaP

p-type InGaP

n-type InGaAs

p-type InGaAs

n-type Ge

p-type Ge
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+
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+
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Figure 9.4 A simplified schematic of a three-bandgap III-V tandem solar cell on an active germanium
substrate. The structure is monolithic with interconnection between each subshell via recombination
tunnel junctions, such that the current must be the same in each cell. Increased efficiency is given by
the summation of the voltages generated in each subcell.
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is to avoid the requirement for strict lattice matching by growing a partially strained stack of
cells approximately lattice matched to Ge. Such ‘metamorphic’ cells do have higher defect
concentrations, but this is offset by the increased flexibility in bandgap design. The first
device to exceed 40% was such a GaInP/GaInAs/Ge metamorphic device at 40.7%, under
240 suns [King et al., 2007]. The current world record efficiency for any photovoltaic device
is held by Solar Junction with an improved metamorphic GaInP/GaAs/GaInNAs cell to give
an efficiency of 44.0% at 942 suns [Green et al., 2013; www.sj-solar.com]. These efficiency
values are significant fractions of the limiting efficiencies indicating very high radiative
efficiencies. The next stage is to move onto four- or even five-bandgap cells. These not only
have potentially higher efficiencies but also have higher voltage and lower current than 3-
bandgap cells. This means that series-resistance losses are lower, an important consideration
for concentrator cells [King et al., 2006].

9.2.1.2 Concentrator Systems

The expense of the growth techniques and of the compounds used means that such devices
are usually designed for use in optical concentrator systems operating at a few hundred suns.
This means that only a small area of the very efficient but also very expensive cell material is
required at the optical focus of a relatively cheap concentrator. Potentially this can bring the
cost per Watt of electricity generated down to low levels [King et al., 2006]. Concentration
also gives the higher limiting efficiencies mentioned above because the sun effectively fills
a larger fraction of the sky as far as the cell is concerned compared to no concentration.

This increases efficiency because the cell must clearly be able to absorb photons from
the sun and hence must have an acceptance angle at least as large as the solid angle of the
sun 3 × 10−5 steradians and it must therefore also be allowed to emit photons into this same
solid angle, but it does not need to emit outside this solid angle. At a concentration ratio of
1, i.e. no concentration, the acceptance angle for emission is very much larger than this, in
fact it fills the whole hemisphere, π st. The photons emitted into the hemisphere but away
from the sun are unnecessarily emitted, in the sense that the cell does not have to accept at
these angles in order to operate. As concentration angle is increased this acceptance angle
for emission decreases and hence fewer photons emitted by the cell will be emitted away
from the sun and the ratio of the number of photons emitted to those absorbed decreases and
thus efficiency increases. The limit of this occurs when the angle over which the cell emits
equals the angle of the sun. This is the maximum concentration ratio and equals 42 600 × .
At this condition the sun fills the whole of the hemisphere as far as the cell is concerned
and any light emitted is directed back towards the sun, giving the least possible loss through
emitted photons. The limiting efficiency increases from the 31% for concentration ratio of 1
to 40.8% for maximum concentration.

However, another factor is that with increased concentration ratio the cell has to be pointed
more and more accurately at the sun. And as the sun moves through the sky the cell must track
the suns position with an increasing precision. This adds to the complexity of the system
design and must be considered when assessing the advantages of a concentrating system.

Tandems are further well suited to concentrator systems because as the number of cells in
the stack increases the voltage to current ratio increases, thus decreasing resistive losses in the
high current densities of concentrator cells. However, concentrators require direct sunlight
and hence do not work with an overcast sky, unlike flat-plate cell modules. They also make
the overall system more complex and less modular. Hence, they tend to be more appropriate

http://www.sj-solar.com


288 SOLAR CELL MATERIALS

for large-scale systems located in inland areas in which cloud cover is low. Nonetheless,
another important advantage for tandem devices, is that concentrator systems work best if
optimised for operation in the middle of the day when sunlight is strongest. Over this period
the spectrum varies the least and hence spectral sensitivity is less significant.

9.2.1.3 Thin-Film Tandems

An alternative approach to reducing the cost per Watt is to use material that is not of as high a
quality as epitaxial III-V materials and hence has a higher defect density and lower efficiency,
but that can be produced by much cheaper, low energy intensity deposition methods and uses
elements and compounds that are not scarce or toxic. This thin-film approach thus tackles
the twin requirements of third-generation devices, namely low cost per Watt and the use of
nontoxic and abundant materials.

9.2.1.3.1 Amorphous Si and Micromorph Tandems
Amorphous silicon (a-Si) cells are used for single-junction cells, but tend to give efficiencies
of only about 4–5% because of high defect concentrations associated with the lack of
crystallinity [Meier et al., 2004]. These efficiencies can be boosted in tandem cells with
amorphous silicon (a-Si:H) as a top cell1 with one or two lower cells of an alloy with Ge
(a-Si:Ge), which lowers the bandgap. These cells are in-series devices that are grown by
thin-film processes such as chemical vapour deposition (CVD) or other vacuum deposition
techniques. The lack of a need for crystallisation and the vapour-phase deposition mean that
much less energy is required for the process, and the use of raw materials tends to be low
for the thin layers deposited. Such two- or three-bandgap stacks can give efficiencies as high
as 13% in the laboratory [Yang et al., 1998], but it is difficult to transfer these to production
where efficiencies are around 8%.

Micromorph cells combine a microcrystalline silicon (μc-Si) Si cell in tandem with an
a-Si cell connected by a defect recombination junction [Meier et al., 2002]. μc-Si has grains
of order 30–40 nm in diameter and has a bulk Si bandgap of 1.1 eV, although the significant
amount of grain-boundary material leads to significant band tails within the bandgap. Thus,
the combination of 1.8 eV for a-Si and 1.1 eV is a good tandem combination. Devices with
well over 10% efficiency have been fabricated and the cell is in production. Approaches to
optimising the absorption of appropriate fractions of the solar spectrum are being investigated
[Domine, 2008]. Micromorph cells are covered in greater detail in Chapter 5 in this volume
in the section on Multijunction Cells.

9.2.1.3.2 Si Nanostructure Tandems
It is possible to retain both the advantages of crystalline material and of thin-film deposition
but to avoid the high costs of epitaxial III-Vs by use of thin-film crystalline Si, which is
crystallised by a postgrowth solid-phase crystallisation anneal [Aberle, 2006]. Such single-
junction cells are now in production at efficiencies of 10% [Basore, 2006].

1 a-Si:H is an alloy of amorphous silicon with at least 10 at% hydrogen. The optical density and the bandgap of this
material tend to be higher – refractive index 4 and bandgap 1.8 eV – than those of bulk Si – refractive index 3.6
and bandgap 1.1 eV. Giving a-Si:H a significantly shorter wavelength absorption edge and a pseudodirect bandgap,
meaning that it is suitable as a thin-layer top cell material in a tandem cell.
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Miniband

Thin film Si cell

Eg = 1.1 eV

or another QD cell

Defect or

tunnel junction

Figure 9.5 Band structure of a Si QDs/Si tandem cell: the nanostructure cell consists of Si QWs or
QDs in an amorphous dielectric matrix connected by a defect tunnel junction to a thin-film Si cell.

To boost the efficiencies of silicon-based cells in a tandem and retain the other advantages
of third-generation approaches, wider bandgaps in Si-based materials can be realised using
quantum confinement in nanostructures. Such engineered bandgap material fabricated in a
cell can be used as an element on top of a thin film bulk Si cell, as shown in Figure 9.5 [Cho
et al., 2004; Conibeer et al., 2008]. For an AM1.5 solar spectrum the optimal bandgap of the
top cell required to maximise conversion efficiency is ∼1.7 to 1.8 eV for a 2-cell tandem
with a Si bottom cell [Meillaud et al., 2006].

Thin-film techniques are used for nanostructure fabrication. These include sputtering and
plasma-enhanced chemical vapour deposition (PECVD). The deposition is a variation of
the multilayer alternating ‘stoichiometric dielectric / Si-rich dielectric’ process, shown in
Figure 9.6, followed by an anneal during which Si nanocrystals precipitate, limited in size
by the Si-rich layer thickness [Cho et al., 2004; Zacharias et al., 2002]. Nanocrystal or
quantum dot size is therefore significantly more uniform. The matrix remains amorphous,
thus avoiding some of the problems of lattice mismatch. The most successful and hence
most commonly used technique is sputtering, because of its large amount of control over
deposition material, deposition rate and abruptness of layers. For sufficiently close spacing

Si QDs

SiO2, Si3N4, SiC

Substrate

Figure 9.6 Multilayer deposition of alternating Si-rich dielectric and stoichiometric dielectric in
layers of a few nm. On annealing, the Si precipitates out to form nanocrystals of a size determined by
the layer thickness.
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of QWs or QDs, a true miniband is formed creating an effectively larger bandgap as shown
in Figure 9.5. For QDs of 2 nm (QWs of 1 nm), an effective bandgap of 1.7 eV results, ideal
for a tandem cell element on top of Si.

Heterojunction PV devices consisting of multilayers of n-type Si QDs were fabricated on
p-type c-Si wafers [Park et al., 2009; Song et al., 2007]. The resultant heterojunctions were
used to evaluate the suitability of phosphorus (P)-doped Si QDs for photovoltaic applications.
The n-type Si QD multilayer in a multilayer structure consisted of either 15 or 25 bilayers of
SiO2 and P-doped Si QDs with a SiO2 thickness of either 1 or 2 nm. The nominal diameters
of the Si QDs were 3, 4, 5 or 8 nm. The vast majority of the absorption is in the c-Si wafer,
and the positive PV power recorded is as a result of this, but the devices do serve to test
the applicability of P-doped Si QDs in forming a p-n heterojunction. The best device in
this respect was the one with 3 nm QDs, with a very reasonable efficiency of 10.6% (Voc=
556 mV; Jsc= 29.8 mA/cm2, FF= 63.8%). The fact that this is somewhat comparable to a
conventional p-n junction crystalline-silicon solar cell with a nontextured surface indicates
that a reasonable quality junction has been formed [Park et al., 2009].

The first working PV device based on an all-Si QDs homojunction was reported in 2008,
as would be used in the upper cells in all-silicon tandem solar cells [Green et al., 2008]. Since
then progress has been made in increasing the open-circuit voltage (Voc), the most critical
parameter for these devices to indicate the high-efficiency output from higher bandgap in
the structure [Perez-Wurfl et al., 2009, Perez-Wurfl et al. 2012; Green et al., 2009]. The
highest voltage achieved is 492 mV, measured by illuminated I–V. The devices consist of p-n
or p-i-n diodes of sputtered alternating layers of SiO2 and SRO onto quartz substrates with
in-situ Boron and Phosphorus doping. The top B-doped bilayers were selectively etched to
create isolated p-type mesas and to access the buried P-doped bilayers [Cho et al., 2008; Hao
et al., 2009].

Carrier-transport properties in such nanostructures are expected to depend on the matrix
in which the silicon quantum dots are embedded. As shown in Figure 9.7 different matrices
produce different transport barriers between the Si dot and the matrix, with tunnelling
probability heavily dependent on the height of this barrier. Si3N4 and SiC give lower barriers

SiC

Si3N4

SiO2

c-Si c-Si c-Si

0.5 eV

1.1 eV

0.9 eV

1.9 eV

3.2 eV

4.7 eV

1.1 eV 1.1 eV

2.3 eV

Figure 9.7 Bulk band alignments between silicon and its carbide, nitride and oxide.
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than SiO2 allowing larger dot spacing for a given tunnelling current. From the approximate
relation of the tunnelling probability Te through a square potential well:

Te ≈ 16 exp

{
−d

√
8m∗

h2

E

}

where 
E is the energy difference between the CB edge of the matrix and the confined
energy level of the quantum dots, d is the spacing between quantum dots and m∗ is the
effective mass of electrons in the matrix, the important parameter in determining the degree
of interaction between quantum dots is m∗
Ed2. As barrier height decreases the barrier
thickness for a given probability increases, thus requiring a lower dot density for a given
conductivity or higher conductivity for a given dot density. As the dot size decreases 
E
also decreases, thus increasing Te and enhancing the effect further for smaller quantum dots
[Boer et al., 1990]. This suggests that QDs in a SiO2 matrix would have to be separated by
no more than 1–2 nm of matrix, while they could be separated by more than 4 nm of SiC.
Fluctuations in spacing and size of the dots can be investigated using similar calculations. It
is also found that the calculated Bloch mobilities do not depend strongly on variations in the
dot spacing but do depend strongly on dot size within the QD material [Jiang et al., 2006,
Jiang and Green, 2006]. Hence, transport between QDs can be significantly increased by
using alternative matrices with a lower barrier height, 
E. The spacing of dots would have to
be closest in the oxide, nitride and carbide, in that order. Also alternative QD materials such
as germanium and tin offer the possibility of lower temperature precipitation of quantum dots
and the potential for bandgaps lower than that of silicon, which could be required for tandem
cell elements under a silicon cell [Gao et al., 2008; Huang et al., 2009; Song et al., 2008].
Ge nanocrystal materials in SiO2 have been fabricated with p-type characteristics [Zhang
et al. 2011].

Heterodevices combining various combinations of these materials are also possible. One
approach to this has been the use of Si nanocrystals embedded in SiO2 matrix to give good
quantum confinement but with SiNx interlayers to give good transport between layers and
to limit interdifusion between layers. These materials have been shown to have lower resis-
tivities whilst maintaining quantum-confined energy levels [Di et al. 2011]. Several other
heterojunction structures are possible combining two of these different nanostructured mate-
rial types. Work on these is progressing and is likely to be the route to progress in this area.

9.2.2 Multiple-Exciton Generation (MEG)

Carriers generated from high-energy photons (at least twice the bandgap energy) absorbed
in a semiconductor can undergo impact ionisation events resulting in two or more carriers
close to the bandgap energy. This approach is an implementation of approach (b) to produce
more carriers per incident photon and thus boost current, as is discussed in Section 2.4.1.1. In
order to achieve this, the rates of photogenerated carrier separation, transport, and interfacial
transfer across the contacts to the semiconductor must all be fast compared to the rate of
carrier cooling [Nozik et al., 1980]. But impact ionisation has a vanishingly small probability
in bulk materials because of restrictions imposed by energy and momentum conservation
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Figure 9.8 Multiple exciton generation in QDs: a high-energy photon is absorbed at a high energy
level in the QD, which then decays into two or more electron–hole pairs at the first confined energy
level.

and the extremely fast carrier cooling rate. However, it has been discovered that this process
can be much more efficient in QDs [Schaller et al., 2004; Hanna and Nozik, 2006; Klimov,
2006]. Because of the localised nature of the electrons and holes in these confined systems it is
bound excitons that are generated rather than free carriers. Hence, the phenomenon is known
as multiple exciton generation (MEG). The exact mechanisms involved are not yet entirely
clear, but they are likely to be related to the reduced requirement for conservation of crystal
momentum in the small spatial volume of a QD. The mechanism is shown schematically
in Figure 9.8. There is now a large amount of experimental evidence showing production
of up to seven electron–hole pairs for the absorption of one high-energy photon, i.e. a
quantum efficiency (QE) of seven, with high luminescence efficiencies. Until recently MEG
had only been observed with absorption spectroscopy measurements and there is quite some
controversy not only as to how it occurs but also whether it is repeatable [Pijpers et al., 2008].
The most likely explanation seems to be that the mechanism is very sensitive to the exact
surface states on the QDs [Nozik, 2008A].

The ratio of the photon energy to the bandgap energy (Ehν /Eg) must be ≥ QE. MEG
was first seen in PbSe QDs but has now been seen in quite a wide range of QDs fabricated
from II-VIs and other materials, including Si, which is significant for possible future large-
scale implementation. The formulation for the limiting efficiency of such a device is given
elsewhere [Hanna and Nozik, 2006]. The efficiency is calculated in a similar way to a single-
bandgap cell but with the current enhanced by an energy-dependent quantum yield term,
QY(E). The value of this depends on the particular model used to simulate the data. It is
always equal to one, up to a threshold energy above the effective bandgap energy, E0. QY then
increases to two, indicating the production of two electron–hole pairs above this energy. This
threshold energy varies with material and is usually equal to ∼3E0, but is sometimes as low
as 2E0, yielding efficiency limits of 36% and 42%, respectively, at one sun [Klimov, 2006].

The incorporation of MEG QDs directly in a solar cell should boost the current in
the device through direct carrier multiplication. A Schottky device consisting of an all-
inorganic metal/nanoparticle/metal sandwich solar cell was reported by Nozik and coworkers,
which produces an exceptionally large short-circuit photocurrent (>21 mA cm−2) and 2.1%
conversion efficiency [Luther et al., 2008]. The functional PbSe nanoparticle film, deposited
via layer-by-layer dip coating yields a high EQE of 55–65% in the visible and up to 25% in
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the infrared region of the solar spectrum, although not yet above 100% as observed in some
of II-VI QDs solutions and thin films. This device produces one of the largest short-circuit
currents of any nanostructured solar cell. However, this result has been augmented by results
showing QE of 106% at photon energies of 3.5 eV for a PbSe QD solar cell [Semonin
et al. 2011]. This very significant result demonstrates the real feasibility of this approach for
boosting current in a device from high-energy photons and further significant improvement
is likely to follow.

9.2.3 Intermediate-Band Solar Cells (IBSC)

The IBSC has an additional energy level (the intermediate band) within the bandgap of a
single-junction cell such that this level absorbs photons below the bandgap energy in parallel
with the normal absorption of above bandgap photons in the cell. Photons with less energy
than the primary bandgap can be absorbed by transitions from the VB to the IB and from
the IB to the CB. This is shown schematically in Figure 9.9 and is also an implementation of
strategy (b), absorption of below-bandgap photons to produce carriers at the bandgap energy.
The semiparallel operation of the direct band-to-band and transition via the IB processes,
offers the potential to be much less spectrally sensitive than a tandem cell, but still has
the potential to give high efficiencies. Such a device has the same limiting efficiency as a
three-level tandem – 63% under maximum concentration, 48% under one sun, because it has
the same number of energy thresholds. These calculations are expanded in Section 2.4.4.2.
However, this calculation does not take into account spectral sensitivity and assumes ideal
properties such as ideal photon selection, a potential problem with intermediate-level devices.
Strictly to ensure complete photon selectivity, it is necessary to modify the absorption and
emission ranges of the device such that the photon energy ranges do not overlap. This
implies limited-width conduction and valence bands that would be very difficult to arrange
in practice. Hence, without this rather artificial modification, there is a problem with photon
selection, although the device nonetheless collects photons that would otherwise not be
absorbed. However, note that the current now only has to be equal across the two lower
energy levels, while the main current across the bandgap is independent. This reduces the
spectral sensitivity and compensates to some extent for the reduced photon selectivity.

The IBSC has the advantage that the delocalisation of carriers in its continuous band means
that these photons do not necessarily have to be absorbed by the same electron. This gives a
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Figure 9.9 The IB solar cell: below-bandgap photons are absorbed by the two transitions to and from
the intermediate level contributing to photocurrent, in parallel to normal operation of the cell.
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much longer lifetime to the intermediate level, allowing much more time for absorption of the
second photon. To maximise this advantage, the intermediate band should be half-filled with
electrons, i.e. it should have a Fermi level at half the band energy, as illustrated in Figure 9.9,
such that absorption of an electron from the valence band or emission of an electron to the
conduction band are equally likely [Luque and Marti, 1997; Luque et al., 2006]. Formation
of an intermediate band for an IB solar cell has been suggested in QD materials [Švrcek
et al., 2004]. Three-dimensional confined states of the electrons in the potential wells of QDs
may introduce isolated IB similar to the formation of minibands in QD arrays. Luque and
coworkers have reported IB devices using the confined energy levels of an InAs QD/GaAs
superlattice sandwiched by p and n GaAs emitters and grown by molecular beam epitaxy in
the Stranski–Krastinov growth mode. In this structure the intermediate band is introduced
by InAs QDs in GaAs [Marti et al., 2006]. These devices have demonstrated several of
the indicators of true IB solar cell operation, including the existence of a split between the
quasi-Fermi levels that corresponds to the conduction and intermediate bands, although an
efficiency advantage has not yet been achieved [Luque et al., 2007]. Nonetheless, this seems
likely in the near future, particularly if they are operated under concentration.

9.3 MODIFICATION OF THE SOLAR SPECTRUM

As an alternative to modifying the structure of a solar cell, another approach is to modify
the spectrum incident on the cell to narrow its bandwidth and make it closer to optimal for
a single-bandgap cell. This involves a limiting quantum efficiency (QE) of conversion of
photons to electron–hole pairs in the cell not limited to unity. (The physics of such nonunity
quantum efficiency processes is discussed further in Section 2.4.3.) For short-wavelength
photons – at least twice the energy of the cell bandgap – this means a QE > 1. This
‘downconversion’ (DC) or ‘quantum cutting’ (QC) approach means that more electron–hole
pairs are generated than the number of blue photons in the spectrum. It has been shown by
detailed balance calculations that DC can boost the efficiency of a solar cell from 31% for a
single junction to 36.75% under 1 sun [Trupke et al., 2002A]. For long-wavelength photons –
with energy less than the cell bandgap – this would yield a QE < 1. Such ‘upconversion’ (UC)
results in the combination of two or more below bandgap photons to give one electron–hole
pair above the bandgap energy. Again by detailed balance a potential efficiency enhancement
to 47.6% has been calculated [Trupke et al., 2002B].

These detailed balance efficiencies assume that the UC and DC devices are perfectly
radiatively efficient and assume perfect photon absorption, materials and systems behaviour.
This is valid in calculating the limiting efficiencies of solar cells employing such devices,
but for real devices only much lower radiative efficiencies are currently possible. This can
be critical in deciding which materials are suitable for UCs or DCs, but also in deciding
between an UC or a DC approach.

9.3.1 Downconversion, QE > 1

A downconverting device (DC) must be placed in front of a standard cell and can boost
current by converting a UV photon to more than one photon just above the bandgap of the
solar cell – thus boosting the current. However, the DC does require that more lower-energy
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photons are emitted than high-energy photons absorbed, i.e. its quantum efficiency (QE)
must be greater than 100%. Hence, there must be at least as many photons emitted at the
lower energy as are absorbed at the higher, or else the DC layer will decrease the number of
photons absorbed by the cell. (In fact, due to the partial transmission of photons from a low
refractive index in air to a higher one in the DC layer, the QE must be greater than 100% in
order not to be parasitic – a QE of about 110% for a refractive index similar to that for a Si
solar cell at 3.6, [Wϋrfel, 2005]. DC devices have been attempted experimentally but so far an
overall QE greater than 100% has not been achieved, resulting in a downshifting of energies
in, for example, Si nanocrystals, [González-Dı́az et al., 2006], or porous silicon, [Švrček
et al., 2004], which nonetheless can give a useful enhancement in spectral response at short
wavelengths for some materials, due to better absorption of the down shifted photons. This
effective narrowing of the bandwidth of the absorbed spectrum allows the solar cell to be
designed more optimally with respect to absorption coefficient as a function of wavelength,
junction depth and surface recombination, [Strumpel et al., 2007]. Similarly, luminescent
downshifting layers based on luminescent dyes have been demonstrated to boost the short
wavelength response of CdTe cells in which short wavelengths are usually attenuated in the
CdS window layer, [Klampaftis et al., 2009]. True downconversion or QC as first suggested
by [Dexter, 1957], requires absorption of a short-wavelength photon and re-emission of at
least two photons of about twice the wavelength. In turn this requires an appropriately located
intermediate energy half-way between the excited state and the ground state. Most work has
focused on lanthanide materials because of their varied and discrete energy levels.

9.3.1.1 Lanthanide-Based DC

Praseodymium (Pr3 + ) is a good choice because of its widely dispersed energy levels well
matched for photon cutting, [Dieke, 1968], see Figure 9.10. The 3P2, 1I0 and P0 levels at
between 440 and 490 nm can absorb blue photons that can then radiatively recombine via the
1G4 level at 1010 nm – at just greater than twice this wavelength – thus emitting two photons
at just above the silicon bandgap, although nonradiative recombination via the other levels at
longer wavelengths than 1G4 is also likely. Experiments indicating such photon cutting have
been carried out on Pr3 + embedded in various phosphors, [Meijerink et al., 2006], and also
for other lanthanide-doped materials, [Wegh et al., 2002, Michels et al., 2002]. Transition
metals with their partially screened ‘d’ shell electrons also have partially discrete levels and
work on photon cutting in transition-metal-doped materials has also been carried out, [Ilmas,
1970, Berkowitz and Olsen, 1991].

9.3.1.2 Reverse Auger Generation

An alternative approach is to absorb a short-wavelength photon high up in the conduction
band of various semiconductors. There is then the possibility of an impact ionisation event (i.e.
reverse Auger recombination) in which the high-energy electron excites an additional electron
to the conduction band, thus creating two or more electron–hole pairs at the bandgap energy,
[Berkowitz and Olsen, 1991]. Luminescent recombination of these electron–hole pairs is
then usually enhanced by choice of an appropriate doping level within the bandgap and an
increased number of photons emitted. The quantum efficiency (QE) of such impact ionisation
depends on the energy of the initial photon and is reduced by nonradiative thermalisation
and recombination. QEs of greater than 200% have been achieved in some materials, usually
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Figure 9.10 Energy levels for praseodymium (Pr) based on data from [Dieke, 1968]. Also shown
is the possible photon cutting mechanism for a photon absorbed around 450 nm and emitted as two
photons via the 1G4 level. (Data based on Dieke, 1968. Copyright C© John Wiley & Sons, Ltd, 1968.)

based on wide-bandgap oxides (at least 5 eV) doped with lanthanide or transition-metal atoms,
but with incident photon energies of at least twice or three times the bandgap, [Michels et al.,
2002, Ilmas and Savikhina, 1970]. Although QEs up to about 120–140% have also been
achieved with the relatively narrow gap (3.4 eV) ZnS doped with Zn, Cu or Ag, but only with
photons in excess of 20 eV, [Berkowitz and Olsen, 1991]. But at the incident photon energies
required for this impact ionisation there are almost no photons in the solar spectrum. Also,
the efficiency of the impact ionisation mechanism is very low. Hence, these are not good
materials for downconversion for solar cells.

However, as discussed in Section 9.2.2, MEG in QDs has a dramatically higher efficiency
for impact ionisation such that one or several bound electron–hole pairs can be generated
from one incident high energy photon. For such a MEG material to be used directly as a
DC with a single-bandgap solar cell, a few conditions are required. The MEG QDs would
need to have an appropriate bandgap to illuminate a solar cell – for a Si solar cell Si QDs
would be appropriate, and MEG has been shown in well-passivated Si QDs [Nozik, 2008].
But much more challenging would be the need for a high luminescent efficiency of the
multiple excitons such that there would be a net QE greater than 100%. However, it is not yet
clear whether such a luminescent efficiency from these materials is feasible. Certainly, the
currently observable rate of MEG and subsequent Auger decay processes back to a single
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exciton at about 200 ps, [Beard et al., 2010; Nozik, 2008], and the long radiative lifetimes of
these materials, at about 10 ns, would make efficient multiple photon emission unlikely.

9.3.2 Upconversion of Below-Bandgap Photons

An UC device is designed to absorb subbandgap photons in an UC layer behind a bifacial
solar cell. This layer radiatively absorbs two or more long-wavelength photons and emits a
photon of higher energy above the bandgap of the bifacial solar cell. Thus, the current in
the device is boosted by photons that would not normally be absorbed. As the UC does not
interrupt the incidence of photons on the front surface, even a very low efficiency of UC
gives a small current boost and hence an efficiency increase.

For application to photovoltaics there are two broad possibilities. Either the current in
a silicon solar cell can be boosted through the application of a simply applied thick-film
upconverting layer on the back surface of a bifacial silicon cell. This approach would be
reasonably simple to apply to cells in a production line and hence offers a near-term boost
to efficiency. Although it would boost the current of the device the energy levels of around
0.8 eV for the intermediate level and >1.1 eV for the emission level (i.e. above the bandgap
of silicon) are not optimum for the three-transition upconversion effect. Alternatively, a
device in which both the intermediate and bandgap energies are optimised to about 1 and
2 eV, respectively, would give a higher limiting efficiency of just over 40%, for a symmetric
device, [Ekins-Daukes and Schmidt, 2008]. The materials for this would both need to be
tailor-made so this is not a near-term device, but does offer higher efficiencies.

The key to an efficient upconversion mechanism is for the transitional state – resulting
from the absorption of one subbandgap photon – to be long-lived such that it lasts long
enough to absorb a second low-energy photon and allow time for the reaction, boosting the
energy of the state to a higher level to occur. If this second higher-energy state is above the
bandgap, radiative emission from the state will boost the flux of above bandgap photons
incident on the cell.

9.3.2.1 Singlet–Triplet Coupling in Organic Molecules

One such long-lived energy state can be achieved in the transfer of electrons from ‘allowed’
excited singlet states to ‘forbidden’ excited triplet states in some organic molecules (S–T
transitions).2 Exploitation of this for upconversion has been demonstrated by [Baluschev
et al., 2007]. The spin-orbit coupling that can occur due to the heavy-metal atoms in some
complexed molecules, such as porphyrins, can allow a mixing of singlet (S) and triplet (T)
states, such as to transfer the excited electron in the first excited singlet state (S1) to the
excited triplet state (T1) where it can have an extremely long lifetime (up to 100 μs). This is
illustrated in Figure 9.11.

These transitions are strictly ‘allowed’ or ‘forbidden’ only for pure electric dipole tran-
sitions, but in real molecular systems these selection rules determine whether a transition
will be fast or slow, respectively. Hence, if excited singlet and triplet states, as shown in

2 These selection rules arise from spin conservation on absorption of a photon; the excited singlet state containing
two electrons of antiparallel spin and hence able to absorb a spin 1 photon, whereas in the excited triplet state the
two electrons are of parallel spins and hence not strictly able to absorb or emit a photon.
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Figure 9.11 A simplified schematic illustration of the triplet-triplet annihilation (TTA) upconversion
mechanism, [Baluschev et al., 2007; Ekins-Daukes and Schmidt, 2008; Cheng et al., 2010]. S and T
are singlet and triplet states; subscripts 0 and 1 denote ground and excited states; superscripts S and E
denote sensitiser and emitter states. Solid arrows are photon absorptions/emissions dotted arrows are
interstate transitions and the dashed arrow is the TTA interaction. (Reproduced with permission from
Conibeer, 2010. Copyright C© Nova Science Publishers, 2010.)

Figure 9.11, are close in energy (or resonant) the transition is slow but reasonably likely.
But similarly, the decay of triplet states is strictly forbidden and hence for a real molecular
system they will be very slow making these states very long lived. From the T1

S state of
the ‘sensitiser’ molecule very slow radiative emission can occur, giving rise to phospho-
rescence. However, if the molecule is placed close to another ‘emitter’ molecule that has a
T1

E state close to resonance with T1
S, very efficient population of T1

E by Dexter resonant
energy transfer can occur. An important property of the emitter molecule is that, unlike the
sensitiser, it does not have Si

E states close in energy to the T1
E state – molecules such as the

anthracenes have this property. This very long-lived T1
E state can then absorb a second elec-

tron pumped by another S1
S–T1

S–T1
E transition. This then leads to an eventual triplet–triplet

annihilation reaction (TTA) that produces an electron at the higher singlet state of the emitter
(S1

E) and a subsequent efficient radiative emission of a high-energy photon. This approach
appears very promising for porphyrin–metal complexes that exhibit the required resonance
in excited singlet–triplet energies, with high radiative quantum efficiencies recorded. The
highest experimental efficiency so far is 16% for TTA UC [Cheng et al., 2010] importantly
this being above the previously held maximum limit of 11%, due to the incorrect assumption
that coupling to higher-order states other than triplets would reduce the overall efficiency. The
longevity of the triplet state makes this possible because it makes the double absorption of
below-bandgap photons only very weakly dependent on the illumination intensity as there is
plenty of time to absorb the second photon. The S-T/TTA approach has also been suggested
as a means to pump the excited singlet state of a molecular intermediate band solar cell,
[Ekins-Daukes and Schmidt, 2008]. Here, the absorber material of a solar cell (perhaps a
dye-sensitised cell) would replace the emitter molecule such that carriers are injected directly
into the cell from low-energy photons as well as from those above the HOMO–LUMO level
or bandgap of the absorber material.
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The application of this approach to the boosting of a Si solar cell efficiency does not
as yet look promising, because so far the TTA mechanism has only been demonstrated for
absorption (and emission) of relatively high energy photons, all of which are above 1.1 eV
and so would not boost the current in a silicon solar cell, [Ekins-Daukes and Schmidt, 2008].
It also seems probable that the lower intermediate and upper energy levels required for a Si
cell (0.8 eV and >1.1 eV, respectively) are unlikely to be stable in organic materials. This
is because the relatively localised electron–hole pairs resulting from photon absorption and
the consequent large exciton binding energy, coupled with the weak bonds associated with
these lower energy transitions, can easily lead to photodegradation.3

However, for the other PV UC application of a device with intermediate and upper energy
levels tailored to give optimum efficiency, the high quantum efficiency of the S-T/TTA
transition approach does offer great promise for a high-efficiency device. For instance, the
upper energy of the rubrene molecule (an anthracene derivative) – in which TTA has been
demonstrated – at 2.3 eV is close to the optimum for this type of UC device at 2.0 eV. It
is therefore highly applicable for all of amorphous silicon (a-Si), organic solar cells (OPV)
and dye-sensitised cells (DSSC). It has been demonstrated to boost the current in amorphous
silicon cells [Cheng et al., 2012]. However, at present these require the TTA materials to
be in solution, with clear practical problems. Attempts so far to fabricate solid-state devices
have all resulted in very severe quenching of the effect. Significant improvement of the exact
arrangement of sensitiser and emitter molecules is required in order to make such solid-state
devices exhibit similar performance to solution.

9.3.2.2 Lanthanides for UC Devices

An alternative group of materials that give long-lived intermediate states are those based on
the lanthanide (or rare-earth) group of elements, because of their narrow and suitably spaced
energy transitions. The lanthanides have a valence shell of 4f electrons that are shielded
by full outer 6s and 5p shells. Hence, their electronic transitions tend to remain similar to
those of an isolated atom and fairly discrete. However, in a host material (or phosphor) the
absorption and emission levels are broadened somewhat by the combination with the allowed
phonon energies of the phosphor.

Several lanthanides have demonstrated upconversion, including Pr and europium (Eu),
but this has usually been for laser applications, [Xie, 1993]. But erbium (Er) is the only
lanthanide with energy levels at the values of interest for appropriate upconversion for a
Si solar cell (i.e. around 1500 nm (∼0.8 eV) for absorption and a little above 1100 nm
(∼1.1 eV) for emission), and that are also widely enough spaced that they would not be
completely dominated by nonradiative recombination via the phonons in any host phosphor,
[Dieke, 1968]. Hence, Er is the element that has been most widely investigated in this respect.
This has included incorporation of Er into a Si matrix to engineer an impurity photovoltaic
cell (IPV), [Keevers et al., 1997]. IPV is similar in concept to upconversion except that
the upconverting species is embedded in the depletion region of the cell. It thus has the
advantage that radiative emission from the upper level is not required as electron–hole pairs
are injected directly into the cell above the bandgap, but has the severe disadvantage that not

3 The partially delocalised nature of the organic species (e.g. benzene ring, porphyrins or fullerene molecules) used
for this and most other organic electronic applications reduces this effect somewhat but does not give the same
degree of delocalisation, and hence low exciton binding energy, as the completely dissociated electrons and holes
in an inorganic semiconductor.
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only does the device have to be very optically efficient at absorption of both the 1500 nm and
the above-bandgap radiation but also very good electrically. It is very difficult to engineer
both properties in a device, hence the lack of significant success to date. IPV is also closely
related to Intermediate Band solar cells, as discussed in Section 9.2.2, except that the IB has
a continuous density of states that allows for much longer intermediate lifetimes.

For investigation of true upconversion (i.e. in which the UC device is optically coupled
but electrically isolated from the PV cell), Er has also been the main focus, [Shalav, 2006;
Shalav et al., 2007]. The broadening of absorption/emission due to phonon energies in the
phosphor, discussed above, is an important consideration in choosing the host phosphor. It
would be desirable to have a wide absorption band but a narrow emission band, unfortunately
the two are directly linked and a compromise is required (at least with the presently proposed
mechanisms). The broadening of the otherwise discrete Er energy levels is determined by
the phonon energies available in the host phosphor material. Large optical phonon energies
are allowed in ionically bonded salts with very stiff lattice force constants. NaYF4 has an
average phonon energy of 45 meV (or 360 cm−1) that is sufficient to give a broadening
of 1480–1580 nm for Er absorption/emission. A very high upconversion QE of ∼17% has
been demonstrated with an Er3 + -doped CaYF4 crystal, although only at laser intensities
equivalent to several thousand suns, [Ivanova et al., 2009].

Upconversion can proceed by a few different mechanisms in Er atoms doped within a
host. These were first described for lanthanides in general by [Auzel, 2004]. Figure 9.12
shows some of the energy levels for Er. With reference to Figure 9.12, and considering
for the moment just the Er levels, all of these mechanisms start with GSA (ground-state
absorption) in which a direct excitation of a single Er atom from I15/2 (ground state) to I13/2

(at 1523 nm) occurs. The difference between mechanisms comes in absorption of a second
1523-nm photon. This can either take place in the same Er atom (excited-state absorption,
ESA), or by a second GSA in a nearby Er atom followed by a transfer of its energy to the
first Er atom up to I9/2 (at 810 nm). This energy transfer occurs for levels resonant in energy
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Figure 9.12 Energy levels for Er in a host phosphor, based on data from [Dieke, 1968]. Also shown are
possible energy-transfer mechanisms between levels and species. Solid up arrows represent GSA; wavy
lines rapid nonradiative relaxation; dashed arrows ETU; dotted down arrows the resulting upconverted
luminescence; dashed horizontal arrows excitations; and solid nonvertical arrows resonant levels. (Data
based on Dieke, 1968. Copyright C© John Wiley & Sons, Ltd, 1968.)
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via a dipole–dipole interaction mechanism or, i.e. by a delocalisation of the wavefunction.
Actually, in order to match the energies between two Er atoms exactly for any of these three
mechanisms, the levels need to be slightly broadened by emission or absorption of a phonon
in the host material. This transfer of energy from one GSA Er atom to another is termed
either energy transfer up-conversion (ETU) or cooperative state absorption (CSA), (with
only a very subtle difference between the two that will not be discussed here). There can then
be a direct radiative recombination from I9/2 directly to the I15/2 ground state by emission
of an 810-nm photon or rather more probably a rapid nonradiative recombination down to
the I11/2 (980 nm) level by emission of about four phonons, followed by a radiative emission
of a 980-nm photon down to the ground state. Either of these emitted photons are above
the bandgap of Si and hence able to be absorbed by the solar cell and contribute to current
generation. As ETU depends on excitation of nearby Er atoms, it is both Er concentration and
1500 nm light intensity dependent and it becomes the dominant mechanism above certain
threshold values of both.

The response of an Er UC device, such as described above, has been measured by [Shalav,
2006], see Figure 9.13. It was found that the approximate optimum concentration for ETU
is 20% Er replacing Y in NaY0.8Er0.2F4. With the threshold intensity for the dominance of
ETU occurring at a 1523-nm laser illumination power of about 1 mW, with the quantum
efficiency increasing linearly up to 4% at about 5 mW laser power, beyond which point
the Er excitation becomes saturated and there is no further improvement. However, this
quite reasonable QE of 4% is only over the narrow absorption bandwidth of 1480–1580 nm,

1200
10–5

10–4

10–3

E
Q

E
 (

%
)

10–2

10–1

1250 1300 1350 1400 1450

λ (nm)

1500

NaYF4:Er (20%)

no phosphors (gel and reflector)

1550 1600 1650 1700

Figure 9.13 External quantum efficiency (EQE) of a bifacial silicon solar cell with and without
NaYF4:20% Er3 + phosphors on the back surface – [Shalav, 2006; Shalav et al., 2007] – showing the
enhancement in current over a narrow range of incident wavelengths. Note that the log scale exaggerates
this effect. (Reproduced with permission from Shalav, 2007. Copyright C© 2007, Elsevier.)
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hence the boost to the current for a solar cell although measurable, only amounts to a very
small increase in the absolute solar cell efficiency – about 10−5%. This is demonstrated in
Figure 9.13 that shows the quantum efficiency of a bifacial silicon solar cell both with and
without an upconverting Er-doped phosphor layer behind the cell. The clear but very small
increase in spectral response over a narrow wavelength range – note the log scale for EQE –
demonstrates this boost in current from upconversion of 1500-nm photons. Even if the QE
was the maximum possible of 50% for this wavelength range, the absolute efficiency increase
would only be 2.4%, [Shalav, 2006].

Due to the small number of photons in the solar spectrum over the absorption range of
Er, the laser power quoted above for the maximum ETU QE translates to about 10 000 suns,
although this is difficult to estimate because of the difficulty in measuring the illuminated
area. This is a very high solar concentration ratio. Hence, for this reason and that of the
narrow absorption bandwidth it is desirable to absorb a much larger proportion of the solar
spectrum between 1100 and 1500 nm and hence boost the number of photons available for
upconversion and hence the current in the solar cell. In addition, the inherent nonlinear aspect
of upconversion means that efficiency will also be higher under concentration. There is a
greater chance of the second photon absorption occurring if there are more photons incident
on the cell. Hence, most work at present is either on sensitising upconversion in Er to a wider
range of wavelength between 1100 and 1500 nm. This can be achieved by downshifting
in a luminescent species such as narrow-bandgap nanocrystals that have their emission
wavelength tuned to 1500 nm by their size. Or by increasing the local concentration of
photons incident on the Er upconverter, which can be achieved through coupling of plasmonic
modes in small metal particles with their plasmon resonance tuned to the 1480–1580 nm
window of Er absorption. In addition, light trapping at these long wavelengths is entirely
feasible and has been demonstrated to give a boost to UC, either in Rugate-type structures
[Goldschmidt et al., 2010] or in the slowed light modes of distributed Bragg reflectors, DBRs
[Johnson and Conibeer, 2012].

9.4 THERMAL APPROACHES

An alternative to specifically engineering multiple energy thresholds in a device or devices is
to allow the photons to generate a thermal population of some sort in an absorber. The photon
spectrum incident on the cell is essentially a thermal one, generated by the thermal emission
from the surface of the sun at an approximate temperature of 6000 K, with an emissivity
very close to that of a black body. If this energy is transferred to particles in the absorber this
thermal distribution can also be transferred, with the ‘excess energy’ of the multiple energy
levels of the incident photons maintained in the thermal distribution of these particles.

This thermal excess energy can be maintained in a number of different ‘particle popu-
lations’: the incident photons themselves; the carriers in the absorber (either with separate
temperatures for electrons and holes or at a common temperature with electron-hole scat-
tering); optical phonons together with electron–hole pairs; or acoustic phonons with fully
thermalised electron–hole pairs; or acoustic phonons only with no energised electrons or
holes. (The penultimate example is that for a normal solar cell, and the last example that
for a fully thermalised material, probably with a zero bandgap, i.e. a metal.) The degree
of irreversibility, and hence the entropy production, increases progressively through these
examples. This is because for a thermal population described by a single Fermi temperature,
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it is not possible to collect the energy of each photon at its optimum chemical potential. And
as the number of particles between which the energy is shared increases (an increase in the
accessible microstates) the entropy and irreversibility increase.

9.4.1 Thermophotovoltaics (TPV)

A thermophotovoltaic (TPV) system consists of a narrow-bandgap photovoltaic cell (about
0.7 eV) that is illuminated by black- or greybody radiation from a hot source but at a lower
temperature than the sun [Couts, 2001]. In order to give an advantage, thermal emission
incident on the cell must be filtered by a selective emitter that only passes light just above
the cell bandgap with photons at other energies above or below the bandgap, reflected back
to the emitter. Hence, each photon’s energy or excess energy respectively, is still utilised
in reheating or maintaining the temperature of the emitter. This approach would normally
use waste heat from an industrial process or similar and hence not be a solar cell, but it can
be coupled to an emitter heated by solar thermal energy. In practice, the large number of
different elements with their multiplying inefficiencies, and the need to thermally insulate
some elements from others, makes the approach very difficult to optimise.

9.4.2 Thermophotonics

Thermophotonics is a variation of TPV in which the thermal source heats a luminescent
diode rather than a broadband or metallic absorber as in TPV. This diode then illuminates
a solar cell with a spectrum strongly peaked just above their common bandgap [Catchpole
et al., 2003]. The advantage over TPV is that no additional selective emitter is required
as the luminescent diode fulfills this role, (although its bandwidth is wider than an ideal
selective emitter). It does, however, require a diode that has a very high luminescent radiative
efficiency. Materials for such a device must be able to cool radiatively, i.e. such that they emit
as much or more energy than they absorb as heat. Devices with almost the required radiative
efficiency have been fabricated from III-V double heterojunctions [Catchpole et al., 2003].
These only have a temperature increase of mK when illuminated in a photoluminescent
mode, with a measured external radiative efficiency of 96%. This is very close to the 98%
required for cooling. However, for the diode structure required for thermophotonics the
electroluminescent threshold of about 65% external efficiency is the more relevant. This
more modest target is perhaps more attainable but does require the very pure properties of
the undoped heterojunction device to be incorporated in a doped p-n junction.

9.4.3 Hot-Carrier Cells

The final approach for increasing efficiencies, strategy (c) is to allow absorption of a wide
range of photon energies but then to collect the photogenerated carriers before they have a
chance to thermalise. A hot-carrier solar cell is just such a device that offers the possibility
of very high efficiencies (the limiting efficiency is 65% for unconcentrated illumination) but
with a structure that could be conceptually simple compared with other very high efficiency
PV devices, such as multijunction tandem cells. (Again the physics and limiting efficiency
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the rate of photogenerated carrier cooling in the absorber and secondly to extract these ‘hot carriers’
over a narrow range of energies through the energy-selective contacts, such that excess carrier energy
is not lost to the ‘cold’ contacts.

calculations for hot-carrier cells are outlined in Section 2.4.2.) For this reason, the approach
potentially lends itself to thin-film deposition techniques with their attendant low material
and energy usage costs and the ability to use abundant, nontoxic elements.

The concept underlying hot-carrier solar cells is to slow the rate of photoexcited carrier
cooling, which is caused by phonon interaction in the lattice, to allow time for carriers to
be collected while they are still at elevated energies (‘hot’). This allows higher voltages to
be achieved by the cell [Würfel, 1997; Ross and Nozik, 1982]. It thus tackles the major PV
loss mechanism of thermalisation of carriers (1 in Figure 9.1). In addition to an absorber
material that slows the rate of carrier relaxation, a hot-carrier cell must allow extraction of
carriers from the device through contacts that accept only a very narrow range of energies
(selective-energy contacts), as shown in Figure 9.14.

Slowed carrier cooling has been observed at very high illumination intensities via a
phonon-bottleneck effect in which carrier energy decay mechanisms are restricted. Com-
pounds with large mass difference between their anions and cations have a gap in their
allowed phonon modes that can slow down these decay mechanisms and enhance the bottle-
neck effect [Conibeer and Green, 2004]. Examples are GaN and InN, with some experimental
evidence for slowed cooling in the latter [Chen and Cartwright, 2003].

Whilst the III-nitrides look very attractive because of their large phonon bandgaps, the
inclusion of the rare element Indium in a final technology is problematic. Analogues of
InN with abundant elements, but also with wide phonon bandgap and narrow Eg include
II-IV-VI compounds such as ZnSnN2, IIIA nitrides such as LaN and YN, which should have
large phonon gaps, and IVA nitrides such as ZrN and HfN that have measured large phonon
bandgaps and are readily available. Bi and Sb compounds should also have large phonon
gaps but are not abundant. Group IV compounds have large calculated gaps and small Egs,
as well as several other advantages [Conibeer et al., 2011]. Figure 9.15 shows calculations
of phonon dispersions for group IV compounds that have large phonon bandgaps, sufficient
to block Klemens’ decay.
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Figure 9.15 Adiabatic bond-charge calculations of phonon dispersions for group IV compounds.
Phonon gaps increase as the mass ratio increases with those for GeC and SnC more than twice the
acoustic phonon energy, large enough to block the primary phonon decay mechanism, Klemens’ decay.
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Theoretical work on replicating this effect by modifying the phononic band structures of
QD nanostructure superlattices has shown that phonon dispersions of simple cubic (SC) SLs
of core–shell QDs are expected to exhibit large phonon bandgaps for light-shell thicknesses
on the order of a monolayer [Patterson et al., 2009]. Nanoporous materials with gas filled
pores also show potential as candidate hot-carrier absorber materials. Fabrication of such
highly ordered arrays from uniformly sized core–shell nanoparticles has been attempted
experimentally using the Langmuir–Blodgett (LB) technique [Treiber et al., 2008]. This
technique allows transfer of highly ordered monolayers onto a wide range of solid substrates
such as glass or Si wafers [Huang et al., 2004]. By controlling the interspacing between
adjacent particles, i.e. the shell thickness, optimised nanostructures for phonon bandgap
materials may be achieved.

Low-dimensional multiple quantum well (MQW) systems have also been shown to have
lower carrier cooling rates. Comparison of bulk and MQW materials has shown significantly
slower carrier cooling in the latter. Figure 9.16 shows data for bulk GaAs as compared to
MQW GaAs/AlGaAs materials as measured using time-resolved transient absorption by
[Rosenwaks et al., 1993], recalculated to show the effective carrier temperature as a function
of carrier lifetime by [Guillemoles et al., 2006]. It clearly shows that the carriers stay hotter
for significantly longer times in the MQW samples, particularly at the higher injection
levels by 11/2 orders of magnitude. This is due to an enhanced ‘phonon bottleneck’ in the
MQWs allowing the threshold intensity at which a certain ratio of LO phonon reabsorption
to emission is reached that allows maintenance of a hot-carrier population, to be reached at a
much lower illumination level. More recent work on strain-balanced InGaAs/GaAsP MQWs
by [Hirst et al., 2011; Hirst et al., 2012] has also shown carrier temperatures significantly
above ambient, as measured by PL. Increase in In content to make the wells deeper and to
reduce the degree of confinement is seen to increase the effective carrier temperatures.

The mechanisms for the reduced carrier cooling rate in these MQW systems are not yet
clear. However, there are three effects that are likely to contribute. The first is that in bulk
material photogenerated hot carriers are free to diffuse deeper into the material and hence
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Figure 9.16 Effective carrier temperature as a function of carrier lifetime for bulk GaAs as compared
to GaAs/AlGaAs MQWs: time-resolved transient absorption data for different injection levels, from
[Rosenwaks et al., 1993], recalculated by Guillemoles et al. [Guillemoles et al., 2006].
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to reduce the hot-carrier concentration at a given depth. This will also decrease the density
of LO phonons emitted by hot carriers as they cool and make a phonon bottleneck more
difficult to achieve at a given illumination intensity. Whereas in a MQW there are physical
barriers to the diffusion of hot carriers generated in a well and hence a much greater local
concentration of carriers and therefore also of emitted optical phonons. Thus, the phonon
bottleneck condition is achieved at lower intensity.

The second effect is that for the materials systems that show this slowed cooling, there is
very little or no overlap between the optical phonon energies of the well and barrier materials.
For instance, the optical phonon energy ranges for the GaAs wells and AlGaAs barriers used
in [Rosenwaks et al., 1993] at 210–285 meV and 280–350 meV, respectively, exhibit very
little overlap in energy, with zero overlap for the zone-centre LO phonon energies of 285 and
350 meV [Colvard et al., 1985]. Consequently, the predominantly zone centre LO phonons
emitted by carriers cooling in the wells will be reflected from the interfaces and will remain
confined in the wells, thus enhancing the phonon bottleneck at a given illumination intensity.

Thirdly, if there is a coherent spacing between the nanowells (as there is for these MQW
or superlattice systems) a coherent Bragg reflection of phonon modes can be established
that blocks certain phonon energies perpendicular to the wells, opening up one-dimensional
phononic bandgaps (analogous to photonic bandgaps in modulated refractive index structures
[Conibeer and Green, 2004]. For specific ranges of nanowell and barrier thickness these
forbidden energies can be at just those energies required for phonon decay. This coherent
Bragg reflection should have an even stronger effect than the incoherent scattering of the
second mechanism above at preventing emission of phonons and phonon decay in the
direction perpendicular to the nanowells.

It is likely that all three of these effects will reduce carrier cooling rates. None depend
on electronic quantum confinement and hence should be exhibited in wells that are not
thin enough to be quantised but are still quite thin (perhaps termed ‘nanowells’). In fact, it
may well be that the effects are enhanced in such nanowells as compared to full QWs due
to the former’s greater density of states and in particular their greater ratio of density of
electronic to phonon states that will enhance the phonon bottleneck for emitted phonons.
The fact that the deeper and hence less-confined wells in [Hirst et al., 2012] show higher
carrier temperatures is tentative evidence to support the hypothesis that nanowells without
quantum confinement are all that are required. Whilst several other effects might well be
present in these MQW systems, further work on variation of nanowell and barrier width
and comparison between material systems, will distinguish which of these reduced carrier
diffusion, phonon confinement or phonon folding mechanisms might be dominant.

Nanostructures such as QW and QD materials are also of importance in energy-selective
contacts. Initial experimental progress has been made using double-barrier resonant tun-
nelling structures, with a single layer of Si QDs providing the resonant level [Jiang and
Green, 2006; Conibeer et al., 2008]. A significant proof of concept has been achieved with
negative differential resistance (NDR) observed at room temperature for a double-barrier
quantum dot structure. The NDR resonance does not appear to be strong but nonetheless
such a result at room temperature is very encouraging as evidence for 1D energy selection.
Work now is focused on improving the quality factor for such NDR, using other barrier QD
combinations and using QWs that, whilst not quite as effective in theory, are much easier to
fabricate in high quality in practice.

Complete hot-carrier devices for proof of concept are likely in the near future. These
are likely initially to combine double-barrier QW ESCs and MQW absorber in the same
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lattice-matched III-V system, most likely in the InGaN/InN system. A transition to other
bulk and nanostructured thin-film-type systems of higher material abundance is anticipated
subsequently.

9.5 OTHER APPROACHES

A few other schemes have been suggested to boost photovoltaic efficiencies that do not fit
into the categorisations in the preceding sections. Their physics is not yet entirely proven but
they may offer intriguing possibilities for much higher efficiencies, even if only in theory at
present.

9.5.1 Nonreciprocal Devices

In Figure 9.1 one of the loss mechanisms is from radiative recombination (loss 4). In most
devices this is assumed to be a minimum loss that cannot be reduced – for a cell at the radiative
limit, i.e. no nonradiative recombination. This is necessary as a reciprocal device that can
absorb solar wavelengths must also be able to emit those same wavelengths [Kirchoff, 1860].
However, as mentioned in Section 2.2.2 in this volume, it is possible that a nonreciprocal
device could reuse some of this emitted radiation and boost efficiencies beyond the radiative
limit. This is possible in theory because Kirchoff’s law applies only to time-symmetric
processes. Time symmetry can be violated in a detailed process if the deeper CPT symmetry
is observed. Thus, either charge or parity must also be asymmetric for a process to be time
asymmetric [Green, 2003; Weinberg, 2013]. A device that can be nonreciprocal in this time
asymmetric way is known as a multiport circulator; with incoming light incident on port 1
emitted at port 2 but incident light on port 2 emitted at port 3, [Ries, 1983]. In principle, such
a circulator can be used to redirect light emitted from a solar cell onto a second cell, light
from this cell can then go through a second circulator to a third cell, etc. It has been shown
that such an approach can boost efficiencies to 93%, the Landsberg limit, for an infinite
number of circulators illuminating tandem cells with an infinite number of bandgaps [Brown
and Green, 2002; Green, 2003]. The obvious practical difficulties of this are offset to some
extent by the fact that most of the efficiency gain is obtained with the first circulator and,
as we have seen, a tandem cell has most of its increase in efficiency for the first few layers.
The nonreciprocal rotation of the polarisation of light by a magnetic field can be and is used
to fabricate such esoteric-sounding circulator devices, for microwave and laser optics [Fujii,
1991]. However, the complexity of the components and the very small efficiency gains make
such an approach applied to photovoltaics only appropriate for theoretical consideration.

9.5.2 Quantum Antennae – Light as a Wave

The idea of a quantum antenna is to use the wave nature of light rather than its particle nature
[Bailey, 1972]. Incoming light waves oscillate electrons in an antenna that has dimensions
such that excited oscillations are resonant for a particular wavelength of light. Each of these
oscillations is then rectified for each antennae to give a DC output. The voltage is determined
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by the built-in voltage of the diode (Vbi = 2/3 of the bandgap of the diode semiconductor,
depending on the radiative efficiency of the material). The current is determined by the
number of electrons in the oscillation that are above the energy barrier determined by the
diode built-in voltage. This number is a fraction of the total number of photons absorbed by
that antenna, Np = (sin f).Vbi (where f is the frequency of the light absorbed).

The short wavelengths of light mean that the devices have to be of the order of a few
hundred nm. (For an ideal structure this is half the wavelength, but in practice probably
slightly less because of penetration of the wave outside the antennae waveguide.) The
broadband polychromatic solar spectrum also requires a wide range of antenna sizes to
match all the wavelengths and its incoherent nature the need to arrange these antennae in
two orthogonal directions of polarisation. In addition to these practical problems it has been
suggested, based on wave theory, that the approach can only achieve 48% even under ideal
conditions [Corkish et al., 2003]. Nonetheless, progress has been made on fabricating some
of the small diode elements needed for such a device [Grover et al., 2013], although a proof
of principle has yet to be demonstrated.

9.6 CONCLUSIONS

Third-generation PV aims to provide high conversion efficiency of photon energy with low
manufacturing cost. The combined methodology of using multiple energy thresholds and
low-cost processes with abundant nontoxic materials offers significant leverage in achieving
this goal. However, the actual efficiencies and ease of optimisation depend on the different
physical approaches. Efficiency, spectral robustness, and cost/ease of manufacture are impor-
tant for a robust technology that can supply very significant increases in PV implementation.

Advanced nanomaterials offer great potential to optimise absorption, carrier generation,
and separation. Low-dimensional quantum confinement provides bandgap flexibility in QW
and QD materials. All-Si QDs devices fabricated by thin-film deposition technique have
experimentally proved the application as upper cells in the all-silicon tandem solar cells.
Efficient MEG has been observed in some semiconductor QDs due to the modified relaxation
dynamics of photoexcited excitons. Devices designed to extract such multiple excitons have
now shown QEs greater than 1. Work on intermediate-band and hot-carrier devices has
also demonstrated that QD materials promise increased efficiencies and greater spectral
robustness. Although these devices are still at early stages, implementation of such techniques
could dramatically decrease cost per Watt with spectral robustness as they are compatible
with conceptually relatively simple thin-film devices.
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This book aims to present the latest developments in high-efficiency photovoltaics, con-
tributed by experts in the respective fields.

The physics of solar cells and of advanced concepts as presented by Jean-Francois Guille-
moles, gives a very useful insight into the underlying mechanisms required for solar cells
and their limiting efficiencies. The descriptions of multiple energy threshold devices and
their potentials to increase efficiencies above the Schockley–Queisser limit are particularly
useful. An understanding of the physical limits is essential to guiding progress in design and
fabrication of devices. This is particularly true for the multiple energy level devices with
their more complex physical principles.

The characterisation of solar cell materials presented by Daniel Bellet and Edith Bellet-
Amalric, ideally describes the characterisation techniques necessary for development of high-
efficiency devices. In particular, the techniques for determining important crystal properties
with X-ray and Raman techniques are most useful. It is not common to have such a focus
on characterisation in a volume such as this, but its importance in determining and allowing
control of the physical parameters of materials and devices is essential to significant progress.

The present status of crystalline silicon cells presented by Martin Green outlines the
dominant position of crystalline technologies in the market, and the fact that this will continue
for at least another decade. The developments in mono-, multi- and pseudo-monocrystalline
cells and modules are allowing an approach to the fundamental limits for silicon, whilst also
driving down the cost of production significantly. In particular, developments in material
quality, light trapping and carrier extraction are allowing continuing improvements in the
efficiency of cast cell materials and this is set to continue as the competiveness in the market
continues to increase.

Ruud Schropp continues the theme of silicon solar cells but with amorphous and micro-
crystalline silicon materials. The inherent low material usage of thin-film deposition and
the potential for cheap substrates make these technologies very competitive for cheap solar
cell delivery. Efficiencies are boosted in double- and triple-junction micromorph and similar
approaches. The differing morphology and defect density of amorphous materials and their
characterisation presents challenges for strong light absorption and good carrier collection,
but several p-i-n junction approaches with innovative characterisation techniques are proving
successful in getting round these problems.

Solar Cell Materials: Developing Technologies, First Edition. Edited by Gavin Conibeer and Arthur Willoughby.
© 2014 John Wiley & Sons, Ltd. Published 2014 by John Wiley & Sons, Ltd.
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In the chapter on III-V solar cells, Nicholas Ekins-Daukes describes the large range of
materials available in this group and their application to highly efficient crystalline cells. The
roles of crystal quality, defects, hetero- and homojunctions are investigated. The very impor-
tant area of multijunction III-V cells is explored with comparison of the several techniques
used to balance the issues related to lattice matching and those of required bandgaps, with an
excellent description of the route towards the highest efficiency solar cells in multijunction
III-V materials.

In the next chapter on chalcogenide solar cells, Miriam Paire, Sebastian Delbois, Julien
Vidal, Nagar Naghavi and Jean-Francois Guillemoles investigate the several different ana-
logue materials of II-VI compounds. In a logical progression from CdTe to CuInGaSe2

(CIGS) to Cu2ZnSnS4 (kesterite) cells, the increasing number of elements allows greater
flexibility in the control over bandgap, optical absorption, lattice spacing and material abun-
dance. This group of materials also has produced the record thin-film cell at just over 20% for
CIGS cells. Whilst the control of stoichiometry and morphology become more of a challenge
with the increasing complexity, the abundance and toxicity issues of some of the elements
are largely addressed by the recent move to the kesterite group of materials. Very promising
absorption, carrier collection and efficiency properties are possible with the potential to move
on to tandem and other multiple junctions to boost efficiencies further.

In the chapter on printed organic solar cells, Claudia Hoth, Andrea Seemann, Roland
Steim, Tayebeh Amin, Hamed Azimi and Christoph Brabec change direction to look at
organic materials and the many different aspects required for a full photovoltaic product. The
potential for these materials to produce really cheap solar cells depends on implementation
of good materials and devices in a full product, preferably as a printed product. The crucial
importance of morphology and the ability to characterise this in the fabrication of bulk het-
erojunctions that have all of good absorption, intimate mixing and good transport to contacts
is investigated and put in the context of currently available and soon to be realised materials.
The role of multiple-junction devices in further boosting efficiencies is also discussed and a
case made for development of full OPV products.

In the final chapter on third-generation photovoltaics Gavin Conibeer addresses the poten-
tial of advanced concepts to boost efficiencies through the use of multiple energy thresholds.
Linking back to several of the physical concepts in Chapter 2, the concepts of using quantum
confinement in nanostructures to engineer semiconductor bandgaps, up- or downconversion
of incident photons, or the capture of excess carrier energy usually lost as heat are inves-
tigated. Materials and practical approaches for each of these are explored and conclusions
drawn on their near- or long-term viability.

This volume overall gives what we believe to be a good overview of the current status of
photovoltaic development. It is not completely comprehensive with some technologies such
as thin-film crystalline silicon and dye-sensitised cells not discussed in any detail, but all other
technologies and to some extent their interaction with each other are covered. Comparisons
can be drawn between the properties of bulk crystalline and thin-film materials particularly
in terms of the light absorption and material usage of these approaches. The increasing move
towards thinner and thinner layers of material and hence the importance of maximising
absorption and hence light trapping makes such comparisons highly relevant. Similarly, the
‘engineering’ of solar cell materials’ properties either alloying in chalcopyrites to modify the
bandgap or for lattice matching in III-Vs or through quantum confinement in nanostructures,
are all examples of areas in which there is an overlap of expertise in the quite different
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materials groupings and in their preparation methods. These synergies and shared expertise
can continue to give new insights and lead to greater progress on efficiency improvement
and reduction of cost, both in financial and environmental terms, of new and improved
photovoltaic technologies. We expect this volume to become dated as these technologies
move forwards, but the underlying principles and the approaches towards exploiting these
principles outlined in this volume will remain to be built on further.
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