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  Preface   

 The progress in micro- and nanotechnology provides powerful means for 

creating sophisticated sensor devices and systems which can operate prop-

erly and reliably in a wide range of working conditions. Such sensor solu-

tions are an essential part of modern industrial equipment. The proper 

functioning of a machine, just like a living organism, relies on the informa-

tion from the surrounding environment. This information is used to make 

the right decisions and to tune the operating parameters for delivering the 

best product quality in the most effi cient way. The sensors are the providers 

of this crucial information. The performance of an industrial machine can-

not be better than the performance of its sensors. That is why the progress 

in the sensor technology directly affects the productivity and the quality of 

industrial products. 

 The book covers a collection of key topics in the fi eld of sensors and 

micro-electro-mechanical structures (MEMS). Despite the numerous 

efforts in the last few decades to put order in the terminology and defi -

nitions in the fi eld of sensors, still there is considerable ambiguity about 

what is a  ‘ sensor’ and when it is  ‘ smart’. An original interpretation of the 

 ‘ smartness’ and  ‘ intelligence’ of sensors and MEMS is offered in Chapter 1. 

Chapters 2–9 are dedicated to advanced sensor solutions classifi ed with 

respect to the phenomenon used to convert the physical quantity to elec-

trical signal: capacitive, inductive (eddy current), resistive, optical, ultra-

sound, incremental sensors. Signifi cant attention is given to the interface 

electronics, as an important factor for the sensor performance and espe-

cially for its  ‘ intelligence’. 

 Microsystems or MEMS have particular fabrication processes and tech-

niques, nowadays very standardized in some fi elds, but still with major 

improvements and research being made in others, such as the use of novel 

materials. All the fabrication processes are described in detail in Chapter 10. 

These techniques will be used in the following chapters, where specifi c 

devices and applications are described, for example motion sensors, printer 

heads, photovoltaic and fuel cells, communication devices, or acoustic sen-

sors, covered in chapters 13–17. In all cases, the industrial applications of the 
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particular components are included. The dynamic behavior of these devices 

is the subject of Chapter 12. Finally, a book on sensors and MEMS cannot 

be complete without at least a brief description of the complement of sen-

sors, the actuators, which are described in Chapter 11. 

 S. Nihtianov 
 A. Luque 
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 What makes sensor devices and 

microsystems ‘intelligent’ or ‘smart’?   

    R.   TAYMANOV     and     K.   SAPOZHNIKOVA,       

     D. I.   Mendeleyev     Institute for Metrology, Russia      

   DOI:  10.1533/9780857099297.1.3 

  Abstract : This chapter demonstrates the ambiguity of many terms and 
defi nitions applied to modern sensors and micro-electro-mechanical 
systems, including those with artifi cial intelligence. This ambiguity 
complicates communication between specialists, makes the search for 
required information more diffi cult and becomes, in the long run, an 
obstacle to the development of metrology and sensorics. The authors 
proposed a new approach that enables the terminology to be improved. 
It relies on an analogy between biological and technical evolution. 
Reasoning from this approach, the authors have formed a group of main 
interrelated terms in the fi eld under consideration. 

  Key words : sensor, sensor device, intelligent sensor device, smart sensor 
device, metrological self-check. 

    1.1     Introduction 

 Development of science and associated technical terminology is an inte-

grated process. As Kuhn (1962) has shown, scientifi c progress is a series 

of phases of ‘scientifi c revolutions’ related to spasmodic changes of con-

cepts (paradigm shifts) concerning the further development of sciences. 

This is characteristic not only of fundamental sciences, but also for applied 

sciences – in particular, the sciences associated with the development of 

control systems and measuring instruments, including sensors and micro-

electro-mechanical systems (MEMS). 

 The ‘paradigm shifts’ relate to terminology, too. Changes in this domain 

are caused by a desire to defi ne the notions which are used for new concepts. 

However, the development of the applied sciences is rigidly connected with 

the market: scientists and designers create products for the market; the mar-

ket, in its turn, stimulates and invests in the development of new products. 

This interaction can infl uence the terminology. Manufactures and dealers 

tend to advertise their goods by ‘embellishing’ the attributes of these goods. 

Without suffi cient information about the quality of these goods, customers 
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make their choice based on the name of the products, which in some cases is 

not adequate. This may contradict the interests of the society as a whole. 

 Lack of monosemantic terminology, especially under conditions of 

immense technological progress, as well as economic globalization, hinders 

communication between specialists and the search for necessary informa-

tion – in the long run, becoming an obstacle to the development of sci-

ence and engineering. The ambiguity of terms and their defi nitions leads to 

(and, sometimes, is a means of) dishonest price competition between some 

goods – which is determined, among other factors, by the names of these 

goods (Taymanov and Sapozhnikova, 2009a). To a great extent, the same 

situation pertains to sensors and MEMS. 

 Progress in metrology and technology has resulted in the rapid growth 

of the available range of integrated sensors and MEMS with new features. 

On the basis of such devices, technically complex set-ups and aggregated 

products have been developed. These confi gurations contain hundreds, or 

even thousands, of embedded sensing devices. A large number of built-in 

sensors and MEMS require a signifi cant increase in their functional reliabil-

ity, including metrological reliability. 

 The appearance of sensors and MEMS with embedded signal processing 

based on an analog-to-digital converter (ADC), a microcontroller and other 

additional components has led to new trends in the provision of metrological 

traceability (Tarbeyev  et al ., 2007). These trends relate to the new functions 

of the devices under consideration and, consequently, the development of 

new metrological procedures, which should be specifi ed in technical docu-

mentation. Corresponding theoretical and applied papers have become con-

siderably more prolifi c over the last decade (Taymanov and Sapozhnikova, 

2010b; Tarbeyev  et al ., 2007). It is therefore becoming increasingly important 

that the terminology in the fi eld of sensors and MEMS, including those with 

artifi cial intelligence, is harmonized. It is believed that many living creatures 

have intelligence, but crows, cats, dogs and humans are distinguished by dif-

ferent levels of intelligence. In a similar way, modern sensors and MEMS 

also have different levels of intelligence. It is necessary to fi nd a universal 

criterion for determining whether these devices have intelligence and, if so, 

its level. 

 One would think that a new concept can be defi ned with the help of an 

existing term supplemented by a set of qualifying adjectives. However, if the 

number of additional adjectives for new concepts which are used frequently 

is greater than two, a new term will inevitably appear. The fact is that in 

scientifi c and technical papers, books, and in advertisement literature in par-

ticular, some of the supplemental attributes will be voluntarily or involun-

tarily omitted. Depending on what specifi c words have been excluded from 

the text and the level of the reader’s experience, the text can be interpreted 

in a variety of ways. The situation redoubles, since some terms defi ned many 
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years ago, have lost their unambiguity due to the development of technol-

ogy (Taymanov and Sapozhnikova, 2009b). The rate at which terminol-

ogy vocabularies are updated, including the International Vocabulary of 

Metrology (VIM, 2012), as well as terms given in normative documents, lags 

behind the rate at which new terms appear. Names for new concepts are 

born and spread in numerous scientifi c publications. As a result, it is quite 

often possible to come across terms which are interpreted differently. On 

the other hand, in some cases different terms are used for similar concepts.  

  1.2     Interpretation of terms related to sensors 

 In recent years, the intensive development of measurement science and sen-

sorics has resulted in implementing sensors with new functions. And here a 

question arises with respect to their names: whether or not they refl ect the 

special features of the sensors with new functions. 

  1.2.1      About the term ‘sensor’ 

 Interpretation of this term in various dictionaries and normative documents 

varies. 

 According to the Institute of Electrical and Electronics Engineers 

Standard (IEEE, 1999), ‘sensor’ means a ‘component providing a useful 

output in response to a physical, chemical, or biological phenomenon. This 

component may already have some signal conditioning associated with it’. 

In the same document, an explanation is given that the signal conditioning 

‘involves operations such as amplifi cation, compensation, fi ltering, and nor-

malization’. The document continues: ‘Examples: platinum resistance tem-

perature detector, humidity sensor with voltage output, light sensor with 

frequency output, pH probe, and piezoresistive bridge’. It follows from this 

defi nition that two versions of a sensor are possible: a sensor with internal 

signal conditioning or without it. 

 In the IEEE Standard published subsequently (IEEE, 2003), the term 

‘sensor’ means ‘a transducer that converts a physical, biological, or chemical 

parameter into an electrical signal’. ( Note : According to IEEE Standard (IEEE, 

1999), ‘transducer’ means ‘a device converting energy from one domain into 

another, calibrated to minimize the errors in the conversion process’.) 

 According to (VIM, 2012), ‘measuring transducer’ means a ‘device, used 

in measurement, that provides an output quantity having a specifi ed rela-

tion to the input quantity’. In the Russian recommendation (RMG 29 1999 

(2000)), the term ‘ datchik ’ (‘giver’) has been introduced. It is defi ned as a 

self-contained primary transducer that generates measurement signals at its 

output (it ‘gives’ information). In the note to this term, it is emphasized that 
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the ‘ datchik ’ can be placed at a distance with regard to a transducer receiv-

ing its signals. According to NAMUR (2005) and VDI/VDE (2006), a ‘sen-

sor’ is a ‘device that picks up physical measurement variables and converts 

them to standardized output signals’. 

 In VIM (2012), the term ‘sensor’ is defi ned as an ‘element of a measuring 

system that is directly affected by a phenomenon, body, or substance carry-

ing a quantity to be measured’. Some elementary examples give an explana-

tion of this term: ‘sensing coil of a platinum resistance thermometer, rotor of 

a turbine fl ow meter, Bourdon tube of a pressure gauge, etc’. In clause 3.8 of 

(VIM, 2012), it is stated that in some fi elds the term ‘sensor’ is replaced with 

the term ‘detector’, which, according to clause 3.9, has another meaning. The 

ambiguity of the term ‘sensor’ becomes stronger due to a vague defi nition of 

the ‘measuring system’ concept. 

 In essence, in all the documents listed, as well as in numerous dictionaries 

(which can be sourced with the help of the website: Anon., Sensor, http://

universal_ru_en.academic.ru/2498046/), the term ‘sensor’ can be interpreted 

as an isolated device or a part of a more complicated device. 

 In practice, the term ‘sensor’ is applied for designating:

   1.     one sensitive element;  

  2.     a primary measuring transducer that can include a sensitive element or 

a group of sensitive elements (e.g., an array);  

  3.     a measuring transducer that consists of a number of separate transducers, 

connected in-series, for example, a primary transducer and amplifi er;  

  4.     an isolated unit that, in its case, can any component according to items 

(1)–(3) or a group of the corresponding components in any combination;  

  5.     a unit, according to item (4), which, in its case, also contains additional 

signal processing units, for example, analogue-to-digital converter, bus 

interface, microcontroller and indicator (in any combination) (Taymanov 

and Sapozhnikova, 2009b).    

 Consequently, the term ‘sensor’ is vague. Therefore, in some publications 

the explanation of specifi c terms is given. For example, Duta and Henry 

(2005), state that ‘for the aim of this paper a sensor is the device con-

sisting of one or more transducers and a transmitter that converts the 

transducer signals into a form recognizable by the control or monitoring 

system’ (p. 173).  

 The ambiguity of this term is aggravated due to development of sensor 

arrays, such as an artifi cial skin, electronic tongue, artifi cial nose and so on. 

In some publications (Abbate  et al ., 2012; Gundlach, 2007; Spencer, 2012 

and many others), in order to defi ne a structurally complex device contain-

ing at least one sensor and additional transducers, the term ‘sensor device’ 

is applied. It is necessary to distinguish the concepts applied for a sensitive 
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element (sensor) and a self-contained device including one or several sen-

sors and other components.  

  1.2.2      Defi nitions of key terms related to devices 
with artifi cial intelligence 

 In scientifi c and technical publications, there is a great variety of terms used 

for devices with artifi cial intelligence (Taymanov and Sapozhnikova, 2009a, 

2010a), for example, ‘intelligent’, ‘smart’, ‘adaptive’, ‘self-validating’, ‘system-

generating’, ‘self-calibrating’, ‘self-diagnosing’, ‘fault-tolerant’, ‘self-checking’, 

‘cogent’, ‘brilliant’ and so on (Allgood and Manges, 2001; Barberree, 2003; 

Bialas, 2010; Duta and Henry, 2005; Falconi  et al ., 2007; Gaura and Newman, 

2004; Hans and Ricken, 2007; Hashemian, 2005; Henry and Clarke, 1993; 

Huijsing, 2008; Huijising  et al ., 1994; Hunter  et al ., 2010; Itskovich, 2002; 

Jackson  et al ., 2004; Johnson, http://www.telemonitor.com/doc/SmLegManu.

PDF; Kirianaki  et al ., 2002; Romanov, 1994; Wang  et al ., 2005; Werthschutzky 

and Muller, 2007; Yurish, 2008, 2010; Zook  et al ., 2006; Zvetkov, 1999; and 

many others). However, none of them was included in the International 

Vocabulary of Metrology (VIM, 2012). 

 A number of defi nitions of devices with artifi cial intelligence were stated 

in certain national standards, recommendations and international docu-

ments which do not refer to the sphere of metrology, (e.g., BSI, 2005; IEEE, 

1997, 1999, 2003; NAMUR, 2005; VDI/VDE, 2006). In particular, in accor-

dance with the IEEE Standard (1997, 1999, 2003), a ‘smart sensor’ is a ‘sen-

sor version of a smart transducer’. ‘Smart transducer’ is a ‘transducer that 

provides functions over and above that necessary for generating a correct 

representation of a sensed or controlled physical quantity. This functional-

ity typically simplifi es the integration of the transducer into applications in 

a networked environment’ (IEEE, 1997, 1999, 2003). It is unclear from this 

defi nition what additional functions are implied. Experience shows that the 

additional (‘redundant’) functions in question can be diverse. The impor-

tance of these functions is not the same for each customer, and the number 

of ‘redundant’ functions in a given device can vary. Therefore, at present 

such a defi nition of the term ‘smart sensor’ cannot satisfy customers. 

 In a number of publications, operations fulfi lled in the past by a human 

operator are considered to be among the ‘redundant’ functions of such a 

smart sensor (e.g., Itskovich, 2002), in particular, zero adjustment, lineariza-

tion, choosing a necessary measurement range, correcting for an infl uenc-

ing factor using a special sensor and so on. According to Romanov (1994), 

such devices should be considered as ‘adaptive’. Specifi c features of ‘sensors’ 

and ‘sensor systems’ with self-adaptation capabilities are discussed in Yurish 

(2008, 2011). 
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 According to Allgood and Manges (2001), a ‘smart sensor’ is a pro-

grammed ‘measurement system that has suffi cient computational capacity 

to support the data acquisition, memory and decision-making necessary 

to respond to algorithmic instructions’. It responds to calibration requests, 

reacts ‘to interrogations about its health and status, and provides uncer-

tainty estimations’. In Zook  et al . (2006), the term ‘smart sensor’ implies that 

‘some degree of signal conditioning is included in the same package as the 

sensor. On the more sophisticated end of the spectrum, the ‘sensor’ unit can 

include devices with elaborated signal processing, displays and diagnostic or 

self-calibration features’. 

 According to Kirianaki (2002), a ‘smart sensor is one chip, without exter-

nal components, including the sensing, interfacing, signal processing and 

intelligence (self-testing, self-identifi cation, self-validation or self-adapta-

tion) functions’. However, this defi nition does not distinguish instruments 

with signifi cantly different consumer features and complexity. For example, 

it levels:

   a device with self-check of a processing unit (secondary transducer) only • 

and a device with self-check of both a primary transducer (sensor) and 

secondary transducer (transmitter);  

  devices with self-identifi cation and with self-adaptation.    • 

 According to Duta and Henry (2005), an ‘intelligent sensor’ can ‘carry out 

internal diagnostics’. This enables a self-validating device to be developed 

that produces an estimation of measurement value, measurement uncer-

tainty and ‘a discrete valued fl ag indicating how the measurement value 

and uncertainty have been calculated’. In essence, a similar defi nition was 

used in Barberree (2003), where such a device is known as ‘self-diagnosing’, 

‘self-validating’ or ‘self-calibrating’. Wang  et al . (2005) consider the intel-

ligent instruments which are based on fi eldbus and can perform such func-

tions as self-calibration, self-compensation, self-validation and so on. 

 Hunter  et al . (2010) discuss features of a ‘smart sensor system’ that may 

include multiple sensors and note the intelligent functions which can be per-

formed ‘at the sensor level including, but not limited to: self-calibration, self-

health assessment, self-healing and compensated measurements (auto zero, 

calibration, temperature, pressure, relative humidity correction)’. ‘The ideal 

goal is to have a self contained smart sensor system that is cost-effective, 

reliable, self-monitoring, reconfi gurable, and can operate indefi nitely’. 

 An alternative is to defi ne smart and/or intelligent sensors by a descrip-

tion of their structure. In Di Lecce and Calabrese (2012) this approach is 

called ‘hardware-centered’. 

 In some publications (e.g., Huijsing, 2008), a ‘smart sensor’ is considered 

to be a combination of ‘a sensor, an analog interface circuit, an ADC, and 
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a bus interface in one housing’. In the same publication, Huijsing also con-

siders an ‘integrated smart sensor’. It should contain ‘one or more sensors, 

amplifi ers, a chopper and multiplexers, an AD converter, buffers, a bus 

interface, addresses, and control and power management’ in one chip. Most 

authors deem as ‘intelligent’ or ‘smart’ those devices which are equipped 

with a microprocessor or microcontroller (Anon. http://www.answers.com/

topic/smart-sensor; Anon. http://computer.yourdictionary.com/smart-

sensor; Bialas, 2010; Falconi, 2007; Gervais-Ducouret, 2012; Itskovich, 

2002; Jackson, 2004; and many others). Such devices, as a rule, can carry 

out signal conditioning, fi ltering of noise, compensating for certain error 

components, producing an alert signal if a measured quantity value reaches 

a critical limit and so on. A parallel idea is presented in BSI (2005), where 

an intelligent instrument is considered to be a ‘device where embedded 

computing capability is included as part of a measurement, control or 

actuation device’. 

 According to Gervais-Ducouret (2011), as opposed to any ‘smart’ sensor, 

an ‘intelligent’ sensor has a small microcontroller, a memory (fl ash, RAM, 

ROM) and optimized architecture for sensor applications. The intelligent 

sensor concept includes combination of possibilities to process sensor data, 

to reconfi gure embedded functions and to aggregate external sensor data. 

The device with a microcontroller to which additional external sensors are 

connected for aggregating and – in a number of cases – joint pre-processing 

the data is called an ‘intelligent sensor hub’ (Di Lecce and Calabrese, 2012; 

Gervais-Ducouret, 2012). The intelligent sensor hub enables the processing 

of the data obtained from both an intrinsic sensor and a number of exter-

nal (self-contained) sensors. Usually, it includes an extra interface (digital or 

analog).  

 Yurish (2010, 2011) emphasizes that the attribute ‘smart’, to a greater 

extent, can be related to ‘technological’ aspects of devices, while ‘intelligent’ 

is more applicable to ‘functional’ ones. 

 In industry, the most widespread attributes for a device with artifi cial 

intelligence are ‘smart’ and ‘intelligent’. Meyer  et al . (2009) and Kiritsis 

(2011), considering intelligent products, emphasize that the terms ‘intelli-

gent’ and ‘smart’ can be applied interchangeably. An analysis of the ‘intel-

ligent’ and ‘smart’ concepts in a number of widely used English, American 

and Russian dictionaries, testifi es that sometimes both terms are applied in 

the same sense but, generally, the word ‘intelligent’ relates to a higher level 

of development, than ‘smart’. 

 In 2009, a mini survey ‘What does it mean ‘smart sensor’?’ was set up at 

the Sensors Web Portal. They received feedback from 227 participants from 

both academia and industry (Yurish, 2010, 2011). The survey results have 

shown that 18% of the participants named as ‘smart’ those ‘sensors’ which 

include combination of a sensing element, an analog interface circuit, ADC 
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and bus interface. At least, 67% of experts considered the main features of 

‘smart sensors’ to be some combination of self-identifi cation, self-valida-

tion, self-testing, self-adaptation and/or self-calibration. Some participants 

emphasized the extended network capabilities of a ‘smart sensor’ (Yurish, 

2010, 2011). It should be noted that the survey dealt only with the term 

‘smart’, while the term ‘intelligent’ was not touched on. The responses of 

the survey participants do not indicate any differences in the interpretation 

of these terms, since the respondents had to consider them as synonyms. 

 Even so, the survey results do reveal the main features characterizing the 

trends in ‘sensor’ development. However, these results also demonstrate 

that there was no consensus between the experts with regard to the corre-

sponding term (at least, this was so in 2009). 

 There is also a variety of terms and defi nitions related to MEMS 

(Enoksson  et al ., 2005; Gaura and Newman, 2004; Madhavi, 2011; Newman 

 et al ., 2006; Shkel, 2001; and others). In industrial applications, too, the most 

widely used attributes for the devices with artifi cial intelligence are ‘smart’ 

and ‘intelligent’. 

 The ambiguity regarding terminology often causes a considerable confu-

sion when customers try to make the best choice. Moreover, this ambiguity 

can become an obstacle to developing new equipment. Terms are blurred, 

acquiring multiple interpretations: when they were adopted, there were no 

ideas concerning their further usage. The same reason can offer an explana-

tion of the polysemy and inconsistency of a nascent terminology. Therefore, 

the most important matter when designing a concept of an international 

vocabulary of terms is to take into consideration trends in developing mea-

surement techniques and to reveal the problems which will determine the 

vocabulary of specialists in the fi eld of measurements and control for the 

foreseeable future.   

  1.3     Key trends in the development of sensors 
(sensor devices) and MEMS 

 What is the driving force of sensor and MEMS development? Why are they 

called ‘smart’ or ‘intelligent’ with increasing frequency? 

  1.3.1      The method of analogy 

 To answer these questions, let us apply the analogy between biological 

organisms and technical means, as well as that of natures of their evolution. 

The methodical tool we present here seems to be of use, because the techni-

cal means are at a signifi cantly earlier stage in their development than the 

most perfect biological organisms. 
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 In their books, Wiener (1965) and Lem (1980) – who was not only a writer, 

but also an outstanding philosopher – demonstrated the effi ciency of apply-

ing this analogy (Taymanov and Sapozhnikova, 2003, 2009a). At present, it 

is used with considerable success in evolutionary cybernetics (Red’ko, 2007; 

Turchin, 1977), as well as in bionics (biomimetics), which allows functions, 

structural elements and other features resembling similar solutions already 

found in nature to be realized by technical means (devices) (Bogue, 2009; 

Stroble  et al ., 2009; Stroble Nagel  et al ., 2010). 

 The similarity between biological and technical evolution forms not only 

a ‘reference book’ containing successful structural and functional decisions, 

it also gives a necessary strategic criterion for development in engineer-

ing (Taymanov and Sapozhnikova, 2008). Popper (1984) observed that all 

organisms reveal the answer to any problems – the problems having arrived 

with the beginning of life on Earth. Evolution presents the best solution.  

  1.3.2      Complication of organisms and sensors 
as a tendency of evolution 

 The key purpose of each living organism is to prolong its own life and the 

existence of its species. As life spans increase and geographic range extends, 

the number of possible dangerous situations increases, as does their vari-

ety. Accordingly, during the process of evolution the available methods 

with which to react to dangerous situations were also enriched. In nature, 

‘evolutionary change is not a continuous thing; rather it occurs in fi ts and 

starts, and it is not progressive or directional’ (Ward, 2001). For example, 

organisms adapted, decreasing or increasing in size; the ‘materials’ forming 

a capsule, shell or coat changed. On the other hand, evolution ‘has indeed 

shown at least one vector: toward increasing complexity’ (Ward, 2001). First, 

came the conservative methods; later, adaptive methods arose; and, fi nally, 

methods based on intelligence came into being. 

 This vector is also traced in the development of biological sensors from 

the most basic (which perceive touch), to sensor arrays (moving from a sense 

of touch to a wide spectrum of perception) and then to multichannel sensor 

systems (which allow the estimation of more complicated multiparametric 

quantities – for example, color, odor and so on – including those distributed 

in space). 

 From an evolutionary point of view, there is no difference between ani-

mals and humans when considering methods for ensuring survival. ‘Perhaps 

that is the fate of future human evolution: greater complexity through some 

combination of anatomy, physiology or behavior’ (Ward, 2001). Such a 

point of view corresponds to the position shared by Asimov (1994), Hodos 

(1982), Klix (1980) and McFarland (1999), as well as many other biologists, 
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philosophers and psychologists. According to this position, intelligence is a 

means of providing the most highly developed abilities in an organism’s sur-

vival, including adaptation to current and future events (adaptation to cli-

matic changes and intrinsic changes caused by ageing and so on). Therefore, 

intelligence enables the extension of life span – even over last several hun-

dred years, human life span has doubled. It is logical to connect such exten-

sion with the increase in the role of intelligence in a human life, as well as 

with knowledge obtained using such intelligence. 

 In the process of evolution, it appears that intelligence has been the most 

powerful factor contributing to the survival of living creatures existing in a 

changing environment. 

 The similarity between biological and technical evolution is confi rmed 

even in the fi nest details. The block-module principle of organization and 

development of molecular genetic systems shows that new systems are 

formed with blocks (modules) from bottom to top, macromolecular compo-

nents playing the role of such modules (Red’ko, 2007). 

 Similar processes took place in the development of sensor devices with 

the capabilities to:

   interact with other devices,  • 

  adapt to a changing environment,  • 

  perform a self-check (in particular, metrological self-check for measur-• 

ing instruments) and forecast sensor device health on the basis of artifi -

cial intelligence.    

 In sensor devices, separate components – such as sensitive elements, addi-

tional components, ADC, microcontrollers and so on – are combined to 

form a single entity. 

 By developing the idea of the analogy between the biological and techni-

cal evolution, it is possible to consider a direct analogy between the life span 

of living organisms and the functional lifetime of sensors and MEMS. 

 Over a long period of operation and in a wider fi eld of application, vari-

ous potential defects that were not detected during manufacture and also 

deviations in device characteristics may reveal themselves. Such defects can, 

for example, be caused by wear or by unforeseen changes in external factors. 

In sensors and MEMS used for the purpose of performing measurements, 

such defects and deviations in parameters lead to a growing lack of confi -

dence in the reliability of measurement results. Accordingly, the defi nition 

‘intelligent’ with respect to sensors and MEMS should be associated with 

the ability of these instruments to take active steps to counter unexpected 

infl uences. 

 Consequently, artifi cial intelligence at a certain level should contribute to 

widening the range of operational conditions and extending the lifetime of 
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sensors and MEMS without any requirement for maintenance. For devices 

applied as measuring instruments, ‘intelligence’ should enable the reliability 

of measurements and calibration interval to be increased. 

 It is signifi cant that the idea of applying artifi cial intelligence in sensors 

and MEMS (which are, as a rule, the weakest points of equipment) appeared 

and began to develop relatively recently. At this stage of technical evolution, 

it became possible to increase their structural complexity and it became 

necessary to extend their lifetime to a considerable degree (Taymanov and 

Sapozhnikova, 2010b). 

 Table 1.1 shows methods for providing the reliability of performance in 

the process of biological evolution (as applied to fauna) and technical evo-

lution (as applied to sensors).      

 Certainly, new materials and technologies will be developed in 

the future. They will allow more stable characteristics to be realized. 

Undoubtedly, the requirements for reliability of sensors and MEMS will 

increase, too. Both these factors will result in keeping the developmental 

trends of their structures (from more simple structures to the more com-

plex). It should be emphasized that, in general, the concept of ‘complex-

ity’ has to take into account both structural and technological aspects. For 

example, to obtain a particular effect in a sensor, the application of a fi lm 

with a spatially homogeneous structure (virtually, without any defects), or 

a component fabricated from extra-pure metal, should be considered as 

a sensor complication.  

  1.3.3      Features and forms of intelligence 

 As pointed out, intelligence is an effi cient means for prolonging the existence 

of an intelligence ‘carrier’. Intelligence implies an ability to perceive, analyze, 

accumulate and transmit information. The intelligence level depends on the 

extent of the completeness with which these features are realized. 

 Therefore, the fi rst feature of intelligence is the capability of its ‘carrier’ 

to interact with the surrounding environment on the basis of the results of 

processed input information. For sensors and MEMS with artifi cial intel-

ligence, applied in modern measuring and control systems, this means the 

capability to receive and transmit information under changing environmen-

tal conditions (in particular, in the presence of noise). It can be carried out 

on the basis of processing this information according to a given algorithm 

and transforming it into the relevant specifi c format. 

 The second feature is the ability of the intelligence ‘carrier’ to change its 

characteristics under the infl uence of information obtained, fi rst, from the 

‘carrier’s’ sensing organs. For the devices with artifi cial intelligence under 

consideration, this feature requires the opportunity to change the param-
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eters and/or the operation algorithm in accordance with signals obtained 

from embedded sensors or external sources. 

 The third feature is a capability of the intelligence ‘carrier’ to estimate its 

own health. For sensors and MEMS with artifi cial intelligence, this feature 

corresponds to a self-check ability, including a metrological self-check abil-

ity, if such devices are applied as measuring instruments. In many cases, the 

 Table 1.1     Methods for providing functional reliability 

 Environment  Method  Examples 

 Biological evolution 

(as applied to fauna) 

 Technical evolution 

(as applied to sensors) 

 Stable  Conservative 

method for 

protection 

 Formation of 

capsules, shells, 

coats, etc. 

 Placing in a reliable 

housing 

 Slowly 

changing 

 Method of 

adaptation to 

a changing 

environment 

 Seasonal change 

of heat-

protecting 

properties of a 

skin, slowing of 

life processes 

depending on 

the time of day 

or year 

 Active temperature 

stabilization, 

stabilization of a 

signal level due 

to introducing a 

negative feedback 

 Method of 

interaction 

on the basis 

of data 

exchange 

 Informational 

interaction of 

living creature 

organs 

 Data exchange 

between sensors 

and other devices, 

as well as between 

sensors, including 

that with the help of 

sensor hubs 

Rapidly 

changing

 Method of 

adaptation to 

a changing 

environment 

 Change of a blood 

fl ow rate and 

pulse rate 

depending on a 

load 

 Temperature 

correction, 

automatic selection 

of a required 

measurement range 

   Method, based 

on intelligence 

 Development of 

sense organs, 

health check, 

forecast of 

vitally important 

situations, 

ensuring survival 

 Increase in the number 

and variety of sensors 

in a sensor of device, 

as well as external 

sensors connected 

to it for joint data 

processing; self-check 

and forecasting the 

health of the sensor 

device, including 

metrological health; 

self-correction 
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results of the metrological self-check can be used to perform self-correction 

and self-recovery, as well as obtaining a forecast of metrological health. 

 It is noteworthy that the three features mentioned can be related both 

to humans and to devices with artifi cial intelligence. Accumulation of such 

features demonstrates that the level of natural or artifi cial intelligence of its 

‘carrier’ increases. The features observed are reminiscent, to some extent, of 

levels of product intelligence according to Kiritsis (2011), but Kiritsis does 

not consider the analogy of products and living creatures. 

 In the hierarchy of these features, the third is the most important. In 

essence, it is a question of an ability to check the reliability of information 

obtained after it has been processed, which is the main characteristic of a 

‘carrier’ of intelligence. 

 In nature, intelligence has developed itself in two ways: formation of a 

‘collective mind’ of many living organisms, and the development of intelli-

gence of a separate individual. If there is a high risk of extinction for indi-

vidual living organisms, the ‘collective mind’ provides a way of preserving 

the experience gained and supporting the life of the species as a whole. 

Certainly, this is the type of intelligence which originated in the early stages 

of evolution, when the life span of an individual organism was short. A typ-

ical example is given by swarming insects; e.g., bees, which select reliable 

information by ‘voting’. The importance and validity of information obtained 

by scout bees depends on the number of bees that obtained the informa-

tion (McFarland, 1999). Incidentally, origination of a ‘democratic method’ in 

human society for estimating the reliability of vitally important information 

and the subsequent development of this method for controlling a state dem-

onstrate the effi ciency of applying experience from nature (Taymanov and 

Sapozhnikova, 2008). 

 Formation of the ‘collective mind’ is a typical example of a meta-system 

conversion representing the integration of a number of autonomous sub-

systems at a lower level (they can, to some extent, differ) and the develop-

ment of an additional control mechanism at a higher level (Red’ko, 2007). 

A similar approach is frequently used in metrological practice for checking 

the reliability of information. For example, in nuclear power plants, sen-

sors, the quantity of which is redundant, are combined into a multichannel 

system (Hashemian, 2006). The metrological serviceability of a sensor can 

be estimated on the basis of deviation of its signal from the signals of the 

remaining ones included in the system. Information from the majority of the 

sensors is considered to be valid. The ‘swarm’ model is applied (e.g., in geol-

ogy and other fi elds) to reveal reliable information (Bogue, 2009). 

 However, it has transpired that the selection of reliable information on the 

basis of the ‘swarm’ model is not the most effective choice in biological evo-

lution due to insuffi cient fl exibility in a changing environment (Taymanov 

and Sapozhnikova, 2008). 
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 The development of intelligence of an individual living creature was 

accompanied by an increase in its life span. Intelligence has been formed 

within the framework of a meta-system development as a result of the inte-

gration of a number of independent nervous structures, each of them linked 

with one or several biological sensors and distinguishing themselves by 

individual features. The ‘health’ of these sensors is checked with the help of 

intelligence. In comparison with the ‘collective mind’, the intelligence of an 

individual has an advantage in searching for effective ways to survive in a 

changing environment. 

 It is considered that, in addition to the minimum of ‘sensors’ for the quan-

tity to be measured, a sense organ also has supplementary sensors. The brain 

has a special mechanism for testing the stability of essential activity char-

acteristics. This mechanism, known as an ‘error detector’, was discovered 

by the famous Russian Academician Bechtereva (Bechtereva  et al ., 2005). 

Initially a person diagnoses a ‘malfunction’ of his organism – including a 

‘malfunction’ of a sense organ, such as an eye or ear – either through an 

unpleasant sensation caused by signals coming from these supplementary 

sensors, or indirectly from the ‘error detector’. Following this, an appropriate 

decision is made that will resolve the issue (e.g., to irrigate an eye or take 

medicine). Substantially, diagnosing an indisposition and making the deci-

sion is an interaction of the brain with individual sense organs. In essence, 

this interaction does not contradict the classical defi nition of the intellectu-

ality of a technical device as being an ability based on knowledge to com-

municate with a customer and make a decision with respect to a mode of 

future actions (Andrew, 1983; Romanov, 1994). 

 It should be noted that to select external information of vital importance 

(e.g., video- or audio-information) these supplementary signals from the 

sense organs are not necessary and, in this sense, they are redundant. 

 Besides the method discussed earlier, a human, together with other devel-

oped living creatures, uses auxiliary means to detect deterioration in the 

operation of an individual’s sense organs:

   analysis of total information, obtained through a group of various organs • 

of sense;  

  response of other members of a society.    • 

 In other words, living creatures with developed intelligence use both a 

‘swarm of sense organs’ and a ‘swarm of individuals’ to check ‘measurement 

information’ reliability. However, these ‘swarm’ opportunities are only an 

auxiliary means. 

 Thus, in biological evolution, both types of intelligence considered in this 

chapter develop in parallel. Sometimes, they supplement each other, but 

the intelligence of individual has gained priority and improved at a greater 
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pace. In human society, the ‘collective mind’ is a stabilizing factor; it plays 

the same role in multichannel systems with artifi cial intelligence. The intelli-

gence of individual provides a greater ability to survive both for a particular 

individual organism and for the species as a whole. 

 The similarities between biological and technical evolution provide the 

basis for forecasting future trends in sensor devices and MEMS. For exam-

ple, in the short term, one should expect the development of self-studying 

intelligent devices with the ability to self-check their health. Such instru-

ments will be able not only to correct consequences of ‘ageing’ and infl uenc-

ing factors, but also to adjust the values of their parameters automatically 

on the basis of predicted changes. This can further enhance the effi ciency of 

their operation. In technical complexes, sensor devices with the ability to 

self-check their health, combined into a system with a ‘collective mind’, will 

be used widely. Soon, arrays that are sensitive to one quantity only, as well 

as arrays combining groups of sensors susceptible to a variety of quantities, 

will fi nd a wider application (Taymanov and Sapozhnikova, 2008, 2009b).   

  1.4     Suggestions for improving terminology 
in the field 

 The concept of the history and trends of sensor and MEMS development, 

based on the analogy between biological and technical evolution, offers a 

fi rm foundation for developing a systematized terminology to overcome or, 

at least, to reduce the existing ambiguity. 

 Below, we present a proposed group of the most important terms (in bold) 

and their defi nitions related to the subject of the present book, together 

with brief comments. 

     Sensor :      an element of a measuring or control instrument, which is 

directly affected by a phenomenon, body, or substance carrying a 

quantity to be measured. It is the simplest sensitive element. (The def-

inition is close to the defi nition given in the International Vocabulary 

of Metrology (VIM, 2012) and corresponds to item (a) of the list given 

in Section 1.2.1).   

   Sensor device :      a self-contained device including one or more sensors, and 

in some cases additional components (e.g., an amplifi er, fi lter, ADC, 

interface, and so on). This term is close to the Russian term  datchik .   

   Measuring system :      a group of sensor devices and other components asso-

ciated with them, having a common data processing unit, for measuring 

one or several quantities distributed in space (space can be one-, two- 

or three-dimensional).   

   Metrological self-check of a sensor device :      an automatic procedure for 

testing whether the uncertainty or error of a sensor device in the 
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course of its operation lies within permissible limits specifi ed under 

operating conditions. This procedure is carried out using a reference 

value generated with the help of an additional (redundant) embedded 

component (a sensor, secondary transducer (transmitter) or material 

measure) or an additional parameter for an output signal.     

 The term ‘reference value’ corresponds to the same term given in VIM 

(2012). The metrological self-check can be realized in two forms: a direct 

or diagnostic self-check (Taymanov and Sapozhnikova, 2005; Taymanov 

 et al ., 2011). If the metrological self-check is accompanied by evaluation of 

uncertainty or error, it is usually called ‘self-validation’ (Sapozhnikova  et al ., 
2005). 

     Smart sensor device :      a sensor device capable of interaction with other 

devices on the basis of processing the data received. Such a defi ni-

tion corresponds to the fi rst (simplest) feature of intelligence given in 

Section 1.3.3 of this chapter.     

 Here, the concept ‘interaction’ suggests the possibility of noise-immune 

communication with other remote devices. In turn, noise-immune com-

munication, as a rule, is realized by coding information (an analog signal 

is converted into a digital form in the sensor device). This provides reli-

ability of information when transmitting it over longer distances. By these 

means, the ‘survivability’ of a sensor device in a changing environment can 

be achieved. 

 An example would be a sensor device containing a sensor, ADC, interface 

for communication with a common bus, and certain other components. 

     Smart sensor hub :      a ‘smart sensor device’ to which additional external 

sensors are connected for joint data processing. This instrument may 

be considered as a measuring system.   

   Adaptive sensor device :      a sensor device, the parameters and/or operative 

algorithms of which can change in the course of operation, depending 

on internal signals from additional sensors and secondary transducers 

(transmitters) this device contains.     

 An adaptive sensor device is capable of response (adjustment) to a mea-

surement range, speed of measurand variation, effect of infl uencing quanti-

ties and so on, within the limits specifi ed in technical documentation. The 

defi nition of an ‘adaptive’ sensor device supposes realization of the second 

feature of intelligence. 

 All the capabilities listed indicate the working capacity of an adaptive 

sensor device within an expanded range of environmental conditions. 
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Adaptation to changing conditions makes it possible to correct output sig-

nals according to a pre-set interaction. Thus, this adaptation contributes 

an extension of the maintenance-free working life of sensor devices and 

MEMS. The reliability of measurement results obtained with adaptive sen-

sor devices applied as measuring instruments is increased, and the calibra-

tion interval can be extended. 

 In a sensor device, two intelligence features can be combined; that is, the 

sensor device can be simultaneously ‘smart’ and ‘adaptive’. 

     Intelligent sensor device :      a sensor device with a self-check function.     

 At present, this device is an instrument that enables the highest level of 

information reliability. According to the above classifi cation, it can be char-

acterized by all three features. 

 In the intelligent sensor device applied as a measuring instrument 

(Taymanov  et al ., 2011), it is possible to do the following:

   to realize the metrological self-checking;  • 

  to forecast the metrological health of the sensor device, taking into • 

account the results of self-checking;  

  to correct automatically the uncertainty or error caused by infl uenc-• 

ing quantities, the value of which is unknown, and/or ageing of certain 

device components (in a number of cases);  

  to extend the calibration interval on the basis of the results of self-check-• 

ing, forecasting metrological health and automatic correction;  

  to perform the self-recovery of the sensor device (This can be done in • 

some cases when this device has a single defect).    

     Self-recovery :      an automatic procedure for damping the consequences 

in the event that a defect has arisen in a sensor device; that is, it is a 

procedure of providing a necessary level of fault-tolerance.    

   Fault-tolerance :      the ability of a sensor device to keep specifi ed charac-

teristics within permissible limits in the event that a single defect has 

occurred in it.     

 Methods for metrological self-checking and examples of intelligent sensor 

devices are considered, in particular, in Taymanov  et al . (2011). 

 Intelligent sensor devices provide the greatest maintenance-free lifetime 

and optimum effi ciency within a wider range of environmental conditions. 

Unfortunately, the semantic difference between the terms ‘intelligent’ and 

‘smart’, when they are translated into a number of wide spread languages (e.g., 

German and Russian) is signifi cantly less than the difference in performance 

characteristics of the corresponding sensor devices. This can lead to certain 

diffi culties. 
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 Sometimes it is necessary to locate a sensor device separate and apart 

from a data processing unit. This can be because of a harsh operating envi-

ronment, which is unacceptable for the microprocessors in a sensor device. 

The same situation can also arise if centralized data acquisition is required 

in a measuring system. In this case, a data-redundant or adaptable sensor 

device can be developed: 

     Data-redundant sensor device :      a sensor device enabling a reference value 

to be obtained on the basis of an additional output signal parameter or 

of an additional built-in component. In the event of connecting such 

a sensor device to an external signal processing unit, the metrological 

self-check can be realized.   

   Adaptable sensor device :      a sensor device, parameters and/or operation 

algorithm of which can be changed by external signals in the course of 

the operation process.       In the event that a sensor device is connected 

to an external signal processing unit, it can operate as an adaptive 

sensor device. 

 The main features of the defi nitions given above can be applied to a mea-

suring system, particular forms of which can be ‘smart’, ‘adaptive’ and ‘intel-

ligent’ depending on sensor devices and MEMS which are used in this 

system.  

 Corresponding proposals with regard to the terms applied in metrol-

ogy were prepared for a future edition of the International Vocabulary of 

2

b,
 %

 0

1.8

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0
2001 2003 2005 2007 2009

Year

 1.1      Variation of interest the specialists show in the development of 

intelligent sensor devices, as a percentage of the total interest in 

measurement or control.  
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Metrology. Some of the terms and defi nitions given above were included in 

the Russian standard (GOST R 8.673, 2009). 

 Industrial production of sensors and MEMS with artifi cial intelligence 

does not keep pace of new developments in this fi eld. Various smart sensor 

have been produced for many years in large batches. As for adaptive sensor 

devices, their range is signifi cantly less. At present, intelligent sensor devices 

are produced in small individual batches. Figure 1.1 illustrates the increase 

in interest shown by specialists, particularly in the development of intel-

ligent sensor devices corresponding to the defi nition given in this chapter. 

The statistical data were obtained using the ‘Scopus’ (a search engine for 

researching scientifi c information on the Internet). The vertical axis presents 

the percentage of publications in the fi eld of measurement or control, that 

contain the term ‘metrological self-check’ or words close to it in meaning.       

  1.5     Conclusion 

 Sensors and MEMS with artifi cial intelligence permit operational costs to 

be reduced but, in so doing, cause a number of new problems. To resolve 

these problems, it is necessary to provide specialists with the opportunity to 

share their experience, to defi ne the performance requirements and char-

acteristics of new devices, and to develop new normative documents (stan-

dards, guides and recommendations). 

 The analysis of the terms, considered in this chapter, which are applied to 

sensors and MEMS with artifi cial intelligence, shows that an ambiguity in 

terminology impedes the resolution of these tasks. In this regard, harmoni-

zation of the terminology is of signifi cant importance. 

 Arguments for applying the analogy between biological and technical evolu-

tion have been given in order to reveal the trends in sensor development. A 

group of interrelated terms and their defi nitions has been proposed on the basis 

of this analogy, taking into consideration the results of terminological analysis.  
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  Abstract : This chapter discusses the direct connection of analogue sensors 
to digital systems without using any analogue circuit in the signal path. It 
fi rst reviews the operating principle of analogue sensors (mainly, resistive 
and capacitive sensors) and digital systems (basically, microcontrollers). 
It then explains how to connect different sensor topologies to a 
microcontroller to build a direct interface circuit. Finally, it discusses some 
applications using commercial devices. 

  Key words : sensor electronic interface, microcontroller, resistive sensor, 
capacitive sensor. 

    2.1     Introduction 

 Just as human beings acquire information on their environment through 

their senses and process such information using their brain, electronic sys-

tems try to do the same by means of sensors and processing digital devices 

such as microcontrollers ( μ C) or microprocessors ( μ P). Nowadays, sensors 

and processing devices have become essential for the smooth running of our 

lives and they are present in many fi elds: industrial, automobiles, aircraft, 

medical devices, consumer electronics and home appliances, among others. 

 The classic block diagram of a sensor electronic interface is shown in 

Fig. 2.1a (Pall à s-Areny and Webster, 2001). First, information about the 

measurand (e.g., temperature) is converted to the electrical domain by 

means of the sensor, which usually provides an analogue electrical signal of 

low amplitude that carries some noise. Afterwards, the signal conditioning 

circuit, which generally relies on operational amplifi ers, performs some or 

all of the following tasks in the analogue domain: sensor output-to-voltage 

conversion, amplifi cation, fi ltering, linearization and/or demodulation. The 

resulting analogue signal is then digitized via an analogue-to-digital con-

verter (ADC). Finally, a digital system (e.g., a  μ C) acquires, stores, processes, 

controls, communicates (to other devices or systems) and/or displays the 

digital value with information about the measurand.      
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 Thanks to the rapid advances in integrated circuit (IC) technologies, now-

adays several blocks shown in Fig. 2.1a can be integrated into the same chip. 

There are commercially available ICs that integrate the processing digital 

system, the ADC and/or a signal conditioning circuit (for instance: MSC1210 

from Texas Instruments). There are also commercial ICs that integrate the 

sensor, its signal conditioning circuit and/or the ADC (e.g., ADXL103 and 

ADXL312 accelerometers from Analog Devices); such chips are usually 

known as integrated smart sensors (Huising, 2008). Other commercial ICs 

integrate the required signal conditioning circuit and the ADC to measure 

a specifi c type of sensor (for instance: ADS1232 from Texas Instruments for 

bridge-type resistive sensors and AD7745 from Analog Devices for single 

and differential capacitive sensors). 

 For some sensors, however, the block diagram in Fig. 2.1a can be simpli-

fi ed to that shown in Fig. 2.1b (Reverter and Pall à s-Areny, 2005a), where the 

sensor is directly connected to the digital system without using either the 

signal conditioning circuit or the ADC; these circuits were initially proposed 

in application notes of  μ C’s manufacturers (Bierl, 1996; Cox, 1997; Richey, 

1997). In such a circuit topology (a so-called ‘direct interface circuit’), the 

digital system appropriately excites the analogue sensor in order to obtain a 

signal that can be directly measured in the digital domain; for instance, using 

an embedded digital timer. In comparison with the sensor electronic inter-

face shown in Fig. 2.1a, a direct interface circuit is simpler and needs fewer 

components; actually, it just needs a common low-cost general-purpose 

8-bit  μ C working as a digital system. Therefore, a direct interface circuit has 

advantages in terms of cost, physical space and power consumption, which 

is of major interest in autonomous sensors and in wireless sensor networks. 

Furthermore, the performance of such circuits is quite remarkable taking 

into account their simplicity; for instance: a non-linearity error of 0.01% 

full-scale span (FSS) and a resolution of 13 bits when measuring resistive 

sensors in the kiloohm range, and 0.1% FSS and 9 bits when measuring 

capacitive sensors in the picofarad range. One of the main limitations of 

such circuits is that the measuring time depends on the value of the mea-

surand and can be quite long (e.g., about units or tens of millisecond). 

Sensor

(a)

(b) Excitation signal

Quasi-digital signal

Signal
conditioning

circuit

Digital
system

ADC

Digital
system

Sensor

 2.1      (a) Classic block diagram of a sensor electronic interface, (b) direct 

interface circuit.  
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 This chapter deals with the direct interface circuit topology shown in 

Fig. 2.1b and is organized as follows. Section 2.2 provides an overview of the 

sensors that can be measured using such circuits. Section 2.3 describes the 

needs of the digital system (especially, a  μ C) to perform the tasks required 

in such circuits. After describing sensors and  μ Cs, Section 2.4 explains how 

to join them to build a direct interface circuit. Section 2.5 shows some appli-

cations of these circuits. Section 2.6 describes likely future trends on this 

topic. Finally, Section 2.7 provides additional information about research 

groups working on these circuits.  

  2.2     Sensors 

 Sensors are the fi rst block of the measurement chain (see Fig. 2.1) and are in 

charge of providing a signal in the electrical domain with information about 

the measurand. Sensors can be classifi ed in different ways. Common classi-

fi cations are in terms of the energy domain of the measurand (e.g., thermal 

sensors) or in terms of the electrical signal provided at the output (e.g., resis-

tive sensors). However, Kirianaki  et al.  (2002) have proposed to classify them 

in terms of the domain of the electrical output signal. Accordingly, we have:

    • Analogue sensors , which provide an analogue output signal whose ampli-

tude is modulated by the measurand (see Fig. 2.2a). Such sensors have 

been, and still are, very common in industrial applications (e.g., the stan-

dardized Pt100 temperature sensor).  

   • Quasi-digital sensors , which provide an analogue or digital output sig-

nal with a time-related parameter (such as period, frequency, duty cycle 

or time interval) that is modulated by the measurand (see Fig. 2.2b). 

Although such time-related information is analogue, it can be directly 

measured by a digital system with a timer or a counter, hence the name 

‘quasi digital’. Such output signals can be the result of the sensing prin-

ciple (e.g., a resonant sensor) or obtained by embedding an analogue 

sensor and some additional circuitry (e.g., an oscillator) into the same IC 

sensor (e.g., TMP04 from Analog Devices).  

   • Digital sensors , which provide a digital output signal (see Fig. 2.2c) with 

a sequence of logic levels (i.e., 0s and 1s) modulated by the measurand. 

Such signals can also be the result of the sensing principle (e.g., an abso-

lute position optical encoder) or obtained by means of an IC sensor that 

has some embedded electronics (e.g., DS18S20 from Maxim).         

 Analogue sensors are usually measured by means of electronic interfaces 

similar to that shown in Fig. 2.1a. However, as explained throughout this 

chapter, analogue sensors can also be measured using the circuit topology 

proposed in Fig. 2.1b whenever the digital system excites them correctly. 

Actually, an appropriate excitation can convert analogue sensors to quasi-
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digital sensors since, as explained later in Section 2.4, the resulting output 

signal of the sensor is time modulated. Both quasi-digital and digital sensors 

can also be measured using the circuit topology shown in Fig. 2.1b, but the 

excitation signal coming from the digital system is generally not required; 

for the measurement of quasi-digital sensors, the digital system needs at 

least an embedded digital timer or counter. 

 Those analogue sensors that can be measured using direct interface cir-

cuits are described next; for more details, please refer to Baxter (1997), 

Pall à s-Areny and Webster (2001), and Fraden (2004). The explanation 

focuses on resistive and capacitive sensors, and discusses their topology, 

equivalent circuit model and applications. 

  2.2.1      Resistive sensors 

 Resistive sensors transform signals from a given energy domain to the electri-

cal domain by changing its electrical resistance, which can be modelled as:  

    R
l
A

= ρ     [2.1]   

V

V

V

1 1 1 1 1 1 10 0

(a)

(b)

(c)

0 0 0

T
t

t

t

 2.2      Output signal of (a) an analogue sensor, (b) a quasi-digital sensor 

and (c) a digital sensor.  
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 where   ρ   is the resistivity of the material, and  l  and  A  are the length and 

cross-section area of the conductor, respectively; note that any of the 

three parameters involved in Equation [2.1] can be altered by the mea-

surand. The following subsections classify resistive sensors in terms of the 

number of sensing elements that make up the sensor and how these are 

interconnected. 

  Single resistive sensor 

 As shown in Fig. 2.3a, a single resistive sensor has one sensing element 

whose resistance ( R   x  ) changes with the measurand. Such a resistance can 

be modelled as       

    R R R Rx +RR ΔR 0RR+ ΔRR ( )xRx+     [2.2]   

 where  R  0  is the nominal resistance at a reference value of the measurand,  Δ  R  

is the change of resistance due to (and, for some sensors, proportional to) 

the measurand and  x   R   is the relative change of resistance (i.e.,  x   R   =  Δ  R / R  0 ) 

due to the measurand. These sensors are commonly used to measure tem-

perature (e.g., platinum sensors and thermistors), light (e.g., light-dependent 

resistors, LDR), gas (e.g., tin dioxide gas sensors) and humidity. Among the 

previous examples, only platinum sensors show an  R   x   that changes linearly 

with temperature. The other sensors generally require linearization tech-

niques in the analogue and/or digital domain.  

  Differential resistive sensor 

 As shown in Fig. 2.3b, a differential resistive sensor has two sensing ele-

ments ( R   x 1  and  R   x 2 ) that share a terminal and undergo opposite changes; 

Rx

(a) (b) (c)

Rx2 = R0(1–xR)

Rx1 = R0 (1 + xR) Rx3 = R0(1 – xR) Rx4 = R0(1 + xR)

Rx1 = R0(1 + xR) Rx2 = R0(1 – xR)

2.3      Resistive sensor with (a) single topology, (b) differential topology 

and (c) bridge topology.  
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that is, if  R   x 1  increases with the measurand, then  R   x 2  decreases and vice versa. 

Generally,  x   R   is assumed to be equal in magnitude but opposite in direction 

for  R   x 1  and  R   x 2  and, hence, these can be modelled as:  

    x R R2RRRR R0x RRx R2Rx RRd( )1 xx1 RRxxx ( )xRx1     [2.3]   

 Since  R   x 1  and  R   x 2  can be also altered by undesired inputs such as temper-

ature (thus causing multiplicative errors), the measurand information is not 

carried by  R   x 1  and  R   x 2  but by  x   R  , which can be calculated by:  

    x
R R
R RR

x x

x x

= 2RxR

2RxR
    [2.4]   

 Such sensors are frequently applied to measure, for example, linear or 

angular position/displacement, pressure (e.g., sensors based on Bourdon 

tubes), liquid level (e.g., fl oat-based sensors) and magnetic fi eld. The fi rst 

three examples rely on a potentiometric differential sensor; for a linear 

potentiometric sensor,  x   R   is proportional to the measurand.  

  Bridge-type resistive sensor 

 A Wheatstone bridge with one, two or four sensing elements results in a 

quarter-bridge, half-bridge or full-bridge sensor, respectively. For the full-

bridge topology (see Fig. 2.3c), which is the most usual since it provides the 

highest sensitivity, the four sensing elements undergo that same  x   R   but with 

opposite signs so that:  

    R R Rx x4RxR R R R=R 4R R R0 0x2 3x R3RxRxR RRd( )1 xxxRxR ( )xRx1     [2.5]   

 These sensors are commonly used to measure weight (e.g., load cells 

based on metal strain gauges), pressure (e.g., sensors based on semiconduc-

tor strain gauges) and magnetic fi eld (e.g., anisotropic magnetoresistive sen-

sors (AMR) and giant magnetoresistive sensors (GMR)). For the previous 

examples,  x   R   is usually considered to change linearly with the measurand, at 

least within a given measurement range.   

  2.2.2      Capacitive sensors 

 Capacitive sensors transform signals from a given energy domain to the 

electrical domain by changing its electrical capacitance, which, for a paral-

lel-plate arrangement, can be modelled as:  
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    C
S
d

= ε     [2.6]   

 where   ε   is the electric permittivity of the dielectric between plates,  S  is the 

area of the plates and  d  is the distance between plates; again, any of the three 

parameters involved in Equation [2.6] can be altered by the measurand. The 

following subsections classify capacitive sensors according to the number of 

sensing elements and their interconnection. 

  Single capacitive sensor 

 As shown in Fig. 2.4a, a single capacitive sensor has one sensing element 

whose capacitance ( C   x  ) changes with the measurand. This capacitance can 

be modelled as:  

    C C C Cx C C+CC ΔCCC CC ( )xCx+     [2.7]   

 where  C  0  is the nominal capacitance at a reference value of the measurand, 

 Δ  C  is the change of capacitance due to (and, for some sensors, proportional 

to) the measurand and  x   C   is the relative change of capacitance (i.e.,  x   C   = 

Δ  C / C  0 ) due to the measurand. Such sensors are frequently applied to mea-

sure, for example, liquid level, humidity and gas.       

  Lossy capacitive sensor 

 Some capacitive sensors have a loss term that is usually modelled by a para-

sitic conductance  G   x   in parallel with  C   x  , as shown in Fig. 2.4b. Regrettably, 

the value of  G   x   is usually not constant, but it changes with the measurand, 

depends on environmental factors (such as temperature, condensation and 

pollution) and/or drifts with time. Capacitive sensors intended for the mea-

Cx

(a) (b) (c) (d)

Gx Cx

Cx2 = C0(1 – xC)

Cx1 = C0(1 + xC)

Cx3 = C0(1 – xC)

Cx1 = C0(1 + xC) Cx2 = C0(1 – xC)

Cx4 = C0(1 + xC)

2.4      Capacitive sensor with (a) single topology, (b) single topology 

including a loss term, (c) differential topology and (d) bridge topology.  
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surement of proximity, humidity and two-component fl uids concentration 

are common examples in which  G   x   can play an important role.  

  Differential capacitive sensor 

 As shown in Fig. 2.4c, a differential capacitive sensor has two sensing ele-

ments ( C   x 1  and  C   x 2 ) that share an electrode and undergo opposite changes; 

that is, if  C   x 1  increases with the measurand, then  C   x 2  decreases and vice versa. 

Usually,  x   C   is considered equal but opposite for  C   x 1  and  C   x 2  and, hence, these 

can be modelled as:  

    C C Cx x2xC CC C2CxCCCC C0 0d( )1 xx1 Cxxx ( )xC1     [2.8]   

 Note that Equation [2.8] is also valid when  d  is the parameter altered by 

the measurand in Equation [2.6] whenever the relative change of  d  is small. 

As in the resistive counterparts,  x   C   carries the measurand information and 

can be calculated by:  

    x
C C
C CC

x x

x x

= 2CxC

2CxC
    [2.9]   

 These sensors are commonly used to measure linear or angular position/

displacement, acceleration, tilt and pressure.  

  Bridge-type capacitive sensor 

 Sensing capacitive elements can also be interconnected in a bridge topology, 

as shown in Fig. 2.4d. In such a case, the four sensing elements undergo the 

same  x   C   but with opposite signs, so that:  

    Cx x x4CxC C C C=C 4C CC CC0 xC x C2 Cx CCxC Cd( )C1 xxCxCxC ( )xCx1     [2.10]   

 These sensors are frequently applied to measure, for instance, linear or 

angular position/displacement and pressure.    

  2.3     Microcontrollers 

 A microcontroller is a programmable processor-based digital IC widely 

used in control and measurement electronic systems. For the circuit shown 

in Fig. 2.1b, the  μ C will be the digital system in charge of exciting and 
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measuring the sensor without using either the signal conditioning circuit 

or the ADC. Other digital systems, such as fi eld programmable gate arrays 

(FPGA), have also been proposed to carry out such functions (Ares  et al ., 
2009; Vidal-Verd ú   et al ., 2011), but a  μ C seems more advisable because of its 

lower cost (say, $1) and lower power consumption (say, about 1 mA in active 

mode and less than 1  μ A in power-down mode). 

  2.3.1      General description 

 Microcontrollers basically have three main blocks embedded into the same 

IC (Ivanov, 2008):

   1.      Central processing unit (  CPU):  The CPU is the core of the  μ C in charge 

of executing instructions sequentially (with an instruction cycle of  T   S  ) to 

carry out a specifi c task. It incorporates an arithmetic logic unit (ALU) that 

processes the data (of 8, 16 or 32 bits) involved in such a task. The higher 

the number of bits, the higher the computational power, but also the higher 

the cost and power consumption. For this reason, direct interface circuits 

are generally implemented using an 8-bit  μ C. Some CPUs have a power-

down (or sleep) mode that suspends their activity and, hence, decreases the 

power consumption, which is of interest for direct interface circuits.  

  2.      Memory : The embedded memory saves the instructions to be executed 

and data to be processed. Most of the current commercial  μ Cs have a 

Harvard architecture with two separate memories: an instructions (or 

program) memory and a data memory. The former is usually one-time 

programmable (OTP) or fl ash type, whereas the latter is Random Access 

Memory (RAM).  

  3.      Peripherals : Peripherals are embedded hardware resources that enable 

the  μ C to interact with the off-chip world. They are controlled by the 

CPU but they operate in parallel with the CPU. Common peripherals 

integrated in current commercial  μ Cs are: input/output ports, timers/

counters, serial communication ports (e.g., UART, I2C, SPI), ADC, 

among others. Input/output ports and timers are essential peripherals 

to carry out the measurement in direct interface circuits.    

 Nowadays, there are many commercial  μ Cs from different manufacturers 

but with quite similar features. Some examples are: the PIC16F family from 

Microchip Technology, the MSP430 family from Texas Instruments, the 

AVR family from Atmel, the HC08 family from Freescale, and the STM8 

family from STMicroelectronics. As shown later in Section 2.5, direct inter-

face circuits have been implemented using different commercial  μ Cs, but 

the performance seems to be fairly independent of the  μ C used.  
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  2.3.2      Time-interval measurement 

 An appropriate excitation signal in Fig. 2.1b can convert analogue sensors 

(such as resistive or capacitive sensors) to quasi-digital sensors providing 

a time-modulated signal. However, as explained later in Section 2.4, such 

a signal usually has a slow slew rate (SR); that is, the transition from ‘1’ to 

‘0’ or vice versa is slow. For this reason, we next explain the operating prin-

ciple of  μ Cs when measuring such signals, the uncertainty sources and some 

design solutions to improve the measurement. 

 Let us suppose that the  μ C has to measure the time interval  T  0  of the 

input signal shown in Fig. 2.5a, which has a slow SR;  T  0  is actually the 

time-interval required to transition from  V  1  (which is a high voltage iden-

tifi ed as a digital ‘1’) to  V   T   (which is an internal threshold voltage of a 

input port pin of the  μ C that determines the transition from ‘1’ to ‘0’). In 

such a case, moreover, the start of the measurement is synchronized with 

the embedded timer, which is what really happens in the direct interface 

circuits described in Section 2.4. Once the measurement starts, the timer 

increases by 1 at every rising (or falling) edge of its reference oscillator 

whose period equals  T   S  ; it is assumed that such a period equals the instruc-

tion cycle of the CPU, but they could be different using a prescaler. Then, 

when the input signal crosses  V   T  , the CPU issues a command to stop the 

time-interval measurement and to read the timer. In Fig. 2.5a, the mea-

surement result is the digital number 8.      

 The time-to-digital conversion explained previously has three main uncer-

tainty sources (Bouwens, 1984):

   1.     Instability of the reference oscillator: Since the measurement method 

uses an oscillator as a reference, an unstable oscillator brings about 

an unstable measurement result. For example, as shown in Fig. 2.5b, 

 T  0  is converted to the digital number 6 instead of 8 when using an 

unstable reference oscillator. The main instability factors are time-

drift, temperature dependence and sensitivity to supply voltage 

variations.  

  2.     Quantization: The time-to-digital conversion suffers from quantization 

effects similar to those obtained in ADCs. For instance, if the time inter-

val to be measured increases from  T  0  to  T  0   ′, as shown in Fig. 2.5c, the 

resulting digital number is the same as before (i.e., 8) since the increase 

of the time interval is lower than  T   S  .  

  3.     Trigger noise: The voltage comparison between the input signal and  V   T   

is a noise-sensitive process that can be erroneously triggered. For exam-

ple, in Fig. 2.5d, the voltage comparison is triggered in advance due to 
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 2.5      (a) Time-interval measurement carried out by a  μ C, (b) effects of an 

unstable reference oscillator, (c) effects of quantization, (d) effects of 

trigger noise.  
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noise and the result is the digital number 7 instead of 8. Trigger noise has 

two components: external trigger noise (i.e., noise superimposed on the 

input signal to be measured) and internal trigger noise (i.e., noise super-

imposed on  V   T  ). The latter arises from at least three different sources 

(Reverter and Pall à s-Areny, 2006): inherent (thermal) noise, power sup-

ply noise and CPU-activity noise.    

 Several design guidelines can be applied to reduce the effects of the previ-

ous uncertainty sources and, hence, to improve the time-interval measure-

ment (Reverter and Pall à s-Areny, 2006). The main design rules for each 

uncertainty source are the following:

   1.     Microcontrollers can use three types of reference oscillator: an RC 

oscillator, ceramic resonator or crystal oscillator, the common specifi -

cations of which are summarized in Table 2.1. According to this table, 

accurate and stable time-interval measurements should be performed 

using a crystal oscillator as a reference, although it is the most expen-

sive option. When using a crystal oscillator, the effects of its instability 

are generally much lower than those due to quantization and trigger 

noise.  

  2.     Quantization error can be decreased by increasing the frequency of the 

reference oscillator of the timer, which nowadays can be up to tens of 

MHz. However, increasing such a frequency generally results in higher 

power consumption. Quantization error also depends on the tech-

nique and resources used by the CPU for detecting the voltage thresh-

old crossing at the end of the measurement. Three alternatives can be 

distinguished: 

   Polling: The input signal to be measured is connected to a com- –

mon input port pin whose state is periodically (every  P  instruction 

cycles) polled by the CPU. When the CPU detects a change (i.e., 

transition from ‘1’ to ‘0’ in Fig. 2.5a), it issues a command to read 

the timer. Accordingly, the effective quantization error ranges 

from 0 to  P  ·  T   S   and, hence, it depends on the length of the polling 

loop.  

  General-purpose interrupt: The input signal is connected to a general- –

purpose external interrupt pin. When the voltage threshold is crossed, 

the CPU completes the execution of the current instruction and then 

executes the interrupt service routine (ISR) that reads the timer. 

However, because not all the instructions have the same execution 

time, the interrupt response time depends on the instruction being exe-

cuted when the interrupt request arrives. Consequently, the effective 
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quantization error ranges from 0 to  M  ·  T   S  , where  M  is the number of 

instruction cycles needed to execute the longest instruction;  

  Capture module: The input signal is connected to an input port pin asso- –

ciated to a capture module. This pin works as an external interrupt pin, 

but the current value of the timer is automatically captured by a special 

register when the voltage threshold is crossed. Then, once the current 

instruction has been executed, the CPU jumps to the ISR and reads 

the special register, not the timer. Therefore, the quantization error is 

independent of the instruction being executed and ranges from  −  T   S   to 0, 

which is the lowest one. Accordingly, a capture module of this type should 

be used for a high-resolution, accurate time-interval measurement.    

  3. Since noise superimposed on the supply voltage of the  μ C couples to 

 V   T  , the supply voltage should be as clean as possible. For this reason, 

it is highly recommended to have an appropriate decoupling capacitor 

between the power supply pins and to make a suitable layout of the 

ground and supply tracks accommodates sensitivity to noise. For input 

port pins with a Schmitt trigger (ST) buffer, noise coupling to the lower 

threshold voltage  V  TL  (which detects transitions from ‘1’ to ‘0’) is less 

than that coupling to the higher threshold voltage  V  TH  (which detects 

transitions from ‘0’ to ‘1’) and, hence, it is preferable to use  V  TL  for the 

voltage comparison (Reverter  et al. , 2003). Furthermore, since the exe-

cution of instructions (especially those that require power, such as  jump  

and  call  instructions) also brings about noise that couples to  V   T  , the 

activity of the CPU should be as low as possible while it waits for the 

voltage threshold to be crossed. Accordingly, it is suggested to place the 

CPU into sleep mode (whenever the timer and the interrupt system 

keep working) in order to decrease internal trigger noise. Note that if 

the CPU is placed into sleep mode and a general-purpose interrupt is 

used, then  M  = 1 and the resulting quantization error is equal (in abso-

lute value) to that obtained using the capture module.         

 Table 2.1     Common specifi cations of oscillators used as a 

reference in microcontrollers 

 Oscillator  Inaccuracy 

(%) 

 Temperature 

coeffi cient 

(ppm/°C) 

 Time drifts 

(ppm/year) 

 RC oscillator  10  1000   – 

 Ceramic resonator  0.5  10   3000 

 Crystal oscillator  0.005  1   10 
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 The previous guidelines for avoiding/reducing such uncertainty sources in 

time-interval measurements will be applied in the direct interface circuits 

proposed in the following sections.   

  2.4     Interface circuits 

 After describing sensors and  μ Cs, this section explains how to join them 

to build a direct interface circuit. The operating principle of such circuits 

is described and, then, an explanation is offered on how to apply such an 

operating principle to measure each of the sensor topologies indicated in 

Sections 2.2.1 and 2.2.2. 

  2.4.1      Operating principle 

 Two measurement methods have been proposed for building the direct 

interface circuit topology shown in Fig. 2.1b: 

 1.  Direct interfaces based on an RC circuit (Reverter and Pall à s-Areny, 

2005a), where the  μ C measures the time interval needed to charge (or 

discharge) a capacitance  C  to a given threshold voltage through a resis-

tance  R . This method has been applied to measure resistive and capaci-

tive sensors. 

 2.  Direct interfaces based on charge transfer (Gait á n-Pitre  et al. , 2009), 

where the  μ C counts the number of charge-transfer cycles needed to 

charge a reference capacitor to a given threshold voltage via a capacitive 

sensor. This method has been applied so far only to measure capacitive 

sensors. 

 This chapter focuses on direct interfaces based on an RC circuit (see Fig. 2.6a) 

operating as follows. If  C  is initially discharged and a step of amplitude  V  1  is 

applied at the input, the output voltage is (see Fig. 2.6b)       

+

–

+

–

vi vo vo

vo

v1

(a) (b) (c)
vi

vi

ttTch Tdisch

VT

VT

V1

R

C

 2.6      (a) RC circuit, (b) charge process of an RC circuit, (c) discharge 

process of an RC circuit.  
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 and the time required to charge  C  from 0 to a given threshold voltage ( V   T  ) 

is  
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 which is proportional to  R  and  C . On the other hand, if  C  is already charged 

to  V  1  and a step towards ground is applied at the input, the output voltage 

is (see Fig. 2.6c):  

    v V e
t

RC
o ( )t = −

1VV     [2.13]   

 and the time needed to discharge  C  from  V  1  to  V   T   is:  

    T RC
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⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
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ln 1VV
    [2.14]   

 which, again, is proportional to  R  and  C . 

 The RC circuit in Fig. 2.6a can be directly connected to a  μ C using the cir-

cuit topologies shown in Figs. 2.7a and 2.8a, where Pins 1 and P are two input/

output digital port pins. Pin 1, which is in charge of monitoring the exponen-

tial charging or discharging voltage, usually includes a ST buffer (with two 

threshold voltages,  V  TL  and  V  TH ) and should be linked to a capture module 

(see Section 2.3.2). The circuits in Figs. 2.7a and 2.8a can measure either 

the charge time or the discharge time of the RC circuit, but it is expected 

that there will be less variability in the discharge-time measurement. This is 

because the discharge-time measurement uses  V  TL  as a threshold voltage, 

which is less noisy (see Section 2.3.2) than the  V  TH  used for the charge-time 

measurement. In both circuits (Figs. 2.7a and 2.8a), the measurement of the 

discharge time involves two operational steps: (1) charge, and (2) discharge 

and measurement.           

 The circuit in Fig. 2.7a, which is intended for the measurement of a resis-

tive sensor ( R   x  ), operates as follows. During the charge stage (see Fig. 2.7c), 

Pin 1 is set as an output providing a digital ‘1’, whereas Pin P is set as an 

input offering high impedance (HZ). Therefore, the capacitor  C  d  is rapidly 

�� �� �� �� �� ��



42   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

charged to the analogue output voltage ( V  1 ) corresponding to a digital ‘1’, 

which is generally equal to the supply voltage ( V  DD ). During the discharge 

and measurement stage (see Fig. 2.7d), Pin 1 is set as an HZ input and Pin 

P is set as an output providing a digital ‘0’; consequently,  C   d   is discharged 

towards ground through  R   x   while the embedded timer measures the time 

interval required to do so. When the exponential discharging voltage crosses 

 V  TL , the timer is read and a digital number proportional to  R   x   (see Equation 

[2.14]) is achieved. The resulting waveform of the voltage across  C  d  during 

the charge–discharge process is shown in Fig. 2.7b. 

 For the measurement of a capacitive sensor ( C   x  ), it is recommended 

that the position of the resistance and the capacitance are exchanged, 

as shown in Fig. 2.8a. During the charge stage (see Fig. 2.8c), both pins 

are set as an output: Pin 1 provides a digital ‘1’, whereas Pin P provides a 

Pin P

(a) (b)

(c) (d)

Timer starts

Timer stops

T t

1

Rx

Rx
Rx‘HZ’

‘HZ’

‘0’

‘1’

Cd

CdCd

VTL

V1

Pin 1

Pin P

Pin 1

Pin P

Pin 1

μC

μC μC

 2.7      (a) Basic direct interface circuit for a resistive sensor ( R   x  ), (b) 

waveform of the voltage across  C   d   during the charge–discharge 

process, (c) pin confi guration during the charge stage, (d) pin 

confi guration during the discharge stage.  
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digital ‘0’. Therefore,  C   x   is rapidly charged to  V  1 . During the discharge and 

measurement stage (see Fig. 2.8d), Pin 1 is set as an HZ input and Pin P 

continues to provide a digital ‘0’; consequently,  C   x   is discharged towards 

ground through the resistor  R   d   while the timer is running. When the 

CPU detects that the voltage threshold has been crossed (see Fig. 2.8b), 

the timer is read and a digital number proportional to  C   x   (see Equation 

[2.14]) is achieved.  

  2.4.2      Circuits for resistive sensors 

 The operating principle explained in Fig. 2.7 can be applied to measure 

the three topologies of resistive sensor described in Section 2.2.1. Before 
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(c) (d)

Timer starts

Timer stops
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CxCx
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 2.8      (a) Basic direct interface circuit for a capacitive sensor ( C   x  ), (b) 

waveform of the voltage across  R   d   during the charge–discharge 

process, (c) pin confi guration during the charge stage, (d) pin 

confi guration during the discharge stage.  
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discussing the proposed circuit for each sensor topology, a few general 

remarks are given on the components required:

   The capacitor  • C  d  is determined by a speed-resolution trade-off (Reverter 

and Pall à s-Areny, 2004), but for  T   S    ≈  250 ns it is advisable to operate with 

a time constant ( R  ·  C ) of about a few units of millisecond. For instance, 

the measurement of a resistive sensor of about 1000  Ω  should use a  C   d   

of a few units of microfarad (e.g., 2.2  μ F).  

  It is recommended that an additional resistor  • R  i  is used between Pin 1 

and Node 1, which improves the rejection of power supply noise/inter-

ference (Reverter  et al ., 2007) but, however, at the expense of a longer 

charge stage. The cut-off frequency of the low-pass fi lter determined by 

 R  i  and  C   d   (during the charge stage) should be as low as possible but 

with a reasonable length of charging process (say, less than 1 ms). For 

example, if  C   d   = 2.2  μ F then  R  i  < 100  Ω .  

  It is also advisable to use an additional resistor  • R  s  between Node 1 and 

 R   x  , which ensures that the discharging current is less than the maxi-

mum output current ( I  max ) sunk by a port pin even when  R   x   is very low. 

Assuming  V  DD  = 5 V and  I  max  = 25 mA, then  R  s  > 200  Ω .    

  Single resistive sensor 

 The single resistive sensor shown in Fig. 2.3a can be directly connected to 

a  μ C using the circuit shown in Fig. 2.9 (Reverter  et al ., 2005b). This circuit 

applies the three-signal auto-calibration technique (Meijer, 2008) to have a 

measurement result that is insensitive both to multiplicative and to additive 

parameters of the circuit. Accordingly, the interface circuit performs three 

discharge-time measurements:  

   1.      Sensor measurement , which is intended to measure  R   x  ;  

  2.      Reference measurement , which is intended to measure a reference resis-

tor ( R  ref );  

  3.      Offset measurement , which is intended to measure the offset brought 

about by the internal resistance ( R  pin ) of the port pins of the  μ C. Such 

resistance is assumed here to be the same for all the port pins but actu-

ally there is a mismatch of a few tenths of an ohm that generates offset 

and gain errors (Reverter  et al ., 2005b).         

 Table 2.2 summarizes the state of Pins 2, 3 and 4 during the discharge stage 

and the resulting discharge time for each of the three measurements, where 

k C V VR dC ( )ln 1 TV VV V L . Once we have the three discharge times ( T   x  ,  T  ref  and 

 T  off ), the sensor resistance can be estimated by:  
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    R
T T
T T

Rx
xTT

= ofTT fff

reTT f oTT ff

ref     [2.15]   

 which is insensitive to the tolerance and low-frequency variability of  C   d  ,  V  1  

and  V  TL .       

  Differential resistive sensor 

 The direct interface circuit proposed for the measurement of differential 

resistive sensors (see Fig. 2.3b) is shown in Fig. 2.10 (Reverter and Casas, 

2009a), which also performs three discharge-time measurements:

• Sensor measurement #1 , which is intended to measure  R   x 1 .  

• Sensor measurement #2 , which is intended to measure  R   x 2 .  

• Offset measurement , which is intended to measure  R  pin .         

Pin 4

Rref

Rx

Ri

Rs

Cd

Pin 3

Pin 2

Pin 1

μC

2.9      Direct interface circuit for a single resistive sensor.  

Table 2.2     Pins confi guration and discharge time for each of the 

measurements carried out by the circuit in Fig. 2.9 

 Measurement  Pin 2  Pin 3  Pin 4  Discharge time 

 Sensor  ‘0’  HZ  HZ   T   x   =  k   R  ( R   s   +  R   x   +  R  pin ) 

 Reference  HZ  HZ  ‘0’   T  ref  =  k   R  ( R   s   +  R  ref  +  R  pin ) 

 Offset  HZ  ‘0’  HZ   T  off  =  k  R ( R   s   +  R  pin ) 
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 The state of Pins 2, 3 and 4 during the discharge stage and the discharge time 

for each of the three measurements is summarized in Table 2.3. By means of 

these three discharge times ( T  1 ,  T  2  and  T  off ), the parameter  x   R   of the differ-

ential sensor can be estimated by:  

    x
T T

T T TR =
−T

1TT

1TT 2

2TT

2 oTTTT 2 ff

    [2.16]   

 which is similar to Equation [2.4] but, instead of resistances, it uses dis-

charge times. Unlike the measurement of single resistive sensors,  x   R   can be 

estimated here without using any reference resistor.       

  Bridge-type resistive sensor 

 Resistive sensors in a bridge topology (see Fig. 2.3c) can be directly con-

nected to a  μ C using the interface circuit shown in Fig. 2.11 (Sifuentes  et al ., 
2008). This circuit measures four discharge times ( T  1 ,  T  2 ,  T  3  and  T  off ) by 

Pin 4

Ri

Rs

Rx2

Rx1

Cd

Pin 2
Pin 3

Pin 1

μC

 2.10      Direct interface circuit for a differential resistive sensor.  

 Table 2.3     Pins confi guration and discharge time for each of the 

measurements carried out by the circuit in Fig. 2.10 

 Measurement  Pin 2  Pin 3  Pin 4  Discharge time 

 Sensor #1  HZ  ‘0’  HZ   T  1  =  k   R  ( R   s   +  R   x 1  +  R  pin ) 

 Sensor #2  HZ  HZ  ‘0’   T  2  =  k   R  ( R   s   +  R   x 2  +  R  pin ) 

 Offset  ‘0’  HZ  HZ   T  off  =  k   R  ( R   s   +  R  pin ) 
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applying the confi guration of pins indicated in Table 2.4. Accordingly, for a 

full-bridge topology, the parameter  x   R   of the sensor can be estimated by:  

    x
T T

T TR = 1TT

2TT
3TT

ofTT fff

    [2.17]             

 For other bridge topologies,  x   R   can be estimated using other time-based 

equations (Sifuentes  et al ., 2008). Furthermore, for sensors whose output 

is temperature dependent (e.g., piezoresistive pressure sensors), the result 

obtained from Equation [2.17] can be easily corrected by estimating the 

temperature by means of the sensor itself (Reverter  et al ., 2009b).   

  2.4.3      Circuits for capacitive sensors 

 The four topologies of capacitive sensor described in Section 2.2.2 can be 

directly measured by a  μ C using the operating principle explained in Fig. 2.8. 

Again, before discussing the proposed circuits, a few general remarks are 

given on the components required:

   The resistor  • R   d   is determined by a speed-resolution trade-off (Reverter 

and Pall à s-Areny, 2004). However, unlike Section 2.4.2, here it is advis-

able to operate with a shorter time constant (say, a few hundreds of micro-

second). Otherwise the required  R   d   is too high and Node 1 (see Fig. 2.8a) 

becomes a high-impedance point, this increasing the susceptibility to 

Pin 5
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Rx3 Rx4

Rx1 Rx2

Cd

Pin 4

Pin 2

Pin 3

Pin 1

μC

2.11      Direct interface circuit for a bridge-type resistive sensor.  
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interference, Moreover, the effects of  G x (see Fig. 2.4b) would be more 

signifi cant when using a high value of  R d. For instance, the measurement 

of a capacitive sensor of 150 pF should use an  R   d   of about a few units of 

megaohm (e.g., 1 M Ω );  

  It is also recommended that an additional resistor (• Ri) be used between 

Pin 1 and Node 1 to improve the rejection of power supply noise/inter-

ference (Reverter  et al ., 2007). The cut-off frequency of the low-pass fi l-

ter determined by  R  i  and  C   x   (during the charge stage) should be as low 

as possible but, at the same time,  R  i  must be considerably less than  R   d   in 

order to ensure an appropriate charge of  C   x  . For example, if  R   d   = 1 M Ω  

then  R  i  < 1 k Ω .    

  Single capacitive sensor 

 The single capacitive sensor shown in Fig. 2.4a can be directly connected to 

a  μ C using the circuit shown in Fig. 2.12 (Reverter and Casas, 2008a). As in 

its resistive counterpart, the circuit applies the three-signal auto-calibration 

technique (Meijer, 2008) and, for this reason, it carries out three discharge-

time measurements:

    • Sensor measurement , which is intended to measure  C   x  .  

   • Reference measurement , which is intended to measure a reference capac-

itor ( C  ref ).  

   • Offset measurement , which is intended to measure the offset due to the 

parasitic capacitance ( C  s ) between Node 1 and ground. The parasitic 

capacitances of the port pins set as an HZ input are assumed negligi-

ble throughout Section 2.4.3, but their effects are carefully analysed in 

(Reverter and Casas, 2010a).         

 Table 2.5 summarizes the state of Pins 2 and 3 during the charge– discharge 

process and the discharge time for each of the three measurements, where 

 Table 2.4     Pins confi guration and discharge time for each of the measurements 

carried out by the circuit in Fig. 2.11 

 Measurement  Pin 2  Pin 3  Pin 4  Pin 5  Discharge time 

 Sensor #1  HZ  ‘0’  HZ  HZ   T  1  =  k   R  [ R   s   + ( R   x 4 ||( R   x 1  +  R   x 2  +  R   x 3 ))+  R  pin ] 

 Sensor #2  HZ  HZ  ‘0’  HZ   T  2  =  k   R  [ R   s  + (( R   x 3  +  R   x 4 )||( R   x 1  +  R   x 2 ))+  R  pin ] 

 Sensor #3  HZ  HZ  HZ  ‘0’  T 3  =  k   R  [ R   s   + ( R   x 2 ||( R   x 1  +  R   x 3  +  R   x 4 ))+  R  pin ] 

 Offset  ‘0’  HZ  HZ  HZ   T  off  =  k   R  ( R   s   +  R  pin ) 

     Note:  R RA BR RR|| = ( )R RA BR RR

( )R RA BR RR
.  
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k R V VC dR ( )ln 1 TV VV V L . Once the three discharge times ( T   x  ,  T  ref  and  T  off ) are 

measured, the sensor capacitance can be estimated by:  

    C
T T
T T

Cx
xTT

= ofTT fff

reTT f oTT ff

ref     [2.18]   

 which, again, is insensitive to the tolerance and low-frequency variability of 

R   d  ,  V  1  and  V  TL .       

  Lossy capacitive sensor 

 If the circuit in Fig. 2.12 uses an extra port pin (Pin 0, in Fig. 2.13) and per-

forms an additional discharge-time measurement  T  ad  (see Table 2.6, where 

Pin 3

Cref

Ri

Rd Cs

Cx

Pin 2

Pin 1
1

μC

 2.12      Direct interface circuit for a single capacitive sensor.  

Table 2.5     Pins confi guration and discharge time for 

each of the measurements carried out by the circuit in 

Fig. 2.12 

 Measurement  Pin 2  Pin 3  Discharge time 

 Sensor  ‘0’  HZ   T   x   =  k   C  ( C   x   +  C   s  ) 

 Reference  HZ  ‘0’   T  ref  =  k   C  ( C  ref  +  C   s  ) 

 Offset  HZ  HZ   T  off  =  k   C   C   s   
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k V V( )1 TVV VV L ), the capacitance and parasitic conductance of a lossy capaci-

tive sensor (see Fig. 2.4b) can be estimated by (Reverter and Casas, 2010b):  

    C
T T T T T

T T T T
Cx

xT TT

xTT
=

−T+T ( )
( )( )

ofTTTT f +TTTTff oTTxTxTT ff

adTT reTT f oTT ff

ref     [2.19]    

    G
T

T T RxG xTT

x dTT R
=

adTT
1

    [2.20]             

 Note that if there is a very low value of  G   x  , then  T  ad  is much longer than 

the other discharge times and, hence, Equation [2.19] can be simplifi ed to 

Equation [2.18].  

Pin 3

Cref

Ri

Rd Cs

Cx

Gx

Pin 2

Pin 1

Pin 0

1

μC

 2.13      Direct interface circuit for a lossy capacitive sensor.  

 Table 2.6     Pins confi guration and discharge time for each of the 

measurements carried out by the circuit in Fig. 2.13 

 Measurement  Pin 0  Pin 2  Pin 3  Discharge time 

 Sensor  ‘0’  ‘0’  HZ   T   x   =  k ( R   d  || G   x   
−1 )( C   x   +  C   s  ) 

 Reference  ‘0’  HZ  ‘0’   T  ref  =  kR   d  ( C  ref  +  C   s  ) 

 Offset  ‘0’  HZ  HZ   T  off  =  kR   d   C   s   

 Additional  HZ  ‘0’  HZ   T  ad  =  kG   x   
−1 ( C   x   +  C   s  ) 
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  Differential capacitive sensor 

 The direct interface circuit proposed to measure differential capac-

itive sensors (see Fig. 2.4c) is shown in Fig. 2.14 (Reverter and Casas, 

2010a), and performs the three discharge-time measurements indicated 

in Table 2.7. By means of these three discharge times ( T  1 ,  T  2  and  T  3 ),  x   C   

can be estimated by:  

    x
T T

TC = 1TT

3TT
2TT

    [2.21]             

 The parameter  x   C   can also be estimated by performing an offset mea-

surement and applying a time-based equation similar to Equation [2.16] 

(Reverter and Casas, 2008b), but the result becomes more sensitive to the 

parasitic capacitances of the port pins set as an HZ input. On the other 

Pin 3

Cx2

Cx1

Ri

Rd Cs

Pin 2

Pin 1
1

μC

2.14      Direct interface circuit for a differential capacitive sensor.  

Table 2.7     Pins confi guration and discharge time for each of the 

measurements carried out by the circuit in Fig. 2.14 

 Measurement  Pin 2  Pin 3  Discharge time 

 Sensor #1  ‘0’  HZ   T  1  =  k   C  ( C   x 1  +  C   s  ) 

 Sensor #2  HZ  ‘0’   T  2  =  k   C  ( C   x 2  +  C   s  ) 

 Sensor #3  ‘0’  ‘0’   T  3  =  k   C  ( C   x 1  +  C   x 2  +  C   s  ) 
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hand, as in its resistive counterpart, the proposed circuit does not require 

any reference capacitor.  

  Bridge-type capacitive sensor 

 Capacitive sensors in a bridge topology (see Fig. 2.4d) can also be directly 

connected to a  μ C using the interface circuit shown in Fig. 2.15. This circuit 

measures four discharge times ( T  1 ,  T  2 ,  T  3  and  T  off ) by applying the confi g-

uration of pins indicated in Table 2.8. For a full-bridge topology,  x   C   can be 

estimated by:  

    x
T T

T TC = 1TT

2TT
3TT

ofTT fff

    [2.22]             

Pin 3

Pin 4
Cx2Cx1

Cx4
Cx3

Ri

Pin 2

Pin 1

Cs

1

μC Rd

 2.15      Direct interface circuit for a bridge-type capacitive sensor.  

 Table 2.8     Pins confi guration and discharge time for each of the measurements 

carried out by the circuit in Fig. 2.15 

 Measurement  Pin 2  Pin 3  Pin 4  Discharge time 

 Sensor #1  ‘0’  ‘0’  HZ   T  1  =  k   C  [( C   x 1   ⊕   C   x 2 ) +  C   x 4  +  C   s  ] 

 Sensor #2  ‘0’  HZ  ‘0’   T  2  =  k   C  [ C   x 2  +  C   x 4  +  C   s  ] 

 Sensor #3  HZ  ‘0’  ‘0’   T  3  =  k   C  [ C   x 2  + ( C   x 3   ⊕   C   x 4 ) +  C   s  ] 

 Offset  HZ  HZ  HZ   T  off  =  k   C   C   s   

     Note : C CA BC =CBCC
( )C CA BC CC

( )C CA BC CC
.  
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 For other bridge topologies,  x   C   can be estimated using similar time-based 

equations.    

  2.5     Applications 

 This section describes how the direct interface circuits explained in Section 

2.4 have been implemented using commercial low-cost  μ Cs (see Table 2.9) 

and then applied to measure commercial sensors (see Table 2.10).           

  2.5.1      Temperature measurement 

 The direct interface circuit shown in Fig. 2.9 using  μ C #1 (see Table 2.9) was 

applied to measure resistors that emulated the Pt1000 temperature sensor 

 Table 2.9     Main features of the commercial microcontrollers used to implement 

the direct interface circuits 

  μ C #1   μ C #2   μ C #3 

 Manufacturer  Microchip  Atmel  Texas Instruments 

 Model  PIC16F873  AVR ATtiny2313  MSP430F123 

 Supply voltage ( V  DD )  5.0 V  5.0 V  3.0 V 

 Threshold voltage ( V  TL )  1.4 V  2.2 V  1.1 V 

 Reference oscillator  Crystal – 20 MHz  Crystal – 20 MHz  Crystal – 4 MHz 

 Embedded timer  16-bit Timer1  16-bit Timer1  16-bit Timer_A3 

 Time-base of timer ( T   S  )  200 ns  50 ns  250 ns 

 Crossing detection  External interrupt  Capture module  External interrupt 

 Sleep mode  No a   Yes  Yes 

     a The sleep mode was not used during the discharge-time measurement because it 

stops the time-base of the timer.    

 Table 2.10     Main features of the commercial sensors measured by the direct 

interface circuits 

 Temperature 

sensor 

 Magnetic 

sensor 

 Humidity 

sensor 

 Accelerometer 

 Manufacturer  –  Honeywell  Humirel  VTI Technologies 

 Model  Pt1000  HMC1052  HS1101  SCG10Z-G001CC 

 Type  Resistive  Resistive (AMR)  Capacitive  Capacitive 

 Topology  Single  Full bridge  Single  Differential 

 Typical  R  0  or  C  0   1000  Ω  at 0 ° C  1000  Ω  at 0  μ T  180 pF at 

55%RH 

 1.5 pF at rest 

 Typical 

sensitivity 

 +3.81  Ω / ° C   ±  1  Ω /100  μ T  +0.34 pF/%RH   ± 0.105 pF/g 

 Non-linearity  –  <1.8% FSS a   <2% FSS a   – 

 Tested range  [ − 45, 120] ° C  [75, 600]  μ T  [10, 90]%RH  [ − 1, +1] g 

     a Measured values.    
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indicated in Table 2.10 (Reverter  et al ., 2005b); the other components of the 

circuit were  R  ref  = 1470  Ω ,  R  s  = 330  Ω  and  C  d  = 2.2  μ F. Figure 2.16 shows the 

resistance estimated by Equation [2.15] for temperatures between  − 45 ° C 

and +120 ° C, which were emulated by resistors. According to the straight 

line fi tted to the experimental data by means of the least-squares method, 

the maximum non-linearity error was 0.01% FSS. On the other hand, the 

effective resolution was almost 13 bits (which corresponds to 0.1  Ω  and, 

hence, to 0.025 ° C) for a measuring time of about 50 ms required to average 

ten measurements. From the author’s point of view, such values of linearity 

and resolution are quite remarkable, taking into account the simplicity of 

the proposed interface circuit.       

  2.5.2      Position measurement 

 A 1-k Ω  linear potentiometer emulating a potentiometric position sensor 

was measured by the direct interface circuit in Fig. 2.10 using  μ C #2 (see 

Table 2.9) (Reverter and Casas, 2009a); the other components of the cir-

cuit were  R  s  = 470  Ω ,  R  i  = 100  Ω  and  C  d  = 470 nF. Figure 2.17 shows the 

value of  x   R   estimated by Equation [2.16] for different positions of the wiper 

of the potentiometer. According to the fi tted straight line, the maximum 

non-linearity error was 0.01% FSS, which was mainly due to quantization 

effects in the discharge-time measurement. On the other hand, the effective 

resolution was almost 13 bits (which corresponds to changes of  x   R   equal to 
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 2.16      Experimental results of the circuit in Fig. 2.9 when measuring a 

temperature sensor.  
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0.025%) for a measuring time of about 100 ms required to average one hun-

dred measurements. The performance in terms of linearity and resolution 

was quite similar to that obtained in Section 2.5.1.       

  2.5.3      Magnetic fi eld measurement 

 The direct interface circuit shown in Fig. 2.11 using  μ C #3 (see Table 2.9) 

was applied to measure the magnetic sensor indicated in Table 2.10 

(Sifuentes  et al ., 2008); the other components of the circuit were  R  i  = 120 

 Ω  and  C  d  = 2.2  μ F. Figure 2.18 shows the value of  x   R   estimated by [2.17] 

for magnetic fi elds between 75  μ T and 600  μ T generated by a current-

controlled solenoid; in fact, the sensor could operate between  − 600  μ T 

and +600  μ T, but it was tested in a lower range due to limitations of the 

measurement set-up. The estimated  x   R   was always positive and very small 

(lower than 0.6%), but it agrees with the typical sensitivity of the sensor 

(see Table 2.10). According to the fi tted straight line, the maximum non-

linearity error was 1.8% FSS, but this was mainly due to the non-linearity 

of the sensor (see Table 2.10); actually, when the circuit measured a bridge 

circuit emulated by resistors instead of the sensor, the maximum non-lin-

earity error was about 0.1% FSS. Therefore, the sensor – not the interface 

circuit, in spite of its simplicity – limited the accuracy of the measurement, 

as is to be expected from a well-designed interface circuit. On the other 

hand, assuming the overall measurement range, the effective resolution 
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 2.17      Experimental results of the circuit in Fig. 2.10 when measuring a 

potentiometric sensor.  
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was about 7 bits (which corresponds to 10  μ T) for a measuring time of 

about 50 ms required to average ten measurements. Note that for the same 

resolution in ohms (i.e., 0.1  Ω ), the resolution in bits here is smaller than 

that in Section 2.5.1 since the overall change of resistance is smaller (i.e., 

 ±  6  Ω  according to Table 2.10).       

  2.5.4      Relative humidity measurement 

 The humidity sensor shown in Table 2.10 was measured by the direct 

interface circuit in Fig. 2.12 using  μ C #2 (see Table 2.9) (Reverter and 

Casas, 2008a); the other components of the circuit were  C  ref  = 177 pF,  R   d   

= 1 M Ω  and  R  i  = 1 k Ω . Figure 2.19 shows the capacitance estimated by 

Equation [2.18] for different values of relative humidity (RH) obtained 

by means of saturated salt solutions. The capacitance was between 171 

pF and 194 pF for an RH range between 10% and 90%. The maximum 

non-linearity error was 2.0% FSS, but this was mainly due to the non-

linearity of the sensor (see Table 2.10); in fact, when the circuit measured 

capacitors instead of the capacitive sensor, the maximum non-linearity 

error was 0.1% FSS. Therefore, as in Section 2.5.3, the sensor (and not the 

interface circuit) limited the accuracy of the measurement. The effective 

resolution was 9 bits (which corresponds to 50 fF and, hence, to 0.2% RH) 

for a measuring time of about 50 ms required to average one hundred 

measurements.       
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 2.18      Experimental results of the circuit in Fig. 2.11 when measuring a 

magnetic sensor.  
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  2.5.5      Tilt measurement 

 The direct interface circuit in Fig. 2.14 using  μ C #2 (see Table 2.9) was 

applied to measure the accelerometer shown in Table 2.10 (Reverter and 

Casas, 2010a); the other components of the circuit were  R   d   = 20 M Ω  and 

 R  i  = 10 k Ω . Figure 2.20 shows the value of  x   C   estimated by Equation [2.21] 

for accelerations between −1 g and +1 g, which correspond to inclinations 

between −90° and +90 ° . The estimated  x   C   was between −7% and +7%, which 

agrees with the typical sensitivity of the sensor (see Table 2.10). The maxi-

mum non-linearity error was 1.1% FSS, which was basically due to quanti-

zation effects in the discharge-time measurement. The effective resolution 

was 7 bits (which corresponds to 15 mg) for a measuring time of about 50 ms 

required to average ten measurements. In comparison with Section 2.5.4, the 

performance of the circuit in Fig. 2.14 was not as good, but this is because it 

had to measure a very low value capacitive sensor with a very low sensitivity 

(see Table 2.10).       

  2.5.6      Other applications 

 Direct interface circuits have also been applied to measure other physical 

and chemical quantities; for example: atmospheric pressure (Jordana and 

Pall à s-Areny, 2006), tactile pressure (Vidal-Verd ú   et al ., 2011), gas (Courbat 

 et al ., 2012) and light (Sifuentes, 2009b).   
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 2.19      Experimental results of the circuit in Fig. 2.12 when measuring a 

humidity sensor.  
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  2.6     Future trends 

 The fi eld of direct interface circuits is still under research and many interest-

ing ideas could be developed in the near future. From the author’s point of 

view, future work on direct interface circuits could be focussed on:

   Applications: Many measurement systems based on resistive and capac-• 

itive sensors, but especially those intended for low-cost low-power appli-

cations, could benefi t from the advantages of direct interface circuits. In 

fact, recently, such circuits have been proposed to measure: low-power 

magnetic sensors for vehicle detection (Sifuentes  et al. , 2011), low-

cost environmental sensors made by inkjet printing of silver on paper 

(Courbat  et al ., 2011), low-power gas sensors (Courbat  et al ., 2012) and 

low-cost low-power RH sensors to be integrated into radio frequency 

identifi cation (RFID) labels (Pelegr í -Sebasti á   et al ., 2012).  

  Improving the current operating principle: The performance of direct • 

interfaces based on an RC circuit could be improved by incorporating 

new ideas and/or techniques; for instance, the so-called Vernier tech-

nique (Sifuentes  et al. , 2009a). Such techniques could either improve the 

resolution or reduce the cost, measuring time and power consumption 

while preserving the same resolution.  

  Developing novel operating principles: As indicated in Section 2.4.1, • 

direct interface circuits can also rely on the charge-transfer technique. 

Circuits based on such a technique have not been widely studied so 

8

6

4

2

0

–2

E
st

im
at

ed
 x

 (
%

)

–4

–6

–8
–1 –0.8 –0.6 –0.4 –0.2 0 0.2

Acceleration (g)

0.4 0.6 0.8 1

 2.20      Experimental results of the circuit in Fig. 2.14 when measuring an 

accelerometer.  
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far (Dietz  et al. , 2002; Gait á n-Pitre  et al. , 2009), but their performance 

could be quite promising, especially when measuring low value capaci-

tive sensors, thanks to better interference rejection. The measurement 

of resistive sensors using the charge-transfer technique could also be 

investigated.  

  Measuring other sensors: Most of the research work done so far on • 

direct interface circuits has been focussed on measuring resistive and 

capacitive sensors, but the direct measurement of other analogue sen-

sors is also of interest. The design and analysis of direct interface circuits, 

for instance, for inductive sensors, current-output sensors (e.g., a pho-

todiode) (Stojanovic and Karadaglic, 2007) and/or impedance sensors 

(Czaja, 2012) using common or novel operating principles could be an 

interesting topic of research.  

  Using novel peripherals embedded into  • μ Cs: This fi eld of technology 

is developing at a rapid rate. It almost seems that, with every pass-

ing day, commercial  μ Cs are designed with more embedded resources 

and peripherals. Some of them – for example, analogue comparators 

or confi gurable logic cells – could be of interest to improve the circuit 

performance and/or to develop novel operating principles. The power-

down modes included in novel commercial  μ Cs could also be of help to 

decrease the power consumption of such circuits even further.  

  Designing an ASIC or ASSP: The design of an application-specifi c inte-• 

grated circuit (ASIC) or an application-specifi c standard processor 

(ASSP) could also be of interest in order to have a digital system opti-

mized in terms of power and embedded resources. Actually, a commer-

cial ASSP known as USTI (which means universal sensors and transduc-

ers interface) has been recently designed. This chip is able to measure 

resistive sensors (Yurish, 2009a, 2011) and capacitive sensors (Yurish, 

2009b) using the operating principle explained in Section 2.4.     

  2.7     Sources of further information and advice 

 Researchers worldwide are involved in the fi eld of direct interface circuits. 

Some of these researchers, their affi liation and a brief description of their 

work are indicated below.  

   Courbat, J. and Briand, D. (Ecole Polytechnique F é d é rale de Lausanne, • 

Lausanne, Switzerland), who use direct interface circuits to measure 

low-cost low-power sensors.  

  Czaja, Z. (Gdansk University of Technology, Gdansk, Poland), who pro-• 

poses direct interface circuits for impedance sensors.  
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  Gait á n-Pitre, J.E. and Pall à s-Areny, R. (Universitat Polit è cnica de • 

Catalunya, Castelldefels, Spain), who undertake research on direct inter-

face circuits based on the charge-transfer technique.  

  Kokolanski, Z. and Gavrovski, C. (University Ss. Cyril and Methodius, • 

Skopje, Macedonia), who propose novel techniques to reduce the uncer-

tainty of measurement (Kokolanski  et al. , 2011).  

  Pelegr í -Sebasti á , J. (Universidad Polit é cnica de Valencia, Gandia, • 

Spain), who uses direct interface circuits to measure low-cost, low-power 

sensors.  

  Sifuentes, E. (Universidad Aut ó noma de Ciudad Ju á rez, Ju á rez, • 

Mexico), who undertakes research on direct interface circuits for vehicle 

detection.  

  Vidal-Verd ú , F. (University of Malaga, Malaga, Spain), who uses FPGAs • 

to build direct interface circuits for tactile sensors.  

  Yurish, S. (Technology Assistance BCN2010, Barcelona, Spain), who • 

designs ASSPs based on the operating principle explained throughout 

this chapter.     
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  Abstract:  The main challenge in designing an interface circuit for 
capacitive displacement sensors with sub-nanometer resolution is the 
large offset capacitance of the sensor. This offset capacitance is a result of 
the relatively large distance between the sensor electrodes, compared with 
the displacement range to be measured. From the different methods with 
which to interface capacitive sensors, a charge-balancing technique is used 
here to demonstrate a power-effi cient way to remove the offset, while 
maintaining high resolution and short conversion time. As an example, 
the design of an oversampling capacitance-to-digital (CDC) converter 
based on a third order sigma/delta modulator is presented. 

  Key words:  capacitive displacement sensor interface, switched-capacitor 
circuits, offset capacitance cancellation, incremental  ΣΔ  converter. 

    3.1     Introduction 

 Large offset capacitance often presents problems in capacitive sensor mea-

surements. In this chapter, we discuss a capacitive sensor interface circuit, 

based on the charge-balancing technique, that removes the effect of offset 

capacitance electrically. High resolution is achieved with a relatively short 

conversion time.  

  3.2     Challenges for sub-nanometer displacement 
measurement with capacitive sensors 

 In precision mechatronic systems like wafer steppers, electron microscopes 

and so on, the position of critical mechanical components must be dynami-

cally stabilized with sub-nanometer precision. This can be achieved with a 

servo loop consisting of a displacement sensor and an actuator, as shown in 

Fig. 3.1. For this application, capacitive displacement sensors offer a smaller 
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component size and lower cost, compared with other sensors, like optical 

interferometers, for example. Another important advantage of capacitive 

sensors is that they do not consume or generate electrical energy when 

converting displacement into electrical signal and, hence, they do not pro-

duce electronic noise, which is a prerequisite for obtaining extremely high 

resolution.      

 In Fig. 3.2, a parallel plate capacitive sensor is shown, the capacitance 

of which is a function of the gap and overlap between its two plates. The 

changes in both of these two physical parameters can be used to sense dis-

placement. In both cases, the sensitivity to small displacement  x  is 1   :

    
dC
dx

C
x

= 0

0

     

 where  C  0  is the nominal capacitance at  x  0,  and  x  0  is the gap between the 

plates or overlapping width of the plate, respectively. It can be seen that 

decreasing  x  0  can increase the sensitivity of the capacitive sensor. For typical 

geometries, the gap is much smaller than the overlap; thus, for high sensi-

tivity capacitive displacement sensors, the variation in the plate gap is gen-

erally used. Although higher sensitivity comes at the cost of nonlinearity 

because, for the gap-closing transducer, the capacitance change is a known 

nonlinear function of displacement – if  x  0  is known, this nonlinearity can be 

accounted for by backend processing.      

Residual
vibration

Lens
column

Readout

Actuator Wafer stage

Cx

 3.1      Example of a servo loop with a capacitive displacement sensor.  
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 From the above discussion, it is clear that for maximum sensitivity, it is bet-

ter that the gap between the plates is as small as possible. However, mechan-

ical tolerances limit the minimum gap between the sensor electrodes to a 

few micrometers, 2  while in the targeted applications the required resolution 

has to be in the sub-nanometer range (typically, below 100 pm). At the same 

time, the displacement and/or the vibrations of the target to be measured 

are normally much less than 1  μ m. In terms of capacitance values, if the 

nominal sensor capacitance at  x  0  = 10  μ m is 10 pF, the interface circuit needs 

to have an input-referred capacitance resolution of better than 100 aF. As a 

comparison, the variation of the sensor capacitance related to the displace-

ment range is going to be much less than 1 pF, due to the low sensitivity of 

the capacitive sensor to displacement. So, the sensitivity of the displacement 

sensor becomes limited by the realizable gap distance. This also means that 

the readout circuit needs to have more than 17-bit resolution with respect 

to the nominal sensor capacitance. Furthermore, in servo-loop applications, 

often the measurement latency needs to be very low. The main challenge for 

the electronic interface is to provide high-resolution capacitance measure-

ment with low measurement latency, which is challenging because of the 

trade-off between measurement time and resolution. 

 Since the nominal capacitance of the sensor is much greater than the sen-

sor capacitance variation, it can be assumed that the sensor has a large offset 

capacitance. Luckily, there are ways to deal with this, as will be discussed in 

the next section.  

  3.3     Offset capacitance cancellation technique 

 The existence of offset capacitance in a capacitive sensor often imposes a 

burden on the interface circuit. As the value of the sensor capacitance is 

dominated by the offset value, the interface circuit would have to resolve 

the relatively small capacitance variation on top of the offset capacitance. 

The offset capacitance will consume a large portion of the dynamic range of 

x

(a) (b)
x

x0

x0

 3.2      Parallel capacitive displacement sensors working on changes of (a) 

gap closing, (b) overlapping area.  
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the interface, which would translate into the waste of system resources, such 

as power consumption and conversion time. 

 Fortunately, there are techniques to create circuits that cancel the effect 

of the offset capacitance. 3,4  Typically, a capacitive sensor interface would 

involve a virtual ground created by an operational amplifi er (opamp) in 

order to make the readout of the capacitive sensor interface insensitive to 

the parasitic capacitances to ground at each of the two connections. 5,6  Such 

a virtual ground can also be used to cancel the effect of the offset capaci-

tance, because a  ‘ zoom-in ’  capacitor can be connected to the virtual ground 

and driven by an excitation signal that is opposite to that driving the sensor 

capacitor. The net charge that gets through the virtual ground and arrives 

at the feedback capacitor is then a function of the  difference  of the sensor 

capacitor and the zoom-in capacitor. By establishing the value of the zoom-

in capacitor as equal to the offset capacitance of the sensor, the effect of the 

big sensor offset capacitance can be eliminated. 

 However, it should be noted that this function comes at a price. This is 

because the addition of the zoom-in capacitor increases the total capaci-

tance at the input of the amplifi er, which increases the noise gain of the 

amplifi er. 7  Whether this penalty will be signifi cant depends on the com-

ponent values. For instance, if the value of the parasitic capacitance at the 

input of the amplifi er (due, for example, to a long cable) is much greater 

than the sensor capacitance (and, hence, the zoom-in capacitance), then the 

penalty of introducing this zoom-in capacitance is negligible. In most cases, 

the benefi t of using zoom-in capacitance over-rides the penalty introduced. 

However, it is still benefi cial to bear this potential disadvantage in mind. 

 A typical way to measure capacitance is to compare it with a reference 

capacitance, by creating a ratio between them. There are many ways to obtain 

the capacitance ratio. However, the most popular method for obtaining high-

resolution capacitive ratio is by using switched-capacitor circuitry combined 

with the charge-balancing principle. 8  This is because this method has a proven 

record of achieving both high resolution and high accuracy, at the expense 

of a generally slower conversion speed, because it basically trades resolution 

with time. 9  Figure 3.3a shows a block diagram of a capacitive sensor based 

on the charge-balancing principle. It is basically a switched-capacitor incre-

mental  ΣΔ  converter. 10  In such a system, a virtual ground is also available to 

realize offset capacitance cancellation, as shown in Fig. 3.3b.      

 One of the most important advantages of switched-capacitor circuits in 

terms of realization is their relaxed requirement for an excitation signal. 

Mismatches in the excitation signals would normally translate into percep-

tions of capacitance difference, and would lead to an error in the readout 

circuit. For a switched-capacitor circuit, however, because the circuit is only 

sensitive to the fi nal settled voltage values, the exact waveform of the two 

anti-phase excitation signals does not need to match perfectly, as long as 
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there is no charge loss and there is no signal-picking at the input of the con-

vertor. This simplifi es the realization a great deal. 

 The effective input of the interface becomes the difference between  C   X   

and  C   Z  ; that is,  C   X  − C   Z  . When the value of  C   Z   is selected such that it equals 

the offset capacitance of  C   X  , the effect of the offset capacitance is completely 

removed. Then, a much lower  C  ref  can be applied that gives a measurement 

range that is just suffi ciently broad to cover the small capacitance varia-

tion  ±  Δ  C   X  . In this way, the quantization requirement of the interface can 

be largely reduced. However, in practice it is diffi cult to ensure that  C   Z   fully 

cancels the offset capacitance of  C   X  , so some tolerances need to be kept in 

mind when designing the interface. In the next section, a design example 

will be given based on the method discussed above.  

  3.4     Capacitance-to-digital converter (CDC) 
with offset capacitance cancellation and 
calibration functions 

 In this section, a design example is presented that shows the benefi ts of 

using the zoom-in technique. The switched-capacitor incremental converter 
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Vexe
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(b)

Vexe

Cref

Cref

–

+

–

+

10110···

Bit
stream

10110···
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Cx(off chip)

Cx(off chip)

Cz

 3.3      Block diagram of a capacitive sensor interface based on charge-

balancing principle. (a) Illustrates the regular case, while (b) illustrates 

the case where a  ‘ zoom-in’ capacitor is added.  
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digitizes the capacitive ratio. The performance of the interface before and 

after using the zoom-in technique will be compared. 

 In this design example, the specifi cations are taken from a real applica-

tion. The capacitive displacement sensor will have a nominal capacitance of 

10 pF. The measurement range, in contrast, is less than 50 fF. The targeted 

resolution is better than 100 aF. The noise of the interface can be classifi ed 

into thermal noise and quantization noise. Schreier  et al .  7  provide an exten-

sive overview on this topic. The total noise power is the sum of the thermal 

noise power and the quantization noise power. 

 Thermal noise in a switched capacitor circuit is directly linked to the size 

of the sampling capacitor. 7  For an incremental converter, which utilizes the 

oversampling technique, thermal noise can be further reduced by increasing 

the oversampling ratio. For a fi xed conversion time, both methods for reduc-

ing thermal noise would require the interface to burn more power, either by 

driving larger capacitors or by using a faster clock. For a capacitive sensor 

interface circuit based on an incremental converter, the sensing capacitor 

acts as a sampling capacitor. 5  Its value is often fi xed and cannot be changed 

arbitrarily by the designer. Therefore, the only way to reduce thermal noise 

in such an interface is by increasing the oversampling ratio. 

 Increasing the oversampling ratio reduces also the quantization noise 

level. 9  Depending on the loop fi lter structure, the slope at which the quan-

tization noise is reduced will also change. Generally speaking, the higher the 

order of the loop fi lter, the faster the quantization noise reduces with the 

increasing oversampling ratio. Apart from using higher order loop fi lters, 

a multi-bit quantizer can be used, instead of a single-bit quantizer, in order 

to increase the speed of operation. Due to the noise-shaping effect on the 

quantization noise, the quantization noise decreases more rapidly than the 

thermal noise as the oversampling ratio is increased. 

 As discussed in the previous section, the zoom-in technique does not 

help to reduce the thermal noise level. So, basically, the thermal noise of the 

interface is determined to some extent by the absolute value of the sensor 

capacitor, which in our case is about 10 pF. Zoom-in, however, reduces the 

full-scale input range of the interface and therefore reduces the requirement 

on the quantization noise of the interface. So, it is important to point out 

that using the zoom-in technique only makes sense if, before it is applied, 

the quantization noise level is greater than the thermal noise level. In this 

example, the estimation of the thermal noise level is performed under the 

guidance provided by Schreier  et al . 7  This shows that an oversampling ratio 

of about 100 is needed to reduce the input-referred thermal noise level to 

a suffi ciently low level. So, in order to make the interface is not limited by 

quantization noise, we need to achieve a comparably low quantization noise 

level within an oversampling ratio of 100. 
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 Without employing the zoom-in technique, the input signal range, includ-

ing the offset capacitance, would be about 10 pF. Achieving capacitance 

resolution below 100 aF would require more than a 17-bit dynamic range. 

So, the question here is: how much resolution can be achieved with an over-

sampling ratio of 100, and will the corresponding input range be suffi ciently 

large to cover the sensor capacitance variation during normal operation. 

 Although a multi-bit quantizer and a digital-to-analogue converter (DAC) 

can be used to reduce the required oversampling ratio, one of the most pro-

nounced problems with this method is that the nonlinearity of the required 

multi-bit DAC will limit the linearity of the modulator. This is because the 

DAC is in the feedback and its error will be directly added to the error of 

the modulator. In order to solve this problem, dynamic element matching 

(DEM) has to be used. 9  However, this will lead to hardware complexity. A 

1-bit DAC is intrinsically linear and thus does not suffer from this problem. 

Mainly, in order to reduce hardware complexity, a higher order loop fi lter is 

chosen as the optimum approach. 

 There is a theory, based on a linearized model, which can predict the nec-

essary oversampling ratio for a particular resolution, with a certain loop fi l-

ter order. However, at low oversampling ratio values, the prediction is often 

not very accurate, especially for incremental converters. A dedicated model 

was made that leads to complicated results for the prediction of the required 

oversampling ratio for an incremental converter. 11  The authors recommend 

using these results as guidelines only and rely on system-level simulation to 

obtain a better estimation. The conclusion based on the simulations results 

is that, with an oversampling ratio in the order of 100:

   1.     a second order loop fi lter will not meet the requirement of an input 

capacitance range of 50 fF, which is not acceptable for this application;  

  2.     increasing the loop fi lter above third order brings negligible improve-

ments. For this reason, a third order loop fi lter is chosen for this design.    

 With a third order loop fi lter, the input range is selected to be 200 fF, which 

brings suffi cient margin to cover the variation of the sensor capacitance, 

while also providing some margin for the mismatch between sensor capaci-

tance  C   X   and the offset-cancelling capacitance  C   Z  . This means that better 

than 12-bit resolution is needed when the zoom-in technique is applied. 

 With a third order loop fi lter, a very good quality decimation fi lter has 

to be used in the CDC in order to reach the required capacitance resolu-

tion within the limited conversion time. Figure 3.4 shows the achievable 

resolution of three different decimation fi lters for a  ΣΔ  converter with a 

third order loop fi lter, as a function of the number of clock cycles in one 

conversion, using the formulas given in Marcus (2005). 11  It can be seen 
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that only a cascade of integrators (CoI) decimation fi lter can reach better 

than 12-bit resolution within 100 clock cycles. The normally used sinc3 and 

sinc4 fi lters need 240 and 160 clock cycles, respectively, to reach the same 

resolution. In order to keep the conversion time low, a higher clock signal 

will be needed. For example, for a conversion time below 20  μ s and 100 

clock cycles, a 5 MHz clock signal is required.      

 As a comparison, if the zoom-in technique is not applied, the same third 

order incremental converter would need an oversampling ratio larger than 

500 in order to reach a quantization noise level equivalent to 17 bits. So, in this 

example, by applying zoom-in, the conversion time with the same clock fre-

quency will be fi ve times faster. In addition to this, as will be discussed shortly, 
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 3.4      Achievable resolution of three different decimation fi lters for a  ΣΔ  

converter with a third order loop fi lter as a function of the number of 

clock cycles.  
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using the zoom-in principle also prevents slewing in the amplifi er; this prop-

erty can be further utilized to increase the clock frequency of the converter 

with the same level of current consumption of the amplifi ers. In this sense, the 

actual benefi t in applying the zoom-in principle is greater than fi ve times. 

 Based on the above discussions, a capacitive sensor interface was 

designed, the block diagram of which is presented in Fig. 3.5. The inter-

face is built around a switched-capacitor sigma-delta converter which 

is shown in Fig. 3.6. 12  The zoom-in capacitor  C   Z   is realized with a bank 

of on-chip capacitances CapDAC, to be able to easily adjust its value to 

match that of the sensor capacitance. CapDAC is basically a binary bank 

of capacitors that can be switched in and out by applying a digital code. 

The interface is fabricated in a standard 2P4M 0.35  μ m complementary 

metal-oxide-semiconductor (CMOS) process and occupies an active area 

of 2.6 mm  ×  2 mm. A micro-photograph of the chip layout is shown in 

Fig. 3.7. It draws 4.5 mA from a 3.3 V supply, of which over 3.1 mA is 

consumed by the fi rst operational transconductance amplifi er (OTA) due 

to the need to drive large capacitances. The CapDAC and all the other 

on-chip capacitors are poly-poly capacitors because of their good linear-

ity and temperature stability. For fl exibility, in this design the control logic 

and the decimation fi lter were implemented off-chip.           

 To verify the performance of the CDC with an off-chip sensor, a test set-

up was built. As shown in Fig. 3.8, it consists of a fi xed electrode in close 

proximity to an electrode attached to an aluminum rod. Heating the rod,  via  

an attached resistor, changes its length and thus the capacitance between 

the two electrodes. The CDC is connected to the electrode on the rod  via  

a short shielded cable, which adds extra parasitic capacitance (roughly 10 

CapDAC

OTAs and Bias

Comparator

Switches

 3.7      Die micrograph.  
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pF) to ground. The small capacitance changes created by driving the heater 

with a 66 mHz, 8 mW square-wave are shown in Fig. 3.9. The actual value 

of the reference capacitor  C  ref , as shown in Fig. 3.6, was found to be 91.8 fF 

by calibrating it against an external 10.3 pF surface-mount capacitor whose 

value had been measured by a HP4192A LF impedance analyzer ( ± 100 fF 

inaccuracy). The capacitance changes were then found to correspond to 

500 fFpp, while the noise on the measurements corresponded to 65 aFrms.                 

  3.5     Conclusion 

 A practical way of removing the effect of the offset capacitance in a capac-

itive sensor has been presented. The realized interface circuit made use of 

the charge-balancing principle and achieved an effective capacitance reso-

lution of 17 bits with a conversion time of 20  μ s.  
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  Abstract:  This chapter discusses eddy-current displacement sensors 
(ECSs) – one of the most widely-used measurement techniques in harsh 
environments. First, in Section 4.1, we briefl y discuss ECS applications 
in industry. In Section 4.2, the operation principle, the limitations and 
important design considerations of this type of sensor are surveyed. The 
ECS performance limitations are addressed in Section 4.3, considering the 
most demanding industrial applications. Special attention is given to the 
excitation frequency, the design of the sensor and its electronic interface. 
Sections 4.4 and 4.5 provide a review of state-of-the-art ECS interfaces. 
The chapter ends with conclusions and design perspectives for ECS 
systems. 

  Key words : eddy-current sensor, displacement measurement, integrated 
interface, harsh environment, stability, resolution. 

    4.1     Introduction 

 Displacement sensors are extensively employed in industry for measur-

ing the position and movement of objects, as well as for measuring other 

physical quantities which can be converted into movement, such as pressure, 

acceleration and so on. Depending on the industrial application, the pre-

ferred types of non-contact displacement sensors are optical/laser, capaci-

tive and inductive (eddy-current) sensors (ECSs). 1,2  Incremental optical 

sensors, such as interferometers and encoders, provide the best combination 

of accuracy and measurement range, but they are bulky and quite expensive 

due to their sophisticated structure. Capacitive sensors and ECSs  1   are pre-

ferred when the absolute position of a target needs to be measured with a 

limited dynamic range. These sensors are compact, robust, stable, accurate 

and relatively low cost. 

 A closer look at the principle of operation of capacitive sensors and ECSs 

reveals some similarities. Both sensors represent reactance in electrical 
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circuits, which means that, they do not consume any electrical energy, and for 

this reason they are practically noiseless. The structure of an ECS with a fl at 

sensing coil is similar to the structure of a capacitive sensor. Both sensors, as 

well as their targets, can be built using similar materials. Therefore, the dif-

ference in performance of these two sensor types can be mostly related to 

their sensitivity to working environment variations, the way of interaction 

with their targets, and the performance of the utilized electronic interfaces. 

 ECSs have the potential for very precise position/displacement measure-

ment in the micrometer and even in the nanometer range.  *   Unlike capacitive 

sensors, ECSs are highly insensitive to variations in the working environment 

such as pressure, humidity, contamination. Furthermore, these sensors do not 

require an electric contact with the target. This is an important advantage in 

many applications where no contact with the target is allowed (such as mea-

suring the position of a magnetically levitated target 3 ). 

 Figure 4.1 shows an application example in which the difference between 

the gas pressure in Gas fl ow 1 and Gas fl ow 2 is the primary measurand. 4  The 

pressure difference defl ects the conductive membrane positioned between 

the two gas fl ows. The target defl ection causes the inductance of one sensor 

to increase and that of the other to decrease. Such a differential set-up helps 

increase the sensitivity to the target movements compared with the effective-

ness of employing only one sensor. An important advantage of employing an 

ECS is its immunity to the dielectric properties of the fl owing gas.      

Interface electronics

I2

Housing of gas pipe
(non-conductive)

Gas flow 1

Gas flow 2

Conductive
membrane

Sensing coils

I1

 4.1      A simplifi ed differential confi guration of ECS sensors for measuring 

gas pressure.  

  *   Eddy currents are induced electrical currents that fl ow in a circular path. Their 

name is derived from the  ‘ eddies’ that are formed when a liquid fl ows in a circular 

path around obstacles.  
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 To exploit the above-mentioned advantages of ECSs fully and to create a 

high-performance displacement sensor based on the eddy-current principle, 

their operation principle as well as their short-comings have to be taken into 

account. In the following section, we point out these aspects.  

  4.2     Principles of operation and practical limitations 
for eddy-current sensors (ECSs) 

 In this Section the operation principle of eddy-current displacement sen-

sors is investigated. Based on the operation principle, practical limitations 

of ECSs are analyzed. 

  4.2.1      Sensor operation principles 

 An ECS measurement system includes a sensing coil set in front of a metal-

lic (conductive) target. Exciting the coil with an AC current generates an 

electromagnetic fi eld. The alternating magnetic fi eld applies Lorentz’s force 

to the electrons in the target. This results in a fl ow of electrons (i.e., circulat-

ing eddy currents) in the target, in a plane perpendicular to the direction of 

the magnetic fi eld. Based on Lenz’s law, the eddy currents generate a sec-

ondary magnetic fi eld that opposes the primary excitation fi eld, as shown in 

Fig. 4.2a. The closer the target is to the coil, the higher is the density of the 

eddy currents. In other words, there is a magnetic fi eld interaction between 

the coil and the target. This interaction can be electrically modeled using an 

air-core transformer in which the mutual inductance between the primary 

and secondary sides depends on the sensor-target distance  X , as shown 

in Fig. 4.2b. Since the eddy currents dissipate electrical power, a parasitic 

series resistance is usually considered in their electrical model.      

 On the basis of the equivalent circuit, a simplifi ed electrical model of the 

sensor is shown in Fig. 4.2c. In the model,  C  represents the inter-winding 

parasitic capacitance of the sensor, while  R   p   , L   p   (indicated in grey in Figs 

4.2b and 4.2c) represent the parasitic contribution of the sensor connections. 

Expressions [4.1] and [4.2] defi ne the equivalent inductance and series resis-

tance of the sensor as 5 :  

    L L
M

R
Lc t−L

( )f
( )f Ltf L

2 2M
2 2( )f L

ff
fff

ff
ffff

    [4.1]    

    R R
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( )f Ltf L

,
2 2M

2 2( )f L
ff

fff
ff

ffff
    [4.2]   
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 where Lc and Rc  are the inductance and series resistance of the coil without 

a target, Lt  and Rt  are the inductance and series resistance of the eddy cur-

rent loop, fexff c is the frequency of the excitation signal and  M  is the mutual 

inductance between the coil and the eddy current loop (see Fig. 4.2). 

 Attempts to achieve an analytical formulation of the ECS inductance-

displacement transfer function have been reported. 5–8  However, since many 

parameters contribute to such analyses, the mathematics become very com-

plicated, which makes obtaining a perception of the physical behavior of the 

sensor too diffi cult. 8  Figure 4.3 shows the empirically obtained dependence 

between the normalized inductance and parasitic series resistance (of a pro-

totype with a fl at sensing coil) and the ratio   α   between the sensor-target 

distance  X  and the coil radius. The following exponential function is fi tted 

to the measured data (Fig. 4.3):  

    
L

L
a b e

c

c
( ))) α≈ a ⋅ − ⋅c     [4.3]   

 where Lc is the coil inductance without the target, and  a ,  b  and  c  are curve-

fi tting coeffi cients. The value of  a  is close to unity, which is in agreement 

c

I1

I2

Rp

Rp

R L

C

(a) (b)

(c)

Rp

Rc I1 I2

C

Lp

Lp Rp Lp

Lp

Lc Lt

Rt

M

H1

Vi ~H2

Target 

Parasitics of
connections

X

4.2      (a) Operating principle of an ECS; (b) ECS model including an air-

core transformer; (c) simplifi ed electrical model of an ECS (R and C are 

parasitic components which should be minimized when designing the 

coil).  
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with the fact that, when the target is far away (i.e., α → ∞), then the sen-

sor inductance tends to its intrinsic value (i.e., L Lc( ) → ). The parameters 

 b  and  c  relate to the sensor and target parameters such as shape, geom-

etry and material.  **   The maximum deviation between the exponential fi t-

ted curve and the measured values does not exceed a few percent. When 

the target moves further away, the parasitic series resistance of the sensor 

decays slightly. This can be explained by Lenz’s law: moving the target away 

implies a smaller secondary magnetic fi eld and, hence, a smaller amount of 

eddy current, as well as less dissipated energy (i.e., the equivalent sensor 

resistance lowers). Typically, the changes in the series resistance are negli-

gible compared with the sensor inductance variations, as the target moves. 

It should be mentioned that knowing the sensor transfer function nature 

facilitates the development of effi cient empirical linearization algorithms/

functions for ECS measurement systems aids in the design process.      

 The sensor operation principle predicts a few performance features which 

can potentially deteriorate its overall performance; the most important are 

discussed in the following section.  

  **    One may investigate the general relation between these parameters and the 

curve-fi tting coeffi cients. In a case study, it was discovered that: a = 0 97, b = 0 44
and c = 5 38 using a fl at sensing coil with a radius of 6 mm and Lc ≈ 38 5.

 
nH 

(and series resistance of 40 m Ω ). 12   

1
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 4.3      Measured inductance and series resistance (normalized by  L   c   and 

 R   c  ) of a fl at sensor coil for different distances  X  from a copper target 

(the right vertical axis corresponds to the dashed line curve); the fi tted 

normalized inductance curve, shown in a solid line, is obtained from 

Expression [4.3].  
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  4.2.2      Limitations of eddy-current sensors 

  Skin effect 

 The intensity of the eddy currents weakens as they penetrate deeper into 

the target. This phenomenon is called the  ‘ skin effect ’ . The penetration (skin) 

depth   δ   of the eddy currents is defi ned as:  

    δ
ω μσ

=
2

ωω
    [4.4]   

 where   μ   is the target permeability,   σ   is its conductivity and ω πexωω c eπ xc2 fπ e . The 

standard penetration depth is determined by the depth at which the eddy 

current intensity reaches approximately 37% (i.e., 1/ e ) of its intensity at the 

target surface (see also Fig. 4.4). Table 4.1 shows the skin depth for different 

frequencies at room temperature for some materials typically employed in 

industrial applications. If   δ   exceeds the thickness of the target being tested, 

the sensitivity of the sensor drops because a considerable part of the eddy 

currents is lost. 9            

Coil Coil

Target Eddy currents

Image plane

X H1
H2

Xcx

tt

4.4      Replacing the target with a penetrating eddy current by a lossless 

image plane.  

Table 4.1     Penetration depth for different materials and excitation frequencies 

 Metal  Conductivity 

( × 10 6  S/m) 

 Permeability 

( × 10 −6  H/m) 

 Penetration depth ( μ m) 

 10 

kHz 

 100 

kHz 

 1 

MHz 

 10 

MHz 

 100 

MHz 

 1 

GHz 

 Copper  58.00  1.25  660.0  210.0  66.0  21.0  6.6  2.0 

 Aluminium  38.00  1.25  820.0  260.0  82.0  26.0  8.2  2.6 

 Stainless 

steel 

 1.30  1.25  4378.0  1392.0  437.0  140.0  44.0  14.0 

 Titanium 

alloy 

 0.59  1.25  6600.0  2100.0  660.0  210.0  66.0  21.0 

�� �� �� �� �� ��



82   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

 Moreover, a penetration depth comparable to the thickness of the target 

will degrade the measurement reliability. Using the complex image method, 

a target with eddy currents penetrating into it can be replaced by a super-

conductor image plane at a complex distance of Xcx , as shown in Fig. 4.4, 

so that the equivalent magnetic potential (related to H H1 2H
J GJ GJ G J GJ GJ G

) remains the 

same in both cases. The parameter Xcx is obtained from 10,11 :  

    X X
j t

cx
t= +X

−
⋅ ⋅⎡

⎣⎣⎣
⎤
⎦⎥
⎤⎤
⎦⎦

1

2
δ

δ
ta h ( )j+1     [4.5]   

 where   δ   is the penetration depth and tt  is the target thickness, as shown in 

Fig. 4.4. Although the complex distance Xcx may not have a physical inter-

pretation, it helps to understand the behavior of the sensor. 12  The second 

term in Equation [4.5] indicates the effect of   δ   and  t   t   on the sensor perfor-

mance. Knowing this allows the sensor cross-sensitivities to the target thick-

ness and the penetration depth to be approximated by:  
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∂
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 and  
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 With regard to Expression [4.5], the cross-sensitivity to the target thickness 

can be ignored when tanh ( ) 1) ( )⎡⎣⎡⎡ ⎤⎦⎤⎤ →t))) ( t δ )) , which is obtained for values of 

  δ   smaller than tt /3. In practical applications, satisfying this condition helps to 

eliminate the measurement cross-sensitivity to a probable intervening con-

ductive object behind the main target. It should be mentioned that this design 

choice also causes the eddy currents generated in the target to be maximized, 

which improves the sensitivity of the sensor to the position of the target  X . 

 It is important to mention that the cross-sensitivity to the target electrical 

parameters also has to be taken into account in precision measurements. As 

an example, the cross-sensitivity to the target temperature is given by (using 

Expression [4.7]):  

    
∂
∂

=
∂
∂

⋅
∂
∂

⋅
∂
∂

= ⋅
X
T

X
T

cx cx

δ
δ
ρ

ρ γ δ⋅1

2 2
    [4.8]   
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 where   ρ   is the target resistivity and γ  is the temperature coeffi cient of the 

target resistivity. Expression [4.8] presents a fundamental maximum design 

value for δ  which keeps the resulting temperature drifts within a desired 

stability budget (provided that the electronic interface is ideally thermally 

stable).  

  Parasitic effects 

 In addition to the sensing coil main parameter, which is the inductance, 

inevitable parasitic components – such as the coil intrinsic series resistance, 

the inter-winding capacitance and the parasitics originating from the elec-

trical connection between the sensor and the interface electronics – con-

tribute to the measurement result. However, in most practical cases the 

parasitics can be tolerated if they do not deteriorate the measurement res-

olution and/or stability. This implies that, fi rst, they have to be minimized 

and, second, their variations (e.g., with temperature) have to be within the 

design error budget. 

 Due to the capacitive coupling between the windings of the coil, an 

inevitable inter-winding parasitic capacitance appears in the sensor model 

(see Fig. 4.2c). It should be mentioned that structures such as multi-layer 

coils or densely wound coils introduce an increased parasitic capacitance 

value. With the increase of the sensor excitation frequency, the parasitic 

capacitor can short-circuit the sensor inductance, which causes the sensor 

sensitivity to drop. The excitation frequency requirements lead to impor-

tant design considerations of the sensor (and also of the interface), partic-

ularly in precision applications. These considerations are further discussed 

in Section 4.3.  

  Limited sensing coil quality factor 

 As shown in Figs 4.2c and 4.3, the sensor suffers from a parasitic series resis-

tance.  †   This resistance limits the sensor quality factor  Q  and, hence, the fi l-

tering effect against external interferences. Regarding Expressions [4.1] and 

[4.2], the quality factor  Q  can be expressed by:  

   
L

R

L f
= =

( )LL( )t( )( )( )ω t ff
excω excffffffffffff f Ltffff .( )R) RtRMM⋅ +fffffff MM f Lff++

RRR RtR( )( )( )( ) ( )tfff f Ltff ) (RM f L+tf ffMM⋅ RtR +fff M ff+ffffffff ff
    [4.9]   

†   In the case of using targets with high enough conductivity (e.g., Copper or 

Aluminium) the coil parasitic resistance  R   c   becomes quite dominant in Equation 

[4.2].  
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 A suffi ciently high excitation frequency improves the quality factor of the 

sensor and helps in detecting a small inductance variation in the presence of 

a parasitic series resistance.  ‡    

  Frequency dependence 

 Expressions [4.1] and [4.2] indicate the frequency dependence of the equiv-

alent inductance and resistance of the sensing coil. This effect introduces a 

cross-sensitivity to a variation of the excitation frequency. However, pro-

vided that fexff c → ∞, we can write 5 :  

    L L
M
Lc

t

→ −Lc

2

    [4.10]   

 Expression [4.10] shows that increasing fexff c helps to lower the unwanted 

cross-sensitivity to the excitation frequency variations.    

  4.3     Design requirements in precision 
industrial applications 

 According to the above-mentioned analyses, increasing the excitation fre-

quency of the ECS can play an important role in advanced industrial appli-

cations. Examples for such applications are: measuring the position of a thin 

conductive membrane, or operation in a harsh environment with a limited 

temperature control. An example of design requirements, dictated by these 

kinds of applications, are given next. 

 1.  With respect to the design criterion δ ≤ tt /3, the use of a 100- μ m thick 

copper/aluminium target results in an excitation frequency of ~10 MHz. 

 2.  Based on Expression [4.8], a thermal instability budget of the ECS of 

 × 10 nm/ ° C (using a copper/aluminium target) requires ~20 MHz excita-

tion frequency, which is more than one order of magnitude higher than 

the maximum popular values (of a few MHz).  §   

  ‡   Note that for a given material, increasing the excitation frequency causes the para-

sitic resistance in the path of the eddy currents to increase due to the lowering of 

  δ  . However, this increase relates to 

y

fexff c  while the inductive impedance increase 

relates to fexff c. Therefore, in general, an increase in fexff c helps to detect the inductive 

impedance against the parasitic series resistance.  

  §   Performing a temperature measurement in order to compensate for the thermal 

drift is a possible alternative option. However, in many displacement measure-

ment systems, in which there is no easy access to the target, measuring the target 

temperature can be a considerable challenge.  
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 However, increasing the excitation frequency when using a typical densely 

wound coil is problematic since its relatively large parasitic capacitance (see 

Figs 4.2c and 4.5a) shorts the inductance of the sensor as  f  exc  increases. Flat 

coils with fewer turns and suffi cient distance between their turns are pre-

ferred since their associated parasitic capacitance is quite limited. Moreover, 

such coils with a fl at structure are volume-effi cient and have an improved 

mechanical stability. However, for a given sensor area this kind of sensor 

offers a very limited inductance (e.g.,  × 10 nH). To avoid the relatively large 

parasitic inductance of a connection cable, which will appear in series of the 

small sensor inductance, integrating the sensor and the interface, or assem-

bling them in one package, is indispensable (see Figs 4.2b, 4.2c and 4.5b).      

 It is important to point out that increasing  f  exc  and utilizing a fl at coil with 

a very small series resistance  R  (e.g.,  × 10 m Ω ) considerably enhances the 

sensor quality factor (Q f R−
exff c,

1). Improving quality factor  Q , together 

with removing the connection cables and integrating the sensor and the 

Conventional sensor
(densely wound; low Q)

Cable

Interface
electronics

Flat
sensor

Low-power
integrated interface

(High Q)

In a same package

Large parasitics

(a)

(b)

Cable

Processing

(or wireless
communication)

Processing

4.5      An ECS system with functional blocks: (a) conventional realization 

(not compatible with high excitation frequency required in advanced 

applications); (b) state-of-the-art implementation with a low-power 

integrated interface (suitable for high-frequency and high-precision 

operation).  
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interface, improves the measurement immunity to stray magnetic fi elds 

(Fig. 4.5b). This is particularly important in harsh industrial environments. 

 Integrating the sensor and the interface, together with applying an 

increased  f  exc , promises a considerable performance enhancement at sys-

tem level; however, it also introduces challenges to the interface electron-

ics. Operating with a higher excitation frequency implies an increase in the 

power consumption of the interface, which is needed to achieve a given 

resolution, stability and bandwidth. High power consumption is associated 

with increased heat generation, causing an increase in the sensor tempera-

ture, and, hence, thermal drift of the output signal. Furthermore, introducing 

a local heat source is unacceptable in many working environments. Due to 

the fundamental trade-offs in the integrated circuits technology between 

power consumption, operating frequency, stability and resolution, achieving 

a high performance at a higher fexff c becomes challenging. In Sections 4.4 the 

latest advances in ECS interfaces are discussed, in order to conceptualize 

the pros and cons of the existing ECS design concepts.  

  4.4     State-of-the-art ECS interfaces 

 Figure 4.6 shows the standard architecture of an ECS interface. The first 

stage excites the sensor, and the sensor inductance (as a function of the 

target position) modulates the excitation signal. Most often, a frequency 

modulation (FM) or an amplitude modulation (AM) is used. 13  A front-

end stage (e.g., voltage or current amplifier) conditions the informa-

tion-carrying signal before supplying it to the following stages. The next 

stage demodulates the displacement information to the baseband (BB). 

Eventually, an analog-to-digital converter (ADC) digitizes the displace-

ment information and applies it to a micro-processor for data process-

ing (or, in some applications, to a radio interface for data transmission). 

It is noteworthy that, depending on the implementation method, a num-

ber of the functions may be combined in a single circuit.      

 Since the sensor impedance can be very limited (e.g., a few ohms at 

20 MHz excitation frequency), employing conventional impedance mea-

surement approaches – such as two-port measurement – is not feasible. 

More specifi cally, such limited impedance generates a very small signal at a 

Excitation
source

Sensor Demodulator ADC
Micro

processor

 4.6      Standard functional diagram of an ECS interface.  
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relatively high frequency. The result of this is increased power consumption 

of the conventional signal conditioning solutions. 

 A more power-effi cient alternative to interface an ECS is to use the sens-

ing coil as part of a resonator or an oscillator. 3,14–16  A number of recently 

reported ECS interfaces employ this approach. They are evaluated in the 

next subsections. The leading assessment criterion is the potential of the 

interface to use a high sensor excitation frequency (in the  × 10 MHz range). 

This undoubtedly relates to the method of exciting the sensor, which is a 

critical design decision in any ECS system. 17  

  4.4.1      Utilizing external switched-capacitor oscillator and 
LC resonator 

 Oberle 3  proposes a power-effi cient ECS interface (for a differential 2D dis-

placement measurement system) which operates at  × 100 kHz excitation fre-

quency. To excite the coils, a switched-capacitor (SC) oscillator is employed 

to generate an approximation of a sine wave of 312.5 kHz (a pseudo-sine 

wave), as shown in Fig. 4.7.      

 The levels of the excitation signal are determined by  V  ref  and the variable 

gain of the SC integrator. To generate the 312.5 kHz excitation frequency, 

which is slightly below the minimum expected resonant frequency of the 

sensor (circuit) network, the switching operation is performed at a 5 MHz 

rate. This signal generator consumes more than 4 mW. It also uses an auto-

zero (AZ) mode of operation to suppress the effect of its amplifi er offset 

and, hence, the drift of the generated excitation signal. 18  The pseudo-sine 

wave is applied to the sensor network, which also acts as a bandpass fi l-

ter (suppressing the excitation signal harmonics). The signal amplitude is 

modulated by the sensor impedance and amplifi ed using the instrumen-

tation amplifi er stage. In order to demodulate and digitize the displace-

ment information, the sensor signal is applied to a following mixer and a 

 ΔΣ  ADC. A dynamic range of 10 bits and a signal bandwidth of 10 kHz, 

with a low-power dissipation of 10 mW, are reported as using this interface 

design method. 

 However, extrapolating this to a 20 MHz excitation frequency, the SC 

oscillator would require a switching frequency of above 350 MHz. Such a 

high frequency leads to a higher power consumption and may cause unde-

sired cross talk (e.g., between the channels of a multi-sensor interface or 

differential set-ups, like the one shown in Fig. 4.1). Moreover, implement-

ing so many active blocks operating at high frequency results in signifi cant 

increase in power dissipation, which is not acceptable in power-effi cient 

applications.  
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  4.4.2      Relaxation-oscillator based interface 

 A high excitation frequency ECS interface is reported using the self-oscil-

lation principle. 9  In this interface, as illustrated in Fig. 4.8, a relaxation oscil-

lator is employed, the output frequency of which is modulated by the target 

displacement. The time constant of the positive feedback network depends 

on the sensor inductance and, therefore, the inductance variations modulate 

the oscillation frequency. It is reported that the excitation frequency varies 

from 10 to 30 MHz, depending on the target position. In this design, due 

to the sensitivity of the time constant to the temperature, a compensation 

RC network in the negative feedback path of the amplifi er is employed, 

together with a temperature-controlled biasing current. The output fre-

quency is measured by a counter to determine the sensor inductance. An 

advantage of this approach is its simplicity, while it achieves a good dynamic 

range of more than 12 bits.      

 Although the excitation frequency is within the desired range, the reported 

power consumption of 100 mW is too high for many applications. One rea-

son for using so much power is the lack of an LC resonator network and, 

hence, the lack of boosting of the low sensor impedance (e.g., in few tens of 

 Ω  range). Therefore, a considerable amount of current is required to drive a 

sensor with such a low impedance at a relatively high excitation frequency. 

 It is necessary to mention that FM modulation is not the preferred choice 

for an ECS system. When using this modulation principle, most often for rea-

sons related to the desired dynamic range, the interface has to be designed 

in such a way that the frequency varies within a relatively wide range as the 

target moves (±50% frequency change). 19  Such a wide frequency variation 

signifi cantly changes the penetration depth of the eddy currents in the tar-

get. 20  Therefore, an additional nonlinearity in the sensor transfer function 
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 4.7      Functional block diagram of the interface using an SC oscillator for 

sensor excitation (with  f  exc  in  × 100 kHz range). 3   
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will appear due to the non-linear relation between fexff c and   δ   ( X   cx  ) (see also 

Expression [4.5]). AM modulation with limited frequency variation is the 

preferred solution to avoid further deterioration of the sensor linearity.   

  4.5     ECS interfaces with an LC oscillator and 
ratiometric measurement 

 A front-end stage including an LC oscillator (depicted in Fig. 4.9) has been 

proposed. 21  The stage utilizes two differentially connected sensors which are 

excited by the oscillator signal at 20 MHz ( )2 1 0π f f2π Cff effπ xc 1f2π2 effπ2 xc ⋅1 2L LL1 . 

It is also possible to utilize only one sensing coil, while the other coil is used 

as a reference, but then a similar nonlinearity problem to the previously 

discussed interface in Section 4.4.2 occurs. The sensor inductances in differ-

ential mode modulate mainly the amplitude of the oscillator output signals. 

Although two inductors with basically different values are utilized, only one 

oscillation frequency appears since in this front-end stage only a single res-

onator is formed.      

 An important feature of this stage is that the noise levels at both outputs 

are correlated. This property can be utilized for the purposes of the noise 

suppression operation. Since, in the vicinity of the oscillation frequency, 

the AC current is trapped in the resonator, both coils experience the same 

current  i  ac . 
4  This implies that  i  ac , together with the noise and drift associ-

ated with this current, modulates the amplitude of both output signals in an 

identical multiplicative way, which results in a common-mode multiplicative 

error. A similar conclusion can be drawn for the temperature dependence 

of the sensing coils 4  – in a fi rst order analysis, similar thermal expansion 

coeffi cients are added to the values of both sensing inductances. Due to the 

RL time constant

+

–

Sensor (Ls)

f(Ls)
Output

frequency
I(T )

RC compensation network
(temperature T dependent)

4.8      Interface implemented in Kejik  et al .  19   
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multiplicative nature of the disturbance factors, utilizing a ratiometric mea-

surement can signifi cantly enhance the measurement resolution and stabil-

ity of performance. The ratiometric function is defi ned as:  

    D
L I L I

L Iout
osc ac osc ac

osc aI
=

| |VOVV | |VO

| |VOVV | |VO

VOVV
VOVV

1 osc ac

1

�
I L−II Losc aI c LI

ω c occ sc c+
=

Δ
L I⋅

L
L0osc acIosc L

    [4.11]    

 It is notable that, by using this readout function, the linearity of the dif-

ferential system is preserved and the transfer characteristic looks like very 

similar to that of a conventional differential measurement system (since 

| | | || | cte| ||| || | ≈||||  as the target moves), as illustrated in Fig. 4.10.      

 However, in order to exploit the high performance promised by this front-

end stage and the ratiometric measurement, a power-effi cient, low-offset 

and linear demodulation has to be performed. A straightforward approach 

is to utilize a high-speed ADC (e.g., faster than 40 MS/s) and to extract 

the oscillator output amplitudes in the digital domain. However, such a fast 

ADC consumes a considerable amount of power, which is not acceptable 

in a low-power ECS application. Next, we discuss alternative demodula-

tion solutions that can be adapted for the front-end stage and ratiometric 

measurement. 

  4.5.1      Precision peak-detection-based ECS interface 

 Peak detectors employing p-n junction diodes are well-known means by 

which to achieve AM demodulation. 22  However, due to the temperature 

dependence of the I-V characteristic of the p-n junctions, such peak detectors 

Vo1
Coil 1 Coil 2

V1 = L0 + ΔL L2 = L0 – ΔL

in1 in2

VDD
Moving target

iac Vo2

(CM)

C0

–Gm

(a) (b)

 4.9      LC front-end oscillator with a single resonator (including two 

sensors) and correlated noise levels at the outputs (i in n2ini  at the 

vicinity of oscillation frequency; in differential sensor mode, the 

variation of  f   osc   is very small since L L cte1 2 ≈L2L ).  
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are associated with signifi cant signal dependent thermal drifts. 21,23  To cir-

cumvent this problem, an amplifi er (or comparator) can be substituted for 

the p-n junction, as depicted in Fig. 4.11. 24  In this circuit, the amplifi er com-

pares the input signal with the capacitor voltage so that, if the input voltage 

is greater than the capacitor voltage, the amplifi er turns on the switch to fur-

ther charge the capacitor. Consequently, the hold capacitor  C  hold  is charged 

such that the output voltage becomes equal to the input voltage peaks. In 

order to follow the input peaks when the input signal amplitude decreases, 

a small current source in parallel with the capacitor can be considered as a 

means to discharge it.      

 Using this principle, Fig. 4.12a shows a demodulator that is adapted for 

the front-end stage depicted in Fig. 4.9.      

 The demodulator employs three channels, including precision peak detec-

tors followed by lowpass fi lters (which also act as buffers). A dedicated 

switched-channel operation (similar to the dynamic element matching 

method) is utilized to suppress the effect of associated offsets originating from 
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 4.10      Transfer characteristic example with ratiometric readout function 

(using differential sensors with a 6 mm outer radius of the coils).  
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 4.11      Precision peak detection principle.  
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mismatches in the channels. With this technique, each operation cycle involves 

six switching phases, in which the oscillator output voltages (A, B and CM in 

Fig. 4.9) are sequentially interchanged between the inputs of the demodulator 

channels. At each phase, two channels are connected to the oscillator outputs, 

while the third detects the common-mode voltage of the oscillator outputs 

(node CM; see Fig. 4.12b). In this way, the effect of oscillator power supply 

drift is cancelled out. An ADC which is synchronized with this operation con-

verts the demodulator analog outputs into digital codes for post-processing, 

including the formation of the ratiometric function. The ratiometric readout 

function at the end of each phase is defi ned as:  
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 4.12      (a) Conceptual illustration of the precision peak detection based 

ECS system adapted for the front-end LC oscillator (Fig. 4.9), which 

utilizes a switched-channel offset cancellation operation; (b) switching 

diagram of the offset cancellation operation.  
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    D
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 where VAV , VBVV  and VCMVV  are the voltages at the corresponding nodes in Fig. 4.9. 

If the offsets of the channels are taken into account, one can write:  

Dout,dmt,Φ1 =
−[ ]( )V VAV VVV ( )V VCVV M VCC offsetIIVV−)VV ffVVV )VV ff IIVVV [ ]V VBVV offsetVV I( ) ()) )(

[ ]( ) (−)
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) () [ ]( +VB(VV V VVV VCoffsetVVVV I oV VVCMVV ffsetII) ( )+VCMVVCMVV

   [4.13]   

 where VoffsetVV I , VoffsetIIVV  and VoffsetIIIVV  are the total input-referred offsets (and low-

frequency noise) of the corresponding channels depicted in Fig. 4.12b. With 

offsets in the range of a few millivolts and oscillator output voltages above a 

few hundred mV, Expression [4.13] can be modifi ed, using the Taylor series 

expansion, to:  
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 and at phase  Φ 2 we have:  
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 Likewise:  
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 The sum of Expressions [4.14] to [4.19] is free of offset voltages. Mathe-

matically, one can consider the output function of the demodulator as:  
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 Obviously, the average of the outputs after six (or a multiple of six) con-

secutive phases will be free of offsets. It will be also free from the low-fre-

quency 1 /f  noise, if the rate of offset cancellation operation is higher than the 

 1/f  corner frequency. Note that the averaging parameter  g  can be increased 

in order to further suppress the thermal noise at the cost of a larger mea-

surement time. 

 Since the only high-frequency block in the demodulator is an amplifi er 

which drives a very small load (gate of a metal-oxide-semiconductor (MOS) 

switch), the power consumption in this approach is relatively low. This solution 

has been realized with a power consumption of less than 10 mW and a signal 

bandwidth of a few kHz. 4  It is important to mention that in this approach 

the demodulator requires a relatively wide bandwidth (e.g.,  × 100 kHz) to 

perform the offset cancellation operation, which causes the associated noise 

bandwidth to increase. As a consequence, the obtained resolution is in the 

medium range (~12 bits). This interface approach is an appropriate candidate 

for applications with medium resolution, small penetration depth (due to uti-

lizing  f  exc  of 20 MHz), and a relatively low power consumption budget.  

  4.5.2      Trade-offs in mixer-based interfaces 

 An alternative signal conditioning approach is to utilize a mixer-based 

demodulator, adapted for the front-end LC oscillator and the ratiometric 

measurement. In principle, using mixers enables operation in the frequency 

domain (rather than the time domain, as in peak detectors), which helps to 

discriminate the frequency bands. This allows the interface to fi lter out the 

out-of-band noise (together with external interferences) more effi ciently. 
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 In order to make the ratiometric measurement effective on noise suppres-

sion, the demodulator (more specifi cally, the mixer) should be suffi ciently 

linear. Furthermore, in addition to noise considerations, the associated low-

frequency errors including drifts and 1/ f  noise have to be suppressed for 

reasons of stability. 

 Figures 4.13 and 4.14 show two alternative solutions for the ECS inter-

face. The fi rst solution performs the mixing operation in the analog domain 

in such a way that the input signal is mixed with a signal frequency that is a 
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4.13      Synchronous detection-based interface with a system level 

compensation for the offset originated from the self-mixing effect and 

the mismatches in the amplifi er.  
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replica of the oscillation frequency (direct conversion). Using the  D  out  read-

out function, common-mode multiplicative errors that can be introduced 

by the mixers are eventually suppressed, which makes this solution com-

patible with the ratiometric measurement method. An imperfection is the 

offset introduced by the mixers (due to the associated self-mixing effect and 

charge injection 25 ) and the amplifi ers (due to mismatches). Provided that 

an effective offset cancellation operation is performed, this demodulation 

approach can be the most power-effi cient way to realize a high-resolution 

ECS interface.           

 Alternatively, a bandpass  ΔΣ  converter can be employed to digitize directly 

the narrow-band sensor information that is modulated by the high-frequency 

carrier signal (Fig. 4.14). The operation principle of the bandpass  ΔΣ  modula-

tor is based on oversampling and noise-shaping, which is similar to its lowpass 

counterpart. 26  From a system-level point of view, the main difference is that 

in a lowpass  ΔΣ  modulator the noise transfer function (NTF) has zero(s) at 

DC whereas a bandpass modulator requires zeros at the input frequency so 

that the noise at this frequency range can be shaped. The output bit-stream 

of the  ΔΣ  ADC is applied to a digital mixer to demodulate the AM signal in 

the digital domain. The signal is then applied to a decimation fi lter to extract 

the BB information and to form the ratiometric readout function. 

 The advantage of this solution is its immunity to DC errors since this type 

of data converter inherently offers a bandpass characteristic and the mixing 

operation is performed in the digital domain. However, the power dissipa-

tion of this approach is relatively high due to the power needed to provide 

the noise-shaping characteristic (using active resonators) at a relatively high 

frequency. More specifi cally, an overview of state-of-the-art bandpass con-

verters with:  × 10 MHz carrier frequency, a dynamic range above 15 bits and 

a signal bandwidth of a few kHz, shows that the power consumption is in 

the order of several tens of mW, 27,28  which is too high for an integrated ECS 

interface in most applications. One solution for this issue is, fi rst, to down-

convert the signal to a lower intermediate frequency band (low-IF), and 

then to apply the signal to a low-IF bandpass  ΔΣ  modulator. Even though 

low-IF  ΔΣ  converters consume a signifi cantly lower amount of power, the 

interface still requires a preceding linear analog mixer (like in the synchro-

nous detection approach). This implies that if both resolution and power 

consumption are the leading factors in an ECS interface, then the use of a 

linear low-noise and power-effi cient analog mixer is inevitable.  

  4.5.3      Synchronous detection-based ECS interface 

 Based on the demodulation approach shown in Fig. 4.13, a simplifi ed archi-

tecture of the ECS interface proposed in Nabavi  et al . (2010) 29  (including 
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two channels) is depicted in Fig. 4.15. Performing the mixing operation in 

the current domain provides more linearity (than in the voltage domain) 

since the series on-resistance of the switches cannot introduce distortion to 

a current signal. Accordingly, the output voltages of the front-end oscilla-

tor are converted into fully-differential output currents using two transcon-

ductance stages GmtGG . These stages are capacitively coupled to the oscillator, 

both to eliminate the DC component of the oscillator outputs and to allow 

adjustment of the input DC voltage VadVV jd  at the desired level. The output cur-

rents of the GmtGG  stages are capacitively coupled to passive mixers (or chop-

pers) to demodulate the displacement information. This capacitive coupling 

prevents any DC output currents from being up-converted by the mixers. 

This helps to reduce the high-frequency ripples at the output of the demod-

ulator. To synchronize the demodulation with the oscillation frequency, the 

mixers are driven by a comparator that detects the polarity of the oscilla-

tor differential output voltage. Any offset of this comparator appears as a 

common-mode multiplicative error, which is suppressed by the ratiometric 

measurement.      

 Two transimpedance amplifi er (TIA) stages convert the demodulated 

currents into output voltages and pre-fi lter the high-frequency ripples. The 

outputs are applied to off-chip RC fi lters that further limit the bandwidth to 

a few kHz, which is in line with the signal bandwidth of interest. Finally, the 

outputs are digitized by an external ADC, after which the ratiometric calcu-

lation is performed in the digital domain. 
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4.15      Simplifi ed circuit diagram of the synchronous detection-based 

ECS interface adapted for ratiometric measurement.  
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 As mentioned, to improve the stability of the interface it is necessary to 

suppress the effect of low-frequency errors. One source of these errors is the 

charge injection by the switches in the passive mixers. Since these switches 

are working at the virtual grounds of the TIAs, the charge injection appears 

mostly (to the fi rst order analysis) as a common-mode effect that is sup-

pressed at the differential outputs of the TIA stages. 

 To eliminate the differential component of the charge injection (due to 

mismatch of the switches) and the self-mixing offset, as well as the offset 

and the 1/ f  noise of the operational amplifi ers (opamps) in the TIAs, an AZ 

mode is employed. In this mode, by disabling the outputs of the mtGG  stages, 

no input signal is applied to the passive mixers. At the same time, the mixers 

are still driven by the comparator. Therefore, the outputs of the TIA stages 

correspond to the residual charge injection of the switches and the opamp 

offsets. This auto-zeroing operation is repeated every 50 ms so that the low-

frequency errors can be measured at the outputs and subtracted from sub-

sequent measurements. 

 This interface achieves a dynamic range of more than 15 bits (better than 

100-nm resolution with 3-mm full-displacement scale range) with 1 kHz 

bandwidth, 30 ppm/ ° C thermal drift, 18 mW power consumption and an 

excitation frequency of 20 MHz. It is shown that the utilized AZ operation 

can improve measurement stability performance by 2–3 bits. This interface 

is a suitable choice for applications demanding high performance in which 

the power budget is slightly relaxed. 

 A standard 0.35  μ m Si/Ge BiCMOS technology is utilized for implement-

ing the interface circuits. In such a process, bipolar (NPN) transistors offer a 

considerably higher transconductance than their nMOS counterparts (as a 

rule of thumb, a transconductance of about four times larger with a similar 

biasing current and die area). From a circuit design standpoint (in comparison 

 Table 4.2     Qualitative comparison for alternative ECS interface design methods 

 Specifi cations 

interface 

realization method 

 LC resonator 

with SC 

oscillator 3  

 Relaxation 

oscillator 19  

 LC oscillator 

with 

ratiometric 

and precision 

peak 

detection 4  

 LC oscillator 

with 

ratiometric 

and 

synchronous 

detection 29  

 Excitation 

frequency 

 Low  High  High  High 

 Dynamic range  Low-

medium 

 Medium-

high 

 Medium  High 

 Power 

consumption 

 Low  High  Low  Low-

medium 

 Bandwidth  High  Medium  Medium  Medium 

 Stability  Low-medium  Medium  Medium  High 
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with complementary MOS (CMOS)), this helps to lower the impedances at 

the internal nodes signifi cantly, therefore achieving the desired bandwidth 

with a lower power dissipation. Furthermore, bipolar junction transistors 

(BJTs) offer a considerably lower 1 /f  noise than their MOS counterparts 

(about two orders of magnitude in the technology employed, with a simi-

lar biasing current and die area). The combination of a low 1 /f  noise and 

a larger transconductance (under similar conditions) makes the BiCMOS 

process an appropriate choice for ECS interfaces targeting high excitation 

frequency, high measurement stability and low-power functionality.   

  4.6     Conclusion 

 In this chapter, key design aspects for eddy-current displacement sensors 

(ECSs) and interfaces were discussed. Furthermore, design challenges 

related to the design of the sensor and the electronic interface were ana-

lyzed and explained. Recent advances in this fi eld were reviewed, compared, 

and categorized in order to provide the reader with a clear design perspec-

tive. The key design points, together with the contents of the chapter, can be 

summarized as follows:

   The distance to the target sensed by ECSs is defi ned by three factors: the • 

real sensor-target distance, the eddy currents penetration depth and the 

target thickness.  

  To suppress the imperfections of ECSs (in particular, in precision indus-• 

trial applications) it is essential to increase the excitation frequency by 

more than one order of magnitude in comparison to currently popular 

values of a few MHz. To this end, integrating the sensor and the elec-

tronic interface is indispensable.  

  The state-of-the-art ECS interfaces are surveyed and their pros and cons • 

are discussed. Table 4.2 provides a qualitative comparison of their per-

formance area.  

  Employing second-order LC cross-coupled oscillators is shown to be • 

the most power-effi cient way of exciting relatively high-quality factor 

ECSs.  

  Ratiometric measurement can effectively improve the resolution/stabil-• 

ity performance of the interface when using a cross-coupled LC oscilla-

tor as the front-end stage.  

  The synchronous detection approach adapted for an LC front-end oscil-• 

lator and the ratiometric measurement can be the most power-effi cient 

way to realize a high-performance ECS interface.  

  Utilizing BiCMOS technology for implementing an ECS interface • 

provides a proper trade-off in terms of stability, speed and power 

consumption.          
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  Abstract : In this chapter, the numerous challenges in reliable 
measurement of vacuum ultraviolet (VUV) and extreme ultraviolet 
(EUV) radiation with silicon radiation detectors will be discussed. The 
most severe issue is the high absorbance of any kind of material in these 
spectral ranges, which poses stringent requirements on possible detector 
designs. In particular, a high value of the spectral responsivity and the 
necessary radiation hardness put contradicting demands on the devices. 
In order to fi nd a solution, it is necessary to describe and understand 
in detail the basic physical processes for the interaction between the 
radiation and the detector. The spectral responsivity of VUV and EUV 
detectors is measured using monochromatized synchrotron radiation 
as a radiation source, and electrical substitution radiometers as primary 
detector standards. We will present selected types of silicon-based 
semiconductor detectors, and discuss their performance in the context of 
the named aspects. 

  Key words : VUV/EUV radiation, silicon photodetectors, spectral 
responsivity, radiation hardness, VUV/EUV radiation damage. 

    5.1     Introductory overview 

 Radiation detection in the VUV and EUV spectral ranges comes with 

specifi c physical and technical challenges which are not present in, e.g. the 

visible and infrared (IR) regimes. However, this part of the electromag-

netic spectrum with wavelengths shorter than the air-UV is still of growing 

interest for industrial applications. The semiconductor photolithographic 

industry with its process lines at wavelengths of 193 and 13.5 nm requires 

reliable radiant power measurements and may be seen as a main driving 

force. Other applications (e.g. UV curing for varnish hardening or water 

disinfection) also have a certain presence in this fi eld. Moreover, analytical 

methods used in process control, that is, ellipsometry for the determination 
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of thin fi lm thicknesses are being extended to short wavelengths as well, and 

also need reliable VUV and EUV detectors. 

 In the following, we denote the spectral range from 40 to 200 nm (the working 

range of normal incidence refl ective optics) as VUV, and the adjacent shorter 

wavelength range from 40 nm down to about 1 nm (where grazing  incidence 

mirrors – or, for restricted wavelength intervals, normal incidence multilayer 

mirrors – are used) as EUV. In both spectral ranges, due to absorption, the 

radiation must be transported through vacuum. Moreover, particularly in 

the VUV range, the radiation is almost completely absorbed within a layer 

of only a few nanometers thickness of any solid material. Due to the exist-

ing high photon energies, the radiation is ionizing through the photoelectric 

effect, and therefore charges insulating materials. This puts stringent require-

ments on any radiation detecting device. Particularly, the sensitive region of 

the detector must be as close to the upper surface as  possible, and essentially 

there should be no protecting top layer. Besides detectors based on direct 

surface photoemission, any detector using the internal  photoelectric effect 

requires a very mature technology to fulfi ll these requirements. Therefore, 

silicon-based detectors are the common choice in this fi eld of application. In 

the following section, we will discuss the basic device solutions to meet the 

requirements of VUV/EUV detection and present the respective methods 

for radiometric characterization of the detectors.  

  5.2     Challenges for radiation detection in the EUV 
and VUV spectral ranges 

 In the context of this chapter, we will restrict the discussion to the detec-

tion of photons by the photoelectric effect. This means that we will not 

consider any other excitation processes (e.g. as in photochemical detectors) 

or purely thermal detection principles. Moreover, we will neither discuss 

single-photon detectors nor energy dispersive detectors, although most of 

the considerations presented here will also apply to these detectors, too. The 

photoelectric absorption creates at least one excited electron in an energy 

state above the vacuum level. If the absorption occurs close enough to the 

surface, this electron, as well as secondary electrons generated by electron 

scattering processes, may escape from the detector to the vacuum, generat-

ing an external photocurrent. If the electrons do not escape into vacuum, 

they populate the conduction band in the detector material. Thus, a fi rst 

classifi cation of VUV detectors can be based on whether the detected elec-

trons are external or internal. 

 The essential part of external photoemissive detectors is the photo-

cathode, where electrons are ejected by photon excitation. In photoemis-

sive diodes, these electrons are directly measured as a current, whereas in 

�� �� �� �� �� ��



104   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

photomultiplier tubes, secondary electrodes (dynodes) are used for a charge 

multiplication process of the primarily generated electrons. These detectors 

may be operated in a proportional amplifi cation mode or in a saturated 

photon counting mode. A well-known example for a photoemissive diode 

is the so called  ‘ gold diode ’  where just the external photocurrent from an 

Au-coated electrode is measured. From the known photoelectric yield of 

Au in the VUV spectral range, 1  the measured current can be directly related 

to the radiant power. In metal vacuum chambers, it is principally suffi cient 

to place only the photocathode metal plate insulated from ground into the 

photon beam and apply a negative bias voltage. The surrounding vacuum 

chamber, which is usually grounded via other installations like ion pumps 

and vacuum gauges, acts as the anode. The accuracy of the measurement is 

limited because the photoelectric yield is already strongly infl uenced by sub-

monolayers of contamination. However, the method is simple and robust, 

and the results will at least be correct in the order of magnitude, which is not 

necessarily assured for detectors based on internal photocurrent measure-

ments if they were subject to prolonged irradiation. Addition of an external 

anode results in a more sophisticated design and assures collection of the 

emitted electrons. However, it does not remove the main source of error in 

the measurement which is the cleanliness of the cathode surface. 

 On the other hand, detectors using the internal photoeffect offer higher 

responsivity and potentially higher accuracy, if operated properly. These 

detectors measure the change in their electrical properties induced by the 

photogenerated charge. The internal photoeffect excites an electron from 

an occupied band, inner shell or valence band into a state above the Fermi 

level. In order to induce any difference in the electronic properties of the 

detector material, the band into which the electrons are excited must be 

almost unoccupied such that the electron population induced by the pho-

ton irradiation signifi cantly increases the initial population. Ideally, there 

are no free charge carriers in this band without photon irradiation. Thus, 

the internal photoeffect leads either to increased conductivity in a homo-

geneous high-resistance material or to the creation of electron-hole pairs 

of charge carriers which are then separated by an internal electrical fi eld 

in a depleted region. Furthermore, the charge carriers created inside the 

material must be measured at external electrodes. Therefore, not only are 

materials with a suffi ciently long carrier lifetime and an adequate carrier 

mobility needed, but also some kind of technology for creating contacts to 

the detector material. 

 For the photoconductive type of detectors, only one type of material of 

suffi ciently high resistivity of either n- or p-type is needed; no doping tech-

nology to create both n- and p-conducting regions to form a p-n junction at 

the p-to-n interface is required. Therefore, the fi rst examples of detectors 
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from more exotic materials like diamond are, indeed, of the  photoconductive 

type. 2  The use of such wide band-gap materials is mainly triggered by the 

request to detect very low levels of VUV radiation in the presence of very 

high levels of visible and IR radiation (e.g. in space-based solar physics 

applications). These photoconductive detectors, however, do have many 

drawbacks: an unstable temporal response, limitations in size, homogeneity 

issues caused by the indispensable contact grids, and a prolonged response 

time not suited to measure individual pulses of high-frequency pulsed radia-

tion sources. 

 Any kind of detector used in the VUV and EUV wavelength ranges must 

be in a vacuum, as the radiation to be detected will be strongly absorbed by 

any atmosphere. Furthermore, the radiation absorption of all materials in 

the spectral region around 100 nm is almost equally high, resulting in full 

absorption of the radiation within the fi rst few nanometres (Fig. 5.1).      

 No solid material is transparent for wavelengths shorter than 105 nm, 

which is the absorption edge wavelength of LiF, corresponding to its band-

gap energy of 11.8 eV. This particularly means that no window or other 

transparent layer can be used in front of the detector for protection. For 
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 5.1      Half value layer thickness of representative materials in the EUV 

and VUV wavelength ranges. Examples for UV-transparent, insulating 

materials are SiO 2  (———) and MgF 2  (- - - -). Si (––––) is shown as the 

typical active detector material and Pt (.......) as a representative for 

a front metal contact layer. The data are taken from Reference 41 for 

the EUV spectral range and from Reference 42 for the VUV range. The 

spectral ranges of EUV and VUV as denoted here are also indicated, as 

well as the most important wavelengths for semiconductor lithography 

in the respective spectral range. The visible spectral range (VIS) is 

indicated for reference.  
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radiation detection with photodiodes, this additionally implies that the sen-

sitive region of the detector must be as close to the upper surface as possible, 

which severely limits the use of protecting top layers. Another specifi c issue 

for the detection of VUV (and even shorter wavelength) radiation is that 

the photon energy is suffi ciently high to create photoelectrons (and respec-

tive vacancies) by external photoemission. This is particularly the case in 

any insulating top layer such as silicon dioxide (SiO 2 ), which is widely used 

as the natural passivation layer on silicon. In the UV and visible spectral 

ranges, SiO 2  is a very appropriate option for a top layer because it is trans-

parent and can, additionally, be used as an antirefl ection layer. However, 

vacancies resulting from photo-induced electron emission due to VUV/

EUV irradiation will not be quickly re-fi lled and, as a result, a permanent 

positive space charge is generated. The resulting electrical fi eld superposes 

the internal space charge of the p-n junction. For p-on-n diodes, this lowers 

the junction potential, and may even inverse it at the oxide interface so that 

detector responsivity drops to zero. 

 The external photoemission generates a current from the top surface of 

the diode through the vacuum towards ground. Therefore, two components 

of the total current must be considered: an external current through vacuum 

to ground and an internal current towards the reverse of the diode (see 

Fig. 5.2). For pixel sensors or integrated sensors with several diodes on the 

same chip, usually the reverse of the diode is used as a common electrode 

and the contacts on the front are used to read the signal from each individ-

ual pixel of the detector. For the VUV spectral range, this approach results 

in the measurement of the sum of external and internal photocurrent. Any 

instability or change of the external photocurrent (e.g. due to surface con-

tamination and local charge build-up) will thus be included in the measured 

signal.      

 Finally, the most challenging issue for VUV and EUV photodetectors 

comes from radiation-induced degradation. Three main processes must be 

considered: (1) charging of the surface layers, (2) the build-up of contamina-

tion from the residual gas atmosphere and (3) damage of the surface pas-

sivation by prolonged irradiation. The combination of the relatively high 

photon energies suffi cient for the creation of photoelectrons, the extremely 

short absorption lengths and the need of operation in vacuum results in 

strong irradiation ageing of detectors which otherwise are regarded as quite 

stable in other (optical) wavelengths ranges. 

 To summarize, for the detectors using the internal photoeffect, the exter-

nal photoemission combined with the strong absorption of radiation in the 

VUV/EUV spectral ranges causes a signifi cant operational challenge that 

is not present in applications in the visible and near UV spectral ranges. 

To meet these challenges, feasible VUV/EUV detectors must have a design 

adapted to the critical issues presented here.  
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  5.3     Device solutions for radiation detection in the 
EUV and VUV spectral ranges 

 The demanding challenges for a stable and highly responsive VUV/EUV 

detector require devices with a highly uniform depletion zone and shallow 

cross-section. Therefore, any solution for these challenges in the fabrication 

of a device must be based on a versatile and mature technology. This strongly 

favors silicon as the detector material. Silicon technology outperforms any 

alternative technology – at least, if the integration of further functionality is 

required to make the sensors smart. For some applications of VUV detec-

tors, however (e.g. solar physics), it is desirable to have a strong suppression 

of the near UV and visible spectral ranges because the radiant power in 

these spectral ranges is much higher than that in the VUV. This require-

ment led to the development of wide band-gap material detectors (known 

as solar-blind detectors) 2  based on gallium arsenide (GaAs), aluminium 

nitride (AlN) or even diamond. 2  For these detector materials, however, the 

current technologies have not reached the same degree of sophistication as 

in the case for Si. At the moment, this limits the use of those detectors to the 

detection of very low radiant power (e.g. for astrophysical applications). 3  

For the EUV spectral range, metal fi lters on silicon provide an alternative 
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 5.2      Scheme of a photodiode with external and internal photocurrent. 

For p-on-n diodes, both components have the same polarity; for n-on-p 

diodes the polarity is opposite. The charge separation in the depletion 

region is shown in the fi gure for an n-on-p diode. Only if the contact 

on the front face is put to ground and the current is measured from the 

bulk side electrode, the internal photocurrent alone is measured.  
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solution because metals like Zr or Al are somewhat transparent in the wave-

length region below 40 nm but, being metals, are opaque to UV and visible 

radiation. 4,5  As outlined in the previous section, VUV and EUV radiation 

interacts with the detector by a process of photoelectric absorption close to 

the surface. For some applications in the fi eld of hard X-ray or IR detection, 

it may be desirable to hybridize a highly absorbant material like cadmium 

telluride (CdTe) with silicon for use in the signal read out and amplifi ca-

tion. 6  In the VUV and EUV ranges, however, silicon itself is suffi ciently 

absorbant. Therefore, silicon is the fi rst choice for EUV and VUV detec-

tors because it provides low-cost solutions to achieve superior homogeneity, 

very good electrical properties and long-term stability, as will be discussed 

in Section 5.5. 

 For the visible and near UV spectral ranges, the most common diode 

structure is a silicon p-on-n junction protected by a SiO 2  passivation layer 

which is the natural passivation top layer and also acts as an antirefl ec-

tion layer. Because the SiO 2  half value layer thickness (i.e. the thickness 

at which half of the photons entering the layer are already absorbed by 

the material) is only 4 nm in the VUV spectral range (Fig. 5.1), an obvi-

ous step towards VUV-sensitive diodes was to thin the oxide down to a 

few nanometers. Initial investigations on the VUV detection properties of 

silicon diodes were reported in the 1980s. 7  The authors compared inver-

sion layer diodes, 8  n-on-p diodes with P and As doping 9  as well as B-doped 

p-on-n diodes. Besides issues related to impurity – which were typical issues 

for diode technology at this time – the surface charging of the oxide was 

identifi ed as the main issue for device stability. With this consideration in 

mind, n-on-p doping polarity was suggested because, in this case, the posi-

tive surface charge does not counteract the internal fi eld of the junction. 

Further improvements could be achieved by nitridation of the silicon-oxide 

interface. 10  Nevertheless, the stability of these devices is not suffi cient for 

higher radiant power applications. For exposures above about 1 J/cm 2 , these 

diodes still degrade. 11  As a result, devices without oxide passivation layer 

were developed. For the n-on-p type devices, the SiO 2  layer was substituted 

with a metal-silicide layer, 12  yielding devices with much higher stability. 

 In the VUV spectral range, it is crucial to achieve a monotonous and very 

steep doping profi le in order to extend the build-in electrical fi eld as close 

to the surface as possible to collect all generated charge – the photons are 

absorbed close to the surface due to the low penetration depth. Different 

doping processes had been used to achieve this, using elements like P, As or 

B as donors or acceptors. 7  In the case of B-doped p-on-n diodes, the junc-

tion as produced by standard doping technologies is not suffi ciently shal-

low. This has been studied in detail for the production of energy dispersive 

EUV detectors. 13  Energy dispersive detectors measure single photons and 

convert the charge created by each single photon into a voltage pulse which 
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is proportional to the charge created. These pulses are registered with a digi-

tal pulse height analyzer and incrementally stored in a respective channel 

to create a pulse height spectrum, which represents the measured photon 

energies. Here, photons in the spectral range from 4 to 10 nm are detected 

individually. Due to the silicon L-absorption edge, the penetration depth 

of these photons in silicon is even lower than for the spectral range from 

12.5 to 60 nm (see Fig. 5.1). Furthermore, the charge created per photon in 

the energy range above the Si-L edge is suffi cient to detect charge losses 

by recombination for each individual photon in the measured pulse height 

spectrum. By measuring the pulse height spectrum, one can differentiate 

between a situation where every photon is registered but only a part of the 

initially generated charge is collected, and a situation where the full charge 

is collected for each photon that is detected but a proportion of the pho-

tons is lost by absorption in a dead layer on top of the detector. For the 

measurement of photocurrent, both situations would yield the same result. 

Therefore, the energy dispersive detection of the low-penetration-depth 

but rather high-energy photons with photon energies higher than 100 eV 

is a good means by which to understand the surface-related recombination 

losses for photons absorbed in the uppermost region of a silicon detector. 

The relation between the spectral line shape in energy dispersive photon 

counting and the charge collection effi ciency as a function of depth close to 

the detector entrance contact is presented elsewhere. 13,14  

 In the EUV spectral region, each photon generates a number of electron-

hole pairs which is proportional to the photon energy. The proportionality 

factor is 1/ W , where  W  is the electron-hole pair creation energy. 15  If there is a 

loss of charge due to recombination at the surface, the charge measured per 

pulse is reduced. Thus, the measured line shape for mono energetic photons 

yields direct information on recombination induced signal losses. By this 

method, it was shown that standard B-implanted junctions did not achieve 

suffi cient fi eld strength close to the surface to pull the electrons away from 

the surface suffi ciently rapidly. For the energy dispersive detectors, the 

build-in fi eld strength was improved by an additional P-implantation just 

beneath the B to increase the local fi eld strength 13  close to the surface. 

 Another approach is  ‘ pure boron ’  technology (i.e. a boron doped p-on-n 

diode with no oxide passivation layer). 16  Chemical vapour deposition (CVD) 

of a thin amorphous boron layer on top of the diode solved the issue of 

implanted B doping mentioned earlier because it provides a B reservoir at 

the surface and thus assures a stable and steep monotonous doping profi le, 

which results in a high build-in electric fi eld extending up to the surface, 

facilitating an effi cient charge carrier collection, even close to the boron–

silicon interface. A similar type of radiation-hard and highly sensitive boron 

doped diode with an SiO 2 -free top layer was independently developed 

elsewhere. 17  Finally, also PtSi/n-Si Schottky diodes proved to be extremely 
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radiation hard in the VUV spectral range. 18  However, their shunt resistance 

is relatively low, which challenges the measurement of a low photocurrent 

in the picoampere (pA) range. For all approaches, not only the design deter-

mines the detector’s properties, but also the stability of the manufacturing 

process, as the characteristics strongly depend on the purity and uniformity 

of the layers and interfaces. 

 So far, only single diode devices have been discussed.   For many appli-

cations, however, either imaging sensors are required, or several small 

diodes will be integrated on a single chip for advanced detection systems. 

This requires the readout of several separate signals from the same chip. 

The natural solution would be to use a common electrode on the reverse 

and create the requested detectors with individual electrodes on the front 

face. In this case, however, the signals must be read from the front. This is 

a common technique for pixelated detectors in the UV and visible spectral 

ranges, and is also offered for EUV detectors. 19  The problem is that, for this 

polarity, the external photocurrent is included in the measured signal. This 

might be acceptable for EUV detection where the internal current is much 

higher than the external, and thus a small change in the external current 

does not signifi cantly change the total signal. In the VUV range, however, 

both current components are about equal. Therefore, another solution is 

SiO2

Passivation layer

Low doped epitaxial layer

Bulk substrate material

n+ and p+ implants for contact and 
pixel insulation

Metal contact

Shallow front contact doping (p+)

Depletion region
Buried n+ layer

 5.3      Operational scheme of pixelated diode detectors with top 

electrode at ground potential. The individual pixels are insulated with 

respect to the substrate by an additional p-n junction. Note that the 

substrate has the same polarity as the entrance contact of the diodes 

in this case. The example shown is for a p-on-n sensitive junction 

formed in an n-conductive epi-layer on a p-conductive substrate.  
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needed. This can be achieved by adding a further p-n junction between the 

bulk side of the sensitive junction and the substrate of the detector. Then, 

the sensitive junction can also be individually contacted on its reverse, while 

the front surfaces of all diodes are connected to a common contact which 

is put to ground (see Fig. 5.3). There is, however, a price to be paid for this 

confi guration: the additional parasitic p-n junction in parallel to the photo-

diode will contribute to the dark current and the output capacitance. There 

are more sophisticated systems based on double-sided wafer processing and 

charge-drifting systems, such as that for active pixel detectors. 20        

  5.4     Methods of radiometric investigation and 
characterization 

 In radiometry, the basic physical quantity to be determined is the radiant 

power of the electromagnetic radiation, which is similar to the radiant fl ux. 

Commonly, a radiation detector is described in terms of its spectral respon-

sivity (i.e. its output signal in relation to the incoming radiant power). With 

the exception of ideal total ( ‘ black ’ ) absorbers, spectral responsivity is a func-

tion of the wavelength. This is particularly the case for silicon-based photo-

diodes, where the material characteristics (e.g. surface refl ectance, internal 

quantum effi ciency) show strong dependencies from the wavelength. In the 

common event that the radiation has a continuous wave (cw-) characteris-

tic, the current of the silicon photodiode in the short circuit (photovoltaic) 

mode is usually taken as output. It is also possible to apply bias voltages if 

needed and, in the event of pulsed radiation, the detector output is then 

measured in terms of the total charge created, or the voltage pulse height 

at a certain load resistance – which, for a fi xed temporal shape of the pulse, 

is proportional to the charge generated. The detector’s response, however, 

cannot be assumed to be a unique constant; it may vary across the detectors 

surface (spatial non-uniformity), with the radiant power (linearity, satura-

tion), temperature and time (degradation by irradiation and long-term tem-

poral instability). Moreover, especially if the measurement is taken under 

a large angle of incidence, the responsivity is polarization-dependent due 

to the surface refl ectance. For a complete description of a device, all these 

characteristics must be taken into account. 

 Basically, any physical measurement must be traceable to the SI 

(International System of Units) (i.e. the quantity to be measured must be 

related to the respective realization of the unit: a ‘primary standard’). In 

the case of radiant power, electrical substitution radiometers as primary 

detectors had already been introduced with the establishment of quantita-

tive radiometry 21  at the end of the nineteenth century. Since the early 1980s, 

their performance was improved substantially by turning to cryogenic 
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temperatures. 22  Electrical substitution radiometers are thermal detectors 

based on the equivalence of radiant and electrical heating. By substitu-

tion of the absorbed (radiant) power to be measured with electrical power, 

traceability of the measurement to basic electrical units is established. By 

defi nition, the primary standard defi nes the quantity, and is not to be cali-

brated. For the long wavelength range (i.e. in the (air-) UV, visible and IR 

spectral ranges), measurements are commonly realized using (tunable) 

lasers or monochromatized arc discharges as radiation sources. However, 

for wavelengths shorter than 200 nm, measurements in air are no longer 

possible due to the absorption of air-borne oxygen and water. Although it is 

possible to some extent to use nitrogen (or noble gases) for purging, at least 

the absorption edge of available window materials gives a defi nite limit at 

about 105 nm (see Section 5.2). To cover the whole VUV and EUV spectral 

range, the use of monochromatized synchrotron radiation for these purposes 

has been established by certain National Metrology Institutes (NMIs): the 

Physikalisch-Technische Bundesanstalt (PTB) in Germany, 23  the National 

Institute of Standards and Technology (NIST) in the United States, 24  and 

the National Metrology Institute of Japan (NMIJ). 25  Although this is quite 

an effort from the perspective of instrumentation, the use of synchrotron 

radiation offers several advantages for radiometric measurements: besides 

covering a wide spectral range, the radiation characteristics are well-known 

and the source itself is a high-vacuum machine, providing clean ultra-high 

vacuum conditions for the measurements. The mutual agreement of the 

different existing standards of the NMIs mentioned above in their mea-

surement results within their individual uncertainties was proven by an 

international validation process in recent years. 26–28  

 At PTB, synchrotron radiation from the electron storage rings Metrology 

Light Source (MLS) 29  and BESSY II, 30  both located in Berlin-Adlershof, is 

used at different beamlines either for the UV/VUV spectral range down 

to 40 nm 31  or for the EUV spectral range from 40 down to 1 nm, the latter 

covering the 13.5 nm-wavelength with its relevance for EUV lithographic 

technology. For these two spectral sub-ranges, two different cryogenic elec-

trical substitution radiometers are also in use at PTB as primary detector 

standards, 32,33  ensuring the lowest uncertainty possible for the respective 

range. Both radiometers are equipped with cavity absorbers which ensure 

almost complete absorption of the radiation in the respective wavelength 

ranges. Beyond the EUV range, at dedicated X-ray beamlines, it is also pos-

sible to extend detector calibration and characterization up to 60 keV pho-

ton energy, respectively 0.02 nm (Fig. 5.4). 35  The existing instrumentation 

allows the detectors to be precisely calibrated with a low level of uncertain-

ties and, furthermore, to be characterized in detail regarding their temporal 

characteristics, temperature dependence, spatial uniformity, linearity and 

aging behaviour.       
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  5.5     Spectral responsivity and radiation hardness 
of EUV and VUV radiation detectors 

 The elementary physical process determining the spectral responsivity of 

a semiconductor photodetector is the creation of electron-hole pairs in the 

photodiode depletion zone. The mean energy required to create an elec-

tron-hole pair  W  is a material property of any semiconductor. In the UV 

and visible spectral range (i.e. for wavelengths above 310 nm), it equals the 

photon energy; there is exactly one electron-hole pair created per absorbed 

photon – that is, the quantum effi ciency   ε   is constant   ε   = 1 (electron/photon). 

At shorter wavelengths (or higher photon energies, respectively) the kinetic 

energy of the initial photoelectron is suffi ciently high to generate secondary 

electron-hole pairs by electron–electron scattering. For silicon, the probabil-

ity of these additional ionization processes, however, stays low up to about 

4.4 eV photon energy, corresponding to a wavelength of 280 nm. 35  Thus, 
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 5.4      Scale of spectral responsivity maintained by PTB using 

monochromatized synchrotron radiation from UV to X-ray regimes 

as source, and calibrated silicon photodiodes as detectors (traceable 

to cryogenic radiometers as primary detector standards). The data 

shown are for an n-on-p silicon diode with a thin SiO 2  passivation 

layer. The symbols indicate the different beamlines used: Double 

Crystal monochromator at a wavelength shifter (○), Four Crystal 

Monochromator at a bending magnet ( ◇ ), EUV radiometry beamline 

(△), Plane Grating Monochromator at an undulator (●), and the 

Normal Incidence Monochromator at the MLS ( ◆ ). The solid line is 

the model estimation for best-effort silicon radiation detectors. The 

severe drop in measured responsivity at wavelengths shorter than 

about 0.2 nm is simply due to the high penetration depth of the 

X-rays and the only  μ m-thick sensitive depletion region of the diode.  
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  ε   = 1 holds essentially down to this wavelength and the corresponding value 

for  W  increases to  W  = 4.4 eV. With increasing photon energies (i.e. decreas-

ing wavelengths) the secondary ionization process sets in and  W  converges 

rapidly to a constant value of  W . This asymptotic value is almost reached at 

80 nm in the VUV spectral region. For shorter wavelengths (i.e. in the EUV 

spectral range) the value is constant. For silicon, it has been determined to 

be  W  = (3.66  ±  0.03) eV. 15,35  

 For an ideal detector, the spectral responsivity,  s , would only be charac-

terized by this value,  s  =  e / W , where  e  denotes the elementary charge (see 

Fig. 5.5). To obtain the spectral responsivity of a real detector, additional 

physical processes must be taken into account. In the EUV, the detector sur-

face does not play any role as the refl ectance of all materials goes to zero for 

wavelengths below about 50 nm. In the VUV spectral range, the refl ectance 

of the detector surface must be taken into consideration. Between 100 and 

200 nm, a silicon/silicon oxide surface has a refl ectance higher than 50%. 

Note that, unlike in the UV/visible spectral range (VIS) spectral ranges, the 

selection of a   λ  /4 thickness of the oxide to achieve an antirefl ection behav-

iour is not an option due to the strong absorption in the oxide of refractive 

index �n = n ik , with  k  being much larger than 1. The absorption in (dead) 

surface layers must be taken into account in all wavelength ranges.      

 The operation of any semiconductor device requires a passivation of surface 

electronic states to prevent excessive recombination, at least if the electroni-

cally active regions are close to the surface, which is a ‘must’ for VUV detec-

tion. For silicon, this passivation is usually achieved by a thin layer of grown 

silicon oxide. For improved radiation hardness, however, nitrided oxide or 

metallic silicide layers are also in use. In the spectral region of highest absorp-

tion, around 100 nm, a 5–6 nm silicon oxide layer already absorbs about 80% 

of the incoming radiation. Further loss mechanisms are due to electron-hole 

recombination and escape processes, where electrons are lost due to leaving 

the depletion zone. Although these effects are unavoidable, their individual 

strength strongly depends on detector quality (e.g. the number of impurity 

traps or the uniformity of interface layers between depletion and passiva-

tion layers). In the VUV spectral range, the absorption length of any kind of 

material reaches its minimum of, typically, only a few nm, and therefore any 

change of the detector surface – even of just one monolayer – has a drastic 

effect. The strong absorption in the surface layers typically reduces the spec-

tral responsivity at 190 nm by about a factor of 5, as compared with the value 

at 13.5 nm (see Fig. 5.4). Furthermore, the whole energy of the photons is 

deposited within a very thin layer at the surface of the detector while, at the 

same time, the detector is highly sensitive to any changes in these uppermost 

surface layers. This results in strongly enhanced radiation damage in the VUV 

range in comparison with, for example, the EUV spectral range. 
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 From these considerations, the limiting performance for an ideal silicon 

photodiode in the EUV/VUV spectral ranges can be estimated, as shown 

in Fig. 5.5. For short wavelengths below about 10 nm, the intrinsic limit, 

 s  =  e / W , can be almost realized with actual detectors because there are no 

refl ectance losses and a thin passivation layer does not excessively absorb. 

Above 10 nm, however, the absorptance of even the thinnest passivation lay-

ers increases drastically to about 50% in the spectral region around 100 nm. 

Representative experimental results for the spectral responsivity of differ-

ent types of silicon photodiodes are shown in Fig. 5.6. Note that the radiation 

hard devices with metal-silicide passivation have signifi cantly lower respon-

sivity in the VUV spectral range due to the strong absorption of these rather 

thick passivation layers. They are also less effi cient in the EUV spectral 

range below the silicon L-absorption edge at 12.4 nm. From spectral model-

ling of the device performance (see e.g. Ref. 15), it can be concluded that 
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 5.5      Responsivity of ideal silicon diodes. The solid line is the limit 

resulting from the internal quantum effi ciency of silicon. 35  The straight 

dotted horizontal line is the short wavelength approximation with 

constant  W  = 3.66 eV and the steeply increasing dotted line above 

200 nm represents the approximation for the long wavelength range 

with constant quantum yield   ε   = 1. The long dash-dotted line includes 

the loss by external refl ection for a 3 nm thick SiO 2  layer, calculated 

using the data from Palik. 42  This might by tailored in the region where 

the oxide is transparent by using thicker layers; the behaviour shown 

is for a 75 nm thick oxide is indicated by the long dashed line. Below 

130 nm even a thin oxide begins to absorb. The absorption loss for a 

3 nm thick oxide layer is additionally included in the data and is shown 

by the short-dashed line (below 120 nm, where the oxide becomes 

transparent, it overlaps with the dash-dotted line accounting for 

refl ection only).  
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this effect is not due to a thin dead layer of silicon but must be explained 

by a charge collection effi ciency monotonously increasing from a starting 

value below 1 to unity deeper in the active region. This reduced charge col-

lection effi ciency for photons absorbed close to the surface hints at charge 

losses at the silicon–silicide interface. Thus, it indicates the less effi cient pas-

sivation behaviour of the silicides as compared with SiO 2 . This effect also 

contributes to the lower effi ciency of silicide-passivated diodes in the VUV 

spectral range. There, however, it is masked by the strong absorptance of the 

passivation layer itself.      

 Regarding radiation hardness, the change of the detector’s spectral respon-

sivity under irradiation can be divided in three main categories: growth of 

surface contamination layers; surface charging of insulating surface layers 

(like SiO 2 ) due to external photoelectron emission; intrinsic damage (e.g. by 

creation of trapping states):  

   1.      Growth of   surface contamination layers : The detectors are used in 

vacuum because the radiation itself can only propagate in vacuum. 

0.30

0.25

0.20

0.15

S
pe

ct
ra

l r
es

po
ns

iv
ity

 (
A

W
–1

)

0.10

0.05

0.00
1 10

n on p + SiO2
n on p + Silicide
p on n boron
pt/nSi schottky
‘pure–B’

Wavelength (nm)
100 1000

 5.6      Absolute spectral responsivity of different types of photodiodes 

in the VUV and EUV spectral ranges. Shown are data representative 

of n-on-p diodes with a thin nitrided oxide passivation or a metal-

silicide passivation. 19  Boron doped p-on-n 17  and  ‘ pure B’ 16  devices 

achieve responsivity in the range between n-on-p diodes with a thin 

layer of nitrided oxide and PtSi/n-Si Schottky devices. 18  The theoretical 

estimation from Fig. 5.4 is also shown as a benchmark for comparison 

(- - - -). There were no representative data available for the PtSi/n-Si 

Schottky devices in the EUV spectral range. Note also that the EUV and 

VUV data are taken for the same type of diode but not always for the 

same individual device.  
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The photon energy, on the other hand, is suffi ciently high to ionize 

the  residual gas atmosphere. The most abundant species in a common 

vacuum system (water and hydrocarbons) are cracked and the result-

ing radicals either stick to the surface and create carbon contamina-

tion or initialize oxidation in case of O-H + . Nitridation of the SiO 2 –Si 

interface turned out to be advantageous for radiation hardness. 10  For 

prolonged irradiation, however, these oxide passivated diodes degrade 

extensively. 36,37      

   2.      Surface charging of insulating   surface layers (like   SiO   2   ) due to external 
photoelectron emission : This issue was already addressed in the early 

investigations of VUV diodes, 7  and changing from p-on-n to n-on-p 

polarity was suggested as a solution, because in this case the surface 

charging enhances the intrinsic fi eld of the junction. Particularly, the 

formation of inhomogeneities was observed when irradiating photo 

diodes with a small beam (Fig. 5.7a). 11  During an initial time period, the 

responsivity in the irradiated spot is stable but the region around the 

spot degrades. This was explained by a negative charging of the adja-

cent diode region due to photoelectrons accelerated back to the surface 

by the positive charge inside the irradiation spot and landing nearby on 

the oxide. This was proven by recovering the initial responsivity with a 

short irradiation of the initially shadowed area. 11          

 For the VUV spectral range, a pure-boron p-on-n diode was irra-

diated with a small beam. As discussed, for this polarity the positive 

charging of some parasitic oxide (probably grown in pinholes of the 

boron layer) decreases the responsivity. Figure 5.7b shows the recovery 

of the responsivity over time due to a surface discharge process. This 

recovery, within a period of days, also indicates that the effect must be 

caused by rather small islands of oxide in a conductive matrix because 

the recovery is even slower for homogeneous oxide layers.      

 In practical devices, as shown in Fig. 5.2, the reverse contact forms 

an outer ring around the sensitive region and the inner contact ring 

for the face of the electrode. It is connected by deep implanted 

doping to the reverse of the diode. The insulation between these two 

electrodes is usually achieved with SiO 2 . Irradiation of this region also 

charges the oxide which, in this case, mainly results in an increased dark 

current. 38   

   3.      Intrinsic damage (e.g. by creation of trapping states) : This type of 

damage can be understood as a persistence of the initial impact of 

the primary process of charging (i.e. the creation of dangling bonds or 

other types of activated centres in the passivation layer of the diodes). 

This may result in permanent recombination centres or facilitate oxi-

dation in the presence of O-H radicals (i.e. residual water vapour in an 

unbaked vacuum system). The damage of the nitrided interface for a 
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high irradiation dose could, indeed, be correlated to a radiation-induced 

oxidation of the surface as the K-absorption edge of O becomes more 

prominent in the spectral responsivity curve11. It is supposed that the 

combination of radiation-induced dangling bonds at the oxide–silicon 

interface in combination with O-H+ radicals facilitates surface oxida-

tion. Consequently, the oxide was substituted by an alternative passiv-

ation layer. Contamination was particularly investigated in the context 

of space-based VUV spectroscopy.    
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 5.7      Effect of local surface charging by narrow photon beams on 

the responsivity of oxide passivated n-on-p diodes. 11  The diode was 

irradiated in the centre (position a) with a dose of the order of 

10 mJ/mm 2  at a wavelength of 9 nm. The radiation-induced charging 

of the oxide is positive in the spot (photoelectrons are ejected) 

and negative around the spot due to electrons back accelerated 

to the diode by the positive charge and landing nearby. The fi rst 

measurement (●) was taken three months after this exposure and the 

responsivity was normalized to the initial value. It was almost stable 

in the spot but decreased in the adjacent areas. This can be explained 

by the infl uence of the positive respectively negative charge on the 

responsivity of n-on-p diodes; here, a positive charge supports the 

charge collection because it attracts the electrons towards the n-layer 

at the surface. A second short exposure of 0.3 mJ/mm 2  was placed 

at position b and a second scan was taken (○). In the irradiated spot, 

the responsivity was fully recovered by compensating the negative 

charge. In the adjacent areas, the responsivity was decreased by 

negative charging. In the position of the initial spot, the effect was 

less pronounced because the added negative charge was partly 

compensated by the remaining positive charge from the fi rst 

exposure. This was proven by a third exposure at position c and a 

subsequent scan across the sensitive area ( ◇ ).  
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 Whereas the changes due to categories 1 and 2 can, in principle, 

can reversed by suitable measures (cleaning, discharging), the pro-

cesses due to category 3, lead to irreversible, permanent damage and, 

moreover, also infl uence the electrical properties of the device – typ-

ically, signifi cantly raising the dark current, 38  or increasing the sur-

face recombination rate and, hence, leading to reduced responsivity. 39  

One common strategy to obtain higher radiation hardness regarding 

the latter is the use of a conductive (metallic) top layer. However, 

if this layer is simply added to the diode on top of the usual passiv-

ation layer, it substantially reduces the VUV responsivity due to its 

absorption. Therefore, the oxide passivation itself is replaced by the 

metallic top layer. At present, the front surfaces of devices with a 

metal-silicide passivation are signifi cantly thicker than the thinnest 

oxide layer passivation; also, their passivation properties are inferior. 

Therefore, these devices have much lower responsivity in the VUV 

spectral range than diodes with oxide passivation. The latter, however, 

are not stable under VUV irradiation. Until now, only devices with 

a highly doped B-layer technique have combined radiation hardness 

with high responsivity. 17,40  
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 5.8      VUV exposure of a   ‘pure-B’ diode. Initially, the responsivity was 

homogeneous across the sensitive region (❍). The second scan was 

taken directly after a short exposure of only 0.04 mJ/mm 2  with 121 nm 

radiation. The observed decrease in responsivity is almost 20% relative 

(◇). Here, the positive charge in the spot decreases the charge collection 

effi ciency because the diode is p-on-n polarity. For this type of diode, the 

initial responsivity was almost recovered after 4 months storage of the 

device (△).  
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 Summarizing, it can be stated that silicon diodes without an oxide passivation 

layer provide the best radiation hardness in the VUV/EUV spectral ranges. For 

the measurement of irradiation stability, it is possible to look directly for the 

signal change during irradiation. However, all three effects (i)–(iii) will always 

be observed in combination. To distinguish between them, it is necessary to 

perform measurements of spectral responsivity before and after irradiation, 

as well as after cleaning processes. For well-defi ned irradiation spots, this can 

also be achieved by scanning across the detector surface. In any event, these 

measurements need a high level of reproducibility to be comparable.  

  5.6     Future trends 

 The present status of VUV and EUV detectors based on the internal photo 

effect can be summarized as follows:

   The devices are usually silicon devices. The only exception is for applica-• 

tions where high VUV sensitivity and simultaneously no responsivity in 

the UV and visible is required (solar blindness).  

  All detectors with insulating top layers have severe issues with radiation • 

hardness. At the moment, only highly boron doped diodes achieve high 

VUV responsivity and radiation hardness simultaneously.    

 Future trends will therefore include work on the improvement of the metal-

silicide passivation and the development of more reliable solar blind wide-

gap semiconductors, probably by applying the hybridization approach with 

silicon for those devices also. 

 For silicon devices, the appearance of ever-more functionalized detectors 

for different applications is directly on the horizon.  
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  Abstract : This chapter discusses polarization vision for machine vision 
applications and shows it to be useful in the real time classifi cation of 
materials into metallic and dielectric surfaces. Light parameters such as 
intensity, color and polarization are important in industrial machine vision 
applications to enhance the contrast of the object being imaged. Intensity 
imaging is not ideal when imaging specular surfaces as they refl ect the 
entire incident light and this often saturates the vision system, while color 
imaging is infl uenced by the spectral nature of the surface. Polarization 
imaging can provide a more general description of light than either 
the intensity or the color alone, and can therefore provide richer sets 
of descriptive physical constraints for the interpretation of the imaged 
scene. Polarization fi lters help in reducing the transmitted intensity and 
in imaging transparent objects, and enhance contrast between similar 
regions. Polarization vision can simplify some visual tasks that are more 
complicated or practically infeasible when limited to intensity and color 
processing. 

  Key words:  machine vision, image sensor, complementary metal–oxide–
semiconductor (CMOS), polarization vision, metallic wire-grid polarizer, 
material classifi cation. 

    6.1     Introduction 

 Machine vision has become a key technology for detecting and processing 

signals in industrial applications, and is used to ensure the quality demands 

of manufactures and customers are met. It requires a light source to illu-

minate the object of interest and a camera system mounted to image the 

object. The incident light from the illuminating source is refl ected by the 

object and is captured by the camera system (as shown in Fig. 6.1).      

 From Fig. 6.1, it is evident that a machine vision system depends not only 

on the vision system specifi cations, but also the nature of the light source, the 
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light itself, and the properties of the object. To image a feature of the object 

of interest, light must come from the light source, refl ect off the object, and 

be collected by the lens. Thus, the properties of light source and the nature 

of the object infl uence quality and consistency measurements. 

 Ideally, machine vision lighting should maximize the contrast on the fea-

tures on object of interest while minimizing the contrast elsewhere. 1  The 

object contrast is dependent on the brightness and the spectral content of 

the light source. The appropriate level of illumination brightness is impor-

tant: a very bright light source would saturate the vision system while, for 

features that are diffi cult to pick out, the level of refl ected light needs to be 

suffi ciently great to be detected by the charge-coupled device (CCD) or 

the complementary metal–oxide–semiconductor (CMOS) imaging system. 

In a good lighting system, all the light from the source is incident on the 

object and all the refl ected light from the object reaches the imaging sys-

tem. However, inconsistency due to the presence of ambient light adversely 

affects the measurements. Together with the brightness of the light source, 

the direction of the incident light on the object is also important in highlight-

ing features of the object. The spectral content of the light source also plays 

an important role as objects refl ect and absorb colors differently due to 

their structural arrangements. The contrast of the object being imaged thus 

depends also on the color of the incident light and the direction in which the 

light is incident. 

 There has been no truly vision-specifi c lighting available in market. The 

most commonly used lighting sources for machine vision applications are 

Light source

Object

Vision system
CCD or CMOS camera

 6.1      Lighting arrangement in machine vision applications.  
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the fl uorescent and incandescent types. These ambient light sources are not 

the ideal choice. A controlled light source that accentuates object features 

of interest and minimizes distracting object features is to be preferred. 1  The 

illumination can be focused or diffused. Focused sources provide high light 

intensity and light effi ciency, creating sharp image edges, casting shadows 

and accenting surface features. However, they create bright refl ections and 

could cause the vision system to saturate. Diffused light covers a large solid 

angle around the object, thus distributing the intensity and preventing satu-

ration of the vision system, but causes blurred edges in images. 

 The contrast detected by the imaging system also depends on the refl ec-

tion/absorption properties of the object surface. The object surface shape, 

geometry, composition, color and absorption/refl ection behavior will deter-

mine the contrast perceived by the imaging system. A specular surface will 

refl ect a directional light source differently from a diffused surface. Specular 

refl ection is a mirror-like refl ection from a surface in which light from a 

single incoming direction is refl ected into a single outgoing direction (as 

shown in Fig. 6.2). The specular refl ection is governed by the laws of refl ec-

tion wherein the refl ected angle is equal to the incident angle. In diffused 

refl ection, the incident light is scattered over a range of outgoing angles (as 

shown in Fig. 6.2). A diffused refl ection is caused by the refl ected rays from 

internal scattering inside the surface of the medium. When light strikes a 

surface interface, a part of the light passes through the boundary. This light 

is re-emitted randomly after undergoing internal scattering.      

 Specular refl ection is bright, as almost the entire light intensity is refl ected 

back. The high brightness of a specular refl ection can saturate the vision 

system. Furthermore, specular refl ection is also very sensitive to the direc-

tion of the incoming light and is thus is not the preferred option. In contrast, 

light from a diffused refl ection is dim and is not highly-dependent on the 

Incident Specular

Diffused

Surface

y

x
z

 6.2      Refl ection types: specular and diffused refl ections.  
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direction of the incident light, thus it is more stable and suitable for machine 

vision systems. To image specular surfaces which refl ect a large portion of 

the incident light, a diffused light source is used; to image a diffused surface, 

a focused source is used to refl ect back most of the light. 

 One problem with a specular refl ection or with light refl ected from a spec-

ular surface is that it causes glare. Glare degrades the image contrast and 

thus is undesirable. Polarization illumination is commonly used to reduce 

the image glare of specular surfaces. 1  In polarization illumination, polariz-

ing fi lters are used in pairs, one polarizer is placed in front of the light source, 

and another (analyzer) is placed in front of the imaging system with its axis 

perpendicular to the fi rst polarizer. The specularly refl ected light retains its 

polarization and thus is blocked by the analyzer. However, the diffused light 

is randomly polarized and thus passes through the analyzer, preventing sat-

uration of the imaging system. The polarization of the refl ected light also 

depends on the direction of the incident light and the nature of the refl ect-

ing surface. This polarized component can be used to detect the nature of 

the surface – for example, to discriminate between a metal and a dielectric 

surface. 2  

 State-of-the-art polarization image sensors utilize optical imaging systems 

that are external to the detectors. 3  These polarization sensors have either 

single or multi-axis fi lter arrays which measure the polarization informa-

tion in real time. Compactness of design and speed of generating polarized 

images can be greatly enhanced by incorporating an array of microscopic 

polarization fi ltering optics directly onto a photosensitive chip. This sim-

plifi es the image capturing and makes the system faster. Thus, polarization 

illumination together with image sensors with embedded linear polarizers 

mean that the machine vision system is autonomous and faster. They are 

therefore better-suited for imaging objects in machine vision applications 

and also for real time material classifi cation.  

  6.2     Polarization vision 

 The three basic characteristics of light are intensity, wavelength or color and 

polarization. The intensity or brightness is an expression of the amount of 

light emitted from the surface of the light source per unit area. The colors 

of the visible spectrum stretch from violet, with the shortest wavelength, to 

red, with the longest wavelength. Polarization is the plane of vibration of the 

electric fi eld vector of light. 

 According to Bernard and Wehner, 4   ‘ polarization vision ’  is the ability to 

discriminate between two monochromatic lights of the same intensity, but 

with a different angle of polarization and/or degree of linear  polarization 

(DOLP). Polarization vision is a generalization of intensity vision and analogous 

to color vision. Color vision is useful in segregating scenes and in recognition 
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of objects, while polarization vision discriminates refl ectances from a scene 

of similar brightness using the difference in their spectral features. 4  The 

study of polarization is more general than that of intensity or color and can 

simplify some of the visual tasks (e.g. region and edge segmentation, mate-

rial classifi cation, etc.) which are more complicated or practically infeasible 

when limited to intensity and color information. As intensity is the compres-

sion of polarization information, a polarization camera can also function as 

a conventional intensity camera. 

 Virtually all light that is refl ected in most environments is partially polar-

ized, which means that it can be represented by the sum of unpolarized 

states and completely linear polarized states. Even though the sun itself 

produces fully unpolarized light, partially polarized light is abundant in nat-

ural scenes. 5  In this chapter, the term  ‘ polarized light ’  will refer to partially 

polarized light. 

 Polarization-dependent optical systems generally fall into three types:

   1.     systems which measure polarization properties and are therefore sensi-

tive to any system-induced polarization variation;  

  2.     systems which accurately measure intensities and are therefore sensitive 

to transmissions which change with polarization; and  

  3.     systems which route light based on its polarization and are therefore 

sensitive to any system-induced variation in polarization. 6     

 A polarization-dependent optical system similar to type 2, which measures 

the intensities varying with polarization, has been designed and is presented 7  

and briefl y described in Section 6.4. 

  6.2.1      Polarization of light: basics 

 Light, viewed classically, can be considered as a transverse wave wherein 

the underlying oscillations of the electrical and magnetic fi elds occur 

along directions perpendicular to the direction of propagation of the wave. 

Longitudinal waves, in contrast, have oscillations confi ned in the direction 

of the propagation, as in sound waves. Polarization is a phenomenon specifi c 

to transverse waves. It is the distribution of the electrical fi eld in the plane 

normal to the propagation direction. An unpolarized or randomly polarized 

electromagnetic wave is one in which the orientation of the electric vector 

changes randomly. 

 The mathematical representation of a plane wave propagating in the  z  

direction is:  

    
E E kz
JG

0EE cos( )− 0ω ϕtωω +
    [6.1]   
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 where  E  0  is the amplitude,  k  is the propagation (or wave) constant ( k = 
2 π / λ ) ,   ω   is the circular frequency (  ω  = kc = 2 π c/ λ ), t  is time and   ϕ   0  is the 

initial phase. 

 The electric vector 
JG

 may be decomposed into parallel  E   x   and perpen-

dicular  E   y   components as:  

    x E yx yE x E
JG G JGJJ

    [6.2]   

 where  E   x   and  E   y   are expressed in the form:  

    kz tx xE E x0 cos( )− ωtt ϕx+ 0     [6.3]    

    E E kz ty yE E y0 cos( )− ωtt ϕ y+ 0     [6.4]   

 From Equations [6.3] and [6.4] we have:  

    
E

E
xE

xE 0

= cos( ) ( )x sin( ) ( )xζ ϕ)c) os( x ζ)ζ ϕ)s) in(() sin( xζ)sin( x−     [6.5]    

    
E

E
yE

yE
y y

0

= cos( ) ( )y sin( )yζ ϕ)c) os( y ζ ϕ)s) in() sin( yζ)sin( y−     [6.6]   

 where  ζ  =  kz −  ω t . 
 From Equations [6.5] and [6.6] we obtain:  
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 where   δ  =  ϕ    x 0  − ϕ    y 0  is called the  phase shift . 
 Equation [6.7] defi nes an ellipse, thus the polarized electromagnetic 

wave of this form is known as an  elliptically polarized  wave. The polari-

zation ellipse is very useful since it allows the description of all states of 

a completely polarized light wave using a single equation. However, this 

representation is inadequate because the light vector propagating in space 

traces an ellipse or any special form of an ellipse (e.g. the circle or a straight 

line) in a time interval of the order of 10 –15  s, which is very short to be able 

to trace the ellipse. Furthermore, the polarization ellipse only represents a 
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completely polarized light and cannot be used to describe either unpolar-

ized light or partially polarized light. 

 The circular form of the polarization ellipse can be obtained if the phase 

shift satisfi es   δ  = n π /2 , where ( n  =  ± 1,  ± 3, …) and  E   x 0   = E   y 0   = E  0  then sin(  δ  )  = 
 ±  1 and cos(  δ  )  =  0, thus Equation [6.7] becomes:  

    E E Ex yE E2 2E 0EE 2=     [6.8]   

 Equation [6.8] defi nes a circle, thus the polarized electromagnetic wave of 

this form is known as a  circular polarized  wave. 

 The linear form of the polarization ellipse is obtained if the phase shift 

  δ  = n π  , where ( n  = 0,  ± 1,  ± 2, …), then sin(  δ  )  =  0 and cos(  δ  )  =  ±  1, thus Equation 

[6.7] becomes:  
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 Equation [6.9] defi nes a straight line, thus the polarized electromagnetic 

wave of this form is known as a  linear polarized  wave. The electrical fi eld of 

a linearly polarized wave vibrates in the same direction at all times at any 

particular point. A linearly polarized light is often referred to as  plane polar-
ized light  or simply  polarized light . 

 Linear polarization can be of two types, vertically or  s -polarized* and 

horizontally or  p -polarized. A vertically polarized wave is one for which 

the electrical fi eld lies only in the  x–z  plane (as shown in Fig. 6.3a). A hori-

zontally polarized wave is one where the electrical fi eld lies only in the  y–z  

plane (as shown in Fig. 6.3b).      

 Circular polarized light is rare in nature 8  and thus the discussion in this 

chapter will be limited to the detection and analysis of linear polarization.  

  6.2.2      Polarization of light from an unpolarized beam 

 A linearly polarized beam is obtained from an unpolarized beam by remov-

ing all waves from the beam except those the electrical fi eld vectors of which 

oscillate in a single plane. A polarized light from an unpolarized light can be 

achieved through one of the following phenomena: absorption, refl ection, 

refraction or scattering. 

  * The name  s -polarized comes from the German word ‘ senkrecht ’ (meaning ‘per-

pendicular’) and  p -polarized is parallel polarized with respect to the plane of 

incidence.  
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  Polarization by absorption 

 The most common technique for producing polarized light is by passing the 

unpolarized light through a material that absorbs electrical fi eld vibrating in 

any direction other than the vibrations in a plane parallel to a specifi ed direc-

tion. Such a device is known as a  polarizer . One such type of polarizing fi lter 

was invented by Edwin H. Land in 1928 and was called a Polaroid. A Polaroid 

consists of long-chain organic molecules aligned in one direction, placed in 

a plastic sheet. They form a closely spaced linear grid, which restricts the 

passage of light to only that vibrating in the same direction as the grid while 

absorbing the vibrations in all other directions (as shown in Fig. 6.4).       

  Polarization by refl ection 

 When an unpolarized light beam is refl ected from a surface, the refl ected light 

may be completely polarized, partially polarized, or unpolarized, depending 

Polarizer 1
(vertical)

Incident beam
(unpolarized)

Polarizer 2
(horizontal)

Vertically polarized
light wave

 6.4      Polarization by absorption. 9   
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 6.3      Linear polarization: (a)  s -polarized wave and (b)  p -polarized wave.  
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on the angle of incidence. For an angle of incidence of 0 ° , the refl ected light 

is unpolarized, while for other values of angle of incidence, the refl ected 

light is polarized with a vibration direction parallel to the refl ecting surface 

(as shown in Fig. 6.5). If part of the incident light enters the material, the 

refracted light will also be polarized with a vibration direction perpendicu-

lar to the path of the refracted ray.       

  Polarization by refraction 

 Optically anisotropic materials have different optical properties in differ-

ent directions. Double refraction is an optical property where a single ray 

of unpolarized light entering an anisotropic medium is split into two rays, 

each traveling in a different direction (as shown in Fig. 6.6). Such materials 

with different indices of refraction associated with different crystallographic 

directions are known as  birefringent  materials. Birefringent uni-axial crys-

talline materials have a unique axis of symmetry, known as the  optic axis , 

where no double refraction occurs. The propagation of light along the optic 

axis would be independent of its polarization; its electrical fi eld is every-

where perpendicular to the optic axis and it is called the ordinary- or O-ray. 

A light wave with an electrical fi eld parallel to the optic axis is called the 

extraordinary- or E-ray. When an unpolarized light enters a birefringent 

crystal, the ordinary wave will pass straight through, while the extraordinary 

wave is displaced by a distance depending on the thickness of the crystal 

and the angle of refraction.       

Incident ray

Unpolarized

x

z
y

Incident medium
Reflected ray

Polarized

Polarized

Transmitted ray
Transmission medium

 6.5      Polarization by refl ection.  
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  Polarization by scattering 

 Polarization or depolarization also occurs when light is scattered while trav-

eling through a medium. When light strikes the atoms of a material, it often 

excites the electrons of those atoms, causing them to vibrate. The vibrating 

electrons then produce their own electromagnetic wave which is radiated 

outwards in all directions. This newly generated wave strikes neighboring 

atoms, forcing their electrons to vibrate at the same original frequency. 

These vibrating electrons produce a further electromagnetic wave which, 

again, radiates outwards in all directions. This absorption and re-emission of 

light waves causes the light to be scattered about the medium. This scattered 

light is partially polarized.   

  6.2.3      Polarization of light: representation 

 The polarization ellipse discussed in Section 6.2.1 describes the polarized 

light in terms of its amplitude. The amplitude of the optical fi eld cannot be 

observed, but it is possible to observe and measure its intensity, which is equal 

to the time average of the square of the fi eld amplitudes. This can be done by 

taking a time average of the time dependent quantities in Equation [6.7]. The 

time average of the fi eld components are defi ned by the following equation:  

    E E
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E E z,tz dtx yE E
T

xE
T

yE( )z,tzz,tz ( )z,tz lim ( )z,tz (= ⎛
⎝
⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞⎛

⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠→∞ ∫

1
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)     [6.10]   

 where  T  is the time of the measurement. To evaluate Equation [6.7], the 

denominator is fi rst removed by multiplying by the factor 4E E
x y0 0x

2 2E . We then 

have:  

42 2 2z,t E4 2 ,t , ,x x y0 x y0 0 x yx( )4 2
y 0 ( ) ( ) ( ) ( )z,tz0

2E4 E2
x y0E E ( ) δ,t,tx y0 0 x8 yx( ) ( )8

2( )2 EEEx yEE 0EyE sinδδ

   [6.11]   
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 6.6      Polarization by double refraction.  
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 Using Equations [6.3], [6.4] and [6.10], the time averages in Equation 

[6.11]are found to be:  

    
E Ex xE E( , ) 1

2 0
2

      

    E Ey yE E( ) 1
2 0

2     [6.12]    

    E E E Ex yE E x yE( )z,tzz,tz ( )z,tz = 1

2 0EyE cosδ      

 Substituting Equation [6.12] in [6.11] and rearranging we obtain:  

    
2 2( )E Ex yE EE2

0
2 − ( )E Ex yE EE2

0
2E − ( )x y0y2E EE 0EyE ( )x y0y
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 From Equation [6.13] we can defi ne:  
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    S E Ex yE2 0S ES xE 02 cosδ       

    S E Ex y3 0E Ex yE2 sinδ      

 The parameters  S  0 ,  S  1 ,  S  2  and  S  3  are known as the  Stokes polarization 
parameters  for a plane wave, and were introduced in 1852 by Sir George 

Gabriel Stokes. 10  They provide a phenomenological description of the state 

of polarization of light, involving only the optical intensity, which can be 

experimentally determined. 

�� �� �� �� �� ��



Integrated polarization analyzing CMOS image sensors   135

© Woodhead Publishing Limited, 2014

 The fi rst parameter expresses the total intensity of the optical fi eld while 

the remaining three parameters describe the polarization state of light. The 

Stokes vector helps in the measurement of:

   1.     the intensity of light;  

  2.     the DOLP with respect to vertical and horizontal axes;  

  3.     the DOLP with respect to the axes oriented at +45 °  and −45 ° ;  

  4.     the degree of left- and right-circular polarizations.    

 One of the main advantages of the Stokes formalism is that it allows for 

the determination of the degree of polarization (DOP) of any optical signal 

directly from its Stokes components. In most cases, an electromagnetic wave 

consists of the incoherent superposition of a fully polarized wave and of a 

fully unpolarized wave. The DOP quantifi es that fraction of the total optical 

signal that is actually polarized, with:  

    DOP =
S S S

S
1

2
2S 2

3
2

0SS

+S2S 2

    [6.16]   

 The DOP of a fully polarized optical signal is equal to 1, whereas the 

DOP of an unpolarized optical signal is 0. Circular and elliptical polariza-

tions do not usually occur in a linearly polarized light beam. Its DOP is thus 

often referred to as the degree of linear polarization. The DOLP of a light 

beam is defi ned by:  

    DOLP =
S

S
1

0SS
    [6.17]   

 The Stokes DOLP is thus a ratio of the difference between horizon-

tal and vertical intensity components and the total normalized light 

intensity.   

  6.3     Polarization cameras 

 The polarization of light can be easily visualized using polarization fi lters. A 

polarization fi lter has the property either to transmit light vibrating in one 

direction producing linearly polarized light, or light with a sense of rota-

tion producing circularly polarized light. In essence, a polarization fi lter 
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translates polarization information into intensity difference information. 

This is important as humans are able to perceive intensity information but 

not polarization information. 

 A polarization camera is a generalization of the conventional intensity 

camera. To obtain parameters describing the polarization state of mono-

chromatic light, a set of measurements has to be taken from the different 

positions of the polarizers, waveplates and photodetectors. Therefore, the 

duration of data acquisition time depends on how fast the polarizers, wave-

plates and photodetectors are moved to their various measurement posi-

tions. In addition, the precision of positioning the polarizers, waveplates and 

photodetectors infl uences the results of measurements. 

 There are three different types of polarization cameras available: (1) cam-

eras with an external polarization fi lter, (2) cameras with organic polariza-

tion fi lters and (3) cameras with wire-grid polarization fi lters. In this section, 

these three types of polarization camera are discussed. 

  6.3.1      Polarization fi lters types 

 State-of-the-art polarization image sensors consist of a photodetector array, 

such as a (CMOS) or a CCD sensor array, and a single or multi-axis microp-

olarizer array to measure the polarization information in real time. Based 

on the position of the micropolarizers and the mode of data acquisition, the 

current state-of-the-art polarization image sensors can be divided into two 

types: time domain multiplexed mode sensors, and spatial domain multi-

plexed mode sensors. 

 The fi rst group of polarization sensors includes standard imaging sensors 

coupled with electrically or mechanically controlled polarization fi lters. 11  

These are polarization cameras with external polarization fi lters. They are 

operated in time domain multiplexed mode: the externally coupled lin-

ear polarizer is rotated in front of either a single photodetector or a com-

plete photodetector array. The main disadvantage of these systems is that a 

mechanical or electrical rotation of the polarizer fi lter is required, thus it is 

not suitable for real time designs. Multiple images with a different orienta-

tion of the polarization fi lter are required for the measurement of partial 

linear polarization, increasing the frame time by the desired total number 

of orientation measurements. Furthermore, as the precision of the position 

of the polarizers affects the measurement results, these systems often pro-

duce erroneous results. However, these systems have high spatial resolution 

compared with organic and wire-grid micropolarizers, as the whole imag-

ing array images only one orientation at a time. Commercially available 

external linear polarizers include dichroic glass polarizers from Polarcor TM , 

Thorlabs and Edmund optics. These glass polarizers usually use proprietary 
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stretched polyvinyl alcohol (PVA) fi lms to create the polarization axis and 

exhibit extinction ratios greater than 10 000. 

 The second group of polarization sensors includes image sensors where 

the linear micropolarizer is either fabricated directly on the sensor array, 

or on a substrate and which is then fl ip-chip bonded with the sensor array. 

Monolithic integration of micropolarization fi lters with CMOS imag-

ing sensors is currently a subject of intense research. A plane coated with 

micrometer-scale polarizing elements in a variety of orientations is called a 

micropolarizer array. They operate in spatial domain multiplexed mode, in 

which the linear polarizers are oriented in different directions with respect 

to the photodiodes and are directly fabricated on top of the photodiode. 

Micropolarizers have been fabricated with metal grids and organic materi-

als. Incorporating pixel-pitch-matched polarization fi lters at the focal plane 

for the visible spectrum has been explored with birefringent materials 3  and 

thin fi lm polarizers. 12,13  

 Photolithographically patterning polymer polarization fi lm to make 

micropolarizer arrays was proposed by Faris. 14  Polymer fi lm micropolarizer 

arrays have been successfully deployed in display applications, but their use 

in imaging is more challenging. For imaging, the thickness of the polarizing 

element has to be much smaller than the pixel size in order to have a large 

light collection angle. Polymer polarizers are made by mechanically stretch-

ing the polymer fi lm. It is diffi cult to manufacture uniform stretched fi lms 

with a thickness of less than 10  μ m. 15  Another main disadvantage of the thin 

fi lm polymer polarization imaging sensors has been the complex fabrica-

tion techniques required to merge CMOS technology with polymer fi lters. 

These fabrication steps are prone to misalignment errors, which can degrade 

the sensing capabilities of the polarization imaging sensor. Furthermore, the 

thick multilayer fi lter array, which is around 10  μ m of thickness, is prone to 

optical crosstalk and limits the extinction ratios of the sensors. 16  The spatial 

orientation of the linear polarizer fi lter results in reduced spatial resolu-

tion. However, since the linear polarizers are directly incorporated on top of 

the photodiode, the temporal resolution is increased – this allows for faster 

polarization imaging and also contributes to the compactness of the design. 

The precision of the system also increases, as the position of the polarizer 

is fi xed. 

 Micropolarizers with wire-grids are planar structures composed of a series 

of parallel wires or strips made of a conducting material. Wire-grid polariz-

ers are inorganic optical polarization devices made of aluminum. Aluminum 

is usually chosen for the wire-grid polarizer in the visible region of the elec-

tromagnetic spectrum as it is highly refl ective and absorbs only a small por-

tion of the incident electromagnetic wave in the visible region. Furthermore, 

they are able to withstand high temperatures, while the performance of 

organic polarizers is typically degraded at high temperatures. 17  For example, 
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organic polarizers made of stretched PVA start degrading at temperatures 

near 150 ° C, while aluminum wire-grid polarizers can withstand tempera-

tures above 350 ° C. The aluminum wire-grid polarizer also provides high 

transmission effi ciency and a polarization extinction ratio. Thus polarization 

cameras with wire-grid polarizers are an ideal choice for machine vision 

applications. Commercially, Edmund optics and NIL Technology produce 

wire-grid polarizers. Edmund optics makes the wire-grid polarizers using 

thin layers of aluminum MicroWires TM  between two glass windows while 

NIL uses metallic nano-wires. 

 Usually, a linear wire-grid would function as a simple diffraction grating 

but, when the pitch or period of the wires is less than half the wavelength 

of the incoming light, it becomes a polarizer. Wire-grid polarizers are exten-

sively used as polarization-sensitive elements in various applications because 

of their excellent polarization performance and planar structure that allows 

them to be easily pixilated and integrated into other optoelectronics devices. 

A schematic view of a wire-grid polarizer is shown in Fig. 6.7.      

 Metal grid micropolarizer arrays are often used for infrared imaging 

polarimetry, 18  but they are not very effective in the visible wavelength range. 

For the wire-grid polarizer to be effective in the visible region, for optimum 

performance the pitch of the grid needs to be at least three times smaller than 

the smallest wavelength that is being polarized. Thus, for the effi cient polariza-

tion of a spectrum with a minimum wavelength of 400 nm, the wire-grid polar-

izer should have a pitch of, at most, 133 nm. With the scaling of the modern 

CMOS processes, the metal planes normally used for interconnections when 

specifi cally aligned are now becoming suitable for polarization transmission. 19  
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 6.7      Wire-grid polarizer.  
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 Table 6.1 summarizes the discussion on different types of linear micropo-

larizers. The extinction ratio is the ratio of the amount of light transmitted to 

the amount of light blocked and is discussed in detail in Section 6.3.2.        

 Wire-grid polarizers are extensively used as polarization sensitive

elements in various applications because of their excellent polarization per-

formance and planar structure that allows them to be easily pixilated and 

integrated into other optoelectronics devices. Thus polarization cameras with 

wire-grid polarizers are an ideal choice for machine vision applications.

   6.3.2      Polarization characterization and measurements 

 When randomly polarized light is transmitted through an ideal wire-grid 

polarizer, the electrical fi elds orthogonal to the wires will be transmitted 

and electric fi elds parallel to the wire will be refl ected (as shown in Fig. 6.7). 

In practice, however, wire-grid polarizers transmit some undesired parallel 

electrical fi elds while refl ecting a desired orthogonal electrical fi eld and also 

absorbing some of the incident light. Thus, the transmitted electrical fi eld 

through a wire-grid polarizer can be modeled as having two components: 

an electrical vector associated with the parallel electric fi eld, and an electric 

vector associated with the orthogonal electric fi eld – each scaled by a scalar 

value. The scalar value is proportional to the square root of the intensity 

associated with each polarization. Equation [6.18] is the resulting electric 

vector equation for unpolarized light passing through a wire-grid polarizer.  

    E t c E
JG

�
JGJGJG
� �

JG
�t( )E� E ( )p)EE r rE. )     [6.18]   

Table 6.1     Comparison of linear polarizers 

 External fi lter  Organic 

micropolarizer 

 Metallic wire-grid 

polarizer 

 Operating mode  Time domain  Spatial domain  Spatial domain 

 External control  Required  Not required  Not required 

 Extinction ratio  Very high  High  Low 

 Spatial 

resolution 

 High  Low  Low 

 Temporal 

resolution 

 Low  High  High 

 Additional 

fabrication 

required? 

 No (externally 

coupled) 

 Yes  No (standard CMOS 

metal layers are 

used) 

 Commercial 

availability 

 Polaroid, 

Polarcor TM , 

Thorlabs, 

Edmund optics 

 Polarcor TM , 

Thorlabs, 

Edmund optics 

 Edmund optics, NIL 

Technology. CMOS 

metallic grid is still 

in research and 

not commercially 

available 
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 where  E  is the resultant electrical fi eld after transmission through the wire-

grid polarizer and the scalar value for the parallel electric fi eld ( )p�  is  t  and 

the scalar value for the orthogonal electric fi eld ( )r�  is  c . 

 The irradiance of the plane polarized light passing through a polarizer 

is given by the Malus’s law. 20  If the transmission axis of the polarization 

fi lter is parallel to the incident polarized light, the transmitted intensity is 

given by:  

    I I0II 2cos ϕ     [6.19]   

 where  I  is the transmitted intensity,  I  0  is the maximum transmitted intensity 

and   ϕ   is the angle between the polarizer’s transmission axis and the plane 

of polarization of the incident light. Thus, the maximum intensity that can 

be sensed by the detector is dependent on the angle of the transmission axis 

of the polarization fi lter and would result in a cosine wave with a varying 

transmission axis angle. 

 Based on the transmission of intensity at a given transmission axis of a 

linear polarizer, linear polarizers are characterized by two main specifi ca-

tions: transmittance effi ciency, and extinction or contrast ratio. The wire-grid 

polarizer’s  transmittance effi ciency  is defi ned by the fraction of the total inci-

dent light that is transmitted through the linear polarizer. The maximum 

transmission in the linear polarizer is obtained when the polarizer orienta-

tion is aligned parallel to the orientation of the linear polarized component; 

minimum transmission is obtained when the orientation of the polarizer is 

aligned perpendicular to the linear polarized component of light. 

 The extinction ratio (ER) is a measure of the polarization contrast of a 

linear polarizer and it is defi ned as the intensity ratio between the maximum 

and minimum throughputs of the polarizer when the wire-grid is aligned 

parallel and perpendicular with respect to the light beam. The accuracy of 

the wire-grid polarizer’s extinction ratio measurement depends on several 

factors – such as the detector precision, analyzer alignment, stray light varia-

tions and light source stability. In an ideal testing environment with no light 

source or detector drift or background noise variations, the extinction ratio 

can be simply defi ned as:  

    ER =
I

I
pI

sI
    [6.20]   

 where  I   p   is the maximum transmittance parallel to the plane of the polarized 

beam and  I   s   is the minimum transmittance perpendicular to the plane of the 
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polarized beam. The contrast ratio for polarizers varies depending on the 

polarizer, ranging from around 10 to over 10 7 .   

  6.4     Design of a polarization sensor 

 In Section 6.3.1, it was shown that, in order to absorb the electromagnetic 

waves in the visible spectrum selectively, the grid pitch should be very small. 

With the scaling of the technology nodes, is it now possible to obtain a smaller 

grid pitch with a standard CMOS process. In a 0.18  μ m standard CMOS 

process, the minimum allowable distance between two metals is 0.24  μ m. 

A one-dimensional wire-grid polarizer implemented using the bottom metal 

layer (M1) is shown in Fig. 6.8.      

 The wire-grid polarizer is implemented over a pinned photodiode 

(p + /n − /p-sub), described in Sarkar. 7  The thickness of the metal layer M1 used 

to create the wire-grid polarizer is 0.35  μ m, while the width of the metal 

wire is 0.24  μ m. The choice of the thickness and the width of the metal wire 

are limited by the choice of the technology. The aspect ratio (thickness ver-

sus width) for the designed wire-grid micropolarizer is 1.5:1. Based on the 

selected grid width and height, the incident  p -polarized light (the electrical 

Polarizer grid

Photodiode
Metal 1

Metal 1

Pinning layer

p+

n–

n+n+

p-well

Reset transistor

Metal 2

Passivation layers

Photodiode

Transfer gate

 6.8      Pixel cross-section and top view of the implemented wire-grid 

polarizer.  
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fi eld of which is parallel to the grating) is mostly blocked and the  s -polarized 

(the electrical fi eld of which is perpendicular to the grating) is mostly trans-

mitted and detected by the photodiode. 

 Figure 6.9 shows the implementation of the polarization analyzing CMOS 

image sensor operated in spatial mode. The wire-grid micropolarizer was 

created with varying orientations over the pixel array to enable real time 

measurement of the polarization information. The active pixel array of 

128  ×  128 pixels was split into two regions of 64  ×  128 pixels. One of these 

regions was used for normal imaging applications with the photodiode free 

of wire-grid micropolarizer; the other region was made polarization sensi-

tive by using the wire-grid micropolarizer on top of the photodiode. The 

region selected to analyze the polarization was further split into two regions 

of 64  ×  64 arrays, referred to as sense regions 1 and 2. A 2  ×  2 pixel array 

in sense region 1 consists of two pixels (A and B) measuring the intensity, 

while the other two pixels measure, individually, the 0 °  (D), and 90 °  (C) 

degree polarized intensity. A 2  ×  2 pixel array in sense region 2 has one pixel 

recording the intensity of the light (A) while the other three record the 

0 °  (B), 45 °  (C) and 90 °  (D) polarized intensity.      

 In this chapter, only polarization region 1 is considered for machine vision 

applications. The pixels for normal imaging and region 2 are used for dif-

ferential imaging and polarized based navigation, respectively, and are not 

discussed in this chapter. 

 The polarizer in region 1 was fully characterized. For 0 °  polariza-

tion, the maximum transmittance achieved was 38.9% and the minimum 

Sense region 1

Sense region 2

 6.9      Sensor regions with different polarizing angles.  
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transmittance observed was 7%. For 90 °  polarization, the maximum trans-

mittance obtained was 44.4% and the minimum transmittance was 0.1%. 

The calculated extinction ratio for the linear polarizer in the sense region 1 

was 6.3. 7  The extinction ratio was limited by the fabrication technology used; 

with lower technology nodes, a higher extinction ratio can be obtained. 

 As noted previously, commercial organic polarizers or wire-grid polariz-

ers have an extinction ratio of over 100, the extinction ratio obtained with a 

conventional CMOS metal grid is somewhat lower. The polarization image 

sensors with conventional CMOS metal grida would thus not be suitable 

for polarization imaging. Instead, these sensors can be used for applications 

where high extinction ratios are not required. One such application is mate-

rial classifi cation. The specular or diffused refl ection from a material surface 

is polarized; the DOP varies with the nature of the material surface as well 

as the direction of the incoming beam of light. The DOP of the refl ected 

polarized light for a metal and a dielectric surface would be considerable 

and thus would not need a high extinction ratio for differentiating between 

the two surfaces. Thus, the CMOS image sensor designed for the detection 

of polarization with an embedded metallic wire-grid polarizer can be used 

for real time material classifi cation, the theory of which and the relevant 

experiments are presented in Section 6.5.  

  6.5     Polarization vision in machine vision 
applications: material classification 

 Material classifi cation is an important application in computer vision. The 

ability to detect the nature of the object surface from image data has con-

siderable potential for applications ranging from low-level inspection to 

high-level object recognition. The inherent property of materials partially to 

polarize the refl ected light can serve as a tool with which to classify them. 

 Materials can be broadly classifi ed as either metals or dielectrics, based 

on their conductivity. Metals are highly conductive and opaque, and tend to 

be very refl ective; dielectrics are less conductive and have very low refl ec-

tivity. Initially, the dichromatic refl ection properties of the material sur-

face 21–23  were used to distinguish between metals and dielectrics. Materials 

were classifi ed as either optically homogenous or optically inhomogeneous. 

Homogenous materials refl ect light from the surface only; 24  thus, when illu-

minated with a monochromatic light beam, the refl ected light color would 

be almost constant. Inhomogeneous materials, on the other hand, refl ect 

light from the surface and also scatter light from the body. Such a mate-

rial, when illuminated with a monochromatic light beam, would refl ect two 

distinct colors as the color of the surface refl ected light would be different 

from the color of the scattered light from the body. This method, however, 
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is limited by the distortion of the color histogram obtained after refl ection, 

which depends on the object geometry. Also, not only the color of the mate-

rial, but also the color of the light infl uences the refl ected color. Another 

method with which to discriminate between metals and dielectrics based on 

the Fresnel refl ection theory was proposed by Wolff. 2,25  According to Fresnel 

refl ection theory, 2  dielectric surfaces strongly polarize the light upon specu-

lar refl ection for all angles of specular incidence when compared with the 

refl ected light from metal surfaces. 

 Traditionally the polarization components of the transmitted irradiances 

are obtained by allowing the refl ected light from the material surface to pass 

through an external linear polarizer onto a CCD or CMOS image sensor. 

When the refl ected wave is passed through a linear polarizer, the intensity 

of the image,  I(x,y)  can be expressed as a function of the transmission axis 

of the polarizer  I(x,y, θ ) , where   θ   is the transmission axis of the linear polar-

izer. The refl ected irradiance oscillates between the maximum transmitted 

intensity  I  max  and the minimum transmitted intensity  I  min . The magnitude 

of oscillation is quite large for dielectrics as compared with metals. 2  The 

disadvantage of such a system is that the linear polarization fi lters have to 

be externally controlled, which complicates the automation and miniatur-

ization of optical sensors for material classifi cation. Further, the digital pro-

cessing required to process the obtained polarization information increases 

the complexity and power consumption of the system. 

 The embedded wire-grid metallic micropolarizer can be used for material 

classifi cation instead. The metallic wire-grid micropolarizer is used to mea-

sure the transmitted irradiances after specular refl ection from the material 

surface in real time. The metal grid oriented at 0 °  and 90 ° , patterned over 

the photodiodes, allows for the measuring of the parallel and perpendicular 

Fresnel refl ection coeffi cients and the maximum and the minimum transmit-

ted irradiance following refl ection from the material surface. 26  

 The measurement set-up for the measuring of the maximum and mini-

mum transmitted intensities following refl ection from the material surface 

is shown in Fig. 6.10. The light from the DC source passes through a linear 

polarizer. The transmission axis of the linear polarizer was varied from 0 °  to 

180 °  in steps of 15 °  to vary the polarization angle of the incoming DC light. 

The polarized electromagnetic waves were then refl ected from the metal 

and dielectric surface. At the boundary of the refl ection surface, both the 

diffused component and the specular component of the refl ection of the 

incident light were present. These refl ection components were then incident 

on the image sensor after having been focused by a lens. The analogue sig-

nal from the image sensor was digitized using an external ADC and then 

analyzed using a PC.      

 For dielectrics, the Fresnel coeffi cients satisfy  R   p    >> R   s   while for metals 

 R   p    ≈   R   s  , where  R   P   and  R   S   are the parallel and perpendicular Fresnel refl ection 
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coeffi cients, respectively. The diffused component of refl ection is greater 

than the specular component for dielectrics; thus, the oscillations between 

 I  max  and  I  min  vary over a larger range. In case of metals, the oscillations are 

relatively smaller as the specular component of refl ection is greater than the 

diffuse component of refl ection. Thus, as noted previously, the magnitude of 

oscillations of the refl ected irradiance of the light after refl ection is greater 

for dielectrics than for metals. 2,27  The theoretically expected image intensity 

 I(x,y, θ )  of the transmitted radiance of light refl ected from the dielectric and 

metal surfaces is shown in Fig. 6.11. 27       

 Figure 6.12 shows the measured transmitted irradiance for the pixels with 

patterned 0 °  and 90 °  metallic wire-grid, with the linear wire-grid polarizer 

implemented using thin metal strips (as shown in Fig. 6.9). 26       
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 The difference between normalized maximum and the minimum trans-

mitted irradiance for plastic and aluminum surfaces is shown in Table 6.2. 

The transmitted irradiance oscillations for plastic are 190% and 340% 

higher than those for aluminum. The differences in the transmitted irradi-

ance are due to the difference in the refl ection pattern of the light from the 

aluminum and plastic surfaces.      

 Besides the transmitted intensities, the polarization Fresnel ratio (PFR) 

also serves to distinguish between metals and dielectrics. The PFR is the 

ratio of the perpendicular Fresnel coeffi cient to the parallel Fresnel coeffi -

cient. The theoretical Fresnel refl ection coeffi cients for aluminum and plas-

tic are shown in Fig. 6.13. The Fresnel refl ection coeffi cient for aluminum 

is near 1, while that for plastic varies over the entire span from 0 to 1 for 

different specular angles of incidence.      

 A material with signifi cant conductivity will have a signifi cantly reduced 

PFR over a large range of specular angles of incidence. Since the conduc-

tivity of metals is higher than the conductivity of dielectrics, the PFR for 

metals is much smaller compared with that of dielectrics. As in metals, the 
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 Table 6.2     Transmitted radiance for plastic and aluminum 

 Transmitted intensity  Plastic  Aluminum 

  I  max  −  I  min  (0 ° )  0.66  0.15 

  I  max  −  I  min  (90 ° )  0.67  0.23 

�� �� �� �� �� ��



Integrated polarization analyzing CMOS image sensors   147

© Woodhead Publishing Limited, 2014

specular component of refl ection is greater than the diffused component of 

the refl ection, the Fresnel coeffi cients satisfy  R   s   (x,y)  ≈  R   p   (x,y) . 27  Using this 

condition, it can be said that the PFR of the metals for which  I  max  (x,y)  ≈  
I  min  (x,y)  will almost be equal to 1 for all angles of incidence. The theoretical 

PFR for metal and dielectric surfaces is shown in Fig. 6.14. 2       
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 The  I  max  (x,y)  and  I  min  (x,y)  values are determined using the same mea-

surement set-up shown in Fig. 6.10. For varying transmission axis of the 

external linear polarizer, the pixel outputs averaged over 30 frames at 

the 0 °  and 90 °  polarization-sensitive pixels outputs are stored. The trans-

mittance is computed by normalizing the output at 0 °  and 90 °  by the 

intensity measured at the pixels with no metallic wire-grid. The PFR is 

then calculated from the maximum and minimum transmittance. The 

experimentally obtained PFRs for aluminum and plastic are shown in 

Fig. 6.15.      

 Figure 6.15 shows a clear threshold in the PFR values for metals and 

 dielectrics. The PFR for aluminum is usually in the range of 0.8–1 for all 

specular angles of incidence, while the PFR for dielectrics rapidly increases 

near the Brewster angle. 28  At the Brewster angle, the refl ected light is com-

pletely polarized perpendicular to the plane of the incidence. Theoretically, 

for a specular angle of incidence greater than the Brewster angle, the PFR 

for aluminum is always smaller than 2. 2  A PFR value of almost 2 can be con-

sidered to belong to a dielectric. The PFR computations offer a good match 

to the theoretical studies and thus can be used to classify the materials as 

either metal or dielectric. 

 As discussed in Section 6.2.3, the polarization state of an electromag-

netic wave can be conveniently described by a set of Stokes parameters. The 

Stokes parameters have not been previously used for classifying material. 

The Stokes parameters  S  0  and  S  1  are calculated from the 0 °  and 90 °  degree 
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polarization-sensitive pixels; from these, the Stokes DOLP is obtained using 

Equation [6.17] (shown in Fig. 6.16).      

 The Stokes DOLP for plastic has a maximum value of 1 and is higher than 

that for aluminum. It is further observed that the Stokes DOLP for plastics 

steadily decreases until it reaches the Brewster angle, where the DOP again 

increases to its maximum value. The maximum Stokes DOLP for alumi-

num obtained is 0.25. 28  The DOLP for aluminum is low compared with that 

for plastic for all specular angles of incidence. Furthermore, the DOLP of 

 plastic is found to decrease with the increase of the specular angle of inci-

dence and a sharp rise in the DOLP is observed around the Brewster angle 

for plastics.  

  6.6     Conclusion 

 Lighting for machine vision is associated with special requirements. The 

nature of the light source used and the surface properties of the object being 

imaged determine the contrast perceived by the vision systems. Specular 

objects are diffi cult to image since they refl ect the entire incident light, satu-

rating the vision system and also producing glare. Polarization imaging is 

helpful in reducing the glare from the refl ections of the specular surface. In 

polarization imaging, a polarized light is incident on the object and refl ected 

light with the same polarization state is rejected by an analyzer placed 

in front of the vision system while allowing other diffused light to pass 
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through. This helps in reducing the glare as well as the transmitted intensity, 

preventing saturation of the vision system. 

 The property of the object to polarize the light incident on it can be used 

for real time material classifi cation. The state of polarization for the diffused 

and specular components of the refl ection depends on the refl ecting surface. 

The measurement of the state of polarization of the refl ected light serves as 

an indicator for the type of material surface. The magnitude of oscillations 

of the maximum and minimum transmitted irradiance due to the variation 

in the refl ection pattern can be used to distinguish between a metallic sur-

face and a dielectric surface. 

 Besides the transmitted intensities, the PFR and the Stokes degree of 

linear polarization are also useful in distinguishing between metal and 

dielectric surfaces. The ratio of the irradiance measured at 0 °  and 90 °  

 polarization-sensitive pixels can be obtained using an analogue divider, 

which then relates to the PFR. The PFR for metals does not vary much with 

the variations in the linear polarizer angle and thus metals are easily distin-

guishable from dielectrics, which show marked variance. 

 Polarization imaging helps in automation of the measurements/detection 

of material surface in real time and thus can serve as an effi cient tool in 

machine vision applications. The polarization profi le of the refl ected light, 

for example, depends on the surface characteristics and thus can be used for 

their intelligent classifi cation into conductive/non-conductive, or to deter-

mine the smoothness/roughness of a surface. Thus, polarization imaging has 

the potential to become a powerful tool to enhance information detection 

and signal processing in industrial applications.  
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  Abstract:  Resistive sensors are among the most widespread devices in 
data acquisition systems. This is mainly due to the broad availability of 
sensors for different applications. Due to the simplicity of the sensing 
devices and the opportunity to implement simple and low-cost data 
readout systems, they are of considerable value when the focus is on 
the realization of smart sensors.   In this chapter, traditional resistive 
sensor interface methods will be analysed; more advanced techniques 
appropriate for specifi c applications, as well as targeting the effectiveness 
of the acquisition systems, will subsequently be explored. The chapter 
closes with discussion regarding future trends. 

  Key words:  resistive sensor interface, wide-range resistance measurement, 
resistance-to-time conversion method, parasitic capacitive effects, 
weighted least mean squares linearization.  

  7.1     Introduction 

 The success of resistive sensors is mainly due to their availability for many 

different applications: thermal and light detectors, gas presence and concen-

tration evaluation, position measurement, strain estimation to name just a 

few examples of the possible fi elds of application. The simplicity of the sens-

ing devices together with the opportunity to implement simple and low-cost 

sensor interface circuits make this kind of device highly appropriate for the 

realization of smart sensors – in which the sensing element, the signal condi-

tioning electronics and the data acquisition/elaboration/transmission stages 

form a unique unit. 

 The chapter is structured as follows: Section 7.2 gives a brief introduc-

tion and general information about resistive sensors; Section 7.3 details the 

electronic interface perspective, starting with an analysis of the traditional 

interface methods. In this section, calibration and linearization procedures 

are illustrated. Section 7.4 explores more advanced techniques that are suit-

able for specifi c applications (e.g., wide-range sensors), or for enhancing the 
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effectiveness of the acquisition systems (e.g., coping with parasitic capacitive 

effects). Finally, Section 7.5 presents a discussion related to future trends, 

and conclusions are offered.  

  7.2     Resistive sensors 

 A resistive sensor provides information in the form of the electrical resistiv-

ity of a material or electrical resistance of a device. 

 The electrical resistivity  ρ  is the opposition of a specifi c material to the 

fl ow of an electric current when an electrical fi eld is applied; it depends 

on the properties of the material itself. The reciprocal of the resistivity is 

the conductivity  σ . The alteration of the physical/chemical conditions of the 

resistive sensor, caused by the physical quantity of interest, results in varia-

tions in its resistivity. However, being a microscopic effect, the estimation of 

electrical resistivity is quite complicated and not achievable with tools and 

techniques available for the realization of smart sensors. 

 The electrical resistance  R  is the opposition of a device to the fl ow of an 

electric current when an electrical potential is applied. The reciprocal of the 

resistance is the conductance  G . Since it is a property related to an object, 

made of a specifi c material and with a determined shape and size, the elec-

trical resistance is a macroscopic effect and thus it is easier to estimate using 

different approaches. 

 Ohm’s Law (Equation [7.1]) furnishes the relationship between the 

applied voltage  V  and the current  I  fl owing through a device, and gives 

the basic concept regarding resistance estimation techniques, which will be 

shown in the subsequent sections.  

    V = RI     [7.1]   

 If a device is made of a homogeneous material, the shape and the size deter-

mine the relationship between the electrical resistivity of the material and 

the electrical resistance of the object. For example, given a parallelepiped 

with cross-section  A  and length  L  (as in Fig. 7.1, where the conventional 

symbol of the electrical resistance is reported as well), Equation [7.2] shows 

how to relate the resistance  R  (conductance  G ) to the resistivity  ρ  (conduc-

tivity  σ ).       

    R =
A

L
G

A

L
ρ σ

L
G     [7.2]   

 The measurement of the electrical resistance is therefore an indirect way 

of measuring the electrical resistivity. In addition, it should be noted that, 
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even if the geometrical properties of the object (the ratio  L / A  in Equation 

[7.2]) are unknown or are not easy to compute (e.g., irregular object shape), 

the direct proportionality between  R  and  ρ  shown in Equation [7.2] is still 

valid. This leads to a direct proportionality between resistivity variation Δ ρ  

and resistance variation Δ R . 

  7.2.1     Examples of resistive sensors 

 Examining Equation [7.2], it should be noted that the resistance value  R  

is the combination of a physical factor ( ρ ) and a geometrical factor (the 

ratio  L / A ). Resistive sensors can convert variations in any such parameter 

a physical quantity of interest into a variation of resistance. The fi ve main 

types of resistive sensor are discussed below; however, this selection is not 

exhaustive. 

  Resistive temperature detectors (RTDs) 

 As the name suggests, these sensors relate resistance to the environmen-

tal temperature. They are usually made of a metallic fi lament wrapped in 

a ceramic or other dielectric material. The basic working principle is based 

on the dependence on temperature of electron mobility in the metallic 

fi lament; thus, this kind of sensor employs the variation of the resistivity 

 ρ . It should be pointed out that the size of the fi lament can also change 

L

A

I

I

V

ρ

 7.1      The parallelepiped shape usually employed to relate the electrical 

resistivity to the resistance and the conventional symbol used to 

identify the electrical resistance.  
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according to temperature, but the effect of the geometrical variations on 

sensor  resistance is negligible with respect to the resistivity variation. 

 When a conductive material is employed, sensor resistance usually 

increases with temperature (positive temperature coeffi cient – PTC); alter-

native techniques and materials, such as semiconductors, can be used as 

the sensing component, demonstrating the opposite effect: reduction of 

the sensor resistance with increasing temperature (negative temperature 

coeffi cient – NTC).  

  Light dependent resistors (LDRs) 

 Also called  resistive photodetectors , these sensors operate with a modifi -

cation of a physical property due to interaction with light. The surface of 

the sensing component of the sensor is made of a material which reacts to 

the light with a change in electron mobility and, as a consequence, in the 

material resistivity  ρ . The choice of the material leads to different sensor 

characteristics, such as baseline value, sensitivity, activation threshold and 

so on.  

  Resistive gas sensors 

 Similarly to the devices already mentioned, resistive gas sensors show a the 

modifi cation of material resistivity  ρ  caused by interaction with specifi c gases. 

The sensing component of these sensors is made of a material which reacts 

chemically with the gas molecules, increasing or decreasing the concentra-

tion of free electrons and, therefore, the surface resistivity. Semiconductors 

such as metal oxides are the sensing material usually employed for these 

sensors (thus, metal oxide sensors – MOX). The large variety of available 

materials guarantees a wide range of devices, each of which is characterized 

by selectivity towards one or more specifi c substances (Lundstrom, 1996; 

Meixner and Lampe, 1996). A MOX sensor is characterized by a steady-

state resistance value, usually called the  baseline , which depends on several 

parameters, such as the method or manufacture, material and working tem-

perature. Baseline values of MOX sensors can therefore fall in a resistance 

interval of several decades. Moreover, the high sensitivity shown by MOX 

sensors to particular substances implies a modifi cation of the sensor resis-

tance value, which can also be in the order of several decades (Sberveglieri 

 et al ., 2000). This makes the interface procedures quite critical, as will be 

clarifi ed in subsequent sections.  

  Strain gauges 

 A resistive fi lm is sustained by a thin and fl exible support. The entire struc-

ture is tightly attached to an object and the deformation (tension and 
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compression) of this object causes the deformation of the fi lament, in terms 

of length and cross-section. Thus, the geometrical portion of Equation [7.2] 

L / A  is modifi ed, leading to the modifi cation of the fi lament resistance. If 

utilized in suitable structures, these sensors can be used to detect the strain 

of a material as well as strength, weight, pressure and so on.  

  Potentiometers 

 Potentiometers are the most straightforward resistive sensors. They are 

basically realized with a bar of length  L  of conductive material or wrapped 

conductive fi lament and a moving slide with a contact which touches the 

bar between its ends, as shown in Fig. 7.2. If the resistance of the whole bar 

(between the two ends) is  R , the resistance  R   x   obtained between one termi-

nal and the slide contact depends on the position  x  of the slide, with respect 

to the bar end, by means of the linear equation [7.3].       

    R
R

L
xx =     [7.3]   

 This kind of structure can be therefore used as a linear relative position 

sensor. It should be noted that, if a structure with a circular bar and a radial 

slide is implemented, an angular position sensor can be obtained. 

 Evident advantages are due to the simple structure and the linear rela-

tionship between the sensor input ( x ) and output ( R   x  ); the main drawback is 

related to the sliding contact which, over time, ‘consumes’ the structure and 

determines a frequent need for recalibration or sensor replacement.   

  7.2.2     Parasitic capacitance 

 When dealing with the estimation of the resistance of resistive sensors, a spe-

cifi c problem to be resolved is related to the presence of capacitive effects. 

Rx

x

L

R

7.2      Resistive linear position sensor based on potentiometer structure.  
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Unlike most of the circuit components’ nonidealities, these  capacitive 

effects cannot be compensated by a proper circuit calibration, because they 

depend on the particular sensor and operating conditions. If not appro-

priately taken into account, such effects can cause errors in the resistance 

 estimation, as will be clarifi ed in the next sections. 

 One of the most common origins of parasitic effects is related to sen-

sor manufacture. If the sensing effect is obtained by certain phenomena 

occurring on the surface of the sensor (e.g., with photodetectors and gas 

sensors), the usual way to improve sensor sensitivity is to maximize the 

surface effects by implementing a technique based on interdigitated elec-

trodes, shown in Fig. 7.3. Unfortunately, this structure introduces increased 

parasitic capacitance  C  ee  between the electrodes, as shown in Fig. 7.3, which 

becomes even more profound as the interdigitated structure is iterated 

(Olthuis  et al ., 1997).      

 Another situation in which parasitic capacitive effects appear is particu-

lar to gas sensors. Some devices for gas sensing need to operate at a much 

higher temperature than the surrounding environment and, for this reason, 

they are usually provided with an embedded fi lament  R   h   which acts as the 

heater (Faglia  et al ., 1999). The heater fi lament is a conductor realized on 

the same substrate of the sensing component  R   s   and separated by dielectric 

material that electrically isolates the two sensor components. However, the 

small size of the realized devices makes these two components interact with 

each other due to capacitive effects, as shown in Fig. 7.4.      

 In addition to these possible internal sources, capacitive effects can arise 

due to external reasons, such as the connection between the sensor and the 

measurement system, as shown in Fig. 7.5. In fact, the connectors and wires 

used to link the sensor to the electronic circuit show a distributed capacitive 

behaviour  C   c   which, from an instrumentation point of view, is seen in paral-

lel with the sensor.      

 The computation of the overall capacitive parasitic effect is far from 

being easy and often involves a complete understanding of a sensor’s 

characteristics, also at the microscopic level. For this reason, when 

Electrode

Electrode

Cee Cee Cee

 7.3      Parasitic capacitive effect in sensors with interdigitated electrodes.  
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parasitic capacitance needs to be taken into account, a simplifi ed model 

of the sensor is usually considered, where a parasitic capacitor  C   s   is pre-

sented in parallel with the sensor resistance  R   s  , accounting for all possible 

capacitive parasitic effects. The simplifi ed sensor model used in the next 

sections is shown in Fig. 7.6.      

Rs

Rh

C14

C13

C23

C24

1 2

3 4

 7.4      Parasitic capacitive effect in gas sensors with embedded heater 

fi lament.  

Sensor Measurement
systemCc Cc Cc Cc

 7.5      Parasitic capacitive effect due to the sensor connections with the 

measurement system.  

Sensor

Cs

Rs

 7.6      Simplifi ed model of a resistive sensor taking into account the 

parasitic capacitive effects.  
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 It should be pointed out that when  R   s   is very large (resembling the 

 behaviour associated with an open circuit)  C   s   can predominate, thus leading 

to signifi cant errors in the resistance estimation. In these cases (e.g., when 

dealing with MOX sensors), the interface circuits must be designed to limit 

this occurrence.   

  7.3     Voltamperometric resistance estimation 

 The most straightforward method with which to estimate the sensor resis-

tance value is by means of the voltamperometric approach. Basically, a 

known current  I  is injected into the sensor, the voltage  V   s   across the sensor 

is measured by means of a voltmeter. Using Ohm’s Law, the unknown sen-

sor resistance  R   s   is calculated. The same technique can be used by applying 

a known voltage  V  and measuring the current  I   s   fl owing through the sensor 

by means of an Amperemeter. 

  7.3.1     Implementation in smart sensors 

 When dealing with smart sensors, the measurement process is often per-

formed using an A/D converter; this is either embedded in the micro-

controller or a separate component. Since cost and simplicity of the 

electronic circuits and components are always a key factor, A/D convert-

ers with a voltage input are usually employed; thus, the fi rst measure-

ment modality, shown in Fig. 7.7, is advisable. If the input current  I  A/D  

of the A/D is considered to be zero, then the injected current  I  entirely 

fl ows through the sensor ( I   s   =  I ) and the sensor resistance can be esti-

mated by:        

    R
V

I
=

V

I
s

sVV

sI
sVV

=     [7.4]   

I Vs
Rs

Is = I IA/D = 0

Sensor A/D

Vs
(digital)

 7.7      Resistance estimation with the voltamperometric method and a 

known current  I  injected to the sensor.  
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 In this case, an excitation circuit able to inject the known current  I  into the 

sensor is needed. A simpler excitation circuit can be used to apply a known 

voltage  V  to the sensor; the second estimation method can be applied in this 

way, but only if a current/voltage conversion is performed – for instance, by 

means of a shunt resistor  R  sh , as shown in Fig. 7.8. Once again, it is consid-

ered that  I  A/D  is zero; thus, the generated current  I   s   fl ows both through the 

shunt resistor and the sensor, generating the  V  sh  and  V   s   voltages, respec-

tively. The voltage  V  sh  is measured by means of the A/D converter and, since 

the  R  sh  is known, the sensor current  I   s   can be calculated using Ohm’s Law. 

The sensor voltage  V   s   is obtained as  V   s   =  V  –  V  sh  and, given  V   s   and  I   s  , the 

R   s   value can be calculated using Ohm’s Law. Equation [7.5] shows the fi nal 

formula for the  R   s   computation:       

    
V

I
=

R

V
V Vs

sVV

sI
V= = ( )sh

shVV
shVV     [7.5]   

 It should be noted that the voltage  V   s   applied to the sensor is not constant 

but, instead, depends on the sensor resistance value, according to Ohm’s Law 

for the circuit in Fig. 7.7, and to the voltage divider relationship in Equation 

[7.6] for the circuit in Fig. 7.8.            

    V V
R

R R
sVV s

s sh

    [7.6]   

 In most cases this is not a major issue, since the variation of  R   s  , and thus 

of  V   s  , has a limited range and the behaviour of the sensor is not signifi -

cantly affected by the sensor polarization. However, especially when deal-

ing with MOX sensors, variations in the sensor excitation voltage can cause 

the activation of inner phenomena; this leads to a sensor resistance drift 

V

Is
Vsh Rsh

IA/D = 0

Vss
(digital)

A/D

Sensor Vs
Rs

7.8      Resistance estimation with the voltamperometric method and a 

known voltage  V  applied to the sensor-shunt resistor series.  
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effect (Sauerwald  et al ., 2005) and, thus, to unpredictable sensor behaviour 

and unreliable results. 

 An operational amplifi er can be used in an architecture to overcome 

this problem, as shown in Fig. 7.9. Because of the virtual ground, the volt-

age  V   s   across the sensor is always equal to the applied and known voltage  V  

independently of the  R   s   value. The output voltage  V   o   depends on the value 

of the feedback resistor  R   f   by means of Equation [7.7]; by measuring  V   o   and 

using Equation [7.7], the  R   s   value can thus be calculated.       

    V V
R

R
f

s
oVV     [7.7]   

 The resolution of the A/D converter, which is related to the number of 

bits  N , and the desired maximum relative error  ε  rel,max  in the  V   s   measure-

ment, determine the resistance range that can be estimated. Given the 

circuit in Fig. 7.7 and considering the full scale voltage  V  FS  of the A/D con-

verter, the maximum resistance value  R  s,max  which can be measured is given 

by Equation [7.8]; the minimum value  R  s,min  is given by Equation [7.9].       

    R =
V

I
s,max

FSVV
    [7.8]    

    R =
V R

I
s N

s

N,min

, a

,max

,max

FSVV

2 2IN ε εN2Ireεε l r,max εmax 2Imax el

=     [7.9]   

 If a 1% resolution in the measurement of  V   s   is required (i.e.,  ε  rel,max  = 1%) 

and a 16-bit A/D converter is used, the operating range (i.e., the ratio between 

 R  s,max  and  R  s,min ) of the circuit in Fig. 7.7 is less than three decades. To increase 

the resistance range to four decades and retain the same measurement 

Sensor

Virtual ground +

–
Is

Vo

Vo
(digital)Rs

Rf

OA A/D
Vs

V

 7.9      Resistance estimation with the voltamperometric method and a 

known voltage  V  applied to the sensor.  
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performance, a 20-bit A/D converter is needed, signifi cantly increasing the 

system cost. To increase the range further to six decades, a 27-bit A/D con-

verter would be required, thus making this approach impracticable.      

 The typical solution to enlarge the resistance range is to adopt a multi-

ple interval technique. Referring to the circuit in Fig. 7.7, if the excitation cur-

rent  I  is varied, the  R   s   range is shifted up or down. Thus, a set of appropriate 

 I  values is chosen in order to create multiple  R   s   intervals; in each of 

them, the A/D converter provides the measurement with the desired res-

olution. The multiple intervals are designed to cover, possibly with some 

overlaps, the complete desired  R   s   range, which can be signifi cantly wider 

than the single interval. A circuit adopting this approach is presented in 

Fig. 7.10, whereas Fig. 7.11 presents an example of coverage of a four-

decade  R   s   range by using the circuit in Fig. 7.10 with the intervals designed 

to cover about one-and-a-half decades each. The multiple interval technique 

can also be adopted with the circuit in Fig. 7.9, by using multiple feedback 

resistors, as shown in Fig. 7.12 (Grassi  et al ., 2005).                               

 In both cases, the switch  SW  selecting the active sensor current value or 

feedback resistor is driven by a control signal  Ctrl  which has to be provided 

by the microcontroller or programmable logic device (PLD) of the smart 

sensor. This control must be performed by tracking the current value of the 

 R   s   and deciding which interval is the most suitable to acquire the resistive 

value. 

Sensor

I3

Is
IA/D = 0

I2I1

Vs

Vs
(digital)

Rs

Ctrl

SW

A/D

 7.10      The circuit in Fig. 7.7 modifi ed to expand the measurable 

resistance range by using the multiple interval approach.  

Global Rs range

Interval 2 Interval 3
Interval 1

10 kΩ 100 kΩ 1 MΩ 10 MΩ 100 MΩ

 7.11      Example of the application of the circuit in Fig. 7.10 covering a 

four-decade resistance range by using three intervals each with a width 

of one-and-a-half decades.  
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 The interval overlap regions are important for the calibration process. In 

fact, it must be guaranteed that, if the same resistance value can be measured 

using two or more intervals, the results are equal within the measurement 

uncertainty. If this cannot be guaranteed, nonlinear effects such as hysteresis 

and step variations of the estimated  R   s   can occur during the interval com-

mutation due to resistance variation. The calibration procedure for this kind 

of circuit is therefore critical and may require signifi cant resources, both in 

terms of time and costs. The adoption of this measurement technique for 

low-cost smart sensors therefore needs to be evaluated carefully.  

  7.3.2     Parasitic capacitance issues 

 Parasitic capacitive effects, due to the connection cables or the sensor 

itself, can in some cases contribute to the  R   s   estimation being unreliable. 

Some considerations for the use of the solutions previously discussed will 

be now be offered for a sensor model with resistance  R   s   in parallel with 

capacitance  C   s  . 

 First, it should be noted that if the sensor voltage  V   s   has been constant 

for some considerable time before the  R   s   measurement, as is the case with 

the circuit in Fig. 7.9, the parasitic capacitance  C   s   is not recharged and there-

fore it does not affect the measurement. Conversely, when using the circuit 

in Figs 7.7 and 7.8,  V   s   varies with the  R   s   variation, thus the contribution 

of  C   s   to the measurement should be taken into account. In the following, 

some examples will be given to show the typical measurement problems 

encountered because of  C   s  .                

 Defi ning 〈 R   s  〉 as the estimated value of  R   s   obtained with the circuit in 

Fig. 7.7 and Equation [7.4], a simulation of the behaviour of 〈 R   s  〉 vs time 

is reported in Fig. 7.13, when a step variation of  R   s   (with fi nal value  R   s,f   

lower than the initial value  R   s,i  ) is analysed. The measured 〈 R   s  〉 follows a 

Sensor

Virtual ground
+

–
Is

Vo

Ctrl

Vo
(digital)

Rs

Rf1

Rf2

Rf3

OA

SW

A/D
Vs

V

 7.12      The circuit in Fig. 7.9 modifi ed to expand the measurable 

resistance range by using the multiple interval approach.  
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descending exponential line starting from  R   s,i  , towards  R   s,f   and with time 

constant  τ  =  R   s,f   ·  C   s  . The fi nal effect is that the measurement is a slowed 

down version of the real  R   s   behaviour, and this effect is progressively more 

visible as the parasitic capacitive effect grows. In addition, it should be noted 

that this effect also becomes more evident with an increase in the  R   s   value, 

thus circuits operating with a wide resistance range do not offer a uniform 

performance.           

 Figure 7.14 shows a simulation of the circuit in Fig. 7.8, where the sensor 

resistance has a descending exponential behaviour, typical of MOX gas sen-

sors. Also in these circumstances, the effect of  C   s   implies that the estimated 

resistance value 〈 R   s  〉 appears slower than the real  R   s  .           

 It should be pointed out that, for applications in which the variation of 

the sensor resistance is slower than the delays introduced by the parasitic 

capacitance, this effect could be ignored. Conversely, if the information to 

be extracted from the sensor is related not only to the  R   s   value, but also 

to the dynamics of the  R   s   variation, the presence of parasitic capacitance 

effects could signifi cantly alter the measurement results and must therefore 

be taken into account. 

 Figure 7.15 shows a simulation of the circuit in Fig. 7.10, where a 

steady-state resistance  R   s   is considered and the injected current  I   s   varies, 

because of a scale change, from  I  1  to  I  2 , with  I  2  >  I  1 . Since  R   s   is constant 

and the  I   s   current increases in a step variation, according to Ohm’s Law 

the  V   s   voltage should also increase in the same quantity and with the same 

�Rs�

Time

Rs

Rs,f

Rs,i

R
s,

 �R
s�

 7.13      Simulation of the circuit in Fig. 7.7 when the sensor resistance 

has a step variation and the parasitic capacitive effects are taken into 

account.  
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�Rs�
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Rs,f

Rs,i

R
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 �R
s�

 7.14      Simulation of the circuit in Fig. 7.8 when the sensor resistance has 

a descending exponential variation and the parasitic capacitive effects 

are taken into account.  
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Time

 7.15      Simulation of the circuit in Fig. 7.10 when the sensor resistance 

is constant, a scale exchange is applied and the parasitic capacitive 

effects are taken into account.  
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behaviour. However, the presence of  C   s   makes the sensor voltage  V   s   fol-

low an exponential law with time constant  τ  =  R   s   ·  C   s  , when reaching its 

new value. The effect on the estimated sensor resistance 〈 R   s  〉, evaluated by 

means of Equation [7.4], is a glitch that corresponds with the scale change, 

as visible in the third graph of Fig. 7.15, the width of which is propor-

tional to  R   s   and  C   s  . Once again, according to the specifi c application and 

to the involved  R   s   and  C   s   values, such an effect can be either insignifi cant 

or unacceptable.                

 Finally, a brief analysis of the measurements using a sinusoidal sensor 

excitation voltage/current, instead of constant values, will be given. Using 

a parallel presentation  R   s  // C   s   of the sensor impedance  Z   s  , Equation [7.10] 

shows the expression of  Z   s   in terms of real and imaginary part, whereas 

Equation [7.11] shows the expression of  Z   s   in terms of magnitude and phase, 

where  ω  is the angular speed of the excitation signal.  

    Z =
R

j
R

R
s

s

s s

s s

s s1 1R
j

s s
2

2

2( ) + ( )ωRR

ωRR

ωRR

C

C
−     [7.10]    

    Z =
R

R
Z Rs

s

s s

sRs s

1
2+ ( )

∠( ) ( )
ωRR

RRR
C

C;     [7.11]   

 The use of an impedance analyser allows the real and imaginary part 

(or, similarly, the magnitude and phase) of  Z   s   to be estimated and, therefore, 

both the  R   s   and  C   s   value to be calculated. In smart sensor implementations, 

this implies that the A/D acquisition needs to be synchronized with the sen-

sor excitation voltage/current in order to evaluate the  Z   s   phase correctly by 

means of the input/output signals phase shift. In the event that only the  Z   s   

magnitude is evaluated, an underestimation of  R   s   is obtained, since it is evi-

dent from Equation [7.11] that | Z   s  | <  R   s   for each  ω  value and that this error 

becomes progressively greater as the values of  ω  and  C   s   increase.  

  7.3.3     Calibration procedures 

 The calibration of a system involving resistive sensors does not differ from 

the usual procedures. When dealing with smart sensors, the presence of a 

processing unit such as the microcontroller or PLD allows these techniques 

to be implemented directly on the sensor node, thus facilitating the com-

munication, sharing and utilization of the sensor data. Moreover,  additional 

circuitry and automatic routines could be implemented to perform online 
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and periodic recalibration of the system in order to compensate for 

long-term effects such as component aging (Grassi  et al ., 2005). 

 Basically, given a set of known  R   s   values  R   s, cal , the corresponding calcu-

lated resistance values  R   s, th  (obtained by means of the theoretical circuit 

equations starting from the measured quantities – e.g., voltage  V   s   in Fig. 7.7) 

usually differ from  R   s, cal , because of circuit imperfections and component 

nonidealities. An experimentally designed calibration function  G  should 

be applied to the theoretical resistance values  R   s, th  to obtain, as the fi nal 

result 〈 R   s  〉 of the estimation, the calibration values  R   s, cal , thus compensat-

ing for the circuit errors. An example of a sophisticated calibration func-

tion  G  is shown in Fig. 7.16. It is no problem to implement such a function 

by means of a cheap microcontroller or look-up table stored in a PLD. 

However, collecting a suffi cient amount of calibration data to design an 

effi cient calibration function is still a long and expensive procedure.           

 If calibration procedures need to be simplifi ed, a linearization of the cali-

bration function is advisable. Basically, with a very small number of calibra-

tion points, the calibration function can be approximated by a single line or 

a set of lines. 

 Figure 7.17 shows an example of a piecewise linearization applied to a 

set of  N  calibration samples  R   s, cal .  G  is realized with multiple lines ( N  − 1), 

each of which characterized by the slope  m  and offset  q , connecting each 

pair of consecutive calibration samples. The  m  and  q  parameters of each 

Rs,cal
�Rs�

Rs,cal, 6

G

Rs,cal, 5

Rs,cal, 4

Rs,cal, 3

Rs,cal, 2

Rs,cal, 1

Rs,th.1 Rs,th.2 Rs,th.3 Rs,th.4 Rs,th.5 Rs,th.6 Rs,th

 7.16      Example of a complete calibration function  G  obtained with a set 

of calibration samples  R   s, cal .  
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segment  i  ( i  = 1, …,  N ) can be easily defi ned from the calibration samples 

 R   s, cal  and the related calculated values  R   s, th  with Equations [7.12] and [7.13], 

respectively.            

    m =
R R

R R
i

s, ,i s, ,i

s, ,i s, ,i

cal cR,i s, al

th th

−

−

1

1

    [7.12]    

    q = R m RsR , ,i i s, ,ical tm R,i im s, h     [7.13]   

 To obtain the fi nal result 〈 R   s  〉 of the measurement, the microcontroller or 

the PLD of the smart sensor needs to store the pairs of slope  m  and offset 

 q  of each line in a look-up table and apply the linear relation in Equation 

[7.14] with the calculated values  R   s, th , selecting the correct  m - q  pair accord-

ing to the  R   s, th  itself.  

    〈 〉 +=〉 mR qs s〉〉 mR ,th     [7.14]   

 A single line can also be used to further simplify the calibration function. 

 Figure 7.18 shows an example of approximation using a linear regression 

or least mean squares (LMS) algorithm. The single line approximating the 

Rs,cal
�Rs�

Rs.th

q4

q2

q1

m1

m2

m3

m4

m5

G

7.17      Example of a calibration function  G  obtained with a piecewise 

linearization starting from a set of calibration samples  R   s, cal .  
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calibration function is defi ned to minimize the sum of the absolute errors 

( ε  abs  = 〈 R   s  〉 −  R   s, cal ) of the estimated values 〈 R   s  〉 with respect to the related 

 R   s, cal . Given  N  calibration samples  R   s, cal  and the related calculated values 

 R   s, th , the  m  and  q  values can be obtained by Equations [7.15] and [7.16], 

respectively.  

    m
N

N

i

i

=
∑N ( )R Rs, ,i s, ( )R i∑ ( )Ri s, i∑

∑ ( )RsR , i

) ( Ri s∑ )i ( Ri s,∑) ( i s,) ( i s,∑
2 222 − ( )∑

    [7.15]    

    q
i=

( )Ri s,∑ ∑ ( )R ( )R i∑ ∑ ( )R Rs, ,i s,((i)i ∑ (Rs )i ( Ri s∑ ii (Rs, R,i s,i)i ( )s, ,i ( i s,i)i ( s, ),i ( i s,∑
2 − ))

∑ ( ) ( )∑N ∑ (i (( ) (2 2( )∑−
    [7.16]   

 From a smart sensor perspective, the microcontroller or the PLD simply 

needs to apply the linear equation [7.14] with the calculated values  R   s, th  to 

obtain the fi nal result 〈 R   s  〉 of the estimation. 

 This approach is particularly advantageous when the sensor resistance 

has a limited variation range; for instance, two or three decades. When the 

Rs,cal
�Rs�

Rs,cal, i
εabs,i

Rs.th.i Rs.th

�Rs, i�

q

m

G

 7.18      Example of a calibration function  G  obtained with a linear 

regression starting from a set of calibration samples  R   s, cal .  
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variation range becomes too great – for example, when dealing with MOX 

sensors – a more important parameter to be considered for the lineariza-

tion of the calibration function is the relative error, rather than the absolute 

error. In fact, minimizing the absolute error in a wide range of resistance 

would penalize the samples with smaller values, leading to a considerable 

error compared with the resistance value itself. The relative error is defi ned 

as the absolute error of the estimation referred to the ‘true value’ expected 

from the measurement; that is,  ε  rel  =  ε  abs / R   s, cal . If the  m  and  q  of the calibra-

tion line are estimated to minimize this parameter, the overall performance 

of the calibration procedure, in terms of relative error, is more uniform in 

the range under consideration. 

 This linearization technique is called weighted LMS (WLMS); 

Equations [7.17] and [7.18] can be used to obtain the values of the param-

eters  m  and  q :  
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 Table 7.1 shows an example of calibration on a fi ve-decade resistive 

range, comparing the absolute and relative errors in case of no calibra-

tion, LMS and WLMS linearization. Where there is no calibration, the 

 R   s, th  is the fi nal result of the measurement, whereas in the other two cases, 

the fi nal result of the estimation is 〈 R   s  〉, computed by means of Equation 

[7.14]. It should be noted how the LMS calibration tries to make uni-

form the absolute error in the whole range under consideration, leading 

to signifi cantly high relative error values in the lower part of the range. 

Conversely, the WLMS approach makes the relative error as uniform as 

possible, accepting signifi cantly high absolute error values in the upper 

part of the range.      
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  7.4     Resistance-to-time conversion methods 

 The measurement techniques illustrated in this section are particularly 

advantageous when the resistance value needs to be estimated over a very 

wide range. This can be the case for a single sensor (the value of which can 

span a large interval), as well as of a set of sensors (each of which having a 

limited resistance variation, but centred around different reference values). 

A typical example of such a situation is represented by MOX sensors. 

 To assure simple and inexpensive calibration of the electronic circuits for 

the sensor interface, the schemes adopting multiple ranges for the estima-

tion of resistance should be avoided. However, as previously stated, imple-

menting a direct resistance measurement operating on a wide range and 

guaranteeing the desired performance over the whole interval can be either 

cost-ineffi cient or impracticable. 

 The resistance-to-time conversion (RTC) method is based on the fact that 

the quantity ‘time’ is easy to estimate, also in a wide range, with good reso-

lution and by using relatively inexpensive components, such as microcon-

trollers and PLDs. 

 The basic element used for RTC is an integrator, shown in Fig. 7.19. 

Considering  OA  as an ideal operational amplifi er , it can easily be found that 

 I   s   =  I   c  ,  V   s   =  V  exc  and  V  int  = − V   c  , thus yielding Equation [7.19] describing the 

behaviour of the circuit.       

    V t V t
C R C

V t t
iCC s iCC

inVV t ( ) = (( ) = ( )∫ ∫I t t
R C

cI ( )−t−V ) =cVV dV t( )∫t =
1 1

∫ I ( ) excVVVV     [7.19]   

 Under the hypothesis that the sensor excitation voltage  V  exc  and the sen-

sor resistance  R   s   are constant, the integrator output voltage  V  int  is a ramp, as 

illustrated in Fig. 7.20, the slope  α  of which is inversely proportional to the 

sensor resistance value, as shown by Equation [7.20].            

Sensor

Virtual ground
+

–

Vint

R3

OA

Vc

Ic

Is

Ci

Vexc

Vs

7.19      The integrator circuit, the basic element for the resistance-to-time 

conversion.  
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 V t
V

R C
t V t V

V

R C
V V t =

s iCC
i iVV t VV

s iCC
iVVinVV t ( ) = − =VVV =VVV ( )excVV excVV

with and−αtttt α 0VV 0     [7.20]   

 The time  T   r   taken by the output ramp to span between two known volt-

age values  V  1  and  V  2  is inversely proportional to the slope  α  of  V  int , thus a 

direct proportional relationship can be found between  T   r   and the sensor 

resistance  R   s  , as in Equation [7.21].  

    α =
V

R C
=

V V

Ts iCC rTT
excVV 2 1V VV V

    [7.21]   

 The measure of the time  T   r   is therefore the key point for the estimation 

of sensor resistance. To accomplish this task, the integrator circuit is utilized 

in different schemes, which mainly differ for the methodology adopted to 

extract the information  T   r  , to iterate the measurement and for the way the 

sensor is biased (i.e., constant or switched voltage). Particularly, in this lat-

ter case the problems related to the parasitic capacitance are more evident 

(Sauerwald  et al ., 2005). As it will be shown next, this issue can be limited by 

suitably designing the electronic interface. 

 Usually, the analog front-end provides a quasi-digital signal, containing 

the information  T   r  . The measurement of  T   r   is accomplished with a digital 

system, which can be a digital counter or, in case of smart sensors, time mea-

surement routines or blocks implemented in a microcontroller or PLD. 

 In the following, an overview of different RTC-based interface circuits 

will be presented, highlighting the main advantages and drawbacks for each 

of them. Unless otherwise specifi ed, the sensor model including the parasitic 

capacitive effect  C   s   in parallel with the resistive value  R   s   will be used. 

Vint

V1

V2

Output ramp

Time

Tr

α

 7.20      Output time diagram of the integrator in Fig. 7.19, considering an 

ideal operational amplifi er and constant values for  V  exc  and  R   s  .  
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 It should be noted that all the resistance-to-time methods are based on the 

use of a capacitor for the sensor current integration; since the capacitive value 

of common capacitors is usually not very accurate and stable, the accuracy of 

the measurement system can be affected as well. As will become clear in the 

following, the capacitive value is usually a multiplicative factor in the rela-

tionship for the sensor resistance calculation, and therefore the initial calibra-

tion/linearization procedure can signifi cantly limit the problem. Moreover, it 

should be remembered that the proposed sensor interfaces are intended to 

be used in smart sensor systems, where a microcontroller or PLD could easily 

implement periodic and simple self-recalibration procedures to correct possi-

ble drifts of the circuit component values, included the integrating capacitor. 

  7.4.1     Oscillator-based systems 

 This family of circuits employs a fi rst-order oscillator scheme to charge and 

discharge the capacitor of the integrator continuously, thus offering an easy 

way to iterate the measurement (Flammini  et al ., 2004). The basic circuit 

and its timing diagram are shown in Figs 7.21 and 7.22, respectively. In this 

fi rst analysis, the sensor is considered as a pure resistor  R   s  , thus neglecting 

possible parasitic capacitive effects. The sensor is biased with the output volt-

age of the comparator  Comp  ( V  exc  =  V  out ), thus it is an alternate voltage com-

mutating between the power supply value ± V   cc   (without loss of generality, 

it is supposed that rail-to-rail components are used). The capacitor  C   i   of the 

integrator is consecutively recharged, thus generating the triangle waveform 

SensorVexc

Vout

Ci

R2

R1

OAi

Comp

Vint

Vth

–

–

+

OA2

–

+

+

 7.21      Basic scheme of the oscillating circuit for the resistance-to-time 

conversion.  
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at the integrator output  V  int , as illustrated in Fig. 7.22. The inverting ampli-

fi er, composed of the operational amplifi er  OA  2 ,  R  1  and  R  2 , provides two 

alternative threshold values  V  th +   and  V  th -   by inverting and amplifying the 

comparator output  V  out . In this way, as can be seen in Fig. 7.22, fi rst-order 

oscillator behaviour is established.                

 The duration of the time intervals  T  1  and  T  2  depends on the circuit param-

eters and on the value of the sensor resistance  R   s  , as in Equation [7.22].  

    T T C R
V V

V
GC R G

R

R
i sC RC i sCC R1 2T TT T 2

1

2=T2TT =GGC RiC R= 2
thVV + tVV h

excVV
i h

−
    [7.22]   

 Using this method, for every period of  V  out  it is possible to derive two 

values of  R   s   by measuring the time intervals  T  1  and  T  2 . It is worth noting 

that Equation [7.22] has been obtained by considering an ideal case, with 

ideal components, symmetric power supply voltage and homogeneous sen-

sor behaviour, with respect to the alternate excitation voltage  V  exc . Partial 

compensation for any unwanted effects can be achieved by averaging the 

two half periods, by measuring the period  T  and calculating the sensor resis-

tance  R   s   using Equation [7.23].  

Vout, Vexc

Vcc

–Vcc

Vth

Vth+

Vth+

Vth–

Vth–
T1 T2

Time

Time

Time

T

Vint

 7.22      Timing diagram of the circuit in Fig. 7.21.  
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    R
T

GC
G

R

R
s

iCC
= =G

4

2

1

with     [7.23]   

 However, it should be noted that the integrator output waveform and 

Equations [7.22] and [7.23] have been obtained supposing that the resis-

tance  R   s   is constant (or slowly varying) during the observation time. Thus, 

the design parameters of the circuit, on which the observation time depends, 

should take into account the dynamic behaviour of the sensor resistance. 

Basically, to consider  R   s   constant during the measurement, the maximum 

variation of the sensor resistance during the observation time should be 

within the measurement uncertainty. If the hypothesis of constant  R   s   cannot 

be achieved, Equation [7.23] provides an estimation of an average value of 

R   s   within the observation time  T . 

  Parasitic capacitance issues 

 Since the sensor excitation voltage  V  exc  is an alternate voltage, the presence 

of parasitic capacitance in parallel to  R   s   could lead to signifi cant errors. As 

illustrated in Fig. 7.23, during the commutation of  V  exc , the integrator out-

put  V  int  has an instantaneous variation Δ V  int , due to a charge transfer effect 

Vout, Vexc

Vcc

–Vcc

Vth

Vth+

Vth+

Vth–

Vth–
T1

ΔVint

ΔVint

T2

Time

Time

Time

T

Vint

7.23      Timing diagram of the circuit in Fig. 7.21 with non-negligible 

sensor parasitic capacitive effects.  
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involving the capacitors  C   i   and  C   s  . This voltage step is proportional to the 

parasitic capacitance  C   s  , as in Equation [7.24].       

    Δ ΔVV Δ
C

C
sC

inVV t excVV
iCC

    [7.24]   

 The main effect on the circuit output signal  V  out  is the shortening of the time 

intervals  T  1  and  T  2  (and therefore of the period  T ), with respect to the case in 

which the parasitic capacitance is neglected, as reported in Equation [7.25].  

    T T = G
C

C
C R G

R

R
sC

s1 2T TT T 2

1

2
⎛
⎝⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

=−
iCC

iCC with     [7.25]   

 If  T  1  and  T  2  (or  T ) are measured and Equation [7.23] is applied, the sen-

sor resistance  R   s   is obtained with an underestimation error, which becomes 

progressively more signifi cant as the parasitic effect  C   s   becomes comparable 

with the integration capacitor  C   i  . 

 To overcome this issue, the circuit in Fig. 7.21 can be modifi ed by add-

ing a second comparator, operating with a different threshold voltage at 

its input, as shown in Fig. 7.24 (Ferri  et al ., 2008). In this case, the second 

threshold value has been chosen to be in the middle of the integrator output 

range. This is the ground voltage in the event of a symmetrical power supply 

SensorVexc

Vout1

Vout2

Ci

R2

R1

OA1
Comp2

Vint

Vth

–

–
+

OA2

–

+

+

Comp1

–

+

 7.24      The modifi ed oscillating circuit for the resistance-to-time 

conversion for non-negligible sensor parasitic capacitive effects.  
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Vout1, Vexc

Vout2

Vcc

–Vcc

Vth

Vth+

Vth+

Vcc

–Vcc

Vth–

Vth–

T1

←ΔVint

←ΔVint

T2 T3 T4

Time

Time

Time

Time

T

Vint

 7.25      Timing diagram of the circuit in Fig. 7.24.  

± V   cc  . The timing diagram of the circuit in Fig. 7.24 is reported in Fig. 7.25. 

A new square wave output signal ( V  out2 ) is provided; the commutations of 

 V  out2  occur when the integrator output crosses the second threshold value 

(ground voltage). During a period  T  of the signals, four time intervals ( T  1 , 

 T  2 ,  T  3  and  T  4 ) can be defi ned, each of which is delimited by the commuta-

tions of  V  out1  and  V  out2 .                     

 As can be seen in Fig. 7.25, the time intervals  T  2  and  T  4  are not affected 

by the presence of the parasitic capacitive effects, being dependent only on 

the threshold voltage values and on the slope of  V  int . Thus, the measure-

ment of such time intervals allows the sensor resistance to be estimated 

without being infl uenced by the parasitic capacitive effects. Equation [7.26] 

shows the relationship between  T  2  ( T  4 ) and  R   s   in an ideal situation, whereas 

Equation [7.27] reports how  R   s   can be computed by averaging the informa-

tion obtained from  T  2  and  T  4 , thus partially compensating possible circuit 

asymmetries.  
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    T T GC R G
R
Ri sR2 4T TT T 2

1

2=T4T =i h     [7.26]    

    R =
T T

2GC
G

R

R
s

tCC
2 1T TT T 2

1

=with     [7.27]   

 It should be noted that, from the additional measurement of the time 

 intervals  T  1  and  T  3  and by applying the relationship in Equation [7.24], an 

estimation of the parasitic capacitance  C   s   can be obtained, as in Equation 

[7.28].  

    C = GC
T T T T

2 T T
G

R

R
sC iCC 2 4T TT T 1 3TT TT

2 4TT TT
2

1+( ) =
−T

with     [7.28]   

 The estimation of  C   s   could be used for diagnostic purposes, for example 

to monitor the effectiveness of long connections between the sensor and 

the electronic front-end. This task can be easily performed by the microcon-

troller or the PLD devoted to the smart sensor management, thus includ-

ing the measurement of the time intervals  T  1 ,  T  2 ,  T  3  and  T  4 . In particular, 

for the latter task, the digital device needs to acquire the two logical out-

puts  V  out1  and  V  out2 . The implementation of counter-routines in microcon-

trollers requires dedicated ports with input capture features. However, if it 

is intended to use a cheap microcontroller, it is possible that this is available 

for one input only. In this case, the signal obtained from the Exclusive OR 

(XOR) logic combination of  V  out1  and  V  out2  can be used as a single output 

of the analog front-end, as shown next. Moreover, to facilitate the integra-

tion of the analog front-end with the digital stage for a possible single-chip 

solution, the circuit in Fig. 7.24 can be designed to operate with a single-sup-

ply voltage  V   cc  . This is obtained by replacing all the connections to ground 

voltage with a reference voltage  V  ref  placed in the middle of the  V  int  range; 

that is,  V  ref  =  V   cc  /2 (De Marcellis  et al ., 2008). Figures 7.26 and 7.27 show 

the electronic interface circuit with the two modifi cations in place and the 

related timing diagram. 

 In an ideal situation,  T  1  =  T  3 ,  T  2  =  T  4  and the circuit output  V  XOR  is a 

square wave, the period of which is given by  T  =  T  1  +  T  2  =  T  3  +  T  4 . Defi ning 

 T  on , the time interval during which  V  XOR  is at the logic level ‘high’, and  T  off , 

the time interval during which  V  XOR  is at the logic level ‘low’, it is evident 

that  T  on  =  T  2  =  T  4  and  T  off  = T  1  =  T  3 . The duty-cycle of  V  XOR  is then defi ned 

as  D  =  T  on / T . From the estimation of  T  and  D  of the single output  V  XOR , it is 
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 7.26      The oscillating circuit with single power supply and single output 

signal.  
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 7.27      Timing diagram of the circuit in Fig. 7.26.  
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possible to estimate the values of the sensor resistance  R   s   and the parasitic 

capacitance  C   s   by means of Equations [7.29] and [7.30], respectively.  

    R =
TD

GC
G

R

R
s

tCC
with = 2

1

    [7.29]    
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1

− with     [7.30]   

 It should be noted that the behaviour of  V  out1  and  V  out2  is identical as that 

in the previous case; therefore, Equations [7.27] and [7.28] can still be used, if 

the digital stage is able simultaneously to acquire the two output signals  V  out1  

and  V  out2  and to measure the time intervals  T  1 ,  T  2 ,  T  3  and  T  4  appropriately. 

However, the use of the single output  V  XOR  can simplify the implementation 

of the digital counter-routines in the microcontroller, since a simple period 

and duty-cycle measurement needs to be performed. Such measurement 

tools are often included as a hardware feature in most microcontrollers. 

 Finally, software averaging of two or more consecutive estimations 

of  R   s   and  C   s   could help with the partial compensation of possible circuit 

asymmetries.  

  The problem of long measuring times 

 It is evident from Equation [7.22] that the time needed to perform a mea-

surement is directly proportional to the value of the resistance to be mea-

sured. For example, a variation of seven decades in the resistance implies the 

need to measure time over seven decades, as well. The choice of the circuit 

parameters allows the designer to shift the time range of the output signal 

according to the characteristics of the system adopted for the time estima-

tion. From perspective, the strictest requirement is usually the shortest time 

to be estimated. In fact, if suitable resolution is required in the measurement 

of time, the clock period of the time measurement system must be much less 

than the time interval to be estimated. Once the designer has set the mini-

mum time duration, the maximum time duration depends on the resistance 

range to be measured. For example, if a 10 MHz clock frequency is adopted 

for the time measurement, a time interval of 10 μs can be estimated with a 

1% resolution. If a six-decade resistance variation is considered, the maxi-

mum measurement time is about 10 s. If this measurement time is too long 

for a specifi c application, the designer can move the time interval range 

down either by increasing the clock frequency or by decreasing the mea-

surement resolution. 
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 To reduce the measurement time of large resistance values, the oscillator 

circuit architecture can be modifi ed by introducing the concept of a mov-

ing threshold; that is, a threshold signal which is not constant, but moves 

towards the integrator ramp  V  int  (Depari  et al ., 2011). Figure 7.28 shows 

how the circuit in Fig. 7.24 can be modifi ed for this purpose. The former  V  th  

signal is now the main threshold  V  th1  and the former fi xed threshold (ground 

voltage) of  Comp  2  is now the second threshold  V  th2 . The generation of the 

correct threshold signals is performed by the  ThGen  1  and  ThGen  2  blocks, 

which will be described next. As shown in the time diagram of Fig. 7.29, 

the threshold signals are designed to be ramps with different slopes (the 

slope of  V  th2  being steeper than the slope of  V  th1 ), but always in the oppo-

site direction with respect to the integrator output ramp  V  int . As in the pre-

vious oscillating circuits, the interception between the main threshold and 

the integrator output  V  int  determines the circuit commutation, with the con-

sequent change in the direction of the integrator output signal; thus, the 

threshold signals must change direction as well. To guarantee that the oscil-

lator performs correctly, for every commutation of the circuit the thresh-

old signals must start from established values ( V   t   and − V   t   and in Fig. 7.29), 

possibly symmetrical with respect to the ground voltage. Moreover, it has 

to be assured that the integrator output  V  int  is always included in the range 

between the starting points of the two thresholds  V   t   and − V   t  , also when the 

commutations Δ V  int  due to the parasitic capacitance happen. As can be seen 

in the time diagram, even if the integrator output  V  int  has a quasi-fl at or even 

fl at slope, the interception with the threshold  V  th1 , thus the circuit commuta-

tion, is guaranteed by the movement of the threshold signal. A type of output 

range compression is applied, which limits the maximum measurement time 

to  T  max  as in Equation [7.31], where | α  1 | is the absolute value of  V  th1  slope.  
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 7.28      Modifi cation to the circuit in Fig. 7.24 with the introduction of the 

moving threshold signals.  
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    T
V

maTT x = tVV

α1αα
    [7.31]   

 The  ThGen  circuits for the generation of suitable threshold signals can 

take advantage of the integrator scheme, which allows an output ramp to 

be generated. The slope and the direction of the output ramp can be eas-

ily determined with the integrator parameters and input voltage polarity; 

conversely, setting the correct starting values for the output ramp, accord-

ing to the diagram in Fig. 7.29, requires a suitable circuit for the integra-

tor reset. For this purpose, a possible solution is shown in Fig. 7.30, where 

the two-capacitor integrator (2 CInt ) is illustrated. This integrator scheme 

includes two integration capacitors;  C  thr  is dedicated to the generation of a 

rising threshold ramp during a semi-cycle (with the  2CInt  input at − V   cc  , as 

in Fig. 7.30a), whereas  C  thf  is used for the falling ramp, during the other 

semi-cycle (with the  2CInt  input at  V   cc  ,, as in Fig. 7.30b). Thus, only one 

capacitor at a time is connected to  OA ; the disconnected capacitor is 

charged to a suitable voltage value, to guarantee the correct starting point 

for the  OA  output signal for the next semi-cycle. If the two capacitors are 

chosen with the same value  C  th , the output ramp has a symmetrical slope, 

given by Equation [7.32].  
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 7.29      Timing diagram of the oscillator circuit with the moving threshold 

approach.  
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    αα =
V

R C
ccVV

th thCC
    [7.32]   

 The connection/disconnection of the capacitors is performed by means of 

a switch network, driven by a signal  Ctrl  which commutates every semi-cycle, 

such as  V  out1 . In addition, it should be pointed out that, in every semi-cycle, 

the  2CInt  input signal must have opposite polarity to the input signal  V  exc  

of the main integrator, in order to generate a threshold ramp with a direc-

tion that is always opposite to  V  int  (see Fig. 7.29). It is clear that, once the 

polarity has been changed, the output signal  V  out1  can be used as the  2CInt  
input signal. Figure 7.31 shows the overall circuit scheme, where  2CInt   1   and 

 2CInt   2   are two distinct  2CInt  blocks as in Fig. 7.30. 
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7.30      The two-capacitor integrator ( 2CInt ) for the moving threshold 

generation: (a) generation of a rising ramp; (b) generation of a falling 

ramp.  
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 The switch network is the crucial part of the circuit and thus it should be 

designed with particular care. Commutation delays need to be as equal as 

possible among all switches and should be much smaller than the minimum 

expected time interval to be measured, in order not to have a signifi cant 

effect on the measurement. The on-state resistance, which is in series with 

the integrator capacitor, causes an offset to appear on the threshold ramp 

 V  th , the value of which depends on the current to be integrated, coming from 

the integrator input resistance  R  th . Small values of on-state resistance are 

advisable to minimize this effect. The off-state resistance should be much 

larger than the chosen integrator input resistance  R  th ; in this way, currents 

fl owing through open switches do not signifi cantly alter the integration of 

the current fl owing through  R  th  and, thus, the threshold ramp slope. 

 The estimation of  R   s   and  C   s   can be obtained for every semi-cycle  k , by 

measuring the time intervals  T  1 ,k   and  T  2 ,k   determined by the output signals 

 V  out1  and  V  out2  and applying Equations [7.33] and [7.34] where  r   α   is defi ned as 

the ratio between the slope of  V  th1  and  V  th2  (0 <  r   α   < 1) and  V  exc  =  V   cc  .  

    R r
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    C
V C

T
T

r

r

T T

T T
TsC t iV CV C k

k
k=

⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠maTT x

maTT x

, ,k

, ,k
,VexcVV

− − −1 1 2T TT TkTT,k

1 2T TT Tk TT,k
1 1TT k, −

αr

αr
    [7.34]   

Sensor

+

+

+

+

–

–

–

–

OA1

OA2

R

R

Vth1

Vexc

2Clnt1

2Clnt2

Vint

Vth2

Vout1

Vout2Comp2

Comp1

Ci

 7.31      The oscillating circuit with moving threshold for the limitation of 

the maximum measuring time.  2CInt  blocks are as in Fig. 7.30.  
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 A more reliable estimation can be obtained by averaging the measure-

ment related to two semi-cycles, thus partially compensating for possible 

circuit asymmetries. 

 It should be noted that, as in the case of constant thresholds, it is possible 

to design a single-supply single-output circuit, by shifting the voltage levels 

to positive values and by adding an XOR logic gate to combine  V  out1  and 

V  out2 , as shown in Fig. 7.32. The reference voltage should be placed in the 

middle of  V  int  range i.e,  V  ref  =  V   cc  /2; the new starting points of the thresh-

old values should be symmetrical with  V  ref  (in Fig. 7.32,  V   t+   =  V  ref  +  V   t   and 

 V   t−   =  V  ref  −  V   t  ). It is still possible to estimate the value of  R   s   and  C   s   in every 

semi-cycle by using Equations [7.33] and [7.34], with  V  exc  =  V   cc  /2. Conversely, 

taking advantage of having a single output, the estimation of  R   s   and  C   s   can 

be obtained by the measurement of the period  T  and the duty-cycle  D  of 

 V  XOR  and by using Equations [7.35] and [7.36], where  T  prev  is the period mea-

sured in the previous cycle.  

    R r
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r D
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7.32      Timing diagram of the oscillating circuit with moving threshold 

with single power supply and single output signal.  
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 It should be noted that  R   s   depends only on the duty-cycle  D  of  V  XOR , as 

though it were a pulse width modulation (PWM) signal. This characteris-

tic can be made use of to design simple readout electronics, by low-pass 

fi ltering the output signal  V  XOR  and measuring the resulting voltage by 

means of an A/D converter. This allows the microcontroller of the smart 

sensor to extract the information about the  D  (and therefore about  R   s  ) 

 without the need of a time unit hardware or having to implement duty-cycle 

 measurement routines. 

 Obviously, converting the information to the voltage domain leads to 

additional problems, such as vulnerability to interference and, thus, increased 

measurement uncertainty. This kind of approach should be therefore used 

only when low-cost is more important than system performance and very 

cheap microcontrollers with limited computational resources need to be 

used.   

  7.4.2     Systems with constant sensor excitation voltage 

 Key advantages of the oscillating circuits previously described are their sim-

plicity and the opportunity they present, due to their symmetrical architec-

ture, to compensate partially for circuit nonidealities. The main drawback is 

that the sensor bias voltage  V  exc  is an alternate signal, which is necessary to 

guarantee the oscillating behaviour by commutating the integrator output 

voltage  V  int . Troubles arising from the presence of parasitic capacitive effects 

can be reduced by using the aforementioned modifi ed solutions; however, 

the problems related to the variation of the excitation voltage of MOX sen-

sors will still be present. 

 By using the integrator architecture and a suitable reset circuit, it is pos-

sible to perform the  R   s   estimation only during one phase of the integration 

(e.g., during the  V  int  falling ramp) and to restart the measurement without 

the need to modify the sensor excitation voltage  V  exc  (Depari  et al ., 2006). 

This concept is illustrated by using the circuit in Fig. 7.33, the timing dia-

gram of which is presented in Fig. 7.34. Starting from the basic integrator 

circuit, a reset switch  SW , driven by the control signal  Ctrl , is placed in par-

allel to the integrator capacitance  C   i  . When activated (closed),  SW  forces 

the integrator output  V  int  to the initial value  V   i  , close to the ground voltage 

(component nonidealities make  V   i   differ from the ideal value – i.e., ground 

voltage). In the example in Fig. 7.33,  V  exc  is a positive and constant voltage 

and thus, under the hypothesis of constant  R   s  ,  V  int , behaves as a falling ramp 

when  SW  is open. A negative threshold voltage  V  th  and a comparator  Comp  

�� �� �� �� �� ��



Advanced interfaces for resistive sensors   189

© Woodhead Publishing Limited, 2014

are used to generate a pulsed signal  V  out . The time  T   r   taken by the  V  int  to 

intercept  V  th  is related to  R   s   by means of Equation [7.37].  

    T
V V V V

V
R CrTT i iVV V VV

s iC= =thVV VVV

excVVα
    [7.37]   

 The  Controller  stage in Fig. 7.33 is devoted to generate the switch control 

signal  Ctrl . This can be realized with a simple monostable circuit, triggered 

by the comparator output signal  V  out , as well as directly implemented in the 

microcontroller or PLD of the smart sensor. The time duration  T  res  of the 

reset phase should be chosen in order to guarantee a complete reset of the 

integrator. As previously stated, component nonidealities, especially those 
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7.33      The basic circuit for the RTC implementation with constant sensor 

excitation voltage.  

Vint

α

Vi

Vth

Vout

Tres Tr

T

Ctrl

Time

Time

Time

7.34      Timing diagram of the circuit in Fig. 7.33.  

�� �� �� �� �� ��



190   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

related to the operational amplifi er  OA  and the switch  SW , cause the ini-

tial value  V   i   not to be zero; even if Equation [7.37] considers this effect, the 

evaluation of  V   i   is not easy and it can be affected by several uncertainty fac-

tors, such as temperature. The work in (Depari  et al ., 2006) proposes that a 

feedback circuit be applied in parallel to  SW  and controlled by  Controller , in 

order to reduce the less than ideal reset of the integrator; thus, it is possible 

to consider  V   i   ≈ 0 V. The comparator output  V  out  is a narrow pulsed signal; in 

fact, as soon as it commutates to the high level, the  Controller  stage issues 

the reset command, making the integrator output  V  int  increase rapidly and, 

thus,  V  out  to commutate to the low level once more. From the  measurement 

of the period  T  of  V  out  or  Ctrl , it is possible to estimate the time  T   r   (by sub-

tracting  T  res ), and to calculate the  R   s   value from Equation [7.37]. 

 A different approach to solve the problem related to  V   i   is to use two 

threshold values ( V  th1  and  V  th2 , with | V  th2 | < | V  th1 |) and to consider the 

 V  int  ramp behaviour only between such thresholds. Figures 7.35 and 7.36 

show the circuit schematic and the timing diagram related to this solution. 

As in the previous case, the  Ctrl  signal is issued by the  Controller  block 

when triggered by the comparator output signal related to the main thresh-

old voltage ( V  th1 ). The time interval  T   r   is defi ned as the time taken by  V  int  

to span between the two thresholds; it can be obtained by subtracting the 

time interval  T  2  (time between the release of the reset and the interception 

of  V   in   with the threshold values  V  th1  and  V  th2 , respectively: see Fig. 7.36) 

from  T  1 , as well as by estimating the high level time of the comparator 

output  Comp   2  . The relationship between the sensor resistance  R   s   and  T   r   is 

obtained from Equation [7.37], where  V  th  is now  V  th1  and  V  th2  replaces  V   i  , 

as in Equation [7.38].  

    T T T
V V V V

V
R Cr sT TT

V
R i−T = =1 2TT TTTT TTT 1 2V 1 2VthVV thVVV thVV thVVV
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 7.35      The basic circuit for the RTC implementation with constant sensor 

excitation voltage; solution with two threshold voltages.  
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 Note that the initial voltage  V   i   of the integrator output no longer affects 

the estimation of  R   s  . This is obtained because now the integrator output 

ramp is evaluated between two known voltages ( V  th1  and  V  th2 ); this solu-

tion, therefore, can avoid the use of the feedback circuit in parallel with 

 SW , thus keeping the circuit topology quite simple. However, whereas in 

the previous case a simple period estimation procedure was needed, in this 

case a slightly more complex time measurement unit or routine needs to be 

implemented. 

  Long measuring time problem 

 It is evident from Equations [7.37] and [7.38] that the ramp time  T   r   is pro-

portional to the value of the resistance  R   s   to be estimated, as happens with 

the oscillator-based circuit of Fig. 7.21. The same considerations regarding 

the choice of the circuit parameters to adapt the output signal timings to the 

sensor resistance range and the characteristics of the time estimation unit 

can be applied. As stated previously, when a wide range of resistances needs 

to be estimated, a long measurement time usually occurs in the upper part 

of the resistive range; this could be a problem for particular sensor applica-

tions. Even if, as in the case of the oscillating circuits, a moving threshold 

approach can be followed, the architecture of the constant sensor excitation 
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 7.36      Timing diagram of the circuit in Fig. 7.35.  
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voltage suggests adopting a more effective solution for shortening the mea-

surement time. 

 The key point for the  R   s   estimation is the determination of the slope  α  

of  V  int ; this goal can be achieved by acquiring a suitable number  N  of sam-

ples of the  V  int  signal with an A/D converter, as shown in Fig. 7.37, and by 

applying the LMS interpolation algorithm. The sample rate  F   s  , determines 

the time distance  T   s   between samples ( T   s   = 1/ F   s  ); once all the  N  samples 

are  collected, the measurement process can be either ended or iterated. 

The resulting acquisition time can be obtained as  T  acq  =  N  ·  T   s  . It should be 

noted that  T  acq  is independent of the  R   s   value and the measurement time is 

constant; this characteristic is important in applications in which a certain 

degree of synchronization between the sensor data acquisition and other 

operations must be achieved (Depari  et al ., 2012b). 

 As stated previously, the estimation of  α  is accomplished by means of the 

LMS algorithm; that is by applying Equation [7.39], where  V  int ,i   is the sample 

 i  value, and  T   s,i   is the time distance of the sample  i  from the beginning of the 

acquisition ( t  = 0 in Fig. 7.37).  
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 To apply this technique, a circuit such as that in Fig. 7.38 has to be imple-

mented. The  Time Unit  block is devoted to the generation of the  Trigger  sig-

nal to the A/D converter, in order to acquire the  V  int  samples with the correct 

timings. In addition, it has to drive the reset switch  SW  to start and end the 

Vint Tacq

Ts

Samples

α

Time

Interpolated Vint

 7.37      Concept of the LMS interpolation of the integrator output ramp 

from the acquisition of  V  int  samples.  
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estimation. The converted samples  D  out  have to be acquired and elaborated 

by the microcontroller or PLD of the smart sensor, which has to be able to 

implement the estimation by applying Equation [7.39] and the fi rst part of 

Equation [7.21]. Note that the signal  V  int  varies during the sample process, 

thus a sample-and-hold operation needs to be performed before the con-

version. Alternatively, the conversion time of the A/D converter should be 

as short as possible, in order to consider the  V  int  reasonably constant during 

the conversion itself. This can be easily achieved since, as will be shown next, 

the method is usually applied for large resistances values and thus slow var-

iable  V  int . Moreover, it is worth noting that, for signal reconstruction, using 

the calculation of  α  by means of Equation [7.39],  a priori  knowledge of the 

monotonous nature of the sampled signal  V  int  is employed. The only con-

straint for the correct signal reconstruction is that the number of samples 

 N  is at least two (due to the presence of noise, a number of samples greater 

than ten is advised, to guarantee the method reliability). This fact allows 

aliasing problems to be ignored and, therefore, the usual anti-aliasing low-

pass fi lter on the signal to sample can be omitted. 

 The operating range of this kind of solution is limited at the lower part 

by the saturation voltage of  OA . In fact, as visible in Fig. 7.39, if  α  is too 

large (small  R   s   value) the integrator output  V  int  can reach the negative sat-

uration voltage  V  sat −   before the last sample has been taken. In this case, the 

estimation of  α  by means of the LMS algorithm is not correct. The maxi-

mum value  α  max  and the related minimum value  R  s,min  of the sensor resis-

tance are given by Equations [7.40] and [7.41], respectively.  

    αmaαα x =
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7.38      Simple circuit for the  R   s   estimation by using the LMS estimation 

approach.  
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 Conversely, the limit at the upper part of the range mainly depends on the 

A/D converter characteristics and, more in particular, by the effective num-

ber of bits (ENOB). In fact, when  R   s   is very large and, therefore,  V  int  almost 

fl at (very small  α  value), the total variation of  V  int  within the acquisition time 

 T  acq  can be less than the minimum quantity detectable by the A/D converter. 

In addition, the noise affecting the integrator output  V  int  makes the LMS 

interpolation, obtained with samples acquired in such conditions, totally 

unreliable. In greater detail, considering  V  A/D  and  B  as the input range and 

the ENOB of the A/D converter, the minimum value  α  min  and the related 

maximum value  R  s,max  of the sensor resistance are given by Equations [7.42] 

and [7.43], respectively.  

    αmiαα n =
V

NT
A DV

B
sTT

/DD

2
    [7.42]    

    R =
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    [7.43]   

 It is worth noting that, if the circuit parameters are chosen in order to 

have  V  A/D  = | V  sat −  |, then the ratio between the maximum and minimum  R   s   

value is determined by the ENOB  B , and, in particular,  R  s,max  = 2  B   ·  R  s,min . In 

a practical example, if the resistance estimation needs to be performed over 

four decades, an A/D converter with  B  = 14 bits should be used; however, if 

the range needs to be expanded to six decades, then  B  = 20 bits, causing a 

signifi cant increase in the cost of the A/D converter. 

 Due to the similarity of the scheme in Figs 7.35 and 7.38, an expansion 

of the operating range of the front-end can be obtained by combining both 

Vint

Vsat–

Tacq

α

α

Time

Interpolated Vint

Estimated α

Real α

Real Vint

 7.39      The problem of the LMS interpolation in the event of reaching the 

saturation voltage of the operational amplifi er OA.  
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the RTC and LMS approaches and suitably designing the circuit param-

eters to dedicate an estimation method to a specifi c  R   s   sub-range (Depari 

 et al ., 2012a). The resulting circuit is shown in Fig. 7.40. The block  Digital  
incorporates the functions of the previous stages  Controller  of Fig. 7.35 

and  Time Unit  of Fig. 7.38; moreover, a decision about which method 

is able to furnish a correct estimation for a particular  R   s   value must be 

performed by this block. Due to the complexity of the operations to be 

handled by  Digital , it is advisable that such a block is implemented directly 

in the microcontroller or PLD of the smart sensor. In this way,  Digital  can 

be also devoted to the measurement of the time interval  T   r   (for RTC esti-

mation, see Fig. 7.36), and the acquisition of the  V  int  samples (for an LMS 

estimation, see Fig. 7.37). 

 The basic idea for the  R   s   range expansion is that the RTC method can be 

used as long as it provides a correct estimation within the desired measure-

ment time. If the threshold value  V  th1  cannot be reached by  V  int , because  R   s   

is too great (see Fig. 7.36), then the LMS approach is applied. Analogously, 

the LMS estimation can be used as long as the ramp  V  int  does not reach 

the  OA  saturation voltage; if this happens, because of  R   s   is too small (see 

Fig. 7.39), then the RTC approach is applied. Summarizing, the RTC 

approach is suitable for use in the lower part of the measurement range, 

whereas the LMS technique can be applied when  R   s   is in the upper part. 

A partial overlap of the two methods in the mid-range can be useful for 

circuit calibration. Figure 7.41 illustrates the  R   s   range partition previously 

discussed. The overall minimum resistance  R  s,min  which can be estimated is 

determined by the RTC method ( R  s,min -   RTC ) and, as previously described, it 

Sensor

SW

+

–
OA

+

–
Comp1

+

–
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 7.40      The circuit uniting the circuits in Figs 7.35 and 7.38 for the 

expansion of the  R   s   estimation range.  
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depends on the desired resolution of the time measurement. Conversely, 

the maximum resistance  R  s,max  which can be estimated is determined by the 

LMS method ( R  s,max -   LMS ) and, as detailed in this section, it mainly depends 

on the ENOB of the A/D converter. To guarantee a continuity in the two 

sub-ranges, the circuit parameters must be chosen in order to have the lower 

limit of the LMS approach ( R  s,max -   LMS ) less than the upper limit of the RTC 

method ( R  s,max -   RTC ). Figure 7.42 reports the time diagram of the two working 

modes. If the time  T  1  (time needed by  V  int  to intercept the threshold volt-

age  V  th1 ) is longer than the acquisition time  T  acq , only the LMS method can 

be applied. If  V  int  crosses the voltage threshold before  T  acq  expires, then the 

RTC approach is appropriate. In the case of the RTC approach, if  V  int  do not 

reach the saturation voltage  V  sat −  , the LMS method is valid as well, yielding 

the aforementioned overlap region. The overall measurement time  T  meas  is 

given by the sum of the acquisition time  T  acq  and the reset time  T  res  and it is 

constant, independent of the  R   s   value. Usually, the time  T  res  is chosen to be 

much less than  T  acq ; therefore,  T  meas  ≈  T  acq . A practical implementation of this 

method is detailed in (Depari  et al ., 2012a).  

  Parasitic capacitance estimation 

 The main advantage of the constant sensor bias voltage approach is that 

the parasitic capacitance of the sensor is not excited and therefore does not 

infl uence the  R   s   estimation. As stated before, the parasitic capacitance can 

arise from the sensor itself, but it can also include effects due to long con-

nections between the sensor and the front-end. In particular, the monitoring 

of the parasitic capacitive effects, described by the parasitic capacitor  C   s   in 

parallel with  R   s  , could help the smart sensor with diagnostic operations, such 

as the control of sensor connection integrity. 

 The estimation of  C   s   can be obtained only if the sensor excitation volt-

age is varied; in the circuit that combines the RTC and LMS approaches 

(Fig. 7.41), this can be easily obtained by commutating the sensor excita-

tion voltage to ground voltage during the integrator reset phase (Depari 

 et al ., 2012a). In Fig. 7.43, the circuit of Fig. 7.40 has been modifi ed for this 

RTC

Overlap

LMS

Rs.min-RTC Rs.min-LMS Rs.max-RTC Rs.max-LMS Rs

 7.41      Sensor resistance range partition in the event of using the circuit 

in Fig. 7.40, uniting the RTC and the LMS approaches.  
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purpose. The sensor excitation voltage  V   s   can be either the constant volt-

age  V  exc  or ground voltage, chosen by means of the switch  SW   2  . The  SW   2   

control signal  Ctrl   2   is suitably driven by the  Digital  block. As stated before, 

 V   s   needs to be driven to ground voltage during the reset phase, or other-

wise to  V  exc . The same control signal  Ctrl   1   as for the reset switch  SW   1   (the 

former  Ctrl  and  SW  in Fig. 7.40, respectively) could therefore be used as 

 Ctrl   2  . On the other hand, if the capacitive effect estimation does not need 

to be performed during every measurement cycle but, instead, at intervals, 

Vint
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Time
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α
α
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Tr
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real Vint

Large Rs:
interpolated Vint
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 7.42      The time diagram of the circuit in Fig. 7.40 with two different 

situations: small  R   s   (RTC method applied) and large  R   s   (LMS method 

applied).  
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 7.43      Modifi cation of the circuit in Fig. 7.40 for the estimation of the 

parasitic capacitive effects.  
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the choice of splitting the two switch control lines affords higher system 

fl exibility. 

 The time diagram of the circuit in Fig. 7.43 around the reset phase is 

shown in Fig. 7.44. During the reset phase, the commutation of  V   s   from 

 V  exc  to ground voltage does not affect  V  int , since  V  int  is driven to  V   i   (close 

to ground voltage) by the reset switch  SW  1 . When the reset phase ends, the 

switch  SW  1  is opened and simultaneously the switch  SW  2  is driven to con-

nect the sensor to  V  exc . The sudden variation of the sensor bias voltage cre-

ates the charge transfer effect across  C   s   and  C   i  , which can be seen in Fig. 7.44 

with a step variation Δ V  int  of the integrator output, the value of which is 

given by:  

    Δ ΔV VΔ
C

C
V

C

C
sC

iCC
sC

iCC
inVV t sVV = excVV     [7.44]   

 To evaluate Δ V  int , two additional samples (sample  i  and  z ) of  V   i   can be 

taken – before a time  T   i   and after a time  T   z   with respect to the end of the 

reset phase. The sample  i  is used to estimate the  V   i   voltage, which is the 

starting value of the  V  int  ramp or of the Δ V  int  step in the event that parasitic 

capacitance is present. Even if, as in Fig. 7.44,  V  int  is considered constant 

within the reset phase, the nonidealities of components can cause  V  int  to 

vary; for instance, to demonstrate an exponential behaviour toward  V   i  . For 

this reason, the time  T   i   needs to be as close as possible to the end of the 

reset phase. On the other hand, sample  z  accounts for the fi nal value of the 

Δ V  int  step. In Fig. 7.44, Δ V  int  is considered to be an instantaneous voltage 
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Ti Tz

Sample i Sample z

Time

Time
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α

 7.44      Time diagram of the circuit in Fig. 7.43 highlighting the parasitic 

capacitance estimation procedure.  
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variation; component nonidealities – in particular, the fi nite slew rate of the 

OA  – imply that the Δ V  int  variation has a fi nite duration. The time  T   z   there-

fore needs to be apropriately far from the end of the reset phase, to guaran-

tee the completion of the charge transfer effect. 

 Note that if the voltage step Δ V  int  is small enough either not to  intercept 

the threshold voltage  V  th2  (see Fig. 7.42) or not to cause  V  int  to reach the sat-

uration voltage of  OA  (see Fig. 7.39), then either the RTC or LMS method 

can be used to estimate the  V  int  slope  α . 

 The fi nal value of the voltage step Δ V  int  can be extrapolated by using the 

 V  int  value  V   z   obtained with the sample  z  and  α ; the Δ V  int  can be therefore 

obtained:  

    ΔV V V Tz iVV VV zTTinVV t − V α     [7.45]   

 Finally, from Equation [7.44], the value of the parasitic capacitance  C   s   can 

be estimated.   

  7.4.3     Industrial-related aspects 

 The interface solutions that have been presented can be used for a broad 

range of applications. However, they are particularly advantageous when 

dealing with wide-range devices, such as chemical sensors for gas detection. 

In industrial environment, applications are generally related to the monitor-

ing of environmental quality or product quality; for example, in the detec-

tion of food degradation. 

 In the case of environmental quality monitoring, usually the main require-

ments are the compactness of the sensor system and a low cost. In fact, these 

systems are usually placed in different areas of the site to be monitored, in 

order to guarantee a complete coverage of the places of interest. Moreover, 

constraints related to sensor system location could require battery-operated 

devices, thus low power consumption becomes a necessity. 

 Oscillator-based approaches with constant threshold voltages are ideal 

for this purpose, due to the simple architecture which helps in keeping the 

overall system cost low and makes it possible to implement as an integrated 

circuit, assuring compactness of the system (Ferri  et al ., 2009). Moreover, 

as can be seen in Equations [7.26] and [7.27], the circuit parameters appear 

as multiplicative factors in the sensor estimation relationship; thus, simple 

calibration procedures are suitable to compensate for circuit nonidealities. 

Realization of the sensor interface together with a microcontroller or PLD 

makes it possible to implement data fi ltering, pre-processing and simple 
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procedures of self-recalibration – thus assuring compensation for instability 

or aging effects of the circuit components. 

 With regard to power consumption, best practice is the utilization of the 

sensors in a pulsed (sleep mode) regime; that is, keeping the sensor system 

off for a long time and activating it only when taking a measurement. In this 

case, the sensor readout time plays an important role, because it determines 

the activation time of the system and, therefore, the power requirement. 

Short measuring time interfaces, such as the oscillator-based approaches 

with variable threshold voltages, are better choices for this kind of applica-

tion. However, it should be mentioned that the price to be paid in this case 

is not only in the more complex system architecture, but also in a more dif-

fi cult calibration procedure. In fact, as can be seen from Equations [7.33] 

and [7.34], the relationships to apply are more complex and a simple calibra-

tion/linearization procedure is not suitable for compensating all the circuit 

nonidealities. 

 It is worth noting that, in many applications, systems for environmental 

quality monitoring do not need to be precisely accurate, because they simply 

have to generate alerts in case the quantity under consideration exceeds a 

certain threshold level. This level can be suitably lowered to allow for system 

inaccuracy, still guaranteeing an adequate level of safety, even if false alarms 

could be generated. In this case, a trade-off between the cost (included the 

calibration) and the system performance can usually be achieved, with the 

cost being the greater consideration. 

 The reverse is relevant for the realization of systems for food qual-

ity monitoring: the primary aspect to consider is the system performance; 

the measurements need to be precise in order to guarantee the effective-

ness of the elaboration algorithms applied for the detection of the sub-

stances of interest. In these systems, also called  artifi cial olfactory systems  

(AOS), the compactness and the cost are therefore secondary aspects 

(EOS AROMA catalogue, available at SACMI website, http://www.sacmi.

it/default.aspx?ln=en-US). Also, in these applications the measuring time 

plays a signifi cant role, because advanced elaboration techniques need to 

work with the dynamic response of the sensors rather than with a steady-

state response. A high sampling rate also allows sensor signal oversampling 

to be performed, thus allowing the microcontroller or PLD of the smart 

sensor the opportunity to employ more effective data fi ltering. In addition, 

it is worth noting that a short measuring time is also benefi cial for speeding 

up the system calibration and the process of collecting data for the training 

of the AOS. Therefore, even if more complex than the oscillator-based sys-

tems, solutions such as that presented in Fig. 7.40 seem to be more suitable 

for this purpose.   
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  7.5     Conclusion and future trends 

 The rapid progress in microelectronics and the consequent drop in the cost 

of electronic components is a key factor for the improvement of sensor 

systems in general. The availability of low-cost microcontrollers and PLDs 

with relatively high computational resources allows designers to  implement 

a more complex data acquisition solution. With regard to smart sensor real-

ization, the most suitable and effective calibration, estimation and data 

elaboration techniques for a specifi c sensor/application can be therefore 

chosen and utilized without increasing the overall system cost to an appre-

ciable degree. 

 Concerning resistive sensors, technical innovations to improve the effec-

tiveness of such devices are continuously in progress. Physical effects, which 

are the basis of the working principle of resistive sensors, are nowadays well-

known and consolidated, and the current improvement of the devices mainly 

concerns innovative technological solutions. In particular, the research on 

new materials and their application in the sensing fi eld seems to be the key 

point for the development of new resistive sensors. The increase of sensitiv-

ity towards the physical quantity of interest is a common objective for each 

kind of sensor. 

 An exception to this innovation trend of resistive sensors is related to 

position detection systems realized with potentiometers. At least for lin-

ear position detection, magnetostrictive sensors represent a good alterna-

tive to potentiometers, due to the contactless characteristic of the moving 

slide which guarantees better performance in terms of life span, even if at a 

higher cost (Seco  et al ., 2005). 

 Regarding new materials for resistive gas sensors, issues related to the 

improvement of sensor selectivity to a specifi c target substance or group of 

substances is one of the main concerns (Zhu  et al ., 2011). To this end, par-

ticular sensor operating modes, in terms of pulsed thermal excitation and 

multivariate data analysis, are also being explored and they are proving to 

be quite satisfactory (Bicelli  et al ., 2007; Huang  et al ., 2006; Ponzoni  et al ., 
2012). 

 Another key point for the improvement of resistive gas sensors is the 

choice of materials and operating techniques that can show good sensitiv-

ity when operating at low temperatures, ideally at the temperature of the 

environment (Sharmaa  et al ., 2011). This aspect is particularly important 

when power consumption is the main concern (e.g., as with battery-oper-

ated smart sensors), since the power required by the sensor heating opera-

tion is defi nitely the greatest draw on power, unlike that needed for sensor 

excitation and data readout/elaboration. Finally, innovative technologies in 
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the fi eld of nanostructures are under examination for the realization of sen-

sors with improved sensitivity and reduced power consumption, because of 

optimization of the sensor sensitive area and the optimization of sensor size 

(Sberveglieri  et al ., 2007). 

 In order to be suitable for the new sensor requirements, electronic 

 interfaces usually tend to follow the evolution of sensors. For example, 

for pulse-operated sensors, solutions with a short measuring time and 

 synchronized thermal excitation management have been proposed (Depari 

 et al ., 2012b). Realization of the electronic sensor interface as an integrated 

circuit is also a key point (Ferri  et al ., 2009) as this is in keeping with the 

present trend for sensor miniaturization (Jiang  et al ., 2007). Advantages 

that can be obtained with interface integration, besides the reduction in sys-

tem size, can also be found in improved circuit reliability and stability, and 

reduced power consumption. 

 Due to the progressively higher computational resources available in 

inexpensive devices, all modern sensor interfaces include a microcontroller 

or PLD. They are used for the proper management of interfaces, but also 

provide advanced functionalities such as the opportunity to apply sensor 

compensation, data fi ltering and elaboration and so on, thus delivering the 

concept of the smart sensor. Lately, particular effort has been put into facili-

tating data exchange of smart sensors with existing infrastructures, by using 

typical ICT technologies, such as Bluetooth or USB connections to realize 

networks of sensors (Depari  et al ., 2007; Zhang and Xiao, 2009). Even if still 

at the research stage, the trend in smart sensors for industrial applications is 

also directed to the implementation of sensor networks, using the modern 

and promising communication technologies of the industrial world, such as 

real time Ethernet (RTE) and WirelessHART.  
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 Reconfigurable ultrasonic smart sensor 
platform for nondestructive evaluation 

and imaging applications   
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  Abstract : This chapter presents a reconfi gurable ultrasonic smart sensor 
platform (RUSSP) for real-time signal analysis and image processing. 
The RUSSP is designed to facilitate the development and implementation 
of ultrasonic signal processing algorithms with embedded software and 
reconfi gurable hardware. It provides the opportunity to explore the 
full design space including software only, hardware only and hardware/
software co-design architectures. Multiple case studies are investigated 
including real-time ultrasonic fl aw detection, signal decomposition and 
parameter estimation on the RUSSP, which hosts a Linux operating 
system and reconfi gurable fabric. 

  Key words : ultrasonic signal processing, system-on-chip, nondestructive 
testing, fl aw detection, fi eld programmable gate arrays (FPGAs), 
reconfi gurable computing. 

    8.1     Introduction 

 In recent years, high-speed signal analysis has been used to modernize 

methods of ultrasonic measurement, imaging and testing (Lu  et al ., 2006; 

Goldsmith  et al ., 2008; Kunita  et al ., 2008; Oruklu and Saniie 2009; Weber, 

 et al ., 2011). Ultrasonic technologies have continued to gain in popularity 

due to their high precision, low cost and shrinking footprint of the sensors. 

It is now possible to measure object properties and produce high resolution 

images and video that provide a complete three-dimensional view of the 

internal physical geometrical characteristics within an object. These capabil-

ities have given new insight into fi elds such as structural health  monitoring, 

material science and medical imaging. 

 This chapter presents the design and application of reconfi gurable ultra-

sonic smart sensor platform (RUSSP) based on fi eld programmable gate 

arrays (FPGAs). The proposed system provides real-time signal processing 
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for nondestructive evaluation (NDE) and imaging applications using ultra-

sonic sensors ranging from 20 kHz to 20 MHz operational frequencies. 

Specifi cally, hardware implementations suitable for portable systems with 

networking capability are discussed. In practice, NDE of materials requires 

the design of the sensor array to be tightly coupled to data collection at high 

sampling rates and real-time computation. For high resolution imaging, ultra-

sonic measurements involve sensors operating in the MHz frequency range. 

This results in a signifi cant computational load for embedded systems. In 

order to address these challenges, we present an exploration of architectural 

variations and realizations that are designed for the effi cient achievement of 

real-time performance goals and constraints. A smart sensor system is pre-

sented for ultrasonic pulse-echo measurements targeting fl aw detection and 

parametric echo classifi cation applications. For real-time implementation, 

an FPGA-based system is developed on Xilinx Virtex-5 FPGA platform. In 

order to achieve high throughput and robust performance, several design 

methodologies are investigated; these include the execution of the fl aw 

detection and echo classifi cation algorithms on an embedded microproces-

sor confi gured within the FPGA running a Linux operating system, the cre-

ation of a dedicated hardware solution, use of hardware/software (HW/SW) 

co-design methods, and network enabled operations. 

 Advances in digital signal processing (DSP) hardware facilitate the 

development of low-cost and portable ultrasound sensor devices. Instead of 

requiring multiple discrete components, an ultrasound measurement system 

can now be built using just DSP hardware and an analog-to-digital converter 

(ADC). The processing requirements for ultrasonic DSP hardware have tra-

ditionally been met using application specifi c integrated circuits (ASICs) 

which provide very high performance but have substantial costs and cannot 

be reconfi gured for different applications, thereby limiting their availabil-

ity to low-volume applications and research. Many ultrasonic applications 

are now able to fi t within the capabilities of reconfi gurable logic such as 

FPGAs (Rodriguez-Andina  et al ., 2007). An FPGA provides all the parallel-

ism capabilities of an ASIC while allowing the device to be reprogrammed 

for a given application. This allows a single FPGA to be used in testing mul-

tiple algorithms that would traditionally require multiple manufacturing 

runs (or additional die area) to implement in an ASIC. DSP and FPGAs 

have opened additional avenues for ultrasound signal analysis techniques 

in both industry and academia. FPGAs satisfy the demands of researchers 

due to their relatively low cost, reconfi gurability and ASIC-like parallelism 

and performance capabilities. Within the industry, time to market and bud-

get limitations have forced even shorter development periods. FPGA-based 

systems are well-suited for smart sensor ultrasonic imaging applications due 

to having a much shorter development time and lower costs than those of 

an ASIC. 
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 The proposed RUSSP provides real-time signal analysis and image 

processing for a full range of ultrasonic testing and imaging applications. 

The project aims to streamline the development and implementation of 

signal processing algorithms in embedded software and reconfi gurable 

hardware. This provides the user with an opportunity to explore the full 

design space including software only, hardware only and HW/SW co- 

design. Specifi cally, the RUSSP provides high-speed access to a 12-bit 

250 MSPS Maxim MAX1215N ADC (Maxim1215N, 2012) controlled by 

a Xilinx XC5VLX110T FPGA (Xilinx, 2010). Access to the ultrasound 

data and custom Internet protocol (IP) cores is available through a giga-

bit Ethernet connection managed by an embedded Linux-based operating 

system running on a Microblaze processor instantiated in the FPGA fab-

ric. The major feature of this system-on-chip (SoC) is the integration of a 

processor which is capable of executing platform independent C code. The 

ability to execute C code allows the reuse of a substantial portion of avail-

able software, thus reducing design and development time. This system 

also promotes additional reuse at the hardware level as IP cores are able 

to integrate easily with the processor. Furthermore, the bus architecture 

has been integrated into an off-the-shelf operating system so that device 

drivers can be easily reused.  

  8.2     Fundamentals of ultrasonic sensing and 
pulse-echo measurements 

 When an ultrasonic wavelet passes through materials, it loses energy and its 

sound pressure decreases. This loss results from two causes: scattering and 

absorption, both of which can be combined in the concept of attenuation. 

Scattering results when the material is not strictly homogeneous and con-

tains boundaries at which the acoustic impedance changes abruptly due the 

difference in density and/or sound velocity at the interfaces. There are also 

materials which are inhomogeneous by their nature. Typically, the degree of 

inhomogeneity can be estimated in two separate modes of signal analysis. 

A practical method is by an estimation of the attenuation coeffi cient. The 

other widely used method is by inspection of the backscattered echoes. One 

of the most popular ultrasonic imaging techniques involve transmitting an 

extremely short burst of sound energy into the sample and monitoring the 

return echo. This method is referred to as the ‘ultrasonic pulse-echo tech-

nique’ for NDE and imaging applications. Depending on the experimental 

setup and the type of signal processing, one may use these received signals 

to represent the data in one, two, or three dimensions. 

 In ultrasonic pulse-echo scanning, the received signal contains the 

refl ected echo from physical and geometrical variation and discontinuity 

within the sample under testing. The time of fl ight of these echoes provides 
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information which pertains to the depth of the refl ector, and the intensity 

yields information about the gradient of the impedance and the size of 

the refl ector. In practice, identifi cation of the refl ecting surfaces becomes 

extremely diffi cult, if not impossible, due the existence of multiple refl ec-

tions. The setup for ultrasonic pulse-echo measurement using the proposed 

RUSSP is shown in Figs 8.1 and 8.2.           

RUSSP
Gigabit
ethernet

Internet

TCP/IP

Received
echo

Pulser
receiver Trigger

TransducerWater
tank

Material
under test

User interface
Pulser
signal/receiver
echo

 8.1      Typical ultrasound experimental setup using RUSSP for real-time 

signal processing and imaging applications.  

Rulser/reciever

Transducer

ADC

DAC
FPGA

 8.2      RUSSP system including Virtex-5 FPGA, ADC, DAC, pulser/receiver 

and ultrasonic transducer.  
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 The RUSSP is designed to be an easy-to-use platform for developing high 

throughput, real-time signal processing algorithms. The primary require-

ment is the use of an ultrasonic pulser to excite the transmitting transducer. 

This transducer converts the electrical signal to an acoustical radiation 

fi eld. The generated ultrasonic wave both propagates and refl ects echoes 

corresponding to the characteristic of the propagation path in the sample 

under test. For example, in NDE of materials there may be cracks or cavi-

ties created by stress during use, impurities during manufacturing and so on. 

Because such cracks and cavities introduce a discontinuity within materials, 

they can be observed using ultrasonic pulse-echo measurement techniques. 

The refl ected ultrasonic wave excites the receiving transducer which con-

verts the transient vibration energy into an electrical signal. In RUSSP, the 

backscattered and refl ected echoes can be sampled with a precision of 12 

bits and up to 250 MSPS. Through experimentation, it was determined that 

the pulsar/receiver can operate at a maximum trigger rate of 10 kHz.  

  8.3     Reconfigurable ultrasonic smart sensor 
platform (RUSSP) design 

 This section describes the design metrics, system components and the archi-

tecture for the RUSSP. 

  8.3.1      System features and user interface 

 It is important to build a system that is convenient for both hardware and 

software developers by meeting the interface requirements. The data acqui-

sition system needs to be integrated with the Matlab programming environ-

ment due to common use of the Matlab tool among algorithm developers. 

Furthermore, Matlab can be used in the validation of the systems hardware 

and software components. The application programming interface (API) 

to communicate with the system is based on transmission control proto-

col (TCP) and IP using the UNIX socket API. The UNIX socket API is 

a commonly-used and well-understood methodology for transmitting and 

receiving data across the Internet. The Xilinx Embedded Development Kit 

software (Xilinx, 2012) is used in developing RUSSP hardware. This allows 

the use of self-contained  pcores  for hardware components of the system 

and Xilinx Board Defi nition (XBD) fi les to designate the SoC design, off-

chip connections and constraints. The self-contained nature of these meth-

ods allows reuse across different implementations of the RUSSP. Finally, 

the RUSSP uses a Linux-based operating system which is accessible over 

the secure shell (SSH) and serial port (Corbet  et al ., 2005; POSIX, 2008). 

This provides a common UNIX shell interface to the developer for system 

exploration and debugging.  
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  8.3.2      System response and real-time operational 
requirements 

 Real-time processing in the DSP context is considered as a system which 

is capable of processing the incoming signal before the next signal arrives. 

However, in relation to software and hardware, real-time constraints are: 

determinism, jitter and delay. Determinism is the requirement of a system to 

fi nish processing a required task within a fi nite time frame. Jitter is the dif-

ference between the minimum and maximum response time to an external 

event. Delay is the maximum time between an external event occurring and 

a process executing. Both DSP and software/hardware real-time constraints 

are applicable to the RUSSP system. 

 The system must provide an interface which offers less than 5 ns jitter 

for use in coherent averaging since the maximum sampling rate is 200 

MSPS. This interface should provide access to the incoming sample, a 

high-speed memory interface and the time in samples since the pulse was 

triggered. As the bulk of the system is implemented in FPGA logic, the 

system is able to guarantee strict hard real-time demands in hardware; 

however, software interrupt and scheduling latencies should be contained 

to avoid buffer overruns when copying data from the ADC to the memory 

or network. The maximum delay for a software application running on 

the RUSSP is 100  μ s or 10 kHz. This ensures that the software is able to 

process a response before the next response is acquired.  

  8.3.3      RUSSP architecture 

 The RUSSP was built using several components including a Xilinx XUPV5 

FPGA development platform (Xilinx, 2010), a Maxim MAX1215N ADC 

Evaluation Kit (Maxim1215N, 2012), a Maxim MAX5874 DAC Evaluation 

Kit (Maxim5874, 2012) and two Maxim MAX1536 Power Supply Evaluation 

Kits (Maxim1536, 2012). Integration of these components constructs the 

RUSSP system. The system can be miniaturized by creating a custom-

printed circuit board which includes chips from each of the components 

above. The interconnections of these components are presented in Fig. 8.3 

and the throughput of the various interfaces is presented in Fig. 8.4.           

 In the RUSSP design, the XUPV5’s XC5VLX110T FPGA is used for 

signal processing. The DDR2 memory controller is used for volatile data 

storage during processing. The compact fl ash is used for nonvolatile storage 

of the FPGA and software confi guration. The serial port is used for debug-

ging and confi guration. The gigabit Ethernet controller provides remote 

data and control communication. The benefi t of using a Virtex-5 FPGA such 

as the XC5VLX110T over other FPGAs is the inclusion of DSP48 blocks. 

�� �� �� �� �� ��



RUSSP for nondestructive evaluation and imaging applications   211

© Woodhead Publishing Limited, 2014

DSP48 blocks provide constant multiply and accumulate (MAC), two oper-

and  multiply and division capabilities. The ability to execute MAC opera-

tions greatly increases the maximum operating frequency of digital fi lter 

implementations. The system is capable of storing up to 256 MB of data in 

the DDR2 memory for future analysis. The DDR2-400 used in RUSSP has a 

maximum theoretical bandwidth of 3200 MB/s and interfaces to the RUSSP 

though the multi-port memory controller (MPMC) provided by Xilinx 

(Xilinx, 2011). The gigabit Ethernet controller is connected to the proces-

sor using the processor local bus (PLB) interface and a soft direct mem-

ory access (SDMA) personality interface modules (PIMs) of the MPMC. 

The SDMA PIM provides high-speed scatter-gather direct memory access 

(DMA) transfers to the Ethernet MAC so that the processor is free to pro-

cess even when data is being copied into or out of main memory. The gigabit 

Ethernet is connected to the local network and provides ample bandwidth 

for simultaneous command/control and data capture. The main bottleneck 

in the RUSSP is the throughput of the PLB bus inside the FPGA SoC. 
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 8.3      RUSSP block diagram showing hardware components and 

interconnections.  
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Therefore, in future iterations of this design integration of DMA peripher-

als will be used to reduce data transfers across the PLB bus. 

 The RUSSP system communicates with the user using TCP/IP on top of 

gigabit Ethernet. The RUSSP system is theoretically capable of providing 

wired gigabit Ethernet communication at 125 MB/s. Given a packet of 1500 

bytes, the total overhead for IP and Ethernet is approximately 4%. Given a 

further 1% of overhead for TCP, this leaves a total of 118.75 MB/s for data 

transmission. 

 A block diagram of the FPGA embedded system is shown in Fig. 8.4. The 

FPGA SoC is based around the PLB. PLB is a standard from IBM which 

defi nes how components interconnect with one another in a standard bus 

topology. The SoC includes the following cores from Xilinx: an MPMC, a 

universal asynchronous receiver transmitter (UART), Gigabit Ethernet, a 

System Advanced Confi guration Environment (Sys ACE) compact fl ash 

controller, timer, clock generators and a Microblaze processor. 

 The MPMC provides high-speed memory access to the system. It provides 

this through PIM. PIMs allow the memory to transfer data using common 

patterns. There are PIM modules for PLB, Advanced Microcontroller Bus 
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 8.4      RUSSP embedded system and bus interfaces showing the 

maximum bandwidth information. 10 MB/s between CPU and FPGA 

fabric; 1 GB/s for DDR2 accesses, 350 MB/s for DAC, 375 MB/s for ADC 

and 125 MB/s for gigabit Ethernet.  
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Architecture (AMBA), DMA, Frame Buffer, Cachelink, Locallink and a raw 

native interface. Three PIMs are used in our design. A Cachelink PIM is used 

to interface the MPMC with the processor caches. A PLB PIM is used to 

provide access to memory for the PLB bus peripherals. A DMA PIM is con-

nected to the gigabit Ethernet MAC to provide high-speed data transfers. 

 The software runs on a Xilinx Microblaze processor. The Microblaze 

processor is a 32-bit reduced instruction set CPU (RISC) which is unique 

because it allows the engineer to make modifi cations to its functionality 

during synthesis. Notably, the processor can be confi gured to include a 

memory management unit (MMU) which is a requirement of the Linux ker-

nel. The Microblaze core can be customized to include a fl oating-point unit 

(FPU) and streaming interface to either a fast simplex link or an Advanced 

 eXtensible Interface (AXI) stream interfaces. This allows the core to have 

additional pseudo instructions added to the instruction set. In order to strike 

a balance between resource usage and performance, 12-KB data and 4-KB 

instruction caches were chosen. The cache is backed by the MPMC which 

interfaces to the DDR2 memory. 

 A timer/counter, interrupt controller and UART are present in the base 

system to accommodate the requirements of Linux. The timer counter pro-

vides timer interrupts to the software system, the interrupt controller allows 

multiple interrupts to be received and decoded by the software system, and 

the UART provides a basic interface to the system for debugging.  

  8.3.4      Analog-to-digital converter (ADC) to fi eld 
programmable gate array (FPGA) interface 

 In choosing an ADC, the main goal was to design for a broad frequency 

spectrum of ultrasound from 20 kHz to 20 MHz. The MAX1215N is capable 

of supporting up to 250 MSPS which is above the minimum required sam-

pling rate. This allows enough bandwidth to capture all the received ultra-

sonic echoes. Assuming a 250 MHz clock, the total throughput of the ADC 

is 375 MB/s. 

 The ADC uses low voltage differential signaling (LVDS) when interfac-

ing to the FPGA. LVDS is a differential signaling methodology which uses 

a small current to generate a voltage at the receiver. The LVDS generates a 

3.5 mA current on either the negative or positive (N or P) net depending on 

the polarity of the signal. This is then transformed into a voltage using a ter-

minating resistor. The key to making a reliable and high-speed connection 

between the FPGA and the ADC is to use the DIFF_TERM attribute of the 

FPGAs input/output block (IOB) for each LVDS pair in the constraints fi le. 

This attribute turns the built-in, 100  Ω , differential termination resistor on 

100  Ω  (Xilinx, 2010). 
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 Initially, the connections between the ADC and the FPGA can be rep-

resented in Fig. 8.5. The maximum operating frequency is governed by 

the delay, tskt ew, which depends on the length of wire and delay of the ADC. 

Because the edge rate of the ADC is signifi cant with respect to the length 

of wire, the line must be treated as a transmission line. The transmission line 

has a delay of 170 ps/inch according to the measurement obtained in this 

study which compares an 18-inch  vs  12-inch coaxial wire. For this arrange-

ment, the total skew is approximately 6.23 ns and limits the connection to a 

maximum sampling rate of 160.50 MHz.      

 In order to meet the 200 MHz requirement of the RUSSP system, the 

recovered clock feature of the ADC was implemented as shown in Fig. 8.6. 

The recovered clock is aligned with the data which ensures that minimal 

clock skew is present (assuming equal length data/clock traces). This allows 

the ADC to operate at its maximum operational frequency.        
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 8.5      ADC to FPGA interconnection without recovered clock. This setup 

can achieve a maximum sampling rate of 160.50 MHz.  

FPGA

ADC

clk

clk
D

at
a

D
at

a

dc
lk

dc
lk

clk

FF

 8.6      ADC to FPGA interconnection with recovered clock which achieves 

minimal clock skew. A sampling rate greater than 200 MHz is possible 

with this setup.  
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  8.4     Algorithms used in evaluation of RUSSP 

 Throughout this study, several algorithms and techniques have been imple-

mented in the RUSSP. Coherent averaging is used as a method for reduc-

ing electrical noise. Split-spectrum processing (SSP) (Bilgutay  et al ., 1979; 

Newhouse  et al ., 1982; Saniie  et al ., 1988) is used as a method for reducing 

Rayleigh scattering noise. Chirplet signal decomposition (CSD) (Lu  et al ., 
2006) is used as a method for classifying and compressing ultrasound data. 

Combining these methods creates an effective ultrasound signal classifi ca-

tion and detection system. 

  8.4.1      Coherent averaging 

 Coherent averaging is a method for reducing the signal-to-noise ratio (SNR) 

of a pulsed signal. It is based on acquiring multiple responses and averaging 

them together based on their time difference from the start of the pulse. 

Given an ideal signal, s( )t , corrupted by the additive noise, v( )t , the received 

signal, r( )t , can be represented as:  

    r s v( )t ( )t( )t ( )t= +s )t     [8.1]   

 The signal is assumed to be deterministic and the same for multiple mea-

surements. The additive noise is a random process with zero mean and noise 

embedded within multiple measurements that are assumed to be indepen-

dent and identically distributed. Then, the SNR of the received signal is 

defi ned as:  

    SNR =
S 2 ( )t

[ ]E 2[ ]v ( )t
    [8.2]   

 where [ E [ v ] 2 ( t )] indicates the expected noise power (i.e. noise variance) and 

〈 S  2 ( t )〉 represents the signal power. Since the target is stationary and the 

excitation pulse is constantly repeated, the coherent average of multiple 

responses can be used. Therefore, the SNR of a coherently averaged signal 

can be expressed by:  

    SNRAVG =
S

N
E

2

2
1

( )t

[ ]v ( )t⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

    [8.3]   
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 Inspection of  SNR  AVG  reveals that a 1 N  reduction in noise amplitude is 

produced by coherent averaging.  

  8.4.2      Split-spectrum processing 

 SSP is an algorithm used for discerning frequency-diverse echoes. The 

 algorithm splits a broadband signal into multiple narrowband signals 

(Bilgutay  et al ., 1979; Newhouse  et al ., 1982). These signals are then post 

processed using algorithms such as absolute minimization, median fi ltering, 

or more complex algorithms based on fuzzy set logic, ordered statistics and 

neural networks. The general goal is to remove the Rayleigh scattering in a 

system thereby increasing the target-to-clutter ratio (TCR). In a given sig-

nal, there are three types of scattering: (i) Rayleigh scattering, (ii) stochastic 

scattering and (iii) geometric scattering. The relationship between the size 

of the discontinuity and the wavelength of the pulse determines the type of 

scattering created. Rayleigh scattering occurs when the object causing the 

scattering is small compared with the wavelength of the ultrasound pulse. 

Stochastic scattering occurs when the wavelength of the ultrasound pulse 

is similar in size to the measured object. Diffusion scattering occurs when 

the wavelength of the ultrasound pulse is much smaller than the size of the 

object. Of the three types of scattering, Rayleigh scattering and stochastic 

scattering can be considered noise for an ultrasonic fl aw detection system. 

 The combined effects of Rayleigh scattering and stochastic scattering are 

known as ‘clutter’. Clutter is a combination of the many echoes that are pro-

duced in the microstructures of a material (i.e. grains). When an ultrasound 

wave scatters from grains, it produces a stationary scatter which represents 

these grain scatterers. When all of the scatterer echoes are combined, they 

produce a static noise that hides the target echo. Therefore, these scatterings 

must be fi ltered from the signal in order to increase the SNR for the classifi -

cation or detection system and enable accurate detection of the target. When 

a measurement is taken using a number of different narrowband pulses 

with different frequencies, the clutter echoes become randomly distributed 

across the pulse frequencies and can be fi ltered using statistical processing. 

For the performance evaluation of the RUSSP, there is an emphasis on a 

post processing methodology called ‘pass-through absolute minimization’. 

Pass-through absolute minimization takes advantage of the special proper-

ties of absolute minimization (Newhouse  et al ., 1982) in improving the SNR 

but maintains the sign of the original signal such that the response can be 

classifi ed by other signal processing methods, such as CSD. 

 The SSP procedure has fi ve steps, as shown in Fig. 8.7: (1) data acquisi-

tion; (2) fast Fourier transform (FFT) gives the frequency spectrum of the 
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received echo signal; (3) several fi lters split the spectrum into different fre-

quency bands; (4) inverse FFT gives the time domain signal of each individ-

ual frequency band; (5) the signals from each individual frequency band are 

fi rst normalized and then passed into a post processing block for detection. 

This detection processor can employ different techniques, such as averaging, 

minimization, order statistic fi lters (e.g. minimization), or Bayesian classi-

fi ers (Saniie  et al ., 1988, 1991, 1992; Saniie and Nagle, 1992). SSP has been 

successfully applied to ultrasonic fl aw/target detection applications due to 

its robust performance.       

  8.4.3      Chirplet signal decomposition 

 Ultrasonic signals are often composed of many interfering echoes. Each 

echo is similar to a chirplet and chirplets can be described with six parame-

ters using CSD (Lu  et al ., 2006, 2008). Therefore, CSD representation results 

in a major data reduction (compression) when compared with the raw ADC 

data, and can be used for data storage and assessment. Furthermore, the 

estimated chirplets can be used for material characterization and system 

identifi cation. 

 The chirplet signal can be defi ned as:  

    fff ( )t p= [ ]i f i iff( )t ( )t ( )t+)β expexp[− i ff) i i) +)) ))     [8.4]   
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8.7      Ultrasonic SSP algorithm. Step 1 is ultrasonic data acquisition, 

Step 2 is Fourier transform; Step 3 is sub-band decomposition; Step 4 

is inverse Fourier transform; Step 5 is post processing operation – such 

as minimization.  
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 This equation has six parameters Θ = [ ] where term   τ   is the 

time-of-arrival,  f   c   is the center frequency,   β   is the amplitude,   α   2  is the chirp 

rate,   ϕ   is the phase and   α   1  is the bandwidth factor of the echo. This model 

accurately models the echoes from ultrasound experiments. The algorithm 

for CSD is as follows (Lu  et al ., 2008):

   1.     Find the maximum location of  s ( t ) in the time domain and use it as the 

initial guess of time-of-arrival and the starting point of iteration.  

  2.     Estimate the center frequency which maximizes the chirplet transform, 

given the initial guess of time-of-arrival.  

  3.     Estimate the time-of-arrival which maximizes the chirplet transform, 

given the estimated center frequency from the previous step.  

  4.     Estimate the center frequency which maximizes the chirplet transform, 

given the new estimated time-of-arrival from step 3.  

  5.     Check convergence: 

 If δτ δ δ< fτ δ f fδ fττ ff limffaδ fδ fff d where<fδfff   τ limττ limand f l  are predefi ned 

convergence conditions, then go to the next step; otherwise, go back to 

step 3.  

  6.     Estimate the amplitude   β   and the remaining parameters   α   2 ,   φ   and   α   1  
successively.  

  7.     Obtain the residual signal by subtracting the estimated echo from the 

signal.  

  8.     Calculate the energy of the residual signal ( E   r  ) and check convergence 

( E   m   is a predefi ned convergence condition): If  E   r   <  E   m  , STOP; otherwise 

go to step 1.    

 The method for extracting chirplet parameters utilizes the chirplet 

transform:  

    ( )= ΘfΘ dt( )t ( )t*ψΘ
**

−∞

+∞

∫−
    [8.5]   

 where ψΘψψ*ψψ ( )  is the chirplet kernel and can be represented as:  
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2 1,γγ θ γγ,  denotes the parameter vector of the chirplet used 

for transformation. 
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 The fi rst step of this method is to extract an estimated  b  based on the 

maximum value in the time domain. Then, the parameter  a , which has the 

highest correlation at  t = b , can be used as an initial estimate. From these 

two values, the   γ   2  parameter can be estimated, followed by   γ   1 ,   θ   and   β  . This 

equation for the estimation algorithm is summarized below:  
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 The CSD block diagram for the estimation of chirplet parameters is shown 

in Fig. 8.8.        

  8.5     Hardware realization of ultrasonic imaging 
algorithms using RUSSP 

 RUSSP is a fl exible system designed to host real-time ultrasonic signal pro-

cessing algorithms. Due to the reconfi gurable logic, an embedded CPU and 

the Linux OS, RUSSP facilitates multiple implementation schemes such as 

HW/SW co-design for fast design time and rapid prototyping. This section 

presents implementation details for four case studies including the algo-

rithms discussed in Section 8.4. 

  8.5.1      Averaging implementation 

 Coherent averaging relies heavily on precise synchronization between 

the pulse and capture logic in order to provide accurate results. Thus, this 
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implementation takes advantage of the preprocessing block in the ADC (as 

shown in Fig. 8.9) to create a highly accurate synchronization between the 

data acquisition capture clock and the excitation trigger pulse applied to 

the ultrasonic transducer. Since the preprocessing block is clocked by the 

Singnal s(t ) containing
multiple echoes

τ0 = max(s(t))

f0 = max CT Θ
τ = τ0

fi = max CT Θ

τi = max CT Θ
fc = fi –1

Δτi < τlim
Δfi < flim

Estimate parameters of
dominant echo:

β, then α2, α1 and φ

Obtain residual signal by
subtracting estimated 
echo from the signal

Calculate energy of
residual signal (Er)

Er < Emin

Yes

Parameter estimation
complete

Use residual
signal for next

echo estimation

No

Yes

No

i = i + 1

 8.8      CSD fl owchart for estimation of ultrasonic echoes. This is based 

on chirplet model parameters; time-of-arrival τ , center frequency 

fcff , amplitude β , chirp rate α2αα , phase φ and the bandwidth factor of 

the echo α1αα .  
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data clock of the ADC, the timing is guaranteed to be accurate to within the 

frequency of the clock used to drive the ADC.      

 Initially, a basic averaging implementation was developed. However, it was 

not possible to meet timing with this original design. In order to explore the 

design space for timing closure, the original implementation was extended 

to support parallel operations. In the current confi guration, the coherent 

averaging block is parallelized by a factor of 4 and can be represented by 

Fig. 8.10. Due to the concurrent nature of this design, the implementation is 

able reliably to meet the timing requirement in this system.      

 Since the slower distributed RAM was unable to meet the 200 MHz 

timing requirement, the coherent averaging block implements its memory 

using Block RAMs (BRAM.) In Xilinx FPGAs, BRAMs are faster but 

have a one-cycle delay for access. Therefore, it takes two clock cycles for 

an accumulation to occur. The fi rst cycle is a read cycle and the second is a 

write cycle. During the read cycle, the BRAM exports the value to a register. 

During the write cycle, the incoming data is added to the value in the regis-

ter and stored back in the BRAM.  

  8.5.2      Split spectrum processing (SSP) implementation 

 The goal of SSP is to reduce interference resulting from scatterers. An imple-

mentation of the SSP algorithm has been instantiated inside the FPGA fab-

ric. The SSP hardware uses FFT followed by a basic one-zero windowing 
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 8.9      ADC system implementation.  
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algorithm to split spectrum, inverse FFT (iFFT) to obtain frequency-diverse 

signals, and pass-through absolute minimum processing to improve the vis-

ibility of the target echo in the presence of clutter. 

 As the SSP algorithm uses a signifi cant number of FFTs, it is important that 

the FFT implementation is highly area effi cient. The most effi cient IP core 

available for implementing an FFT/iFFT is the Xilinx Radix 2-Lite FFT IP 

Core (FFT, 2012). At a transform size of 4096 points, this IP core has a latency 

of 57 539 cycles; however, it uses only 2 DSP48 components, 7 BRAMs, and 

approximately 250 slices. The low resource usage allows up to 13 FFTs to be 

implemented in tandem with the other components of the RUSSP. 

 The SSP implementation has synthesis parameters which can be altered 

in the embedded development kit (EDK) for changing the number of chan-

nels, and the maximum number of samples. In the current confi guration, the 

SSP algorithm uses 12 channels and 4096 samples, which is the maximum 

number possible given the DSP48 resources available on the FPGA. For 

the SSP processing, the number of FFTs required is equal to the number 

of channels plus 1. In the current confi guration, the implementation has 13 

FFTs instantiated in the FPGA. 

 Control registers specify the number of samples to use; and the start, 

width and offset of the SSP algorithm. The implementation makes use of a 

memory which is used to load the samples into the SSP algorithm and store 

them after processing. The memory has two ports; one is connected to the 

SSP algorithm block, as shown in Fig. 8.11; the other is connected to the 

PLB bus and is addressable by the processor.      
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 8.10      ADC coherent averaging block. DFF is a D fl ip-fl op and BRAM is 

the block RAM available in Xilinx FPGA.  
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 In Fig. 8.12, the results from a four-channel instantiation of the SSP algo-

rithm are shown. The fl aw echo, located at around sample number 1750, 

is present in each of the channels and has unchanged amplitude. This is 

because the fl aw echo is not a composite signal in contrast to the clutter 

signal which is highly dependent on the frequency span of narrow-bands. By 

using a pass-through absolute minimization processing block, the fl aw signal 

maintains many of its original properties, but the frequency dependent scat-

tering signal is substantially reduced.       

  8.5.3      Chirplet signal decomposition (CSD) 
implementation 

 An implementation of the CSD algorithm was created in C programming 

language. The algorithm was implemented in software due to the high 

complexity. The basis for the implementation is the algorithm discussed 

in Section 8.4.3; however, the algorithm has been optimized by using pre-

computation and estimation methods. Additionally, the algorithm has been 

altered to provide deterministic behavior. 

 The primary goal of the current implementation of the CSD algorithm 

is to reduce the execution time as much as possible, while maintaining an 

adequate SNR for echo estimation. The main performance impediment for 
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 8.11      Block diagram of the SSP implementation.  
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CSD is the correlation operations which require regenerating a chirplet with 

different parameters thousands of times during each parameter estimation 

step in the algorithm. By pre-computing a table of these values and manip-

ulating this table to perform the operation, the computation time was dras-

tically reduced. This was accomplished by fi nding expressions which could 

have shared parts and extracting them from the inner loops. Furthermore, 

this CSD implementation takes advantage of estimation techniques to 

 8.12      SSP sub-bands and results. Channel 1 covers the frequency band 

0–4 MHz, Channel 2 covers the frequency band 0.5–5.9 MHz, Channel 

3 covers the frequency band 1–5.8 MHz and Channel 4 covers the 

frequency band 1.5–5.9 MHz.  
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reduce the overall computation time. By using lookup tables for cosine, sine 

and tangent, the total execution time was substantially reduced with only a 

slight reduction in accuracy. 

 The CSD algorithm is enhanced by altering the nondeterministic opera-

tions such as steps 5 and 8 from the listing in Section 8.4.3. In steps 5 and 

8, the reiteration of the algorithm if the error condition is not met makes it 

impossible to determine the total execution time reliably. To gain determin-

ism, the reiteration condition is changed such that a fi nite number of itera-

tions is performed. In our case, the number of time-of-arrival and frequency 

re-estimates (step 5) is two and a total of 15 echoes are extracted (step 8). 

These parameters ensure a total SNR of the regenerated signal equal to 

approximately 10 dB. In Fig. 8.13, the echoes from the CSD algorithm are 

regenerated and compared with the echoes in the original signal.       

  8.5.4      Resource usage and timing constraints 

 RUSSP implementation uses a signifi cant portion of the FPGA resources 

when the SSP algorithm is included. The total resource usage of the RUSSP 

with a 4-, 8- and 12-channel SSP implementation is shown in Table 8.1. In the 
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 8.13      CSD echo extraction and parameter estimation. Top trace: original 

signal; middle trace: estimated echoes; and bottom trace: reconstructed 

signal. Vertical axis is normalized amplitude and horizontal axis is time 

in microseconds.  
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case of a 12-channel SSP implementation, a total of 13 hardware FFTs are 

implemented in the FPGA fabric and a total of 59 DSP48s are employed. 

The total number of channels for the SSP implementation is limited by the 

total number of DSP48s available in the system. Removal of the SSP com-

ponent cuts the resource usage in half.      

 The RUSSP meets timing for all critical nets in the system. The system 

has a total of three main clock domains: the processor clock, the ADC clock 

and the SSP clock. The processor meets timing at 100 MHz, the ADC clock 

functions at 200 MHz and the SSP clock functions at 100 MHz. The total 

execution time of the SSP implementation with a total of 2048 samples as 

measured from the processor is 16 ms. The testing methodology for the SSP 

execution times is based on the clock_gettime(CLOCK_MONOTONIC) 

function. This function returns wall clock time in a monotonic fashion such 

that alterations due to network time protocol or other clock tuning would 

have no effect on the results. 

 Execution times for the CSD algorithm are listed in Table 8.2. These 

results show a nearly linear increase in execution time with respect to the 

number of echoes.        

  8.6     Future trends 

 For embedded ultrasonic signal processing systems, new reconfi gurable 

hardware platforms – such as the Xilinx Zynq-7000 Extensible Processing 

Platform (EPP) (Zynq-7000 2012) – present an important evolutionary 

step. Zynq combines an industry-standard ARM  ®   dual-core Cortex ™ -A9 

 Table 8.1     RUSSP resource usage with SSP hardware 

 Resource  Available  Base  4-Ch  8-Ch  12-Ch 

 DSP48  64  6  23  41  59 

 SLICES  17 280  6743  8612  10 279  11 326 

 BRAMS  148  43  66  81  97 

 Table 8.2     CSD execution times and SNR for a dataset of 512 samples 

 Echoes  Execution time (ms)  Signal-to-noise (dB) 

 1  1050  1.365 

 2  2050  2.073 

 4  4040  3.008 

 8  8060  5.604 

 15  14880  9.979 

 16  15940  10.371 
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MPCore ™  processing system with Xilinx 28 nm programmable logic. This 

platform would be ideal for RUSSP applications since the embedded ARM 

processor provides a signifi cant boost to the software execution capabilities. 

Additionally, due to the penetration of embedded ARM devices, it is more 

convenient to acquire code development tools, technical support and mar-

ket acceptance. 

 Dynamic partial reconfi guration (DPR) also provides an interesting 

approach to developing applications for the RUSSP. DPR allows users to 

download hardware accelerators into the system during run-time (Rossi 

 et al ., 2009, 2010; Sudarsanam  et al ., 2010; Ahmed  et al ., 2011; Desmouliers 

 et al ., 2011). This allows applications to swap their accelerators in and out 

as FPGA resources and requirements allow. In a sense, DPR achieves time-

multiplexing of the available reconfi gurable fabric for multi-tasking opera-

tions. Several ultrasonic platforms already support DPR (Yoon  et al ., 2006; 

Desmouliers  et al ., 2008; Oruklu and Saniie, 2009), and it is expected to gain 

wider adoption in the near future with more mature tools and support from 

FPGA vendors.  

  8.7     Conclusion 

 The RUSSP is an adaptable FPGA-based platform for implementing real-

time ultrasonic signal processing applications. The architecture of the RUSSP 

makes it adaptable effectively to implement new algorithms, analyze old 

algorithms and optimize a system for embedded system usage. By providing 

the ability to implement algorithms using hardware, software or co-design 

approaches, end users are given a large design space to fi nd the optimal 

implementation of a given algorithm with respect to processing speed, logic 

area usage and power effi ciency. Future iterations of the RUSSP will pave 

the way for more advanced algorithms and additional avenues for design 

space exploration of ultrasonic smart sensors.  

  8.8     Sources of further information and advice 

 More information about ultrasonic imaging systems can be found in the journal 

publications;  IEEE Transactions on Ultrasonics, Ferroelectrics and Frequency 
Control ,  Journal of the Acoustical   Society of America ,  Ultrasonics  (Elsevier) 

and in the proceedings of the IEEE Ultrasonics Symposium, International 

Congress on Ultrasonics and Acoustical Society of America meetings.  
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  Abstract : This chapter discusses the principles of displacement metrology 
by optical incremental sensors. The chapter fi rst reviews the basic 
concepts of displacement interferometer systems, their signal processing 
and error sources. The chapter then discusses the concepts of optical 
encoder systems and some of their design considerations. 

  Key words:  displacement interferometer, imaging encoder, interferential 
encoder. 

    9.1     Introduction 

 Within the precision engineering and manufacturing industries, displace-

ment laser interferometers and optical encoders are often used as feedback 

sensors in numerically controlled systems for reliable and accurate non-con-

tact measurement of linear and rotary motion. Laser interferometers use 

the laser wavelength as a reference. Stabilized Helium-Neon (HeNe) lasers 

are used in many national standards laboratories and measurement insti-

tutes for obtaining a practical traceable reference to the SI unit of length, 

the metre. Such systems offer an accurate and effective means of delivering 

traceability for length and dimensional measurement. With the wavelength 

of light being used as a standard for length metrology, laser displacement 

interferometers are mostly suited for traceable calibration and acceptance 

tests of machine tools and coordinate measurement systems. As the wave-

length of the laser light is dependent on the refractive index of the air, inter-

ferometers are typically used in well-conditioned metrology laboratories. 

In high-tech industrial equipment, like lithography machines and reticle/

mask metrology tools for the semiconductor industry, laser interferometers 

are often applied for displacement measurement with sub-nm resolution. 

Optical encoders use an optical grating on a substrate as a reference and are 

available for both low-end and high-end applications where environmental 
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conditions may be less well-defi ned, or where there is a risk that a laser 

beam would be interrupted. In this chapter, the basics of incremental dis-

placement interferometers and optical encoders are explained, together 

with some of their advantages and disadvantages.  

  9.2     Displacement interferometers 

  9.2.1     Basics of displacement interferometry 

 The displacement interferometer, fi rst introduced by Albert Michelson in 

1881 (Fig. 9.1), has been developed into a measurement system with high 

accuracy. Since interferometry is based on the interference of light, it is a 

non-contact measurement method of which the accuracy is infl uenced by 

the wavelength of the source and the medium in which the measurement 

takes place.      

 In an interferometer coherent light is directed to a semi-transparent mir-

ror that acts as an amplitude-dividing beam splitter. Part of the light is trans-

mitted towards a movable mirror and refl ected by this mirror. The other 

part of the light is refl ected at 90 °  towards a fi xed reference mirror, refl ected 

and recombined at the beam splitter where their interference is observed. 

The electromagnetic waves propagating in the reference and measurement 

arm can be represented as:  
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 with  E   r   and  E   m   the amplitude of the respective E-fi elds,  ω  the angular fre-

quency,  t  the time,  k  the propagation factor k =( )2π λπ ) , 
K
r  the position vector, 

Monochromatic
lightsource

Reference mirror

rr

rm

Eref

Emeas

Beam splitter
Movable mirror

To observer/detector

Displacement

9.1      Schematic representation of Michelson’s interferometer.  
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φrφ  and φmφ  the phase in respectively the reference and measurement arms. 

After recombination in the beam splitter, the electromagnetic fi eld is the 

linear superposition of these waves. Assuming the propagation of the fi eld 

in only one dimension, the irradiance at the detector becomes:  

   I c E c ( )E E E kr m r mE+EmE −0

2

0 EE
JK

r rm rrr rr− r rm r−     [9.2]   

 where ∈0 is the vacuum permittivity,  c  the speed of light,  k  is the propagation 

factor and  r   m   is the traveled optical distance in the measurement arm and 

 r   r   is the traveled optical distance in the reference arm. The constant ∈0 c is 

omitted in further calculations for convenience. If the waves were initially in 

phase ( )φ φmφ φφ φ , the cosine term depends on the difference in optical path 

length between the reference and measurement arms. This is the case for a 

monochromatic light source. If, further, the two beams are of equal ampli-

tude, the irradiance is:  

    I r rm rr rr r+ ⎛
⎝⎝⎝

⎞
⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞⎛

⎝⎝⎝
⎞
⎠⎟
⎞⎞
⎠⎠

2 1II
⎛⎛⎛ 2

0 cos (
⎛
⎝
⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ 2

)
π
λ

    [9.3]   

 When now the measurement mirror is displaced over a distance  Δ  l  while 

the reference mirror remains fi xed, the optical path length changes 2 n  Δ  l , 
with  n  the refractive index of the medium through which the light travels. 

The factor 2 is due to the fact that this distance is travelled twice by the light. 

If a detector is used, the measurement signal will change as follows:  

    I n l+ ⎛
⎝⎝⎝

⎞
⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞⎛

⎝⎝⎝
⎞
⎠⎟
⎞⎞
⎠⎠

2 1II
⎛⎛⎛ 2

20 cos (
⎛
⎝
⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ 2

)
π
λ

    [9.4]   

 If the wavelength of the light source is known then the displacement can 

be calculated from the change in intensity on the detector. From this, it can 

also be seen that it is a relative measurement, only displacement can be 

measured, not distance. 

 Numerous different versions were derived from Michelson’s original 

displacement interferometer, all working on the principle of measuring 

displacement with use of interference. Most modern displacement inter-

ferometers use an HeNe-laser as a light source, due to the long coherence 

length and relatively short visible wavelength which results in comfortable 

alignment and an improved resolution. Laser interferometers can be divided 

into two types: homodyne and heterodyne. 
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  Homodyne interferometers (detection) 

 Most commercial homodyne laser interferometers consist of a stabilized sin-

gle frequency laser source, polarizing optics, photo detector(s) and measure-

ment electronics. A homodyne laser source is typically a HeNe-laser with a 

single frequency beam as the output consisting of either a linear polarization 

under 45 °  or a circularly polarized beam. The beam is split into the refer-

ence arm and measurement arm of the interferometer by a beam splitter. 

Following refl ection from their respective targets, the beams recombine in 

the beam splitter. In order to observe interference, both beams should have 

equal polarizations. This is accomplished by a polarizer oriented at 45 °  to 

the beam splitter. The photo detector signal is run through electronics which 

count the fringes of the interference signal. A fringe is a full cycle of light 

intensity variation, going from light to dark to light. Every fringe corresponds 

to an optical path difference of a wavelength corresponding to Equation [9.4]. 

Since there is no intrinsic time dependency in the measurement signal, this 

is also known as a ‘DC interferometer’. Depending on the detector confi gu-

ration, direction sensing and insensitivity to power changes can be derived 

as well as a compensation for periodic deviations such as that developed by 

Heydemann (1981). In Fig. 9.2, the principle of such a homodyne interferom-

eter is shown. Signal  I  0  is used to normalize the intensity. Signals  s  0  and  s  90  are 

used for phase quadrature measurement. Signal  s  0  is the normal signal of a 

homodyne interferometer (Equation [9.4]) with signal 2 I  0  subtracted:       

    s
n

l0 0I2 2I0I
2⎛

⎝
⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞⎛

⎝⎝⎝
⎞
⎠⎟
⎞⎞
⎠⎠

cos π
λ

Δ     [9.5]   
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Polarizing
beam splitter

Partial splitter

Displacement

Measurement
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Polarizer
λ/4

IS90

IS0 I0

9.2      Schematic representation of the principle of a homodyne laser 

interferometer with power compensation and direction sensing.  I  0  is 

used to eliminate effects of power changes,  S  0  and  S  90  are used for 

phase quadrature measurement.  
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 In order to enable direction sensing and a constant sensitivity over an 

entire wavelength, part of the measurement signal is split off and receives a 

phase shift of 90 ° ; this measurement signal is called  s  90 :  

    s I
n

l90 02 2I0

2⎛
⎝
⎛⎛⎛⎛
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si π
λ

Δ     [9.6]   

 Using these equations, the displacement can be calculated from both 

intensity signals using:  

    Δl
n

s
s

= ⎛
⎝
⎛⎛⎛
⎝⎝
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⎠
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⎞⎞⎞⎞ ⋅ −λ

π2

1

2
1 90

0

tan     [9.7]   

 with λ 2n( ) being the signal pitch, which is the measured displacement cor-

responding to a phase cycle of 2  π   rad. In an ideal interferometer, when both 

signals are plotted against each other a circle is described.  

  Heterodyne interferometers (detection) 

 The basic setup of a heterodyne interferometer is shown in Fig. 9.3. 

Generally the light source of a heterodyne laser interferometer is a stabi-

lized HeNe-laser whose output beam contains two frequency components 

( f  1  and  f  2 ), each with a unique linear polarization. Their electromagnetic 

fi eld is represented by:       

    

E E
E E

JK JKJKJK
J KJ JJ KJ K KJJJKK1 01 1

2 0E 2 2

( )f2 01

( )f2 02

e e( )2 01

e e( )f2 02

i

i

f tf 00f tf +f t 00f tf

f tf 00f tf +f t 00f tf     [9.8]   

Reference detector
signal ΔfR = f2 –f1

Measurement detector
signal ΔfM = f2 –f1 + Δf2

Reference
retro reflector

Polarizing beam splitter

Measurement
retro reflector

Polarizer

4%

Laser

f1
f2

f2 + Δf2

ΔL

 9.3      Schematic representation of the principle of a heterodyne laser 

interferometer. The reference retro refl ector is in a steady position, 

while the measurement retro refl ector is attached to the object of which 

the displacement should be measured.  

�� �� �� �� �� ��



Advanced optical incremental sensors   235

© Woodhead Publishing Limited, 2014

 where  E  01  and  E  02  represent the amplitude, and φ01φφ  and φ02φφ  represent the  initial 

phase of the electromagnetic fi eld. The frequency difference can be gener-

ated by a Zeeman laser. The Zeeman technique produces two frequencies by 

applying an axial magnetic fi eld to the laser tube. Another way to generate 

a frequency shift is by an acousto-optic modulator; for example, a Bragg cell 

driven by a quartz oscillator. With the Zeeman technique, the frequency split 

is limited to a maximum of  ± 4 MHz. The acousto-optic modulator enables a 

frequency split of 20 MHz or more. Generally, in a heterodyne laser interfer-

ometer the two polarizations used are orthogonal to each other. 

 Part of the light emitted by the laser source is split off, passes a combining 

polarizer and falls onto a detector with a band-pass fi lter. The resulting sig-

nal is an alternating signal with a beat frequency equal to the split frequency 

in the laser head. This signal forms the reference measurement  I   r  , given by:  

    I Er ( )f f t −( )2E EE E01 ( t + (f f−fff ffff     [9.9]   

 As can be seen from Equation [9.9], the heterodyne interferometer works 

with a carrier frequency ( f  2 − f  1 ), therefore it is also known as an ‘AC inter-

ferometer’.  The rest of the light emerges from the laser head and enters the 

interferometer optics (Fig. 9.3), consisting of a polarizing beam splitter and 

two retro refl ectors. In the polarizing beam splitter, the two frequencies are 

split by means of polarization. Frequency  f  1  is refl ected by the polarizing 

beam splitter and enters the reference arm, then is refl ected by the refer-

ence retro refl ector and is again refl ected by the polarizing beam splitter. 

Frequency  f  2  is transmitted by the polarizing beam splitter and enters the 

measurement arm, then is refl ected by the moving retro refl ector and is again 

transmitted by the beam splitter. Ideally, both frequencies emerge from the 

polarizing beam splitter in their own unique polarization orthogonal to each 

other. To enable interference, the beams are transmitted through a polarizer 

at 45 °  with their polarization axes. After the polarizer, the light falls onto a 

second detector with a band-pass fi lter resulting in the measurement signal:  

    I EmI s( )f f t( ) −( ) −( )E2E2E EE E01 f f t−f + (ff ffff ) + (     [9.10]   

 where φ φφφ reφ f  is the difference in phase between the signal in the mea-

surement arm and the reference arm. It consists of a constant term in the 

reference arm (φ0φφ r) and a phase in the measurement arm consisting of a 

constant term (φ0φφ m) combined with a changing term as a result of the mov-

ing retro refl ector:  

    φ φ φ φ φφφ reφφ f φ= =Δ 0 0φφ φφ= r0φφ     [9.11]   
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 In a practical application, the measurement retro refl ector is attached to 

the object of which the displacement is to be measured. As a retro refl ector 

moves in the measurement arm with velocity  v , a Doppler shift is generated 

for frequency  f  2 :  

    ΔfΔ
vnfn
c

=
2 2ff     [9.12]   

 with  v  the velocity of the moving retro refl ector,  n  the refractive index of the 

medium through which the light travels (e.g. air) and  c  the speed of light in 

vacuum. From Equation [9.12], it follows that the maximum traveling speed 

of the target is limited due to the fi nite frequency shift between the two fre-

quencies in the laser source. The effective phase change in the interference 

signal resulting from the Doppler shift equals:  

    Δ Δφ π π π=π∫ ∫π∫ ∫ ∫2∫ΔΔΔ =ΔΔ 2 4
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 where  Δ  l  is the displacement of the retro refl ector. So, by measuring the 

phase change between the measurement signal (Equation [9.10]) and the 

reference signal (Equation [9.9]), the displacement of the retro refl ector can 

be determined by using the inverse of Equation [9.13] with vacuum wave-

length   λ   2 :  

    Δl
n

= ⋅⎛
⎝
⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞λ φΔ⎛⎛⎛ ⎞

π
λλ
2 2n ⎝⎝⎝

    [9.14]    

  Signals 

 Figure 9.4 shows the effect of a moving object on a homodyne and a hetero-

dyne interferometer signal. Comparing the intensity signals for homodyne 

(Equations [9.5] and [9.6]) and heterodyne interferometers (Equations [9.9] 

and [9.10]) the main difference lies in the intensity signal during standstill 

of the measurement object; in the case of a homodyne interferometer, the 

intensity signal remains constant. In the case of a heterodyne interferome-

ter, the intensity is modulated by the split frequency of the laser, resulting 

in a carrier frequency. Taking the signals into account shows the principal 

difference between homodyne and heterodyne detection: During standstill 

the signal-to-noise ratio is easily disturbed for a homodyne interferometer 

by any change in the individual signal strength.        

�� �� �� �� �� ��



Advanced optical incremental sensors   237

© Woodhead Publishing Limited, 2014

  9.2.2     Interferometer concepts 

 With the basic principles as described in the previous paragraph, different 

optical confi gurations can be used to enhance measurement resolution. 

  Linear interferometer 

 The 1D distance interferometer (see Fig. 9.5) consists of a polarizing beam 

splitter and two retro refl ectors. This type of interferometer is mostly used 

on a  μ m scale. The advantage of this sensor is the limited sensitivity for 

angle variations of the retro refl ectors. The disadvantage is the limited range 

in the direction perpendicular to the measurement direction. As a result this 

measurement confi guration is limited to a 1D movement of the measure-

ment object only.       

  Plane mirror interferometer 

 Another commonly used interferometer confi guration, known as a ‘plane 

mirror interferometer’, is shown in Fig. 9.6. It uses a plane mirror as the 

Comparison of signals from homodyne and heterodyne interferometers
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 9.4      Schematic comparison of the relevant signals of a displacement 

(a) measurement with a homodyne ((b) and (c)) and a heterodyne 

interferometer, both the reference signal (d) and the measurement 

signal (e).  
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target, which enables movement of the target in a direction perpendicular 

to the measurement beam. As a result, this interferometer is often used in 

confi gurations where 2D measurements of the moving object are required, 

such as 2D moving stages. Due to its confi guration, the beams travel towards 

the measurement mirror twice and, as a result, the measurement resolution 

of the system is doubled.      

 The light entering from the source is split by the polarizing beam split-

ter. One polarization is transmitted towards the measurement arm and 

one is refl ected towards the reference arm. The transmitted beam (verti-

cal polarization) passes a quarter-wave plate changing the polarization into 

circularly polarized light. This light travels towards the measurement mirror 

where it is refl ected and the polarization rotated 180 ° . The light again passes 

the quarter-wave plate where it is changed to horizontal polarization and, as 

a result, now is refl ected by the polarizing beam splitter. The light travels to 

the retro refl ector and is returned to the beam splitter, where it is refl ected 

Laser
Towards
detector

Reference
retro reflector

Polarizing beam splitter

Measurement
retro reflector

y

x

ΔL

 9.5      Schematic representation of the optics in a linear interferometer.  
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 9.6      Schematic representation of the optics in a plane mirror 

interferometer.  
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again, passes the quarter-wave plate, refl ects a second time on the measure-

ment mirror and passes the quarter-wave plate for the fourth time, resulting 

in vertical polarized light again and, as a result, is again transmitted by the 

polarizing beam splitter towards the detector. 

 The originally horizontal polarization is refl ected by the polarizing beam 

splitter and enters the reference arm, where it is transmitted by the quarter-

wave plate resulting in circularly polarized light, which is refl ected by the 

reference mirror and rotated 180 ° . It then passes again the quarter-wave 

plate again, resulting in vertically polarized light which is transmitted by the 

beam splitter toward the retro refl ector. There, the light is translated, again 

enters the beam splitter, passes though the quarter-wave plate for the third 

time, and is refl ected a second time by the reference mirror. Finally, it passes 

the quarter-wave plate a fourth time and is once more horizontally polar-

ized and refl ected by the polarizing beam splitter toward the detector.   

  9.2.3     Phase detection and interpolation 

 Both incremental displacement interferometers and optical encoders out-

put a signal with a phase that varies periodically with displacement  Δ  l .  

    Δ Δφ π αl
P

( )ΔΔl ⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

+2     [9.15]   

 where Δφ  represents the phase difference between the measurement beam 

and the reference beam,  P  the signal period and   α   a phase offset that is 

specifi c for a certain detector signal. Most industrial displacement interfer-

ometer and linear encoder systems at least internally generate analog phase 

quadrature signals consisting of a cosine and sine signal with a 90 °  phase 

offset. This phase offset allows for the unambiguous detection of the direc-

tion of motion and the sinusoidal nature guarantees a measurement sensi-

tivity that is independent of the measurement position. The resolution of an 

interferometer system can be increased by phase interpolation. With analog 

quadrature signals, it is possible to interpolate within each quadrature cycle. 

The measured phase is represented by the vector angle of the data point on 

the Lissajous curve (Fig. 9.7).      

 To reduce periodic errors which repeat every phase cycle, the analog 

phase quadrature signals are normalized by adjusting the gain, the DC 

offset and phase offset until a centered circle is obtained when plotting 

the  s  0  and  s  90  signals against each other in a Lissajous plot. In modern sys-

tems, the normalization of the Lissajous curve is corrected mathematically 

by means of a correction like the Heydemann correction (Heydemann, 
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1981). To determine a normalization correction, the measurement signal 

must, preferably, undergo at least a few phase cycles – typically obtained 

by introducing a movement of the system in the measurement direction. 

Correct compensation of DC signal offsets will resolve fi rst-order interpo-

lation errors, whereas proper gain and phase offset calibration corrects for 

second-order periodic interpolation errors. Depending on the frequency 

response of a detector, the calibration of the Heydemann correction param-

eters may have some level of speed dependency, which, if measurement 

uncertainties in the order of a nanometer are desired, can make optimal 

correction under all measurement conditions challenging. Phase interpola-

tion is typically obtained by direct calculation of the arctangent function 

by a microprocessor.  

    Δφ = ⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞
⎠⎠
⎞⎞⎞⎞−tan 1

A
B

    [9.16]   

 where parameters  A  and  B  are the normalized signals that are 90 °  out of 

phase and can be derived by taking a linear combination of the interferom-

eter signals in accordance with Table 9.1.      

 The error sensitivity for laser power and signal amplitude variations may 

be improved by an optical design that generates three or more analog sig-

nals with known phase offsets and of which the average intensity is invari-

ant for laser power fl uctuations (i.e. 4  ×  90 °  phase shifts or 3  ×  120 °  phase 

shifts). 
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 9.7      Heydemann correction and Lissajous curve. Left: Phase quadrature 

signals before and after normalization using Heydemann correction 

to compensate for gain, offset and signal phase errors (Heydemann, 

1981). Right: Lissajous curve.  
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 After the interpolated phase is calculated using the arctangent function, 

the measured displacement can be obtained by unwrapping the measured 

phase and by multiplication of the unwrapped phase by the signal pitch 

P nλ 2  (see Fig. 9.8).      

 For time-critical high-speed systems, the interpolated phase may be 

obtained through a 2D lookup table (Fig. 9.9) (Hagiwara, 1992). This lookup 

table may be corrected for known signal offsets or nonlinearities which may 

cause the signal to deviate from an ideal sinusoidal signal.      

 Some encoders have a digital square wave as an output. This can be derived 

directly by thresholding the analog sinusoidal signals to obtain a resolution 

Table 9.1     Determining two quadrature signals  A  and  B  with a 90 °  phase 

from a linear combination of sensor signals. 

 Analog sensor output signals   A    B  

 0 ° , 90 °  phase offsets   S  90    S  0  

 0 ° , 90 ° , 180 ° , 270 °  phase offsets   S  90  −  S  270    S  0  −  S  180  

 0 ° , 120 ° , 240 °  phase offsets 

 
3 ( )120 240S S120  

 − S  240  +  S  0  −  S  120  

Phase quadrature signals

Ideal signal

Measured phase Δφ

Unwrap

Measured
displacement

Actual displacement Δx

P

Signal with periodic error
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Arctan0
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2π
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9.8      Phase interpolation using direct arctangent calculation and the 

calculation of displacement.  
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9.9   (a, b)    2D interpolation using a 2D lookup table with pre-calculated 

arctangent values or binary TTL signal values.  
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of one-quarter of the signal pitch, or the resolution can be enhanced further 

using interpolating circuits. Additional phase signals with a phase offset  α  

are created by taking a linear combination of the analog cosine ( s  0 ) and sine 

( s  90 ) signals:  

    sin cos iΔφ α αsinα( )α ( )α + (( )α sαsin )α ⋅90 0     [9.17]   

 In the example in Fig. 9.10b, two additional phase signals are generated 

(  α  = 45  °   and   α  = 135  °  ) to obtain a 2 ×  interpolated quadrature signal. Using 

comparators, the signals with various phase offsets are converted into tran-

sistor-transistor logic (TTL) signals. Then, a logic circuit turns these TTL 

signals into a quadrature signal with increased frequency to obtain a resolu-

tion of one-eighth of the signal period. When more additional phase signals 

are generated, higher levels of interpolation can be obtained by this method 

(Benzaid and Bird, 1993). In heterodyne detection, the measured phase is 

transmitted as a phase modulated signal on top of the phase of a reference 

signal. The phase difference between the beat frequency of the reference 

signal and the beat frequency of the measurement signals can be detected 

using a phase-lock-in amplifi er, which typically converts the signal with the 

carrier frequency into a homodyne type  s  0  and  s  90  signal. The heterodyne 

detection method makes the transmitted signal insensitive for DC and gain 

offset variations of the detector signal for static measurements, but does not 

eliminate periodic errors as caused by polarization mixing or misalignment 

of optical components.        
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 9.10      Signal generation examples. (a) TTL signal generation by 

thresholding the sinusoidal phase quadrature signals resulting in a 

resolution of one-quarter of the signal pitch. 

(b) Phase interpolation using additional phase signals and logic circuits 

to obtain a frequency doubled TTL quadrature signal with a resolution 

of one-eighth of the signal period.  
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  9.3     Sources of error and compensation methods 

 The theoretical resolution of the system is determined by the degree of 

interpolation of the sinusoidal signals to determine the value Δφ , while 

in practice precision is limited by the quality of the measurement signal. 

  In the preceding description of an ideal interferometer (see 9.2.1), it was 

shown that the displacement could be determined by Equation [9.7] for a 

homodyne laser interferometer and by Equation [9.14] for a heterodyne 

laser interferometer. From these equations, it can be seen that the accu-

racy of the calculated displacement depends on the accuracy of the deter-

mination of the phase change Δφ , the wavelength of light used   λ   and the 

refractive index of the medium  n . Apart from these inherent sources of 

error, there are numerous other error sources depending on the setup used. 

The errors in the laser interferometer can be divided into three categories: 

setup dependent, instrument dependent and environment dependent. In 

the following paragraphs, a brief explanation is given of these categories 

and the contributors. 

  9.3.1     Setup dependent 

 Depending on the measurement confi guration, several errors might occur; 

for example, cosine errors, Abbe errors, dead path errors, target uniformity 

and mechanical stability. 

  Cosine error 

 The cosine errors result from an angular misalignment between the 

interferometers measurement beam and the axis of displacement (see 

Fig. 9.11). Due to reduced signal effi ciency, ultimately a shorter distance 

is measured than that of the actual displacement; the measurement wave-

length is virtually increased. This can be seen on the right-hand side of 

Fig. 9.11: the detector plane is determined by the wavefront angle of the 

returning beam. A mechanical path change of  Δ  l  error  is measured by optical 

path length  l  1  +  l  2 .       

    Δl lΔerror cosθ     [9.18]    

  Abbe error 

 An Abbe error exists if the axis of measurement does not coincide with the 

axis of movement, as shown in Fig. 9.12. In this case, the movement of an 

object in the atomic force microscope is to be measured. The interferome-

ter measurement axis does not, however, coincide with the axis of interest 
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but has an Abbe arm  A  as the offset, resulting in an error  Δ  l  error  if the stage 

is tilted:       

    Δl Aerror ( )tan θ))     [9.19]   

 An example of a measurement setup corrected for this Abbe error is 

shown in Fig. 9.13a. In the interferometer-based nano coordinate measur-

ing machine (CMM) confi guration, the measurement beams of three plane 

mirror interferometers are all pointing towards the work point (stylus tip) 

to eliminate Abbe errors for  x, y  and  z  displacement measurements (Peggs, 

1999; Ruijl, 2001).      

 Another example of a laser interferometer that adheres to the Abbe prin-

ciple is the laser tracker shown in Fig. 9.13b, where the laser beam automati-

cally follows a refl ector attached to the probe of a CMM or to the tool head 

of a production machine (Kniel and Schwenke, 2007).  

  Dead path error 

 Dead path errors are errors caused by uncompensated path length of the 

interferometer as shown in Fig. 9.14, if  L   m   represents the smallest distance 

Δlerror

ΔlWavefront l 2

θ

l 1
θ

 9.11      Schematic representation of a cosine error occurring in an 

interferometer measurement.  

Axis of interest

Axis of
measurement

Axis of
measurement

A

Δlerror

θ

Axis of interest

 9.12      Schematic representation of an Abbe error in an AFM 

measurement.  
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to the measurement target and  L   r   is the fi xed reference arm length, then 

the dead path is represented by  L   m   −  L   r  . Due to environmental changes, the 

optical path length in the dead path changes and creates an error:       

    Δl nΔ L Lm rL( )     [9.20]    

  Target uniformity 

 If the position of the measurement beam shifts over the measurement tar-

get, target uniformity also plays a role. In a situation where a fl at mirror is 

used with fl atness   λ  /20, without calibration this error can contribute to an 

error of 32 nm (  λ   = 633 nm).  

Probe at work point

(a) (b)

x-interferometer axis

Work piece

Zerodur mirror table

Zerodur mirror table

z-interferometer axis

y-interferometer axis

Interferometer

Reference sphere

CMM

Retroreflector

Probe at work point

z
y

x

9.13      Ultra precision machines without Abbe errors, (a) using three 

plane mirror interferometers, all pointing to the work point (Ruijl, 2001). 

The system has a thermally stable measurement frame of invar and 

zerodur mirror table. (b) Laser tracker.  

Lr

Lm
Flatness

Movement

Mirror

9.14      Schematic representation of dead path error ( L   m   −  L   r  ) (left) and 

target uniformity (right).  
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  Mechanical stability 

 As an interferometer will only measure the position of the refl ecting target, 

the stability of the measurement target also contributes to the uncertainty 

budget of the system. As a result, the stiffness and thermal stability of the 

target and intermediate body should also be taken into account.   

  9.3.2     Instrument dependent 

 Based on the choice of the instrument, several instrument dependent errors 

add to the uncertainty of the measurement as there are: (split) frequency 

stability, beam walk off, electronics, data age, data age jitter, periodic devia-

tion and ghost refl ection and stray light. 

  (Split) frequency 

 In interferometers, the measurement reference is the wavelength of the 

light which is used, as can be seen in Equations [9.7] and [9.14]. From these 

equations it becomes clear that, with a frequency change of the interferom-

eter source, a measurement uncertainty is introduced. Usually, the relative 

stabilities of the laser sources are in the range of 2  ×  10 −9  and 5  ×  10 −8 . 

 It can be shown that for heterodyne interferometers not only the abso-

lute frequency stability is of importance, but also the stability of the split 

frequency as shown in the following equation:  

   Δl
n

L L

p
f
f

L L
f
f

f
f f

f f fsff

mff
m rL aff

mff
aff

rf ff f
mf ff f rff=

( )
+ ( ) = −f

1

2

msLL rs
with ,   

  
[9.21]   

 where  L   ms   represents the optical path of the entire measurement signal 

and  L   m   represents the optical path of the measurement arm as shown in 

Fig. 9.15,  f   m   and  f   r   represent the frequencies nominally in the reference arm 

and in the measurement arm, and  p  represents the optical resolution (num-

ber of passes) of the interferometer optics.       

  Beam walk off 

 Beam walk off is the effect of a rotation of the moving target outside its 

plane in combination with a different path length of reference and mea-

surement arm (see also Fig. 9.11). As a result, a phase error is generated 

and the wavefront of the reference arm and measurement arm no longer 

completely coincide over the full measurement range. Consequentially, the 

signal-to-noise ratio deteriorates and eventually the measurement range is 
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limited by this effect. This especially holds for stage rotation of plane mirror 

interferometers where the amount of walk off scales with:  

    WO = 4φΔφφ l     [9.22]    

  Electronics and data age 

 Typically the noise and linearity of the electronics will contribute to the 

uncertainty of the measurement. The actual contribution in uncertainty 

depends on the optical resolution of the interferometer (number of passes 

to the measurement target). 

 Depending on the velocity ( v ), the aging of the measurement data ( δ ) 

may become a critical part in the measurement error:  

    Δl vδvv     [9.23]   

 For a movement at a speed of 1 m/s, a data delay of 10 ns will generate a 

direction dependent offset of 10 nm. The variation of the data age (jitter) 

contributes to the uncertainty of the measurement.  

  Periodic deviation 

 As displacement interferometers are often based on polarizing optics, the 

mixing of polarization will introduce periodic deviations in the measure-

ment as shown in Fig. 9.16. These periodic deviations are also often referred 

to as nonlinearities. Quenelle (1983) fi rst mentioned the existence of peri-

odic deviations as a result of alignment errors between the laser and the 

optics, Bobroff (1987) showed the existence of periodic deviations as a result 

of alignment of the polarizing beam splitter together with the quality of 

the coating. These errors had a frequency of one cycle per one wavelength 

Lrs
Lms Lm

Lr

9.15      Schematic representation of relevant beam parts for frequency 

stability effects.  
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optical path change. In the same year, Sutton proved the existence of a peri-

odic deviation with two cycles per wavelength optical path change. First- 

and second-order periodic deviations were defi ned at this time. Basically, 

periodic deviations depend on the polarization quality and birefringence of 

the optics as well as the antirefl ection coating. The effects can be reduced in 

a setup by aligning the optical source to the polarizing optics.      

 Commercial interferometers may use the compensation methods men-

tioned in paragraph 9.2.3 to compensate for these periodic deviations as 

they do show up as harmonics on the measurement signal (Heydemann, 

1981; Chu and Ray, 2004). On the other hand, there are also interferometer 

confi gurations which minimize the periodic deviations by splitting the ref-

erence and measurement paths completely (Wu  et al ., 1999; Joo  et al ., 2009, 

2010; Kim  et al ., 2010).   

  9.3.3     Environment dependent 

 Thermal infl uence on the interferometer is relevant in this category, as 

well as the refractive index of the medium through which the light travels 

(mostly air). 

  Thermal effects on the interferometer 

 Thermal expansion of the interferometer optics or mechanics may cause 

unwanted effects in the measurements. Depending on the setup, these may 

introduce drift or pointing effects in the measurement.  
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 9.16      Schematic representation of measurement results with a periodic 

deviation. The magnitude is exaggerated for clarity.  
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  Refractive index of air 

 As the wavelength of the system defi nes the length reference, the stabil-

ity of the refractive index of the medium through which the measurement 

occurs determines the accuracy of the measurement. Usually this effect is 

compensated for using Edl é n’s updated equation (Edl é n, 1966; Birch and 

Downs, 1993; B ö nsch and Potulski, 1998) and measuring temperature, pres-

sure, humidity and the carbon dioxide component. The individual effects are 

shown in Table 9.2. The relative uncertainty of this compensation method 

is usually limited to 2  ×  10 −8 , resulting in a measurement uncertainty of 

20 nm/m. Another way to compensate for refractive index effects is by 

means of a refractometer. In such a system, a reference of vacuum is mea-

sured as well as the medium through which the interferometer is measuring 

in a mechanically stable setup with equal length (Schellekens  et al ., 1986).

In some applications, compensation of the refractive index variations is suf-

fi cient, and a wavelength tracker can be used. This tracker usually consists 

of an extra interferometer measurement with a mechanically stable path 

length (generally constructed of a low expansion material) which is repre-

sentative for the nominal measurement length.         

  9.4     Optical encoders 

 The existing linear encoders encompass various detection techniques, based 

on brush, magnetic, inductive, capacitive and optical principle. Optical 

encoders are popular because of their non-contact, high-resolution mea-

surement characteristics and because their output signal is easily converted 

into an electronic position or displacement signal. The range of applications 

of optical encoders spans from measurement of angular or linear motion 

in low-cost consumer products (like computer mice and inkjet print-

ers) to advanced industrial systems (like machine tools, robots and stage 

 Table 9.2     Sensitivity of the refractive index of air. 

 Parameter  Unit  Effect in  n  

Birch and 

Downs 

 Effect in  n  

B ö nsch and 

Potulski 

 Typical daily 

variation (in 

measurement 

laboratory) 

 Effect in  n  

 Temperature  K −1   −9.298  × 10 –7   −9.299  × 10 –7   0.1  ° C  −9.3  × 10 –8  

 Pressure  Pa −1   2.684  × 10 –9   2.683  × 10 –9   20 hPa  5.36  × 10 –6  

 Humidity  Pa −1   −3.63  × 10 −10   −3.706  × 10 −10   1 hPa  −3.66  × 10 –8  

 Carbondioxide  ppm −1   0  1.447  × 10 −10   100 ppm  1.45  × 10 –8  

     Notes : Depending on a specifi c parameter according to Birch and Downs (1993), and 

B ö nsch and Potulski (1998) for standard conditions: T = 20 ° C, p = 101325 Pa, f = 926.8 

Pa (40% Rh) and CO2 = 450 ppm.    
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positioning in lithographic projection tools). An optical encoder contains a 

detection system that can detect light emanating from a patterned movable 

member. The patterned member is usually referred to as the ‘optical scale’. 

For a linear encoder, the scale typically contains one or more sets of parallel 

lines with a predetermined constant or varying pitch. Rotary encoders, also 

known as ‘shaft encoders’, have radial patterns. The detected light is con-

verted into an electrical signal and may be processed as digital square waves 

or as analog signals, where analog signals allow for resolution enhancement 

by means of interpolation. 

 There are two types of optical encoders: absolute position and incre-

mental displacement encoders. Most common absolute position encoders 

use gray-coded or pseudorandom coded scales or scales with subsets of 

scales with a different pitch (see Fig. 9.17). The absolute encoders can be 

used in both linear and rotary confi gurations. Gray-coded scales have par-

allel measurement channels for measuring the bits of the gray-coded posi-

tion information. A pseudorandom coded scale has a unique single track 

stripe pattern for each absolute position. This unique stripe pattern is read 

by a line camera and decoded by a microprocessor (Gribble and Robert, 

2011). Absolute encoders may be obtained by the combination of phase 

information of two or more incremental encoders which have a different 

pitch and are integrated on the same scale. In the example in Fig. 9.17c, 

the phase differences between the measured phases provide coarse abso-

lute position information which is refi ned by the interpolated phase of 

one of the phase quadrature signals. Absolute scales with different pitches 

are also available as hybrid scales where the coarse absolute position is 

derived from subsets of capacitance-based scale signals which are then 

refi ned by the signal from a fi ne pitch incremental optical scale (Mitutoyo 

Catalog, 2012).           

(a) (d)

(b)

(c)

 9.17      Schematic representation of absolute linear encoder scales. 

(a) Gray code, (b) pseudorandom code, (c) parallel readout of subsets 

of scales with a different pitch, (d) example of an absolute gray-coded 

optical rotary encoder disk.  
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 The most commonly used encoders are of the incremental type, which are 

relatively easy to interface and typically obtain better speed and resolution 

performance than absolute encoders. 

 Incremental displacement encoders usually are supplemented with addi-

tional reference marks. The measurement of one or multiple uniquely 

spaced reference marks incorporated in the scale can be used to construct 

an absolute position signal. If directional information is required, phase 

quadrature detection is used where at least two (typically 90 ° ) out-of-phase 

signals are generated. Linear encoders may use transmissive glass scales or 

refl ective scales, employing amplitude gratings or phase gratings to sup-

press undesired diffraction orders. Scale materials include chrome on glass, 

metal (stainless steel, gold plated steel, Invar), ceramics (Zerodur, ULE, 

Clearceram) and plastics. The scale may be self-supporting, mounted via an 

adhesive fi lm on the backside of the scale, or mounted in a carrier which 

allows the scale to expand freely at both ends to ensure a defi ned thermal 

behavior. 

 In this chapter, the focus will be on incremental linear encoders as these 

are the most commonly applied type of optical encoder for high-precision 

applications. The imaging and interferential grating encoders are the two 

most common incremental encoder types that create an electrical signal 

from the relative movement between a scale grating and a reading head. 

  9.4.1     Imaging incremental encoder 

 In imaging encoders, light is presumed to travel in a straight line and is typi-

cally passed through two periodic patterns forming a moir é  pattern. Light is 

periodically obscured at a photo detector when one pattern is moved relative 

to the other (see Fig. 9.21). The resolution of optical encoders scales with the 

grating period. An imaging incremental encoder consists of a light source 

Zeroing mark

(a)

(b)

Zeroing mark

Zeroing mark

+

 9.18      Schematic incremental encoder principles: (a) square/sawtooth 

output, (b) sinusoidal phase quadrature output, (c) rotary encoder disk.  
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generating a collimated light beam and a stationary index grating  g   i   which 

transmits 50% of the light. This transmitted light is imaged onto a moving 

scale grating  g   s   either via imaging optics (Fig. 9.20a) or via shadow projec-

tion (Fig. 9.20b). Note that the encoder detects relative movement between 

the index grating and the scale grating. It is therefore not important which 

grating is identifi ed as the index grating and which the scale grating. If the 
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 9.20        Imaging incremental encoder with source  S , detector  D,  collimator 

lens  L . The index grating  g   i   is imaged onto a scale grating  g   s  : (a) using 

an imaging lens  L  imag , (b) close contact shadow projection , 

(c) using an imaging grating  g  imag  and adopting the Talbot effect, 

(d) Fresnel diffraction.  
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 9.19      Imaging moiré encoder: (a) triangular detector signal, 

(b) sinusoidal detector signal.  
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index grating is imaged perfectly on top of the transmissive section of the 

scale grating, then all light is transmitted by the scale grating. If the moving 

grating is displaced by half a pitch, all light will be obscured by the opaque 

part of the moving grating. The light that is passed by the scale grating forms 

a moir é  pattern that is detected by a photodetector, which produces an elec-

trical signal that is proportional to the light intensity.           

 A confi guration with an imaging lens allows operation within the depth of 

fi eld of the imaging optics. A light source, preferably monochromatic, is used 

to limit the effect of color dispersion. Color dispersion can be avoided when 

using an imaging grating with a pitch  p /2 positioned at one-quarter of the 

Talbot distance  z   T   (see Fig. 9.21) (Patorski, 1986; D ü rschmid, 1993).      

 The Talbot effect is a near fi eld diffraction effect. Based on Fresnel dif-

fraction, the Talbot effect causes an image of a periodic grating to be repro-

duced at the Talbot distance  Z   T   = 2 p  2 /  λ  , where  p  is the grating pitch and   λ   
is the wavelength of the light incident on the grating. At one-quarter of the 

Talbot length, the self-image is halved in size, and appears with half the 

period of the imaged grating. If in Fig. 9.20c the imaging grating at  Z   T  /4 is 

used as the moving grating, then the signal period at the detector is also 

reduced by a factor of 2. If both the static index grating and the moving scale 

grating have a square pattern and the static grating is imaged sharply onto 

the moving grating, then the detected intensity will vary triangularly with 

displacement. 

 For accurate detection using phase quadrature interpolation, the optical 

system should be designed to generate a sinusoidal signal. The captured dif-

fraction orders of the imaging system, the spectral width, the size and shape 

of the source and the distance between the gratings affect the sharpness of 

the imaged grating. With a proper encoder design a grating can be imaged as 

sinusoidal image such that, effectively, a sinusoidal modulation of the detec-

tor signal is obtained (D ü rschmid, 1993). To obtain various phase signals in 

parallel from the same scale, the reticle mask is equipped with multiple grat-

ing areas that have predefi ned offsets. In the case of an incremental encoder, 
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 9.21      Talbot effect: self-imaging of a periodic structure that is illuminated 

by a collimated coherent beam.  
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a second head would read from the same moving grating but be displaced 

by  n  + 1/4 ·  pitch (n ∈`) in order to produce a second signal with a phase 

offset of 90 ° . In practice, often four-phase quadrature detectors signals are 

generated. By taking the difference of signals that have an opposite phase 

( s  0  −  s  180 ) and ( s  90  −  s  270 ) the sensitivity for transmission losses of the electri-

cal signal, causing DC offset variations, can be reduced (see Fig. 9.22).      

 As an alternative to using a single detector for each phase zone, the grat-

ing pitch of the index grating may be designed to have a pitch that is slightly 

different from the pitch of the scale grating. A segmented detector with 

binned pixels or a line camera is used to capture the moir é  pattern that is 

formed by the light that has interacted with both the index grating and the 

scale grating (Fig. 9.23).      

 This encoder mask layout also generates directional information and has 

an improved robustness against local obscuration by dirt spots, as the effect 

of dirt is more equally distributed over all phase signals. 
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 9.22      Encoder with four-phase zones with 90 °  phase offsets.     For signal 

robustness, the phase quadrature signal is obtained by taking the 

difference signals  s  0 – s  180  and  s  90 – s  270 .  
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 9.23      Optical encoder with an index grating and a scale grating with a 

small pitch difference.  
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 Note that imaging encoders may be designed in transmission (Fig. 9.24a) 

or refl ection (Fig. 9.24b). Transmission scales are typically etched chrome 

on glass gratings, while refl ective scales often are gold on metal. Refl ective 

scales are often preferred as they are relatively easy to integrate into a 

mechanical design. Especially for long stroke actuation, the refl ective 

scales can be easily mounted to any rigid surface and do not need to be 

self-supporting.       

  9.4.2     Interferential encoders 

 The resolution of an optical encoder scales directly with the scale period. 

With a scale period smaller than 10  μ m – for example as small as 0.5  μ m – 

diffraction effects become dominant and can be exploited in interferential 

encoders, also known as ‘grating interferometers’, to achieve the highest lev-

els of precision. The detector signals are sinusoidal with grating displace-

ment and largely free of harmonics. With proper electronics these signals 

can be interpolated more than 1000 times, practically being limited by the 

signal noise. 

 The optical path lengths of the grating interferometer arms are matched 

and short compared with those of displacement interferometers. This is in 

order to reduce the sensitivity to wavelength variations as caused by refrac-

tive index variations or source frequency variations. 

 Interferential grating encoders use coherent light-emitting diodes or 

semiconductor lasers to generate a coherent and collimated light beam. In 

the example in Fig. 9.25, the light beam is split into diffraction orders ( m ) by 

the scale grating with a pitch  p . Typically the −1 and +1 diffraction orders are 

selected to form the interferometer arms. When the +1 and the −1 diffracted 

orders are combined to interfere at a photodetector, a sinusoidal signal with 

a signal period of half the grating pitch is created:       

    Δ Δ Δ Δ Δ ΔφΔφ φ π π π( )Δφ Δ ( ) ( )ΔΔ xΔΔ
p

xΔΔ
p

xΔΔ
p

mφ φΔΔ φ −)ΔφΔφφΔφ 2π ( 2π ( 4     [9.24]   
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9.24      (a) Transmission type encoder, (b) refl ective type encoder, (c) front 

view, indicating phase zones.  
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 As a result, for in-plane displacements the signal period is directly related 

to the grating pitch of the scale and not related to the wavelength of the 

light source. In Fig. 9.25, two schematic representations of interferential 

encoders in their simplest form are presented. In Fig. 9.25a, the beams of 

the +1 and −1 diffracted orders are made to interfere when recombined 

at a photodetector to form a spatial sinusoidal pattern. The period of the 

spatial interference pattern is equal to half the grating pitch and the lines 

are parallel to the angle bisector of the angle between the two diffracted 

orders. In Fig. 9.25b, the beams of the +1 and –1 diffracted orders are made 

parallel such that no spatial pattern emerges and the signal that varies 

Phase grating
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 9.25      Basic principle of interferential grating encoder. (a) Direct 

detection of the spatial phase of a spatial interference pattern of the 

+1 and −1 diffracted order, (b) detection of the interference signal after 

both interferometer arms are made parallel.  �� �� �� �� �� ��
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periodically with grating displacement can be detected by a single photo-

sensitive detector. 

  Diffraction physics 

 In Fig. 9.26, the interaction between a periodic grating structure and a coher-

ent light beam is shown. The Huygens-Fresnel principle is used for a sim-

plifi ed understanding when a beam that is diffracted by a grating may be 

thought of as an array of coherent point sources, each emitting a spherical 

wave. In specifi c propagation directions, the spherical waves from all point 

sources interfere constructively and will propagate as a plane wavefront. 

This diffracted wavefront is indicated graphically by the straight lines that 

connect the spherical wavefronts of neighboring slits.      

 For constructive interference to occur, the optical path length from an 

input wavefront to an output wavefront must differ by integer multiples of 

λ   for adjacent slits of the scale grating (see Fig. 9.27). This integer multiple 

m  is called the order of diffraction.      

 The relationship as visualized in Fig. 9.27 between the entrance angle   θ    i   
and the output angle   θ    m   of a diffracted beam of order  m , wavelength   λ   and 

grating pitch  p  is then described by the general grating equation:  

    sin( ) si ( )θ ) si (
λ

i ) (θθ ) s (
m
p

=)sin(sin(     [9.25]   

 When the input beam is perpendicular to the grating (  θ   i   =  0), this equa-

tion simplifi es to:  

    sin( )θ λ
mθ m

p
=     [9.26]   
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9.26      (a–c) Light diffraction of a coherent light beam by an amplitude 

grating resulting in multiple diffracted beams.  
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 The grating equation applies for diffraction by both transmissive and 

refl ective gratings as can be seen in the examples in Fig. 9.28.      

 Diffraction at the Littrow angle is considered a special case where, for a 

refl ected beam, the diffracted beam travels in the direction opposite to the 

input beam.  
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+θ +θ

+θ +θ

+θ

p

p

p

p

p

p

+x +x +x

+x +x+x

θm
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 m = 0
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θi = 0
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m = –1

(a)

(b)

 9.28      Refl ective (a) and transmissive (b) diffraction angles according the 

general grating equation. Left: General. Center: Normal incidence (  θ    i   = 

0). Right: Littrow angle (sin( θ )  m  ) = (sin( θ )  i  ).  

θi

p sin(θi)

m = –1
m = +1

(a) (b)

p sin(θi)

–p sin(θm)

p sin(θi)

p

p sin(θm)
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+ = mλ

θm

λ

θi

θm

p

 9.27      Derivation of the grating equation. Going from left to right 1 λ . 

(a)  m  = +1, (b)  m  = −1.  
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  Sensitivities 

 To understand the phase shift sensitivity as a function of the diffraction 

angles, let us consider the situation of Fig. 9.29. Here, the optical path length 

differences are plotted for a diffracted beam under the infl uence of an in-

plane and an out-of-plane displacement.      

 By observing the change in optical path length from an input wavefront 

to an output wavefront for different grating positions, the phase sensitivity 

for both the in-plane displacement ( Δ  x  in Fig. 9.29) and out-of-plane ( Δ  z  

in Fig. 9.29) displacement of the grating can be derived geometrically. The 

beams depicted by the solid line and the dashed line in Fig. 9.29 are of equal 

length. Using the length difference of the entrance beam ( Δ  x  sin(  θ   i )) and the 

length difference of the refl ected beam ( Δ  x  sin(  θ    m  )), the optical path length 

difference can be calculated:  

    
Δ

Δ
OPL

xΔΔ
= ( )i mii + m     [9.27]    

    
Δ

Δ
OPL

z
= ( )i mii + m     [9.28]   

 As, fi nally, a phase difference between two interferometer arms is mea-

sured, the sensitivities for the diffraction on a moving scale are better 

expressed in phase terms:  

    
d
dx x

m
p

φ π
λ

π
λ

π= = ( )iθi =
2 2π

2mθmΔxx
OP

    [9.29]    

θi
θi

–Δx sin(θm)

m > 0
Δx > 0 

ΔOPL = Δx (sin(θi) + sin(θm)) ΔOPL = Δz (cos(θi) + cos(θm))

Δz cos(θm)

ΔOPL

(a) (b)

ΔOPL

+z
+x

Δx

+θ +θ

ΔOPL > 0

Δz cos(θi)

Δz > 0
ΔOPL > 0

Δz

Δx (sin(θi)

θm (< 0) θm (<0)

9.29      Phase sensitivity of a diffracted wavefront. For (a) in-plane grating 

displacement and (b) out-of-plane grating displacement.  
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d
dz z
φ π

λ
π
λ

= ( )mθm

2 2π
. = ( iθiΔ

OP
    [9.30]   

 The resulting sensitivity vector for a single diffracted beam can be defi ned 

in complex notation as:  

    S
d
dx

i
d
dz

JGJJ
= +

φ φ
i
d

+ 1     [9.31]   

 The sensitivity vector of an interferential encoder sensor is obtained by 

taking the difference between the sensitivity vectors of each interferom-

eter arm. Examples of a sensitivity vector for refl ective and transmissive 

scale interactions at various output angles are shown in Figs 9.30 and 9.31. 

In the case of a multi-pass encoder, the sensitivity for each interferometer 

arm is obtained by summing the sensitivities of every interaction between 

the beam in the interferometer arm and the moving scale grating. It can 

be seen in Equation [9.29] that the in-plane sensitivity d dxddφ/  only depends 

on the scale pitch and that there is no wavelength dependency. The mini-

mum z-sensitivity of an interferometer arm for out-of-plane displacements 

Incident beam
(a) (b)

(c)

Incident beam

Incident beam

Grating Grating

Grating

Refracted beam
m = +1

Refracted beam
m = 0

Refracted beam
m = –1

dφ
dz

dφ
dz

dφ
dx

dφ
dx

dφ
dz

dφ
dx

= 0

 9.30      Example of the sensitivity vectors of a refl ective scale grating. for 

the diffraction orders (a)  m  = −1, (b)  m  = 0, (c)  m  = +1.  
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(Equation [9.30]) is found for transmissive diffraction at the largest possible 

Littrow angle. A large Littrow angle is obtained for a long wavelength and/

or a small scale pitch (see Figs 9.31a and 9.32b).                

 A symmetric design of the optical paths of the interferometer arms will 

balance the sensitivity for out-of-plane displacements, while the sensitivity 

for in-plane grating displacement is enhanced by interfering beams of oppo-

site diffraction orders.  

  Schematic setups 

 Many different designs of high-resolution optical encoders can be con-

ceived. Figures 9.32 and 9.33 show some typical confi gurations. The ratio 

Incident beamIncident beam

(a) (b)

(c)

Grating
Grating

m = 0

m = +1
Refracted beam

Refracted beam
m = +1

dφ
dz

= 0

dφ
dx

= 0

dφ
dz

= 0

dφ
dx

Incident beam

Grating

Refracted beam
m = –1

dφ
dz

dφ
dx

 9.31      Example of the (normalized) sensitivity vectors of a transmissive 

scale grating. For the diffraction orders (a)  m  = −1, (b)  m  = 0, (c)  m  = +1.  
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between the pitch of the grating scale and the signal period depends on 

the selected diffraction orders of the interfering beams and the number of 

times a beam has been diffracted by the scale grating. If the light beams of 

the interferometer arms are formed by the +1 and −1 diffraction orders and 

only diffracted once by the scale grating, then the resulting signal period will 

be half the grating pitch. In case of a double-pass grating interferometer, 

the signal pitch will be reduced to one-quarter of the grating pitch. In most 

designs a phase grating is used instead of an amplitude grating, such that the 

0th order is suppressed and the optical power is directed toward the +1 and 

−1 diffraction orders. 

Phase grating Phase grating

Transmissive x-encoder
2x littrow

(a) (b)

–1+1 –1+1

PBS PBS

Retarder

S90 detector DetectorS0 detector

Phase grating

(c) Transmissive x-encoder
4x littrow

–1+1

–2

Cat’s eye reflection

Detector

+2

 9.32      Schematic presentation of transmissive diffraction encoders 

and the sensitivities. (a) Basic, (b) littrow confi guration for small pitch 

grating, (c) double-pass for increased resolution.  

�� �� �� �� �� ��



Advanced optical incremental sensors   263

© Woodhead Publishing Limited, 2014

 In Fig. 9.32a, a most basic interferential grating encoder is shown. A 

coherent beam is diffracted into a +1 and −1 diffraction order by a trans-

missive phase grating, forming the two interferometer arms with opposite 

phase offsets as a function of grating displacement. When the two interfer-

ometer arms are combined, a sinusoidal interference signal as a function of 

grating displacement is obtained with a period of half the grating pitch. For 

the design of a high-resolution optical encoder, it is benefi cial to have a high 

in-plane sensitivity which is obtained by choosing a small grating pitch. At 

the same time, the out-of-plane senstivity is preferably reduced by choosing 

large diffraction angles and the longest possible wavelength. These benefi ts 

are combined in the example in Fig. 9.32b, where the beams are diffracted 

under the Littrow angle (sin(  θ    i  ) = sin(  θ    m  )). The example in Fig. 9.32c shows a 

schematic presentation of a double-pass transmission grating encoder. Here, 

the phase shift that is introduced when the beams are fi rst diffracted by the 

moving scale grating, is doubled during the diffraction that occurs in the sec-

ond pass. With one interferometer arm receiving a positive phase shift twice 

and the other interferometer arm receiving a negative phase shift twice, a 

total of four-phase cycles is obtained for every grating displacement equal 

to the grating pitch. 

 The interferential encoder concepts in Fig. 9.32, using transmissive scale 

gratings, are depicted as refl ective interferential grating encoders in Fig. 9.33. 

The cat’s eye retrorefl ection in the schematic representation of a double-

pass refl ective encoder layout of Fig. 9.33c improves tolerances for grating 

tilts and makes the optical path length from the source to the detector con-

stant across the beam, lowering the requirements on the source coherence.       

  Phase detection 

 In most cases the encoder will be designed such that the interferometer 

arms have an orthogonal polarization state and the detector can be formed 

by a homodyne phase analyzer to determine the phase difference between 

two interferometer arms (Fig. 9.34).      

 In a typical homodyne phase analyzer, the polarization states of the inter-

ferometer arms are made circular and counter-rotating using a quarter-wave 

retarder plate oriented at an angle of 45 ° . The sum of the two circularly 

polarized beams is then a linearly polarized beam with a polarization angle 

that is equal to half the phase difference Δφ / 2. The phase quadrature signals 

(from which Δφ  is derived using an arctangent calculation) are obtained by 

splitting the linearly polarized beam, and analyze the intensity after passing 

the light through analyzing polarizers with different angular alignment. By 

splitting the beam and passing each beam through a polarizer at 0 °  and 45 ° , 

two phase quadrature signals are generated with a relative phase offset of 

90 ° . When plotted against each other, the measured phase Δφ  can be read 
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Reflective encoder Reflective encoder
at littrow angle

Detector Detector

Grating Grating–1 –1+1 +1

Reflective encoder
double pass Detector

+1

Cat’s eye reflection

Grating

+2 –2

–1

(a) (b)

(c)

 9.33      Schematic presentation of interferential encoders using refl ective 

scales. (a) Basic, (b) littrow confi guration for small pitch grating, 

(c) double-pass for increased resolution.  

out in a 2D Lissajous plot. The beam may be split in three to generate phase 

signals with an offset of 0 ° , 120 °  and 240 ° , allowing for a more robust phase 

calculation and compensation of periodic errors. For three phase signals 

with 120 °  phase offsets, the measured phase can be read out in a 2D projec-

tion of a 3D Lissajous plot (see Fig. 9.34).  

  Tilt sensitivity 

 For a robust design, the tilt sensitivity must be designed such that both 

interferometer arms are parallel at the detector. To reduce the sensitivity to 

wavefront deviations, the design should also prevent a large beam walk off 

between the interfering arms. To allow the use of a short coherence source, 

the optical paths from the source to the detector should be identical across 

the beam diameter. As can be seen in Fig. 9.35, typically good design char-

acteristics can be obtained when using grating beam splitters and grating 

based beam defl ectors.       
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  Practical example 

 Figure 9.36a shows a double-pass interferential grating encoder. Here, a 

collimated linearly polarized beam is delivered via a polarization main-

taining single mode fi ber, and directed towards the grating scale. The grat-

ing scale is a refl ective phase grating with a groove depth of   λ  /4, designed 

to suppress the zeroth diffraction order while boosting the intensities of 

the fi rst-order diffracted beams. The beam is diffracted by the grating scale 

into a positive and a negative diffraction angle ( m  =+1 and  m  = −1), giv-

ing each refracted beam an opposite phase shift (m x p2πΔxxπ ). Each of the 

interferometer arms is diffracted towards a Porro prism by a static grating, 

which gives the beam a shift in y-direction. The linear polarization states 

of the beams in the interferometer arms are then made circular and coun-

ter-rotating using   λ  /4 retarder plates with an angular alignment of −45 °  

and +45 ° . On return, the static phase grating directs the beam towards the 

scale grating where the beams of both interferometer arms are recom-

bined to receive an additional phase shift upon diffraction by the grating 

scale. The phase difference between the interferometer arms (Δφ) is now 

equal to 8  π   Δ  x / p , meaning that four-phase cycles are detected for a grat-

ing displacement  Δ  x  that is equal to the scale pitch  p . With the polariza-

tion state of the interferometer arms being circular and counter-rotating, 

Dectector

Dectector
Dectector

Dectector
Lens

Lens

*Laser source

(a) (b)

*Laser source *LED source

*LED source

**

* *

Beam deflecting
phase gratings

Beam deflecting
phase gratings

Phase grating scale

Phase grating scalePhase grating scale

Phase grating scale

Coherent source required

Coherent source required

+1

+1 +1

+1–1

–1 –1

–1

 9.35      (a) Design requiring spatially coherent source and with low tilt 

tolerance, (b) improved design.  
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the phase difference between the interferometer arms is detected using a 

homodyne phase analyzer as depicted in Fig. 9.34.         

  9.5     Design considerations 

 Highly stable optical encoders require a thermally and dynamically sta-

ble design as well as high-quality optics and electronics. The design of an 

encoder should reduce the sensitivity to manufacturing and mounting tol-

erances, as well as reduce the infl uence of environmental conditions like 

temperature gradients and temperature offsets. Errors should be counter-

balanced by design where possible. 

  9.5.1     Stability 

 The optical path lengths of the grating interferometer arms are matched 

and short compared with those of displacement interferometers; this is 

To phase
analyzer

Source

Porro prims

Fixed phase grating

Phase grating scale

Second pass
phase grating scale

Beamsplitter
Polarizer 0º

Phase analyzer

Polarizer 60º
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S0
S120

S240

Fixed
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p p
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(b)
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Δx
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φA(x) = +2π(x/p) φA(x) = +4π(x/p)
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–45º
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z

y
x

 9.36 (a, b)      Double-pass interferential grating encoder with a signal period 

of one-quarter of the grating period (Holzapfel and Linnemann, 2006).  
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in order to reduce the sensitivity to wavelength variations as caused by 

refractive index variations or source frequency variations. For applica-

tions requiring sub-nm stability, a thermally stable design is obtained by 

using compact and symmetric design with a short distance between the 

scale and the reading head, and by using low-thermal expansion materi-

als. The light source and detector signals may be fi ber-coupled in order to 

reduce the heat dissipation in the encoder head. This is typically impor-

tant in vacuum applications where heat cannot be dissipated by means of 

natural convection. If heat is dissipated inside the sensor, there should be 

a good thermal interface with its surrounding. For a deterministic behav-

ior, the reading head should be mounted with kinematic mounts and the 

scale should be allowed to expand freely to make sure that no forces are 

exerted on the scale as a result of thermal expansion of the carrier mate-

rial (Breyer  et al ., 1991).  

  9.5.2     Grating scale errors 

 Measurement uncertainty is further determined by the manufacturing 

uncertainty of the grating scale. Low- and mid-frequency deviations must 

be calibrated against an interferometer in vacuum or in air (Maeda, 2001; 

Holzapfel, 2008). When measured in air the refractive index variations due 

to pressure, temperature and humidity variations are monitored and com-

pensated for using the Edl é n equation (Edl é n, 1966; Birch, 1993; B ö nsch 

and Potulski, 1998).  

  9.5.3     Periodic errors 

 Where imaging encoders must be carefully designed to obtain a purely 

sinusoidal pattern, the scanning signals of interferential encoders are 

always sinusoidal and largely free of harmonics. Periodic errors (sometimes 

referred to as ‘cyclic errors’) may still be present as a result of variations 

in light intensity, polarization mixing of non-ideal optics, mechanical mis-

alignment of components in the reading head and electronic gain errors. 

Most of the periodic deviations may be compensated for by a phase error 

lookup table or Heydemann correction (Heydemann, 1981). However, 

there are some factors that are diffi cult to correct for fully, as the per-

iodic deviations may be speed, position (scale alignment errors/dirt on the 

scale) and time (laser power variations, mechanical stability) dependent. 

With proper electronics the encoder signals can be interpolated as much as 

a few thousand times, practically being limited by signal noise. The impact 

of periodic errors may be reduced by adopting inline software correction 

and phase gratings to suppress the effect of unused diffraction orders.  
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  9.5.4     Abbe correction 

 According to Abbe’s principle, the measured point on the object and the 

effective measuring point of the encoder should be aligned along the mea-

suring direction. An example of an encoder-based nano-CMM working 

according to the Abbe principle in the  x , y  plane is presented in Fig. 9.37 

(Vermeulen, 1999; VanSeggelen, 2007). Here, the measurement directions 

of the  x  and  y  scales are aligned to intersect at the work point. Rather than 

moving orthogonally and independently of each other, as is the case for most 

CMMs, the  x  and  y  axes are connected together at right angles and move 

as a single unit. To follow the motion of the unit in the direction orthogonal 

to the measuring directions of the encoder reading heads, the reading head 

of the  x -encoder is mounted on an intermediate body ( y -slider) and the 

 y -encoder is mounted on an  x -slider. Here, both encoder scales are aligned 

to intersect at the work point, where in this case a tactile stylus probe is 

mounted, thus eliminating Abbe errors in the 2D plane.      

 In confi gurations that do not strickly adhere to the Abbe principle of 

alignment, the Abbe error may be reduced to a practical minimum by, for 

example, a phantom scale arrangement or a cross-grid scale. With a phan-

tom scale arrangement, additional stage rotation is measured using another 

scale with a different Abbe offset, such that the Abbe error as induced by 

stage rotation can be determined and compensated for mathematically (see 

also Fig. 9.38). Alternatively, a 2DOF (degrees-of-freedom) grid encoder 

uses a cross-grid and may be used to measure close to the work point to 

minimize the Abbe errors.       

y-encoder

y-actuator

x-actuator

Intermediate
body:
y-slider

Invar body with scale

Work piece

Probe

x y

Intermediate
body:
x-slider

x-encoder

 9.37      Encoder-based system with scales oriented to be collinear with the 

work point to eliminate Abbe errors (Vermeulen, 1999; Van Seggelen, 

2007).  
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  9.5.5     Thermal expansion 

 If the effect of thermal expansion cannot be ignored and it is not possible 

or impractical to position an encoder directly at the work point and thermal 

center, then a single 6DOF sensor positioned outside the thermal center 

will suffer from Abbe measurement errors, and no correction for thermal 

expansion between the work point and the measurement positions can be 

applied. It may then be necessary to add measurement redundancy to be 

able to measure and correct for thermal expansion effects. 

 Also, multiple encoders may be used in a scale layout such that the sensi-

tivity to thermal expansion effects is minimized, as is depicted in the exam-

ple of Fig. 9.38a. Here, a scale confi guration is shown for measuring the 

 x -displacement and guide errors in  y  and  rz  direction. The  rz  measurement 

allows for Abbe arm correction at the work point. For each encoder, the 

grating lines of the scale are pointing towards the thermal center of the 

stage, such that the measured position in the thermal center position is not 

affected by uniform thermal expansion of the stage. The combined mea-

surement sensitivity for each degree of freedom may be tuned by choosing 

appropriate grid orientations and encoder read head positions. In Fig. 9.38b, 

 x, y  and  rz  can also be measured and corrected for Abbe offsets. Here, the 

thermal expansion of the scale can be deduced from the difference in the 

redundant  y -measurements and corrected for mathematically. Note that 

x2 x2, y2(a) (b)

Thermal center
and working point

Redundant x,y,rz

y

z x

Rz

x = (x1 + x2)/2
y = (y1 + y2)/2

x1 + y1
x1, y1x1 – y1

 9.38      (a) X,Y, Rz encoder confi guration with a thermal center. 3DOF scale 

arrangement with grating lines pointing towards the work point in the 

thermal center to reduce sensitivity for thermal expansion; additional rz 

measurement allows for a mathematical Abbe offset compensation. (b) 

Redundant x,y,rz systems allowing for a mathematical Abbe offset and 

thermal expansion compensation (Kuhn, 2010).  
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with the use of 2DOF  ‘ XZ’-encoders like presented in Fig. 9.40, the con-

fi guration of Fig. 9.38 may be used to measure 6 degrees of freedom of a 

moving stage.            

  9.5.6     Multi axis encoder systems 

 Complete 6DOF stage position measurements using optical encoders is 

obtained by combining multiple measurement axes in a single encoder pack-

age (Sandoz, 2005; Fan  et al ., 2008) and/or by combining multiple separate 

optical encoder systems which are strategically positioned to obtain desired 

measurement sensitivity for each measured degree of freedom. Sensor and 

scale arrangements may be chosen such that potential error sources as ther-

mal expansion or guiding errors do not affect the measurement, or can be 

separated from the measurement signal mathematically by using redundant 

measurement axes. 

 An XY encoder may have a scale with separate zones for  x  and  y  gratings. 

In Fig. 9.39a, a long stroke main grating is intended for displacement mea-

surement, while the short stroke can be used for direct compensation of lin-

ear guide straightness. Yaw measurement becomes possible with an additional 

 x -encoders positioned at a different  y -position. For 2D contouring, a 2D cross-

grating and an integrated XY encoder may be used (Fig. 9.39b). The cross-grid 

grating plate generates diffraction orders in both  x  origin and  y  directions (Fan 

 et al ., 2008). 

 When an encoder is designed to be placed under an angle it becomes 

sensitive for both in-plane and out-of-plane motion (see Figs 9.40 and 9.41). 

The encoder signals  E  1 ( x, z ) and  E  2 ( x, z ) of two encoders with an opposite 

tilt are used to obtain an in-plane and out-of-plane displacement signal.      

 Given the wavelength   λ  , the grating pitch  p  and the input angles of the 

diffracted beams, the encoder signals  E  1 ( x, z ) and  E  2 ( x, z ) can be derived 

from the phase shift sensitivities of each of the four interferometer arms 

x

x,y

(a) (b)

y

 9.39      (a) Separate X and  Y-encoder (Kuhn, 2010), (b) XY cross-grid 

encoder with x and y-encoder enclosed in a single housing (Huber 

 et al ., 1993).  
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with relative phases (φ φ φ φAφ φφ Dφ φφ
, , ,φφφφ ) by using the grating Equations [9.1] and 

the derived senstivity Equations [9.5] and [9.6]:  

  

 E z z
p

zB1

4 2
( ,x ) ( , ) ( ,x ) x

4 ( )A B
( m A

)( )( ) ( )φxx(A )z)zxx zz
π22

λ
) (

BBmA
Δ))xx cos(

2
) cos(     [9.32]   

 From the symmetry in Fig. 9.41b, it follows that cos( ) c ( )θ ) cos(θ ) () cos(mθθ θθ  and 

cos( ) c ( )θ ) cos(θ ) () cos(mθθ θθ . The in-plane and out-of-plane displacements are then 

derived by combining the (single pass) encoders signals  E  1 ( x, z ) and  E  2 ( x, z ):  

θi = 0

–θ +θ

θi < 0 θi > 0
Phase 
grating

m = +1
φA

m = +1
φA

m = +1
φC

E1 = φA – φB E2 = φC – φD

m = –1
φB = –φA

m = –1
φB 

m = –1
φD

x

z(a) (b)

p

 9.41      (a) Measurement direction for a single symmetric encoder 

cos(  θ    m  = +1 ) = cos(  θ    m  = −1 ), (b) effective measurement direction for 

two symmetric interferential encoders with non-normal incidence 

(transmissive type for easier representation). The vector sum or 

subtraction of both encoder signals make an X or Z measurement signal.  

x–z
x+z x,z

(a) (b)

 9.40 (a, b)      Simplifi ed representation of an XZ encoder concept based 

on integration of two tilted encoder heads (Holzapfel, 2009).   
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 If the XZ encoder is designed as a transmissive or a refl ective double-

pass encoder (Holzapfel, 2009), then also the sensitivities would double in 

magnitude.   

  9.6     Current and future trends 

 For the high-end side, interferential encoder and interferometer systems 

will still be unsurpassed with respect to the attainable resolution and accu-

racy. For encoders, miniaturization and cost reduction is seen in the integra-

tion of encoder components (source, diffractive optics and detector) on a 

single chip (ChipEnc, 2004; Carr  et al ., 2008). Miniaturization is also seen 

in fi ber-based interferential encoders with integrated diffractive elements 

(Tobiason, 2005; Tobiason and Altendorf, 2009). For fi ber-based interferom-

eter and encoder systems, the light source may be shared among probes, and 

the signals of multiple axes may be multiplexed and read out sequentially 

by a single signal analyzer to reduce cost. Fiber-based short stroke inter-

ferometers may partly replace tactile systems for measuring surface struc-

ture or encoders for measuring stability (Lindner and Schmidke, 2009). As 

the cost of image sensors and image processing power has dropped signif-

icantly, another trend that can be observed is the development of vision-

based image correlation and absolute encoders. An optical mouse is a good 

example of a low-cost vision-based image correlation sensor. In an optical 

mouse, a low resolution camera takes successive images of the surface on 

which the mouse operates. The surface is illuminated at grazing incidence 

by a light-emitting diode to enhance the contrast of the imaged texture. 

Alternatively, optical mice may use infrared lasers to generate a speckle 

image on the surface. Image correlation is used to detect the displacement 

with respect to a reference image using a dedicated processor. Based on the 

principle of an optical mouse, laser speckle correlation sensors are commer-

cially available achieving sub-nanometer resolution (Jones  et al ., 2001). In 

vision-based optical encoders, an image of a moving grid pattern is captured 

and analyzed for determining the absolute position of the object relative to 

the camera. The imaged patterns typically consist of high contrast marks or 

grid patterns. For absolute sensing, the grid typically contains a unique mark 

layout for every measurement position (Nilsag å rd  et al ., 2009; Gribble and 

Robert, 2011). When imaging moving patterns, motion blur may be avoided 

using pulsed illumination or shuttered image acquisition while offering abso-

lute timestamps for the recorded images. The measurement resolution may 
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depend on the magnifi cation of the optical system and the algorithms used 

to transform the observed images into a position or displacement signal. 

To reduce the out-of-plane sensitivity of a vision system, telecentric optics 

may be used. An example of a 1D absolute encoder (Gribble and Robert, 

2011) contains a scale with a uniquely spaced barcode-like line pattern that 

is recorded by a high speed line camera and analyzed by a microprocessor to 

obtain the absolute scale position. In comparison with traditional encoder 

systems image recognition systems are more fl exible in design and often can 

detect multiple degrees of freedom. The image processing may, however, 

require complex algorithms which may make it a challenge to design both 

accurate and fast algorithms to minimize signal delay.  

  9.7     Conclusion 

 The stability of laser interferometer systems depends on the stability of the 

wavelength which, in turn, is dependent on the laser frequency and the fl uc-

tuations of the refractive index of the medium (typically air or vacuum), or 

how well the wavelength variations can be calibrated inline using an (abso-

lute) refractometer. The stability of an optical encoder mainly depends on 

the stability of the scale material (e.g. invar, glass, steel, zerodur) or how well 

the thermal expansion can be predicted using information from tempera-

ture sensors. Interferometers are traceable to SI standards by comparing 

the laser frequency with a reference laser, where scales are traceable to the 

SI standard by comparing the scale lines with a laser interferometer-based 

comparator which is ideally positioned in vacuum (Kunzman  et al ., 1993; 

Maeda, 2001; Holzapfel, 2008). Linearity has two aspects: coarse errors 

and interpolation errors. Laser interferometers do not have coarse errors, 

while for scales the coarse errors must be calibrated. The differences can 

be reduced by application of calibrated scales and inline error correction. 

Interpolation errors of laser interferometers are comparable and typically 

in the range of 1–20 nm. For high-end encoders and interferometers, these 

periodic deviations can be reduced to sub-nanometer level by inline cali-

bration. The measuring range is easily scalable to several meters for inter-

ferometers whereas for encoder systems the range is limited to the size at 

which the scales can be manufactured and mounted to a base with suffi cient 

stability. In most machines with stapled linear actuators, it is easier to inte-

grate a scale than an interferometer.  
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  Abstract:  The purpose of this chapter is to provide the reader with a 
general overview of microsystems technology. It introduces the design 
and process fl ow in the microfabrication of a device: the materials used 
in the microfabrication, the essential microfabrication processes and the 
simulation tools involved in the design towards smart devices. 
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    10.1     Introduction 

 Micro-electro-mechanical systems (MEMS) sensors are becoming a funda-

mental building block in the realization of smart sensing systems, as they 

provide critical added value such as miniaturization, low cost and low power 

consumption, which are needed in today’s applications. 

 Microsystems is a discipline that produces systems at a micro scale. It 

studies materials and processes for the realization of very small devices and 

systems, with similar features to existing macro systems, but with quite dif-

ferent properties and behavior. The development of these devices, such as 

accelerometers or pressure sensors, is not its only goal. Furthermore, the 

microfabrication processes should be regarded as manufacturing capabili-

ties that could be used in a synergistic way with standard processes in indus-

try to produce better or even new products. 

 Microsystems technology is as old as the integrated electronic circuit 

technology that was developed in the 1950s. One of the key steps in the 

microelectronics fabrication process is the metal removal using chemical 

etching. This process is a precursor of the metal sacrifi cial process used in 

surface micromachining. However, the deployment of the metal sacrifi cial 
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process has been much slower than the metal removal process in integrated 

electronics. This is for two reasons: the diffi culties in guaranteeing complex 

but reliable processes and the fact that the great success of microelectronics 

has eclipsed microsystems. However, nowadays there is a set of well-defi ned 

processes that are suffi ciently mature to be used for mass production. 

 The purpose of this chapter is to provide the reader with a practical 

overview of microsystems technology, including all aspects to be consid-

ered in the manufacturing process fl ow of the microfabrication of a device: 

the MEMS design and modeling; the selection of materials used in the 

microfabrication, such as those for structural and sacrifi cial use; a descrip-

tion of the most common microfabrication processes, related to silicon and 

polymers; and the simulation tools involved in its design prior to its fabri-

cation, which improves its reliability. This design benefi ts from microtech-

nology as it guarantees strong performance and compactness in the fi nal 

products.  

  10.2     MEMS design and modeling 

 The manufacturing process of a microsystems device consists of a set of 

phases that are common to general industry. These phases include the devel-

opment of the concept, its design and simulation, the selection of materials 

and manufacturing processes and testing, as depicted in Fig. 10.1.      

 After fi nalizing any of these phases, the results are checked against the ini-

tial specifi cations and, usually, iterations are needed to fulfi ll the objectives. 

• User’s requirement
• Specifications

• Functional test
• User’s acceptance test

• Structure
• Modeling
• Simulation (multiphysics)

• Meterials
• Processes
• Packaging

Testing

Fabrication

Design

Concept

 10.1      Design fl ow of the manufacturing process of a microsystem.  
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 Due to the fact that the minimum size of the device is typically above 1  μ m , 

the continuum hypothesis is valid and the mechanical, thermal and electrical 

laws of the macroscopic world are applicable in the modeling of the device. 

This fact also allows for the use of conventional design tools, provided they 

consider the scaling laws that occur at this level. For example, when studying 

the behavior of the fl uids at micron size, Navier–Stokes equations are valid. 

However, phenomena that are usually neglected, like surface tension, now 

contribute signifi cantly. This is why specifi c computer aided design (CAD) 

software is utilized during the simulation phase. 

 The substance that is used as the base material is called the ‘substrate’. 

The more common substrates are silicon, glass and polymers in the shape 

of wafers. When working at micron size, the designer has the advantage 

of using very small quantities of materials, so a large variety of expensive 

materials can be used to produce a structure, like gold or platinum. 

 Another important aspect to be considered is the selection of the 

manufacturing processes. The defi nition of a run card (i.e. a table containing 

the full sequence of processes and their parameters required to fabricate a 

MEMS device) is a key issue for the industrial success of a microsystem. A 

large variety of MEMS processes are available in a clean room (as will be 

described in Section 10.4), even for a specifi c procedure (e.g. the physical 

deposition of material). There are several criteria that should be applied in 

this selection process: the most important is the compatibility of the process 

with previous processes, because an aggressive process can negatively alter, 

or even destroy, an intermediate structure. It is also important to choose a 

procedure that achieves the required performance at a low cost. Finally, a 

designer should consider other more conventional aspects like yield and 

reliability. A practical constraint that is imposed when selecting the pro-

cesses is their availability in a given foundry, because it is desirable to run 

all of the processes in a single clean room so as to avoid contamination and 

other side effects.  

  10.3     Materials 

 The design of the device must allow for the restrictions that material and 

process fl ow impose. Therefore, knowledge of microfabrication processes 

and materials is important when selecting those most suitable for the device 

that is being designed. The variety of materials and processes is so great 

that a method for making these decisions has been developed in order to 

establish the optimal choices (Quinn  et al ., 2006). However, this chapter 

focuses on the most common basic processes and some widely used materi-

als, starting with the materials that are most often used in MEMS: silicon, 

photor esists, polymers and metals. 
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  10.3.1     Silicon 

 Traditionally, MEMS have been linked to silicon and silicon-based materi-

als, due to its origin in microelectronics. The use of other materials – such 

as silicon dioxide, silicon nitride, silicon on insulators (SOI), gallium arse-

nide, quartz, glass and diamond – has also been explored. However, silicon, 

polysilicon and amorphous silicon are the most common materials currently 

used in MEMS for commercial production. 

 Silicon is identifi ed by a series of valuable physical properties that have 

played a fundamental role in micromachining (Dargys and Kundrotas, 

1994). Moreover, it is a well-characterized material, due to its use in the 

microelectronics industry. One of the advantages from the microfabrication 

point of view is that it has different crystallographic structures, which affects 

the electrical, mechanical and optical properties of the material. There are 

different forms of silicon:

    • Amorphous : This is characterized by an unpredictable long-range atomic 

order, and there is no well-defi ned band gap.  

   • Polycrystalline : This presents a long-range order. The solid is com-

posed of many small crystal blocks located together. There is a dis-

tinct band gap.  

   • Crystalline : In this case, there is an extremely long-term order, with little 

difference in the placement of the atoms throughout the solid. The band 

gap is therefore well-defi ned. Material properties of the crystal are highly 

reproducible in this case, but they will generally depend on the direction 

within the crystal, so the material is said to be ‘anisotropic’. In a crystal, it 

is possible to identify the position of the atoms using a system of coordi-

nates whose axes are placed along the edge of the lattice. Miller planes 

are represented by ( x, y, z ) where the ( x, y, z ) planes are perpendicular to 

the corresponding vectors (Lima de Faria, 1990). Through Miller indices, 

the different anisotropic etching rates are known, and it is possible to 

create structural forms with different aspect ratios.     

  10.3.2     Polymers 

 Polymers are macromolecules, usually organic ones, formed by the joining 

of smaller molecules called ‘monomers’. Polymerization is the process by 

which a polymer synthesizes from monomers. Its application in the MEMS 

industry has led to the research and development of new polymers which 

has had a positive effect on the polymer industry. 

 Polymers differ in their mechanical properties; optical properties; tem-

perature stability; resistance to chemicals such as acids, alkalis or organic 
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solutions; and there are also biodegradable polymers. There is a suitable 

polymer for each application. 

 A possible classifi cation of polymers is based on the type of monomers of 

which they are composed. In this way, homopolymers are composed of the 

same type of monomers, while copolymers are made from different types of 

monomers. The copolymers are developed to modify the physical, mechan-

ical, thermal and electrical properties of manufactured plastics in order to 

meet specifi c needs (Hadjichristidis  et al ., 2003). 

 Two polymers that are commonly used in MEMS are polymethylmetac-

rilate (PMMA) (Heckele and Schomburg, 2004), and polydimethylsiloxane 

(PDMS) (Mata  et al ., 2005). Both of these are well-known, due to the advan-

tages in their fabrication, as well as their internal characteristics. There are 

also polymers, like SU-8, that cure depending on a previous exposition to a 

specifi c wavelength radiation. The photoresists belong to this photosensitive 

polymer family. Due to their relevance in photolithography, a complete sec-

tion has been devoted to them.  

  10.3.3     Photoresists 

 Photoresists are fundamental materials related to photolithography. They 

are light-sensitive materials, composed of a polymer, a sensitizer and a 

solvent. Each element has a particular function. The polymer changes its 

structure when it is exposed to radiation. The solvent allows the photore-

sist to be spun and to form thin layers over the wafer surface. Finally, the 

sensitizer, or inhibitor, controls the photochemical reaction in the poly-

mer phase. 

 Photoresists can be classifi ed as positive or negative. In the positive pho-

toresists, the photochemical reaction that occurs during exposure weakens 

the polymer, making it more soluble to the developer, so the positive pat-

tern is achieved. The mask, therefore, contains an exact copy of the pattern 

which is to remain on the wafer, as a stencil for subsequent processing. In 

the case of negative photoresists, exposure to light causes the polymeriza-

tion of the photoresist, and therefore the negative resist remains on the 

surface of the substrate where it is exposed, and the developer solution 

removes only the unexposed areas. Masks used for negative photoresists, 

therefore, contain the inverse or photographic ‘negative’ of the pattern to 

be transferred. Both negative and positive photoresists have advantages 

and disadvantages. The advantages of negative photoresists are good adhe-

sion to silicon, lower cost and a shorter processing time. The advantages of 

positive photoresists are better resolution and thermal stability. Figure 10.2 

shows the result of the exposure of both photoresists. As can be seen, the 

same mask produces complementary structures.      
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 In order to improve the adhesion of the photoresist, a prior preparation 

of the substrate is usually carried out. A promoter, which is a material that 

gives rise to strong adhesion of the photoresist to the substrate, is applied. 

Some promoters are deposited by spinning, while others are deposited by 

introducing the substrate to a desiccator with the promoter, so that it can be 

adhered by evaporation.  

  10.3.4     Metals 

 Other materials that have been explored in MEMS are metals. They do not 

have the same properties as silicon but, when used within their limitations, 

metals can exhibit high levels of reliability. Many microfabrication pro-

cesses are related to deposition of metals (e.g. electroplating, evaporation 

and sputtering processes). Commonly used metals include gold, nickel, alu-

minium, copper, chromium, titanium, tungsten, platinum and silver.  

UV
light

UV
light

Shadow on
photoresin

Shadow on
photoresin

Mask

Mask

Silicon
substrate

Silicon
substrate

Silicon
substrate

Silicon
substrate

 10.2      Negative and positive photoresists are exposed throughout a 

mask. The result of both cases is complementary.  
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  10.3.5     Piezoelectric and piezoresistive materials 

 An important collection of MEMS sensors are based on the piezoelectric 

or piezoresistive effect, which generates an electrical moment or a change 

of resistivity by changing the stress that is applied to a solid. With the pie-

zoelectric effect, most piezoelectric transducers are manufactured from 

ceramic materials, usually from the lead zirconate titanate (PZT) family, 

due to their excellent piezoelectric parameters, thermal stability and dielec-

tric properties. Recently, the discovery of piezoelectricity in polymeric 

materials has driven the development of innovative devices (Tadigadapa 

and Mateti, 2009). 

 The processes related to these materials cover a broad range includ-

ing deposition of piezoelectric thin films, sputtering or chemical vapor 

deposition (CVD) techniques and synthesizing by conventional meth-

ods. The method chosen depends on the kind of materials that are to be 

used. 

 In the case of the piezoresistive effect, semiconductors are characterized 

by this effect, so materials such as germanium, polycrystalline silicon, amor-

phous silicon and single crystal silicon are used. Thus, the microfabrication 

of these devices is related to integrated circuit (IC) technology (Barlian 

 et al ., 2009).   

  10.4     Microfabrication processes 

 Manufacturing processes have evolved in recent decades. Signifi cant 

research lines have been associated with the search for new manufacturing 

processes for MEMS. Since the range of processes is large and cannot be 

covered in a book of this nature, only the basic processes are explained. For 

a deeper study, Madou (2002) is recommended. 

 It should be remembered that signifi cant parts of the technology have 

been inherited from IC technology. Some shared factors are the use of sili-

con wafers as the most common substrate, the fact that the structures are 

realized in thin fi lms of materials, the transfer of a pattern using photolitho-

graphic methods and so on. Regarding infrastructure, microfabrication is 

carried out in a specialized facility, called a ‘clean room’. This is a room that 

has a controlled environment, where the concentration of airborne particles 

is limited to specifi ed values. 

 One of the classifi cations of microfabrication technologies divides it into 

two main categories: silicon and soft technologies, the latter including the 

use of plastics or elastomers. Silicon technology is also often classifi ed in a 

hard technologies category, since it makes use of hard materials, such as sil-

icon or glass. However, this distinction is not entirely clear-cut and, in some 
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cases, silicon is still necessary in the process fl ow, but not in the fi nal device. 

With regard to the maturity of these technologies, the scenario is completely 

different. While silicon technology is standardized, the techniques associ-

ated with polymers and plastics are still being developed, and new processes 

and even new materials are continuously being created (Buddhadev  et al ., 
2010; Gogolides  et al ., 2010). 

 In silicon technology, there are two main groups: additive techniques and 

etching techniques (MEMS and Nanotechnology Clearinghouse: available 

from http://www.mems-exchange.org/MEMS/processes (2010)). The gen-

eral fl ow process is shown in Fig. 10.3. This fl ow chart is composed of basic 

cyclic processes that are repeated as many times as necessary to perform the 

different layers of the design.      

 First, a typical fabrication process starts with a wafer (silicon, polymer, 

glass, etc.) that may play an active role in the fi nal device or may only be a 

substrate on which the MEMS is built. Preparation of the wafers is required, 

usually by an RCA process (this acronym comes from Radio Corporation 

of America, the company that designed this process). Then, there are three 

basic building blocks in MEMS technology: the deposition of thin fi lms of 

material on a substrate, the application of a patterned mask on top of the 

fi lms by photolithographic imaging, and the selective etching of the fi lms 

onto the mask. These processes are repeated until the device is fi nished. 

These are explained in the following subsections. 

Cleaning and preparation
of substrate

Photolithography

Measurement Bonding

Etching

Deposition

 10.3      Schematic of a generic manufacturing process fl ow.  
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  10.4.1     Photolithography 

 Photolithography is a fundamental process in microfabrication. It is a combi-

nation of photo-patterning and etching. The key material is the photoresist. 

 First, the photoresist is spin-coated over the substrate; this process is also 

called ‘spin casting’. During this process, a small amount of the photoresist 

is injected by a nozzle onto a rotating disk. The disk is then accelerated to 

a higher speed to sweep off the photoresist and the wafer surface is there-

fore completely covered. The deposition thickness depends on the spin speed, 

the solution concentration and its molecular weight (measured by intrinsic 

viscosity). 

 The photoresist must be baked in order to eliminate the solvent. Once the 

deposition is completed by the spin coater, a homogeneous layer of photo-

resist is obtained and can be exposed to UV radiation. The purpose of the 

exposure is to provide light intensity, direction and uniformity of the charac-

teristic spectrum that allows the transfer of the mask in the resin. 

 A previous alignment has to be achieved with regard to the mask that will 

be transferred. The mask usually consists of a wafer glass with a patterned 

metal emulsion on one side, the shape of which will be transferred. To obtain 

a lower-resolution mask, acetate sheets that have already been plotted are 

used. The cost and resolution related to each mask is completely different. 

 The machine at the center of the whole exposure process is called a ‘mask-

aligner’. Two main elements are included: a collimated light source, and an 

optic system to align the mask. It also includes a fi lter to increase the resolu-

tion obtained on the walls, which removes all the wavelengths except UV, 

the wavelength to which the photoresist is sensitive. The mask is properly 

aligned within the substrate by including alignment marks. Once aligned, the 

photoresist is exposed to light through the mask. There are three types of 

exposure: contact, proximity or projection (Maluf, 2002). In the fi rst case, the 

mask is in direct contact with the photoresist that will be exposed. Due to the 

proximity of the two elements, high precision can be gained; however, some 

wastes can be blocked between the mask and the wafer, which can damage 

the mask and cause defects. The second option is very similar to the fi rst, but 

there is a distance of about 10–25  μ m between the mask and the wafer. This 

separation decreases the defects, but they are not completely eliminated. 

Finally, the projection system holds a separation of centimeters between the 

mask and the wafer, avoiding the possibility of defects in the mask. 

 Technical datasheets of resins include information about general expo-

sure requirements, but the optimal time of the exposure dose must be cho-

sen by taking into account the type of light source, its power and spectral 

range and so on. 

 The development process is the fi nal patterning step. It is responsible for 

the transformation of the latent image on the resin during exposure to an 
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UV image. The selective dissolution of the photoresist is carried out during 

this process and, according to the type of photoresist that is used (i.e. the 

illuminated area or the dark), it will be soluble. 

 There are two types of techniques: wet and dry development. The most 

commonly used is the wet technique, using spray or immersion. Dry devel-

oping is used in some high-resolution applications. The development pro-

cess can be modeled as an isotropic etching process, which will be studied in 

a subsequent section, although certain parameters vary. 

 The choice of developer differs according to the type of photoresist. With 

positive photoresists, the developers are usually alkaline aqueous solutions, 

whereas in the case of negative photoresists, negative organic developers 

are usually used. 

 Finally, after the wafer has been developed, it is necessary to wash and dry 

the wafer to remove any developer as this could cause damage.  

  10.4.2     Deposition 

 The deposition of materials can be achieved through a variety of techniques, 

which are continuously evolving. The MEMS deposition technology in 

Table 10.1 can be classifi ed into two groups based on whether the nature of 

the reaction chemical or physical.      

  Chemical-deposition processes 

 There are different techniques in which a chemical reaction is involved:

    • Chemical vapor deposition (  CVD) : This is achieved using a chemical-

deposition reactor, into which the substrate is placed. A number of gases 

are added into the reactor and are responsible for the chemical reaction 

that takes place. The product of the reaction is a solid material that con-

denses on the surfaces inside the reactor, where the wafer is located.  

 Table 10.1     Deposition techniques 

 Additive technique 

 Deposition 

 Chemical reaction 

involved 

 Chemical vapor deposition (CVD), Low pressure CVD 

(LPCVD) 

 Plasma enhanced CVD (PECVD) 

 Electrodeposition or electroplating 

 Epitaxy 

 Thermal oxidation 

 Physical vapor 

depostion (PVD) 

 Evaporation 

 Sputtering 

 Spin casting 
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Low pressure CVD (LPCVD) and plasma enhanced CVD (PECVD) 

are the most important CVD technologies in MEMS. Their characteris-

tics are quite different. The LPCVD process produces layers with excep-

tional uniformity of thickness and material characteristics; the quality of 

the fi lms of PECVD tend to be inferior due to a lower working temper-

ature. Moreover, LPCVD systems deposit fi lms on both sides and over 

many wafers at a time, unlike PECVD. However, the deposition rate for 

LPCVD is slower.  

   • Electrodeposition or electroplating : This is limited to electrically conduc-

tive materials. There are essentially two technologies: electroplating and 

electroless plating.  

In the electroplating process, the substrate is immersed in a liquid 

solution called an ‘electrolyte’. Then, an electrical potential is applied 

between a conductive area on the substrate and an electrode. A result-

ing chemical redox process generates a layer of material at the counter-

electrode.  

In the case of the electroless plating process, the deposition takes 

place over any surface that forms a suffi ciently high electrochemical 

potential with the solution. This method is advantageous since it does 

not require any external electrical potential or contact with the substrate 

during processing. Unfortunately, the chemical reaction that takes place 

is more complex than in the case of electroplating, and it is more diffi cult 

to control the fi lm thickness and uniformity.  

   • Epitaxy : This technology makes possible to build, over a semiconduc-

tor crystal that acts as a seed, a new deposition with the same crystal-

lographic orientation. The growth is achieved in a vapor-phase chemi-

cal-deposition reactor, into which source gases are added. The process 

involves dissociation or hydrogen reductions at a high temperature 

(>800 ° C). An advantage of epitaxy is the high growth rate of the mate-

rial and its considerable thickness (>100  μ m).  

   • Thermal oxidation : This process involves the oxidation of the substrate 

surface within an oxygen rich atmosphere. Thus, this process is limited 

to materials that can be oxidized, and it can only generate fi lms that 

are oxides of that material. This technology consumes some of the sub-

strate because the growth of the fi lm is achieved by diffusing oxygen 

into the substrate. The rate of oxide growth is often predicted using the 

Deal–Grove model (Deal and Grove, 1965). Usually, this process is used 

to create fi lms of silicon dioxide.     

  Physical-deposition processes 

 In physical-deposition processes, the supplied material is physically depos-

ited onto the substrate. Some of the physical vapor deposition (PVD) tech-

niques are:
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    • Evaporation : In this technology, the substrate and a source of the  

material to be deposited are located inside a vacuum chamber. The vac-

uum is required in order to allow the molecules of source material to 

evaporate freely in the chamber, and therefore to be deposited on all 

surfaces. The source material is then heated until it boils and evaporates. 

Two technologies are based on this principle, but the method used to 

heat the source material differs. These techniques are e-beam evapora-

tion and resistive evaporation. According to the material, an evaporation 

method can be used that is related to the phase transition properties of 

that material.  

   • Sputtering : In this case, the substrate and the source material (called the 

‘target’) are also placed into a vacuum chamber where an inert gas is 

introduced at low pressure. Gas plasma is achieved using a radio fre-

quency (RF) power source, causing the gas to become ionized. The tar-

get is bombarded by the ions, causing atoms of the source material to be 

ejected and then deposited over the substrate. This technique works at a 

lower temperature than evaporation.  

   • Spin casting : This process has already been explained in the photoli-

thography section, but there is additional information. In spin casting, 

the material is deposited by spraying or spinning, so the material to be 

deposited has to be dissolved in a solvent to gain a liquid state. After 

a baking process, once the solvent has evaporated, a thin fi lm of the 

material remains on the substrate. This process is particularly useful for 

the production of polymer layers. The range of thicknesses that can be 

obtained by this technique ranges from a single monolayer of molecules 

to micrometers.      

  10.4.3     Etching 

 A process in the fl ow chart (Fig. 10.3) that is necessary to achieve a MEMS 

structure is the etching of previously deposited thin fi lms and/or the sub-

strate itself. In general, there are two categories of etching processes (see 

Table 10.2), wet etching or dry etching. The method used depends upon 

whether the material is immersed in a chemical solution or sputtered or dis-

solved using reactive ions or a vapor-phase etchant.      

 Table 10.2     Etching techniques 

 Wet etching  Reactive ion etching 

(RIE) 

 Deep reactive ion 

etching (DRIE)  Dry etching 

 Vapor-phase etching 

 Sputter etching 
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  Wet etching 

 This consists of immersing the wafer in a container with a liquid solution 

that will dissolve the material. On one hand, it is the simplest etching tech-

nique, and simple and low-cost facilities are required. On the other hand, the 

etching process is very limited in many aspects. For example, the selection 

of the mask is complex because one must be very selective when choos-

ing the materials: it must not dissolve, or it must at least etch more slowly 

than the material to be patterned. Moreover, many materials exhibit aniso-

tropic etching in certain chemicals, so different etching rates in different 

directions are produced, as can be seen in Fig. 10.4. The images correspond 

to  simulations of etching processes achieved by anisotropic crystalline etch 

simulators (ACES). This kind of etching allows for the creation of structures 

as micro-channels, micro-nozzles, micro chambers and so on.       

  Dry etching 

 Three separate technologies are included in this category: reactive ion etch-

ing (RIE), sputter etching and vapor phase. They generally consist of an 

advanced etching process that yields patterns with a high resolution.  

    • Reactive ion etching (  RIE) : In this process, plasma drives a chemical 

reaction to remove materials. There is also a physical process similar to 

that of sputtering deposition, but which results in an etching. It is a com-

plex task because chemical and physical etchings have to be balanced, so 

there are many parameters to be adjusted. 

 A particular version of RIE is deep RIE (DRIE). In this process, etch 

depths of hundreds of microns can be achieved with almost vertical side-

walls and therefore high aspect ratio structures can be achieved. The 

(a) (b) (c)

 10.4      Simulations of etching processes using ACES (Anisotropic 

Crystalline Etch Simulator) for different wafers.    The cross 

sections present different orientations of the crystallographic 

structure, so the etching shapes differ. In case (a) face 〈110〉 and 

edge 〈100〉, case (b) face 〈100〉 and edge 〈110〉 and (c) face 〈100〉 
and edge 〈100〉.  
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technology is based on the process patented by Bosch (Laermer and 

Schilp, 2006). Two different gas compositions are involved. The fi rst cre-

ates a polymer on the surface of the substrate, and the second etches the 

substrate. Since the polymer protects the sidewalls from etching, etching 

aspect ratios of 50:1 can be achieved.  

   • Sputter etching : This is very similar to RIE, but there are no reactive ions 

and it is based on a sputtering process where the substrate is subject to 

ion bombardment, instead of the material target.  

   • Vapor-phase etching : This is a kind of isotropic etching, which is a similar 

process to RIE, although it requires a simpler setup. The wafer is also 

placed inside a chamber into which one or more gases are introduced. 

The target material is superfi cially dissolved due to a chemical reaction 

with the gas molecules. The two most common reactive vapor-phase 

etching technologies are silicon etching using xenon difl ouride (XeF2) 

and silicon dioxide etching using hydrogen fl uoride (HF). Suspended 

and 3D structures can be obtained.      

  10.4.4     Bonding techniques 

 A basic step in the fabrication of industrial sensors and actuators is the 

bonding of the wafers. Typical MEMS devices such as accelerometers or 

pressure sensors require a cavity to house the micromachined free-standing 

structures that comprise them (Henmi  et al ., 1994; Schmidt, 1998; Candler 

 et al ., 2003; Tekin, 2011). Both the cavity and the microstructure are fabri-

cated in a separated wafer, and then they are bonded using the common 

technique of wafer-to-wafer bonding. The bonding can be performed in a 

vacuum ambient in order to reduce the damping effect in microdevices, or 

to create reference pressure chambers. Also, the fabrication of multilevel 

chips (Miki  et al ., 2003) or structures requires the use of bonding. 

 There are two substrates that are mainly used in MEMS: silicon and glass. 

Typically, the structures are fabricated using silicon, and the cavities mate-

rial can be silicon or glass. 

 The most common techniques used in MEMS to perform the silicon-to-

silicon, glass-to-silicon bonding are presented in Table 10.3. They are fusion 

bonding, anodic bonding and eutectic bonding. Also, there are other tech-

niques to bond the wafers, such as the use of adhesive materials; for exam-

ple, SU-8. Apart from these, there are other techniques to bond different 

MEMS materials, essentially polymers, for instance SU-8-to-SU-8, PDMS-

to-PDMS, PDMS-to-SU-8, even Silicon-to-PDMS or Glass-to-PDMS.      

 Nowadays, silicon is used more than polymers in industrial applications. 

However, polymers are widely used for microfl uidics applications, but mainly in 

rapid prototyping rather than mass production. Therefore, in the following sec-

tions, the three main techniques used for industrial applications are described. 

�� �� �� �� �� ��



Microfabrication technologies used for creating smart devices   295

© Woodhead Publishing Limited, 2014

  Fusion bonding 

 This technique, also known as ‘direct bonding’ (Shimbo  et al ., 1986; Barth, 

1990; Pl öß l and Kr ä uter, 1999), is widely used for silicon-to-silicon bond-

ing. However, silicon-to-glass bonding can be also attained (Xiao  et al ., 
1999) with this technique. Silicon fusion bonding (SFB) is based on the ten-

dency that fl at and smooth surfaces have to stick to each other. An anneal-

ing process is performed in order to complete the bonding. In general, 

fusion bonding has three steps: preprocessing (cleaning and treatment of 

the surface substrates), prebonding (the contact between surfaces) and 

annealing. 

 The process starts with the precleaning of the silicon wafers using, for 

example, a mixture of H 2 O 2  and H 2 SO 4  (piranha solution) and then dipping 

it in a dilute HF solution. Then, the wafers are cleaned following the indus-

trial standard procedure SC (Standard Clean) purifi cation devised by RCA. 

It involves two steps, RCA 1 and RCA 2.  

  
 RCA1 ( )NH OH Deionized H O4OH 29 30 2Deionized H30(H O2% 2 %)( ) +3030(H OH 2 %) [ ]1 1 5: :1

RCA 2 ( )HCl Deionized H O37 30 2Deionized H30(H O2 2% )%)( ) +3030(H O2 %) [ ]1 1 6: :1      

 At the end of this step, the wafers are ready to be pre-bonded. In order 

to do so, the surface wafers are brought into contact. In this step, the wafers 

stick due to the fl atness, smoothness and the hydrated nature of the surfaces. 

Then, the wafers are annealed in nitrogen ambient in an oven (at approxi-

mately 1100 ° C) for 2 h.  

  Anodic bonding 

 This technique, also called ‘fi eld assisted bonding’, is mainly used for silicon-

to-glass bonding (Henmi  et al ., 1994; Lee  et al ., 2000). However, silicon-to-

silicon or glass-to-glass bonding can also be performed (Hanneborg  et al ., 
1991; Kutchoukov  et al ., 2004), although it is less common. The anodic bond-

ing is based on the use of electrostatic fi elds and high temperatures. The 

wafers must be fl at and smooth, and have a similar coeffi cient of thermal 

expansion (CTE). 

Table 10.3     Bonding techniques 

 Fusion bonding 

 Anodic bonding 

 Eutectic bonding 
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 The process has two steps: cleaning, and application of high voltage and 

heat. The surfaces of both the silicon and glass wafers are cleaned in RCA 

solutions at a high temperature, in the same way as for SFB. Then, the sur-

faces are brought into contact on a hot plate at a temperature of 300–500 ° C 

and a voltage of 200–1000 V is applied. In order to achieve the bonding, 

the glass wafer is used as the cathode, and the silicon wafer is the anode. 

Finally, the bonded wafers are cooled down carefully to avoid causing ther-

mal shock.  

  Eutectic bonding 

 Eutectic bonding (Wolffenbuttel, 1994, 1997) is one of the intermediate layer 

bonding techniques, together with solder, polymer, low melting-tempera-

ture glasses, and thermocompression, among others. This method is used to 

bond silicon-to-silicon using an intermediate metal layer; for example, gold 

or aluminum. The main idea of eutectic bonding consists of achieving a low 

melting-point alloy in order to bond the substrates by fusion. This technique 

is similar to fusion bonding but the annealing is performed at a much lower 

temperature. 

 The process has three steps: cleaning, metal deposition and pressure-tem-

perature treatment. The cleaning of the wafer removes the natural oxide layer 

on silicon wafers in order to achieve a good adherence between the metal 

and the silicon. In order to do this, the wafers are dipped in a dilute HF solu-

tion. There are other methods to improve the adherence; for example, the 

use of auxiliary intermediate layers. Then, in the metal deposition step, a gold 

layer of 1000–2000  Å  is sputtered over the wafers, or deposited by evapora-

tion. Finally, the pressure-temperature step is performed in a vacuum ambient 

using a program of ramped temperatures and pressures. Gold-silicon eutectic 

formation occurs at 363 ° C, with 19% Si when the silicon diffuses into the gold. 

Thus, the temperatures used in this step are higher than 363 ° C, typically in the 

range of 410–450 ° C. First, a pressure of 2000–5000 mbar is applied, and then 

the heat is ramped up to achieve the desired temperature. This temperature 

remains constant until the bonding is achieved, due to the liquid state of the 

alloy. Finally, the wafers are cooled down using a temperature ramp. 

 This is a summary of the more common and more important bonding 

techniques used for sensors and actuators in industrial applications. Each 

method has advantages and drawbacks which are briefl y commented upon 

below. 

 SFB provides high bonding strength and high stability to tempera-

ture since the fi nal step of the process is performed at high temperature. 

However, this method requires advanced equipment and the surfaces must 

fulfi ll demanding specifi cations. Also, the electrical interconnects between 
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parts of the device present problems in different wafers. Unlike SFB, the 

anodic bonding process is easy to perform, since bonding is at a low tem-

perature. Also, the surfaces must fulfi ll the same requirements that are 

demanded by SFB, but in a more fl exible manner. In addition, this tech-

nique provides transparent shells. However, since silicon and glass have 

different CTEs, it is possible that the wafers will deform. Eutectic bonding 

enables low temperature bonding, using inexpensive equipment. The sur-

faces must be smooth, but there is a greater tolerance in this matter than 

in other methods. However, eutectic bonding also presents a different CTE 

between materials. Furthermore, the fl ow during the annealing step cannot 

be homogeneous, leading to nonhomogeneous bonding.    

  10.5     Simulation 

 Simulations are an important issue in the fabrication of a device in any indus-

trial fi eld, in particular in MEMS. This consists of using a computer to study 

the device’s behavior before fabrication, taking into account equations that 

are very diffi cult or impossible to solve manually in a reasonable time. Those 

equations involve second-order terms for couples problems (e.g. mechani-

cal, electrical, thermal, magnetic and optical). 

 Simulation enables the avoidance of many problems during the develop-

ment of the device, from designing to testing. The simulation helps during 

the design stage because it allows certain device parameters to be changed 

and the behavior as a function of those parameters’ variations to be studied. 

Therefore, they reduce the risk of failure when testing the fabricated device. 

This matter is very important because it avoids the unnecessary cost of addi-

tional fabrication processes. 

 Important issues must be taken into account when performing a simula-

tion. For example, it is important to consider the proposed model of the 

whole problem, the properties of the materials, the convergence study and 

the application of boundary and initial conditions. All these points will be 

commented on later. 

 There are several simulation programs for microsystems technologies, for 

example, COMSOL, ANSYS and CoventorWare. An example of simula-

tions using CoventorWare will be presented in order to explain the next 

sections in a practical way. 

  10.5.1     Simulations and fabrication materials 

 The choice of effective material properties contributes to achieving simu-

lations with fi nal results that are in agreement with experimental results. 

�� �� �� �� �� ��



298   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

One material can have different properties depending on the process 

parameters that produce it (e.g. annealing times, percentage of certain 

additives and so on). 

 The software that is used to present the advantages of making simulations 

(CoventorWare) includes the main materials for MEMS applications. The 

properties of the material can be changed if necessary, and materials can be 

created by the designer. The simulations can include one or more materials, 

even solid and fl uid materials interacting in the same simulation. 

 The example that follows consists of a capacitive acceleration sensor that 

could be applied in the automotive industry. The material of the structure 

that composes the sensor is polysilicon.  

  10.5.2     Solid model 

 The solid model is a 3D replica of the device to be simulated and built by 

software using the design dimensions and the materials properties. This rep-

lica can be obtained in various ways; for example by using the simulator, 

or by using auxiliary software that imports the model to the simulator. The 

software that is used to perform the simulation includes the option of mak-

ing the solid model. In order to do so, the fabrication process of the device 

and the photolithographic mask must be defi ned. Once the masks have been 

drawn and the process confi gured, the simulator builds the structure. The 

result of this step is an exact model of the device. However, all fabrication 

processes have tolerances. These tolerances have an infl uence on the devi-

ation of simulation results regarding fi nal experiments in testing. The toler-

ances are not the only cause of deviation; there can also be deviation if the 

second- or third-order effects are neglected a priori when confi guring the 

model or the equipment for the testing. This is why the model must be care-

fully confi gured and the process tolerances known. 

 The agreement between simulation and testing improves with the quality 

of the measurement equipment, and also when the process has low toler-

ances. These solutions mean a considerable increase in the cost of the fabri-

cation and testing, and therefore an increase of the fi nal cost of the device. 

The designer must be aware that the results of simulations and experiments 

may not match exactly, but the agreement level between them must be very 

high. 

 An acceleration sensor is defi ned using the design values, keeping in mind 

the presence of tolerances. In Fig. 10.5, the structure of the sensor built by 

the simulator is shown. As can be seen, this accelerometer is composed of 

three parts: a comb-proof mass with four clamped suspensions, and two 

fi xed electrodes.       
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  10.5.3     Mesh model 

 The solid model must be meshed in order to divide it into elements. The 

simulator uses the fi nite element method to perform the numerical simula-

tions. It is recommended that the aspect ratio in the elements of the mesh 

should not be very high, because the simulation could provide inaccurate 

solutions or even fail if the problem to solve is not well-conditioned. Aspect 

ratios higher than 1:100 can be considered very high; aspect ratios between 

1:1 and 1:10 are advisable. 

 The dimensions of the elements must take into account the dimensions 

of the different device regions. In the sensor in the example, there are ele-

ments with very different dimensions: the suspensions and the mass proof. 

Although the whole device can be meshed using unique element dimen-

sions, the proof mass must be meshed using elements larger than those of 

the suspensions. This strategy decreases the number of elements in order to 

reduce the time simulation, since the more elements there are, the longer 

the simulation time will be. 

 The convergence analysis of the simulation is an important issue to take 

into account in order to ensure reliable results within a reasonable simula-

tion time. This analysis involves reducing the dimensions of the elements 

and comparing the fi nal results with those obtained with larger elements. If 

there is little difference between the simulations, the simulation with larger 

elements must be chosen in order to reduce the time simulation whilst 

retaining accurate results. The meshed solid model can be seen in Fig. 10.6.       

Electrode

ElectrodeProof mass

Clamped

Suspensions
z

x

y

 10.5      Solid model of the accelerometer sensor.  
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  10.5.4     Boundary and initial conditions 

 Most of the problems are composed of behavioral equations, and boundary 

and initial conditions (BC and InC, respectively). In general, the simulator 

holds the majority of the equations and, in some cases, the simulator allows 

the introduction of new ones. However, the BC and InC must be always 

introduced by the designer. 

 These conditions could be applied to a surface or a volume of the meshed 

solid model, or at surface intersections or a point. Therefore, these surfaces, 

volumes and so on must be defi ned by names in order to set the conditions. 

In Table 10.4, some of the BC and InC are presented.      

 In this example, the sensor has only BC. The superfi cial boundary condi-

tions are applied to the clamped side of the suspensions. In this case, there 

are no displacements of the faces, so this condition is imposed. Acceleration 

x

y
z

 10.6      Mesh model of the accelerometer sensor.  

 Table 10.4     Examples of BCs and InCs 

 Surfaces BC  Surfaces InC 

 Heat fl ux  Pressure 

 Voltage  Velocity 

 Load  Temperature 

 Volume BC  Volumen InC 

 Temperature  Temperature 

 Acceleration  Pressure 

 Heat generation  Fluid location 
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is applied to the whole device structure because gravity affects the beam 

and proof mass, and this condition is a volume BC. Finally, there are no 

initial conditions in the simulation because a steady-state analysis will be 

performed.  

  10.5.5     Results of the simulations 

 Once the solid model has been meshed and the BC and InC imposed, the 

simulations can be run. The simulator can provide the results as a table 

or a solid model mapped with colors as a function of a certain parameter 

values. 

 The results of the simulation depend on the simulation module used. 

Among others, the simulator uses mechanical (MEMMECH), electrical 

(MEMELECTRO) and piezoresistive (PIEZORESISTIVE) modules. 

Several modules can be used when performing microfl uidics simulations; 

for example, BUBBLEDROPSIM, MEMSCFD and REACTSIM. The sim-

ulator allows the interaction between fl uids and structures when using the 

module fl uid structure interaction (FSI). In general, these software pack-

ages allow for simultaneous multiphysics simulations. 

 In the accelerometer example, the module MEMMECH is used in 

order to obtain the displacement as a function of the acceleration in the 

x-axis, and also to check the Von Mises stress to ensure that the structure 

does not fail during the operation. Then, the deformed structure is used 

to obtain the device capacitance with the MEMELECTRO module. The 

mechanical solution is shown for displacements in the x-axis, Fig. 10.7 and 

the distribution of the Von Mises stresses in Fig. 10.8. As can be seen 

in Fig. 10.7, the proof mass has the maximum displacement whereas the 

clamped are fi xed. This displacement reduces the distance between the 

electrodes, and therefore increases the capacity of the device. The max-

imum stresses are located in the clamped beams and the joint of those 

beams and mass proof, as can be seen in Fig. 10.8. Finally, the electrical 

simulation provides the value of the capacity for both deformed and non-

deformed microstructures.           

 The increase of capacity as a function of the acceleration can be obtained, 

and therefore the behavior of the device can be studied before fabrication. 

Also, the Von Mises stresses are useful because they are related to structure 

mechanical failure. 

 Parametric studies can be performed as a function of device dimension 

or mechanical properties. In this case, the proof mass displacements – and 

therefore the increase of capacity – can be studied; for example, as a func-

tion of the suspensions length in order to study the behavior of the structure 

and to fi nd, if possible, an optimal confi guration. 
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 10.7      Representation of the displacement of the accelerometer 

microstructure when an acceleration is applied.  
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 10.8      Representation of the Von Mises’s stresses of the accelerometer 

microstructure when acceleration is applied.  

 Once the device is simulated, if the results of these simulations showed 

a safe maximum of Von Mises stresses and a reasonable increase of capaci-

tance for the acceleration which fulfi lls the device requirements, the sensor 

can be fabricated.   
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  10.6     Conclusion 

 In this chapter, a general description of the most relevant materials and 

processes for microsystems has been presented. It aims to provide the basic 

information needed to understand the manufacturing design fl ow of a micro 

device, including the standard phases in industry: design, modeling, materi-

als and process. This review includes basic descriptions, remarking on the 

main differences between MEMS technologies and standard manufacturing 

processes. The content of this chapter should be regarded as a starting point 

for a subsequent in-depth study.  
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  Abstract : Microactuators are emerging as important tools that are capable 
of performing the tasks of conventional tools in the macroworld, but they 
are much smaller and allow greater precision. A review of electrostatic, 
piezoelectric and electrothermal microactuators is presented. The 
basics of these three actuation principles and characteristics are briefl y 
explained to highlight the motivation behind the selection of different 
microactuators. Various design models of electrostatic, piezoelectric and 
electrothermal microactuators are described and compared from the 
perspective of the mechanism and output performance. Limitations of 
existing designs are identifi ed to improve some of these microactuators 
to gain better performance or reliability. Finally, key challenges in 
different microfabrication techniques associated with their process and 
compatibility with commercial foundries are highlighted, as this aspect 
decides the viability of microactuators commercially and economically. 

  Key words : electrostatic, piezoelectric and electrothermal microactuators, 
microelectromechanical systems (MEMS). 

    11.1     Introduction 

 Since the introduction of the integrated circuit (IC)-compatible surface-micro-

machining process, which enabled miniaturized systems that are composed of 

mechanical and electrical devices to be fabricated on a piece of silicon (giving 

birth to the term ‘microelectromechanical systems’ (MEMS) in the mid-1980s), 

remarkable progress has been witnessed in this new multidisciplinary fi eld. 

Since the early 1990s, intensive research has been carried out in the MEMS 

fi eld since they are a fundamental element in many micro and nano systems, 

and have a wide range of applications in many different disciplines, such as the 

optical fi eld, the radio frequency fi eld and the biological fi eld. Knowing that the 

ultimate goal of MEMS research is to devise useful microstructures as a com-

plete system, fundamental technological issues include materials, machining 

processes, micromechanical devices, and system integration have to be recog-

nized. The advantages of MEMS lies in their miniaturized size (characteristics 

length ranging from 1  μ m to 1 mm) 1  and low cost, which lends them to poten-

tial applications (e.g. in disposable, implantable,  in-vivo  medical equipment). 
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Some technologies have already matured and are well-established within 

commercial markets, such as the micropump in ink-jet printing heads, 2  accel-

erometers in automotives for airbag deployment or in consumer electronics 

(including smart phones and games consoles) for controlling direction in their 

applications, free-fall sensors in hard disk drives of computers as well as gyro-

scopes in camcorders for blur image compensation. 3,4  

 With MEMS technologies burgeoning at such a rapid pace, it is desirable 

to understand the main operational feature in order to further develop and 

improve the current designs, thus extending their use into further practical 

applications. Microactuators are regarded as the key element leading to the 

realization and physical functionalities of MEMS devices. Microactuators 

can accomplish complex tasks by arranging multiple subsystems in appro-

priate parallel and series combinations so that they work cooperatively, give 

higher output and perform tasks dexterously. 5  Microactuators are defi ned as 

actuators (with a scale of microns) produced using standard MEMS-based 

fabrication techniques including surface and bulk micromachining and 

other replication techniques. 6  These actuators convert (input) energy from 

one form – such as electrical, mechanical, thermal, magnetic, chemical and 

radiation energy – into the mechanical form (output). Common transduc-

tion mechanisms are listed in Table 11.1. 7       

 Although there are many types of transductions, the basic idea behind 

making these microstructures work is quite straight forward: to generate 

force, which leads to simple mechanical work or movement such as bend-

ing, tilting and vibrating. Such force generation can be divided into external 

forces that are produced in the gap between fi xed or stationary and mov-

able parts by means of electrostatic 8  or magnetic energy, 9  and inner forces 

generated by materials with intrinsic actuation capabilities such as piezo-

electric 10  and electrothermal materials. 11  Often, different mechanisms can 

be used to achieve similar results. For example, researchers have reported 

 Table 11.1     Common microactuation mechanisms 7  

 Input  Output (mechanical) 

 Electrical 

 Magnetic 

 

Mechanical 

 

Thermal 

 

Chemical 

 Electrostatics 

 Piezoelectricity 

 Magnetostatics 

 Magnetostriction 

 Pneumatics 

 Hydraulics 

 Expansion 

 Shape memory effect 

 Phase change 

 Combustion 
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fi ne positioning of a read/write head in a hard disk drive using piezoelectric 12,13  

electrostatic 14,15  and magnetic 16,17  methods, as well as moving optical struc-

tures such as a membrane deformable mirror, micromirrors or optical pin-

holes by means of electromagnetic, 18–22  electrothermal, 23,24  piezoelectric 25  

and electrostatic 26–28  mechanisms. 

 The focus here is on microactuators that have electrical energy such as 

voltage or current, or both sources, as their input. This is because the power 

source is compatible with the power supply of electronic devices, which ben-

efi ts from the well-developed fi eld of electronic and electrical engineering, 

thus making the integration of mechanical systems and electronic circuitry 

on a single piece of chip simpler and more viable. Actuators that usually 

have an electrical signal as an input include electrothermal, piezoelectric, 

electrostatic and magnetic mechanisms. More details on these mechanisms 

will be discussed in Section 11.2.  

  11.2     Driving principles for actuators 

 As mentioned earlier, different methods of actuation can achieve the 

same results. However, there are several considerations that must be 

taken into account when making the choice of which actuation princi-

ple is to be implemented. Each actuation principle has its own advan-

tages and disadvantages. The choice and the optimization of an approach 

should be made according to the requirements of a particular application. 

Attributes of electrostatic, piezoelectric, electrothermal and electromag-

netic actuators will be examined to determine selection criteria for which 

mechanism to use. 

  11.2.1     Considerations in mechanisms selection 

 While the same material constant or physical law applies in the micro and 

macro world, the effect of these parameters on the whole system and its 

performance changes dramatically when scaling macroactuators down to 

microactuators. When the scale changes by 1/100, the volume is reduced by 

a factor of (1/100) 3 , which is a million times less than before; meanwhile, 

the gravitational force changes by (1/100) 4 , making the gravitational pull a 

trillion times less. 29  With negligible gravitational force, van der Waals, elec-

trostatic and capillary forces come into play, 30  bringing out new parameters 

that are not available in the macroscopic world. For example, van der Waals 

force is suffi cient to secure objects when using a micro-manipulator. 31  The 

selection of actuation principles is infl uenced by the enabling technology, 

structural dimensions, dynamic response, force or torque, displacement and 

power consumption. 32  

�� �� �� �� �� ��



308   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

  Size and physical properties 

 Small actuator dimensions enable tools to interact with components at a 

microscale or even nanoscale. However, sensible dimensions are essential 

for practical reasons. For example, the gap between the arms in a parallel 

beam is 1–2  μ m, in order to achieve the effective manipulation of 1D nano-

materials (e.g. the alignment of carbon nanotubes on a surface). 33  Besides, 

designers have to comply with foundries’ design rules in their plans. 34,35  

Reduction in size of a mechanical system generally increases the structural 

stiffness, even at a thickness of one micrometre, 36  and its shock resistance. 2,37  

Heat transfer mechanics such as transient effects and high spatial gradient 

also exhibit signifi cant differences after having been scaled down. 38,39  This is 

especially crucial in electrothermal microactuators, where slight changes to 

structure dimensions will alter performance. 11,40  Besides mechanical proper-

ties, there are consequences for electrical properties: the break down volt-

age in very close gaps increases according to Paschen’s Law. 41   

  Output force and displacement range 

 The type of application affects the range of motion and applied force. 

Handling objects or specimens that are fragile (e.g. bio- and nanomateri-

als) requires a very low force, ranging from nanonewtons to micronewtons. 

Kim  et al . 42  demonstrated force-controlled single cell manipulation using a 

microgripper in aqueous media with nanonewton force. On the other hand, 

applications such as high voltage large air gap switches require large defl ec-

tion and forces up to several hundred microns. 43   

  Actuation resolution and sensing 

 In the microworld, every single micrometre or nanometre is important. 

Nanoscale measurements are required to test microstructures such as nano-

wires. 44  High precision electrostatic impact microactuators that are able to 

generate stepwise motion of 10–20 nm 45  and piezoelectric microactuators with 

displacement magnitudes of 12.3 nm 10  have been reported. Such ultra-precise 

positioning is indispensable in applications such as X–Y stages, optical devices 

or the more demanding hard disk drive track positioning. 46  Measuring equip-

ment needs to be able to detect minute changes in order to keep track of the 

microactuator’s position in a microscale environment. Microactuators with a 

sensitivity of around 13.44–33.3 pC/ μ m were presented by Dong  et al . 47   

  Fabrication and material selection 

 Fabrication technologies are a crucial determinant of material selection, with 

silicon still playing the leading role. Ease of fabrication and compatibility 
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to standard ICs would enable microactuators to be mass-produced at a 

low cost. There is no one material that is perfect for all types of actuation. 

For example, fast response materials might require high actuation voltage, 

whilst slow response materials need low actuation voltage. In high-speed 

applications 48  or switches, 43,49  if a fast response is desired, materials such as 

diamond, silicon carbide, alumina, silicon nitride and silicon are good can-

didates. 50  If a large force is required, titanium carbide, tantalum carbide or 

tungsten carbide can be used. However, using non-IC-standard materials 

will introduce additional costs and fabrication complexity. Hence, a trade-

off is inevitable when designing a microactutor.  

  Power consumption 

 Power effi ciency is a major concern in the macroscopic world, especially 

for portable devices. There is no difference when it comes to MEMS appli-

cations. 51,52  Low-power or energy effi cient microactuators that operate at 

lower working temperatures will reduce nonlinear effects such as plastic 

deformation, 53  and hence increase the lifespan.   

  11.2.2     Electrostatic systems 

 Electrostatic forces are most commonly observed in the macroscopic world 

in daily activities such as combing hair. Such energy has been successfully 

harnessed in microactuators and it is the most frequently applied actuation 

due to its versatility, 54  simplicity and high compatibility with IC fabrication 

technology. 45,55  No special materials – for example, piezoelectric ceramics, or 

additional elements such as coils – are required, therefore eliminating some 

of the cost ineffi cient assembly process. 

  Electrostatic actuation 

 The basic working principle of an electrostatic system involves the con-

cept and structure of the capacitor. It consists of charged, fi xed and mov-

able structures that are electrically isolated and move relative to each other. 

Energy,  W , stored between the plates is given by: 7,32   

    W CV
abV
d

r=CV
1

2

1

2
2 0

2ε εr 0     [11.1]   

 where  C  is the capacitance,  g  is the gap or distance between plates,  a, b  are 

the lateral dimensions of the capacitor,  V  is the applied voltage and   ε    r, 0  are 

the dielectric constants of elements in the gap. 
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 Derivations of  W  with respect to  g  and  a  yield the electrostatic forces,  F :  

    F
abV
gdFF r= +

1

2

0
2

2

ε εr 0     [11.2]    

    F
bV
gaFF r= −

1

2

0
2ε εr 0     [11.3]   

 where  F   d   acts perpendicular to the capacitor plates and  F   a   acts in the direc-

tion of the capacitor plates.  F   d   is inversely proportional to the squared dis-

tance and therefore is only signifi cant for very small gaps.  F   a   is independent 

of the actual position of the structures if the dimensions are large compared 

with the region of interaction. This result indicates that electrostatic prin-

ciples are useful in miniaturized devices as the electrostatic force is signifi -

cant. When the force is constant, the displacement is dependent on potential 

differences between the plates.  

  Common features 

 The most commonly adopted design is the comb-drive structure, 27,28,56–59  

where two arrays of interdigitated (IDT) fi ngers – one fi xed and the other 

freely movable – act together to produce an electrostatic force (see Fig. 11.1). 

Another type is known as ‘gap closing’; it consists of two parallel-plate 

structures (see Fig. 11.2). 36,60  Electrostatic actuators are often characterized 

by low-power consumption 61  and a high switching speed. 48  Reduction in 

 volume is easy for electrostatic microactuators because the forces available 

are only coupled to surfaces. Due to the small critical dimensions within the 

device – especially that of the gap between stationary and moving parts 

Fixed electrode (b)(a)

s

Driving electrode

Movable electrodeSpan of
comb

Fixed electrode

s

Driving electrode

Movable electrodeSpan of
comb

 11.1      Electrostatic microactuator with: (a) uniform comb structure; 56  

(b) spade-like comb structure. 59   
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that is normally in the micron range – problems may arise from  applications 

within real media. This is due to foreign particles such as dust impeding 

proper operation and thus degrading the performance of the device, or 

even causing failure if the debris creates a short circuit (see Fig. 11.3). 57  

Actuation voltages reported so far range from 20 to 150 V. 57–59,61–63  Thus, 

only small defl ections can be achieved at a low voltage, which is restric-

tive in some applications. Electrostatic actuators also suffer from a problem 

known as ‘pull-in’, where the movable parts stick to the fi xed parts when 

actuation voltages reach the ‘pull-in voltage’. 63  Due to their small footprint, 

which ranges from 0.1 to 1 mm 2 , they are used in nanoscale applications, 56  

(a) (b)

 11.2      SEM images of electrostatic micromirror with gap-closing 

actuation (a) top view; (b) tilted view. 36   

 11.3      Collapse of serpentine fl exure due to short circuit between 

electrodes. 57   
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performing tasks within a chip such as fi ne precision positioning 45  or  in situ  

measurement. 64  However, in situ use in electron microscopes is discouraged 

as the electric fi eld may interfere with the scanning electron beam due to the 

high input voltage. Fabrication of electrostatic microactuators with surface 

micromachining and using  silicon-on-insulator (SOI) wafers 59  or polysilicon 

makes them compatible with the electronics interface.                       

  11.2.3     Piezoelectric systems 

 Piezoelectric materials such as lead zirconate titanate (PZT) and polyvi-

nylidene fl uoride (PVDF) are usually employed as the transducers. 

  Piezoelectric actuation 

 Piezoelectric materials are physically deformed when an electric fi eld is 

applied to them. Conversely, these materials produce electrical energy when 

are subjected to mechanical strain. These relationships can be described by:  

    S S T d EI IS JII
E

J jT d I JEjjS TIS JI
ET     [11.4]    

    D d T Ei id J Jii ij
T

jd Tid J JTi ε     [11.5]   

 where  S  is the mechanical strain,  T  is the mechanical stress,  s  is the com-

pliance,  d  is the piezoelectric strain coeffi cient,  E  is the electric fi eld,  D  

is the electric charge density displacement,  ε  is the dielectric constant of 

 piezoelectric material,  I, J  are 1, 2, 3, 4, 5, 6,  i, j  are 1, 2, 3 denoting the  x ,  y ,  z  

directions. 

 Note that without the piezoelectric strain coeffi cient ( d ), Equations [11.4] 

and [11.5] are merely Hooke’s Law and Gauss’s Law, respectively. Thus, the 

performance is dependent upon the materials; the piezoelectric strain con-

stant acts as a medium for the transduction mechanism to work.  S ,  T ,  D  and 

 E  are vectors. The presence of an electrical fi eld across the material has an 

implication on its physical properties, while the mechanical stress has an 

effect on the permittivity of the material. For example, microactuators are 

excited by an electric fi eld, usually a voltage source, and can cause the piezo-

electric material to deform according to the direction of the applied voltage, 

thus inducing mechanical forces. 

 Common excitation modes are the 33 mode and 31 mode, as shown in 

Fig. 11.4. In the 33 mode, both the voltage and the force act in the 3 direction, 

while the 31 mode operates with the voltage acting in the 3 direction and the 

force being exerted in the 1 direction. The direction of the voltage can be 

manipulated by poling the material. If a voltage,  V , is applied to a stress-free 
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piezoelectric material in the 3 direction,  T  = 0 and  E =  Δl vδvv[ ]0 0 3E , 

Equation [11.4] can be simplifi ed as:  

    S d E1 3d 1 3E     [11.6]        

 The displacement  Δ  X  in the 1 direction can be expressed as:  

    
ΔXΔΔ
X

S d E= S1 3d 1 3E     [11.7]   

 where  X  is the piezoelectric ceramic length in the  x -direction.  E  3  =  V / X , 

hence  

    ΔX dΔΔ V31     [11.8]   

 where variation of length in the  y  and  z  direction can be obtained in a simi-

lar fashion.  

  Common features 

 Like their electrostatic counterpart, piezoelectric microactuators are often 

deployed in high-speed applications due to their rapid response time (see 

Fig. 11.5) 65  and low-power requirement. 66  Large forces (i.e. hundreds of 

micronewtons) are demonstrated even in simple designs such as a thin fi lm 66  

or a beam 67  with an excitation voltage of 20 V. While conventional piezoelec-

tric microactuators produce displacement of only 35 nm to 1.5  μ m 31, 68–70  with a 

high actuation voltage (from 50 V to several hundred volts) and have a large 

lateral dimension 10,71  or footprint (usually measured in mm 2 ) (see Fig. 11.27), 

a considerable number of improvements have been reported in recent years. 

Those fi ndings showed that piezoelectric microactuators are quite versatile: 

small step piezoelectric microactuators can be employed in fi ne-positioning 

3
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11.4      Operating mode of piezoelectric beam: (a) 31; (b) 33.  
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 11.5       Response of piezoelectric microactuator where the upper image 

shows the applied voltage and the lower image shows the output 

(displacement and voltage). The microactuator reacts almost instantly. 65   

applications, while large displacement microactuators can be integrated into 

devices such as micromirrors. Fabrication of piezoelectric ceramics is usu-

ally carried out at temperatures between 350 ° C and 700 ° C, 66,67  with some 

going over 1000 ° C 72,73  for several hours. Such temperatures are too high 74  

for the integration of piezoelectric microactuators with post-complementary 

metal–oxide–semiconductor (CMOS) fabrication, since the component will 

be damaged at the elevated temperature. Prefabrication of PZT is diffi cult 

as it poses a contamination risk to the tools, which are also used in CMOS 

fabrication processes, 75,76  and silicon substrates can be contaminated as a 

result of lead diffusion. 77  Carrying out separate fabrication processes is inef-

fi cient in terms of time and cost. New materials, such as aluminium nitride 

(AlN), 78  are being investigated to decide if they can be fabricated using the 

conventional micromachining method.        

  11.2.4     Electrothermal systems 

 Thermal management is important to everything in the world, whether it is 

living or inanimate. IC is no exception; from the transistor level 80,81  to the 

complete system level 82  after chip level, 83  and from the package level 84  to 
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the printed circuit board (PCB) level, 85  thermal effects change the electri-

cal properties and this can affect the circuitry. However, with proper design 

and control, extreme phenomena observed in ICs (such as buckling and 

expansion as a result of the different thermal expansion coeffi cients 86  of sili-

con and metal) have shown the capability of miniaturized systems to gen-

erate large forces, which has been incorporated as one of the electrothermal 

microactuators’ mechanisms. Electrothermal actuation is therefore prefer-

able to piezoelectric and electrostatic mechanisms when large forces and 

defl ections are required. 

  Electrothermal actuation 

 Electrothermal actuators operate on the principle of Joule heating and dif-

ferential thermal expansion. 87  An electrical current fl ows through the actua-

tor, which is usually an electrical closed loop, and heat is generated. The heat 

generated in an ohmic conductor is expressed by:  

    Q j I R=j2 2I=ρ     [11.9]   

 where  j  is the current density vector,   ρ   is the specifi c electric resistivity,  I  is 

the current passing through the materials,  R  is the materials’ resistance and 

Q  is the generated heat (power) per unit volume. A general thermal expan-

sion is given by: 88   

    l l T+l ( )0llll 1 α Δ     [11.10]   

 where  l  is the fi nal length , l  0  is the initial length ,  α   is the thermal expansion 

coeffi cient and  Δ  T  is the temperature change. 

 From Equation [11.10], it can be seen that Joule heating in electrother-

mal actuators is heavily dependent on the properties of materials (e.g. the 

physical properties, the electrical properties, the thermal properties and 

the volumetry of the actuators). This indicates that careful selection of 

materials and geometry is crucial for the optimal performance of electro-

thermal microactuators. Joule heating causes temperature changes within 

the actuators, and the temperature variation leads to differential thermal 

expansion.  

  Common features 

 Electrothermal microactuators have a fairly slow response time compared 

with piezoelectric and electrostatic microactuators: the transducers require 

time to heat up and cool down, thus limiting their operating frequency to 
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less than 1 kHz. Operation at frequencies beyond the response time will 

confi ne the actuator to one position. 89  Li  et al . 11  reported that the device 

reacts 17.3 ms after the voltage is applied, which is about 1000 times slower 

than piezoelectric actuators. Increasing input power reduces the bandwidth 

because the actuators heat up to a higher temperature and thus take more 

time to return to their initial temperature. Electrothermal actuators also use 

large amounts of power, with the power requirements ranging from several 

milliwatts 11,89–92  to watts, 93  at several volts and several milliamps of current 

(see Fig. 11.6). However, electrothermal actuators are capable of exerting 

 11.7      SEM image of an electrothermal MEMS scanner actuated by 

a single structural layer, three-beam electrothermal out-of-plane 

actuator. 99   
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high output forces 94  and they produce large displacements at a fairly low 

excitation voltage (< 10 V), which compensates for their weakness. For 

example, with only 5.3 V, vertical displacement of 0.62 mm 91  and more than 

3 mN 95  can be achieved. Many papers have reported the use of the ser-

vices of Poly Multi-User-MEMS-Process (MUMPs) that fabricates their 

devices. 11,89,92,96  PolyMUMPs is a commercial foundry and the industry’s lon-

gest-running MEMS multi-project wafer service, working with systems that 

are compatible with current IC manufacturing processes. 97  Design confi gu-

rations presented so far have included U-shaped (see Fig. 11.7), 35,40  multi-

morph (more commonly known as ‘bimorph’), 91  and V-shaped (chevron). 98               

  11.3     Design and analysis of microactuators 

 Various common microactuator designs are presented in this section, includ-

ing comb-drive, parallel-plate, scratch drive actuators (SDAs), U-beam, 

V-beam, multimorph, compliant mechanisms, embedded skeleton-based 

polymeric actuators, membrane or thin fi lm, plus some other confi gurations. 

Challenges associated with modeling and analyses are examined. 

 Also, the basic operation of microactuators will be discussed, together 

with comparisons and optimizations of the microstructures in these 

mechanisms. 

  11.3.1     Comb-drive actuators 

 The motion of comb-drive actuators and parallel actuators is controlled by 

the equilibrium of the electrostatic force and spring force of the suspen-

sion system. During lateral motion or parallel actuation, the attractive force 

between two comb electrodes is mainly due to the fringing fi elds, since the 

small fi ngers are thick compared with their width and length. 100  Since the 

distance between the comb fi ngers is constant, capacitance changes linearly 

with regard to the area of the plates that overlap during such movement. 

Meanwhile, transverse movement of the plates maintains the overlapping 

area and changes the size of the gap between the comb fi ngers (see Fig. 11.8) . 58  

Keeping the direction of motion (in both cases) along the  x -axis, the elec-

trostatic forces are:  

    F
n t

g
Ve=

εtt
2     [11.11]    
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 where  n  is the number of comb pairs,  t   e   is the thickness of the plate,  g  is the 

gap spacing,   ε   is the permittivity of the medium,  A  is the overlapping area of 

each fi nger pair,  x   1,2   are the initial gap spacing,  x  is the changes in gap spac-

ing and  V  is the voltage.                

 From both equations, increasing the number of comb pairs and increasing 

the voltage can increase the force output. Reducing the gap spacing gener-

ates a higher force for lateral motion actuation, while increasing the overlap-

ping area gives more force to a comb-drive that is in transverse motion . The 

gap-closing actuator produced a larger force than parallel motion 

actuators. 58  Thus, large arrays of comb structures can be seen in many 

designs 27,57,58,101  since, as long as the size is within the design constraint 

limit, they increase the force. For a fi xed area, thinner fi ngers with smaller 

gap spacing increase the power density  since more comb pairs can be 

packed in. However, comb fi ngers that are too thin may deform individ-

ually and contact each other. 102  The minimum gap spacing between the 

fi ngers and the displacement are limited by pull-in or snap through insta-

bility. 103,104  This limitation is critical in parallel-plate actuators, as trans-

versely driven actuators’ displacement is restricted to about one-third of 

the gap spacing. 105,106  Once the driving voltage reaches the critical pull-in 

point, the microactuators will fail as their mobile comb structures stick to 

the fi xed part. 107  Moving comb drives also experience vertical levitation 

due to unbalanced electrostatic fi elds. 108  

 According to Hirano  et al ., 104  a comb-drive actuator operates stably when 

 K   y    > K   e  , where  K   y   is the spring stiffness in the y-direction and  K   e   is the nega-

tive spring constant. Generally, under normal conditions the maximum sta-

ble displacement δ xδ maδδ x  is expressed by:  

Fixed combo fingers

Anchor
Movable comb fingers

Stationary fingers

Movable fingers

g

x

x F1 F2

x2

C2C1

x1

y

Movement
direction

overlap

(a) (b)

 11.8      Comb actuators: (a) lateral motion with force corresponding to 

Equation [11.11]; 100  (b) transverse motion with acting force expressed by 

Equation [11.12]. 58   
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    δ xδ y

x

L
K

K
g

L
maδδ x = +L −

1

2
2

2
0
2 2yLL g+LL 2 0     [11.13]   

 This is a function of the spring stiffness in the  y -direction  K   y  , the spring stiffness 

in the  x -direction  K   x  , the length of overlap  L  0 , and the gap spacing  g  between the 

fi xed and movable electrodes. Different methods for increasing the stable dis-

placement have been reported, including changing the spring constants of the 

system by altering the maximum setting of the suspension system (Fig. 11.9a), 

reducing the negative spring constant (Fig. 11.9b) and shifting the minimum 

setting of the negative spring constant (Fig. 11.9c). 109  The mechanical design of 

the suspension system is therefore crucial for large displacement comb-drive 

actuators. From Equation [11.11]–[11.13], it can be observed that the driving 

force does not change with motion, so for compliance in the  x -direction, linear 

spring stiffness  K   x   is desirable, whilst a high stiffness ratio  K   y   /K   x   is required to 

avoid pull-in instability and to increase displacement.      

 Proposed designs include the clamped-clamped beam, which provides a 

high stiffness ratio  K   y   /K   x  , although stiffness  K   x   is linear only in the small 
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 11.10      Laterally driven comb-drive with different suspension systems: 

(a) clamped-clamped beam; (b) crab-leg beam; (c) folded beam; 

(d) tilted folded beam; (e) hybrid spring; (f) prebent-tilted beam.  

defl ection range. Crab-leg fl exure improves the linearity of spring stiffness 

 K   x  , but the stiffness ratio reduces at higher displacements. 110  The folded-beam 

design is more practical. However,  K   y   decreases at higher displacements. 54,110  

In improved folded-beam designs, there were introductions of tilted folded 

beams, 103  prebent-tilted beams 111  and hybrid springs with folded beams (see 

Fig. 11.10), 112  which shifts the maximum of spring stiffness  K   y   and improves 

the displacement. Besides the parameters relating to thickness and number 

of comb pairs, linear variation of the comb fi nger length can enhance the 

side stability by reducing the overlapping area that affected the side elec-

trostatic force. 111  Varying the gap spacing also improves the displacement 

and reduces driving voltage. 104  Additional secondary comb structures are 

capable of extending the displacement by reducing the minimum equiva-

lent electrostatic spring constant, as shown by Hou  et al . 109  Chiou  et al . 113  

have also demonstrated a 200% increase in displacement by using three 

cascading comb drives (see Fig. 11.11b). On the other hand, Borovic  et al . 114  

proposed the use of active feedback to counteract pull-in.           

 Displacement in parallel-plate comb actuators can be enhanced by geom-

etry leverage, 115  the two-beam-method, 116  employing series capacitors for 

negative feedback, 117  current drive, 118–120  voltage drive, 121  feedback lineari-

zation 107  and fi nite time stabilization 122  to break the one-third gap limit and 

use 65–90% of the available gap. Levitation suppression is attained by alter-

nating the electrodes on every comb fi nger with a striped ground plane that 

is positioned underneath the comb structure, and designing structures with 

vertically stiff suspensions. Levitation can be carried out in a controlled man-

ner by using soft suspensions with differential and common mode voltages 
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that are applied to the two electrodes. 108  However, some designs use this 

levitation force to move vertically. 101  

 For applications such as the nanopositioning of micromirrors or in stages 

that require a higher degree-of-freedom (DOF), four actuators are usually 

positioned around a central stage, suspended by a folded-beam or a clamped-

clamped beam that provides the restoring force. Direct connec tion of the 

stage to the comb-drive will limit the displacements and be more suscepti-

ble to side instability. Therefore, tethering beams with an appropriately low 

stiffness which connect the stage to the comb-drive allows orthogonal move-

ment and decreases crosstalk between axes. Lower stiffness, however, leads 

to end-effector rotation, lower resonant frequency, lower bandwidth, and 

complex dynamics. 123  Parallel kinematics mechanisms (PKMs) with comb-

drive actuators, as shown in Fig. 11.12b, provide an increased motion range, 

high structural stiffness and a balanced mechanical structure. 123  Besides 
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 11.11      Displacement enhancement: (a) linearly engaging teeth with 

prebent suspension; (b) three-stage cascading comb drives; 113  

(c) sequential engagement of primary and secondary comb 

drives by voltage switching. 109   
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producing motions, IDT comb structures can also be used as sensing capaci-

tors. 42,124  However, parasitic capacitance has the potential to overwhelm the 

signal. A piezoresistive feedback system can be integrated during the nano-

positioning stage in order to resolve this problem. 125       

 Nanoelectromechanical systems (NEMS) further push the envelope of 

microactuator miniaturization, as well as advocating the ease of integrat-

ing electrostatic microactuators with IC. Comb-drive actuated manipulators 

can convert the micrometre motion into subnanometre step displacement 

with high repeatability and force output, and with a linear amplifi cation 

mechanism. A nanomanipulator with dimensions of 1 mm with a 0.15 nm 

resolution,  ± 2.55  μ m motion range and 98  μ N force capability has been pre-

sented by Liu  et al . 124  (see Fig. 11.13). Other designs include combinations 

of linear and vertical comb-drive actuators with linear and torsional springs, 

which is challenging in terms of fabrication. 127  Kwon  et al . 59  (see Fig. 11.14b)  

demonstrated comb actuators with spade-like fi ngers that operate in bi-sta-

bility with one input pulse voltage. The comb fi nger tips are made broader 
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 11.12      Nanopositioning stages with comb-drive actuators: (a) three-axis 

nanopositioning stage with z-axis motion induced by parallel-plate 

actuator; 126  (b) parallel kinematic four-bar mechanism with fl exure hinge 

confi guration; 123  (c) an XY stage with piezoresistor sensor. 125   
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so that when movable combs are between the fi xed combs, the smaller gaps 

between the tips means that the outward force is stronger. Also, Tee  et al . 
proposed the use of adaptive controls for a 1 DOF electrostatic microactua-

tor system so that it could be driven bidirectionally. 128        

  11.3.2     Parallel-plate actuator 

 This confi guration works in a similar way to the transverse mode comb 

actuators, except that it has only one pair of plates instead of a large array. 

It also suffers from pull-in instability and displacement of one-third of the 

gap spacing. The solutions to these problems are the same as the solutions 

to problems in parallel-plate comb actuators. Parallel-plate actuators are 

often employed to move a micromirror or three-axis stage vertically while 

horizontal movements are actuated by comb drives. 57,126  Curved electrode 

actuators have been proposed for use in situations where the gap is small 
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 11.13      Solid model of nanomanipulator with an amplifi cation 

mechanism driven by comb actuators. 124   
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 11.14      (a) A two-axis MEMS scanner with radial vertical comb-drive 

actuators; 127  (b) an electrostatic microactuator with spade-like comb 

structures for bi-stable latching. 59   
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near the anchored edge of the electrode and gradually increases along the 

electrode to obtain larger displacement than conventional parallel-plate 

actuators (Fig. 11.15). 129,130  An insulator layer 129  or bumper (stopper) 130  is 

formed along the curved electrodes. A recent design is an L-shaped spring 

for electrostatic actuated deformable micromirrors (see Fig. 11.16d), 131  

which increases the defl ection that has been limited by the gap spacing 

due to the commercial PolyMUMPs process. Also, slit and grating actua-

tors, which have an opening on the movable plate and fi xed electrodes 

gratings below the slits, reduce pull-in stability, extend travel range and 

lower actuation voltage. 63             

  11.3.3     Scratch drive actuator 

 SDAs 132,133  comprise an L-shaped plate, bushing and support arms that are 

connected to a spring box. By applying a bipolar pulse voltage, the plate is 

attracted towards the substrate during the positive cycle. However, the end 

of the plate, which is attached to the bushing, cannot be pulled down and is 

therefore tilted, sliding forwards due to the warping of the plate. When the 

voltage goes to the negative cycle, strain energy in the plate will pull the actu-

ator forward as a one-increment step. This type of actuator is capable of gen-

erating high forces (>200  μ N), large displacement (~100  μ m), and nanometre 

positioning resolutions (~10 nm). Its speed can range from 70 to 250  μ m/s, 

depending on the amplitude and frequency of the input signal. However, 

minimum driving voltages of 60 V may be required and can go as high as 

290 V. 132  Also, the upward–downward and impact motion that is caused 

by warping may not be suitable for gripping and precision nanoassembly 

 11.15      An optical microswitch with curved electrode structure. 26   
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operations. SDAs are highly sensitive to plate length and applied voltage. 

A larger step size can be obtained by increasing the bushing height or the 

applied voltage. Driving voltages change linearly with the bushing height 

and exhibit an inverse relationship with the plate length (see Fig. 11.17). 133        

 11.16      SEM images: (a) curved electrode with stopper; 130  (b) curved 

electrode with an insulator layer; 129  (c) slit actuator; 63  (d) an L-shaped 

spring suspended micromirror. 131   
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  11.3.4     U-shaped (pseudo bimorph) beam 

 Also dubbed ‘the Guckel’, 134  this electrothermal actuator confi guration is 

an electrically closed loop that resembles a ‘U’ shape. It generally consists 

of a ‘hot’ arm and a ‘cold’ arm that usually has a fl exure in the in-plane 

U-beam. The hot arm has a higher temperature than the cold arm because it 

has a narrower conductive path, which increases the resistivity and current 

density. In-plane defl ection towards the cold arm is achieved by the differ-

ential thermal expansion of the arms, giving it one operation mode (‘open’ 

or ‘closed’). The fl exure is a thin structure positioned between the cold 

arm and the anchor that amplifi es the defl ection. When a current is passed 

through the narrow and wide arms in parallel, as shown in Fig. 11.18b, the 

structure will defl ect towards the narrower arm because the wider arm has 

a lower resistance, hence drawing more current and becoming hotter than 

the narrow arm. Another confi guration is the long–short beam, which bends 

towards the shorter arm because the longer beam elongates more than the 

short beam when heated.      

 Out-of-plane unidirectional U-beams, as shown in Fig. 11.18d, are 

machined so that the initial stress of the material (e.g. silicon) causes the 

long, suspended cantilever to slightly bend upwards from the substrate. 

Subsequent heating causes expansion of the outer hot beam while being 

constrained by the centre cold beam, leading to further vertical movement. 

Unidirectional U-beams can also be made to have the hot arm positioned 

above the wider cold arm, which works on the same principle as in-plane 

U-beams. 137  Other designs have been reported to give operational directions. 

A bidirectional vertical actuator (BDVA), shown in Fig. 11.19b, is composed 

of two U-shaped arms (top and bottom) that are connected at the free edge. 
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(b)
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jaw

Tip

Hot beam

Cold beam
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Anchors d

Cold

Hot
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Motion

Motion
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v

v

 11.18      In-plane unidirectional U-shaped beams: (a) in series; (b) in 

parallel; 135  (c) long–short arms; 136  (d) out-of-plane unidirectional 

U-beam. 99   
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Passing a current through the bottom U-arm bends the tip upwards, while 

applying voltage across the anchors of the top U-beam defl ects the actu-

ator downward to the bottom arm. A 2DOF design that is able to defl ect 

horizontally and vertically has been reported (see Fig. 11.19c). 35  It has four 

equidistant parallel arms that are anchored to the substrate at one end and 

connected to each other by a rigid central shuttle at the tip of the beam. The 

outer and inner arms are at different elevations, with the outer arms slightly 

higher. If a closed loop is formed appropriately with two of the arms, the 

defl ection directions of the microactuator can be manipulated. For example, 

passing a current through the two beams on the right produces motion to the 

left, whilst exciting the outer arms gives rise to negative vertical motion.      

 As mentioned earlier, geometry is an infl uential factor in actuators’ per-

formance. The ratio of the cold arm length,  L   c  , to the hot arm length,  L , 

should be around 0.85–0.9, which also means that a fl exure of 10–15% of the 

total arm length and the wider cold arm are required for maximum defl ec-

tion. 96,138  Using thicker arms for in-plane operating actuators increases the 

out-of-plane stiffness, thus avoiding some of the unwanted torsion of arms, 

the frequency dependent cross-coupling effects and misalignment in oper-

ations such as gripping nanoscale objects. 139  However, the width and the 

thickness must not be too great or the beam will be too stiff and cold to pro-

duce high defl ection. Also, the beams must not be too long or there will be 

increased electrical resistance, and therefore more power will be consumed 
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 11.19      Out-of-plane U-beams: (a) unidirectional; (b) bidirectional; 137  

(c) with 2DOF. 35   

�� �� �� �� �� ��



328   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

and less force will be produced due to bowing. Failure due to the stiction of 

the beams to the substrate during fabrication may also occur. 140  Also, peak 

temperatures measured at the middle of the hot beam 141  can be lowered by 

widening the central region of the beam (Fig. 11.20), improving the power-

handling capability 53  and thus preventing failure due to localized melting or 

permanent plastic deformation. Although this modifi ed structure leads to 

lower defl ection than those with uniform arms at the same input power, it 

can operate at a higher power and produce higher maximum displacement 

than classical structures. 

 Large temperature differences between the hot and cold arms leads to 

a higher defl ection. 142  Therefore, long–short beams with uniform arms per-

form poorly. 138  This can be rectifi ed by adding another hot arm with a sepa-

rated anchor in parallel with the existing hot arm and cold arm. Current 

only fl ows through the hot arms; the cold arm and fl exure no longer conduct 

the current, resulting in a lower temperature and allowing the fl exure to be 

narrower and thus more fl exible. Consequently, a larger temperature differ-

ence and a higher defl ection are attained. Also, defl ection can be enhanced 

by depositing a highly conductive metal thin fi lm, such as gold or alumin-

ium, onto the cold arm. 96,138,143  This reduces the thermal resistance and the 

temperature on the cold arm to give a larger temperature difference, thus 

doubling the defl ection. However, these thin fi lms are damaged at very 

high temperatures. 143  Incorporation of diamond nanoparticles into nickel 

actuators has been shown to reduce power consumption by 73% and has 

improved performances by enhancing their properties. 144  Actuators built on 
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 11.20      Top view of modifi ed U-beams: (a) double ‘hot’ arm-U-beam; 40  

(b) U-beam with widened hot arm at middle region of hot arm; 53  (c) a 

pair of U-beams with uniform arms that enable six different actuation 

modes. 33   
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trenched substrates can reduce power consumption since heat loss from the 

substrate is minimized. 89   

  11.3.5     V-beam (chevron/bent-beam) actuator 

 The V-beam design features an array of bars that are attached symmetrically 

to either side of a movable central shuttle. The beams are designed with a 

prebend angle,   α  , that predefi nes the buckling direction. Joule heating causes 

the beams to expand and pushes the shuttle in the direction of the opposite 

side to angle,   α  . Within thermal buckling limits, longer beams can extend 

the travel range of the shuttle. More beams pairs produce more out force. 

Chevron actuators also provide fl exibility by controlling the peak temper-

ature and gripping force by increasing the beam’s cross-sectional area. As 

with the U-beam, displacement of the V-beam actuator can be improved by 

varying the cross-sectional area by contouring the hot arms along the actu-

ator’s length, which provides more uniform temperature distribution along 

the length. Peak temperature and power consumption are therefore reduced. 

Also, contouring reduces thermal errors, thereby increasing the accuracy of 

the actuator that is required for nanopositioning applica tions. 53,145  Due to the 

processes that take place during fabrication, a parasitic angle,   θ  , is usually 

formed between the beams and the horizontal plane, as shown in Fig. 11.21b. 

Vertical motion of chevron actuators can be enhanced by increasing this 

angle. 146  Figure 11.22a and 11.22b shows another bent-beam actuator with 

only one beam connecting the anchors at both ends and without a shuttle.            

(a) (c)

(d)

Displacement/
output force

Displacement/
output force

Central shaft

Anchor

Anchors

Shuttle

+ = To positive terminal of voltage
− = To negative terminal of voltage

Anchor

Pre-bending
angle

Hypotenus
100 μm

O
pposite

AdjacentBeams

Beams

L

α

α

θ

(b)

 11.21      Schematic images of actuation: (a) Chevron-type horizontal 

actuator; (b) modifi ed chevron for vertical actuation; 146  (c) top view of a 

conveyor driven by V-type actuator; 98  (d) contoured beam. 145   
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 11.22      Cascaded bent-beam actuator: (a) three-dimensional schematic 

diagram; (b) planar schematic diagram by Zhang  et al .; 90  (c) an 

electrothermal microactuator with Z-shaped beam. 34   

  11.3.6      Embedded structure-based (silicon skeleton) 
polymeric electrothermal actuators 

 Possessed of unique characteristics, 147,148  the SU-8 polymer is attractive as 

an electrothermal actuator that offers low handling forces, large displace-

ment and low operating voltages. Therefore, the SU-8 polymer is suitable 

for the handling and manipulation of micro- or nanoscale and biological 

applications. 147,149,150  However, their low heat conductivity leads to a slower 

thermal response. 148,149,151  Lau  et al . presented a novel concept of embedding 

silicon structures topped with aluminium track within the SU-8 epoxy with 

a 30% silicon to 70% SU-8 ratio. This improves the properties of the actu-

ator, such as Young’s modulus, thermal stress and work density (by more 

than 2.5 times), thermal expansion (by 5% more) and response time (by 

20%). 152  The aluminium fi lm track devised by Lau  et al . serves to enable 

Joule heating by allowing a current to pass through it and subsequently 

heat up the silicon skeleton underneath. Another confi guration fi lls the 

gap between the silicon comb fi ngers with the polymer. Confi nement of 

the polymer inside the high-aspect ratio silicon structure leads to higher 

displacement, higher stiffness, and less out-of-plane motion. It has been 

reported that a 2DOF silicon skeleton polymeric microgripper produces 17 

 μ m, 196  μ N and 11  μ m, 814  μ N of displacement and output forces in  x - and 
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y-directions,  respectively, but reaches a maximum of only 250 ° C at 2.5 V 

input voltage. 149   

  11.3.7     Bimorph actuator 

 In electrothermal bimorph actuators, mechanical motion is achieved 

by the differential expansion of two or more different materials, with a 

large variation in the coeffi cient of thermal expansion (CTE). Materials 

with a higher thermal expansion coeffi cient, such as platinum or gold, 

usually comprise the top layer. 94  Bimorphs are initially curled up due 

to the intrinsic stress that is generated in the structural layers dur-

ing fabrication, but they fl atten when voltage is applied. 91,94  Bimorph 

thermal actuators are advantageous because of their simplicity in fab-

rication, large array integration, large actuation range and low voltage 

operation, which makes them suitable for parallel processing and large 

throughput applications. However, such multilayer structures will suffer 

from delamination and the top layer will be damaged at elevated tem-

peratures, 153  although bimorphs of titanium tungsten (Ti-W) and silicon 

nitride (SiN) have been shown to be capable of sustaining large defl ec-

tion without delamination (Fig. 11.23). 154  Displacement amplifi cation 

can be carried out by cascading bimorphs. 91,155  Also, rotary and linear 

actuators have been designed based on this principle (see Fig. 11.24). 155  

Recently, a bimorph made of super-aligned carbon nanotube sheets 

(SACNS) and polydimethylsiloxane (PDMS) composites was demon-

strated to be able to reach 9.5 mm at 98 ° C (with a displacement coeffi -

cient of 44  μ m/[100  μ m  × ° C]). This bimorph is highly reliable and has a 

long working life because no delamination was found in it. However, the 

power consumption can be quite high. 156        

  11.3.8     Cantilever type piezoelectric actuators 

 A piezoelectric cantilever is usually composed of at least one layer of piezo-

electric fi lm and one layer of a passive substrate such as a nickel alloy, titanium 

or silicon, which operates in an out-of-plane motion. A unimorph structure con-

sists of only one layer of piezoelectric fi lm, usually on the top, while bimorph 

structures are made of two layers of piezoelectric materials that sandwich the 

centre shim. Sometimes, the piezoelectric fi lm is deposited in the centre of 

cantilever, coated with passive substrates and electrodes. The characteristics 

of piezoelectric materials make them good candidates for many applications, 

such as driving micromirrors and atomic force microscopy (AFM). 157  Also, 

there have been reports of an oscillating PZT thick fi lm (thickness of 1–50 

 μ m 158 ) on a nozzle that changed an outlet pressure and increased a fl uid fl ow 
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rate. 71  As previously mentioned, small displacement and fabrication incompat-

ibility are major setbacks for piezoelectric actuators. Researchers have sought 

to create designs that will avoid these problems. Deposition of a gold layer 

on either end of the PZT beam changes the overall system neutral axis, thus 

enhancing the displacement in one direction. An actuator 500  μ m long and 

100  μ m wide with 50% gold coverage on the top surface of the actuator (25% 

of the actuator covered on either end) was reported to be able to apply 7 mN 
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CNT alignment
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Voltage OnVoltage Off
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Pure PDMS
layer

CNT rich layer
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 11.23      (a) Schematic structure of the SACNS/PDMS composite actuator. 

The dashed lines represent the direction of CNT alignment, (b) 

photographs of an actuator without (left) and with (right) an applied DC 

voltage of 40 V, 156  (c) schematic of a conventional bimorph cantilever, 23  

(d) SEM image of a U-shaped Ti-W/SiN bimorph. 154    
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100 μm

(b) (c)

100 μm

100 μm

 11.24      SEM images of: (a) initial fabricated position of cascaded 

bimorph scanning mirror; (b) plan view; (c) side view of fi nal position 

with increased residual stress. 155   
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force at almost 1  μ m displacement, as well as displacements near 5  μ m against 

a 25  μ m opposing force at 20 V. 66  Using a similar approach and concept, a set 

of four 920  μ m  ×  70  μ m compound bend-up/bend-down unimorph microac-

tuators that were used to drive a vertical stage have been shown to achieve 

displacement as high as 120  μ m (see Fig. 11.25). 159  A micromirror with a Wu 

 et al . design (actuated by three cascaded electrothermal bimorphs) 91  has been 

built using piezoelectric thin fi lm (<1  μ m 158 ) unimorph actuators. Applying 3.5 

 V  pp  moved the micromirror 32  μ m vertically. 160  Other approaches included 

adding other mechanics (e.g. introducing an aluminium fl exure that connects 

both ends of the piezoelectric cantilever). When voltage is applied, the pie-

zoelectric cantilever will deform and compress the aluminium cap so that it 

buckles outwards, giving more displacement. 67  A hybrid thermopiezoelec-

tric microactuator has recently been proposed to extend the displacement. 

A unimorph composed of PZT and copper is connected to the top of a Peltier 

module, also known as a ‘thermoelectric cooler’ (TEC), to give greater var-

iation in the temperature between the two materials, hence increasing the 

defl ection. 161  New fabrication methods and alternative piezoelectric materials 

have also been proposed. Instead of PZT, AlN has been reported to be a post-

CMOS compatible piezoelectric material, since aluminium and nitride are 

common materials in IC fabrication. 162  However, AlN has a poor piezoelectric 

constant, giving approximately 15 nm of displacement at 5 V, 162  making it more 

suitable for nanoscale applications. Andrei  et al . showed that displacement can 

be extended by using a thicker AlN layer with non-standard CMOS metals, 

such as chromium (Cr), as electrodes and a higher excitation voltage. 163             

  11.3.9     Membrane type piezoelectric actuators 

 Membrane type piezoelectric actuators can be either thin or thick piezo-

electric fi lm, or bulk piezoelectric actuators (50–1 mm 158 ) such as stacks 
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 11.25      Schematic of: (a) bend-up/bend down actuator lifting a load; 

(b) SEM top view image of vertical stage actuated by bend-up/bend 

down piezoelectric actuator. 159   
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or bimorph piezo-discs or fi lms, which have one of their wide area sides 

completely anchored to either a bulk substrate or a passive membrane. 

Adhesive epoxy is used to glue these piezoelectric diaphragms to the 

substrates. Membrane type actuators are used for applications such as 

micropumps, 164  microvalves, 165  micromotors 166  and hard disk drive head 

positioning. 13  Their displacements are relatively small at less than 1 μm. 164,166  

However, the displacement can be enlarged using a larger sized thermal 

actuator. 167  Using a stack of piezoelectric diaphragms with IDT electrodes 

can increase the defl ection of a membrane type actuator. 73,168  The IDT dia-

phragms, which are 800  μ m in diameter and 2.8  μ m thick, are reported to 

generate around 7.0  μ m centre defl ection. Other mechanisms can be added 

to convert the large force exerted by the PZT into higher displacement via 

a micro-compliant amplifi er, as has been achieved by Huang and Lan. 79  

Bolzmacher  et al . used a silicon membrane leverage unit to amplify the pie-

zoelectric actuator displacement. The piezoelectric bulk actuator is placed 

in a slot at the centre of the unit and covered by membrane slices. When 

voltage is applied, the piezoelectric actuator will push the membrane slice 

upwards, where the tip will reach its highest position (see Fig. 11.26d and 

11.26e). 169        

  11.3.10     Compliant mechanism 

 Compliant mechanisms are monolithic structures that utilize their  fl exible 

structures in order to transmit motion or force from an actuator. 170  For 

example, a micro-compliant made of SU-8 (Fig. 11.27) with an average 

amplifi er factor of 6.9 has successfully produced approximately 15.2  μ m 

and 730  μ N at 20 V from a piezoelectric actuator. 79  Large forces from the 

piezoelectric actuator have been converted into a greater displacement. 

In electrothermal compliant mechanisms (ETCs), elastic deformation due 

to thermal expansion provides the actuation force to the revolute joints 

hinges and fl exures and amplifi es the motion. There have been demonstra-

tions of various ETC mechanisms that use a combination of U-beam actua-

tors to achieve lateral translation and expansion. 135  Parallel confi guration is 

used in 3DOF planar micromanipulators. Tsai  et al . 171  proposed 28 different 

feasible confi gurations to transform the conventional rigid links kinematic 

macromechanism into ETC mechanisms. Compliant designs have been 

developed by topology optimization, 79,172  which use a fi nite element-based 

method with a multiparameter optimization algorithm for the optimal 

material distribution within a fi xed domain. Compared with a pair of three-

beam designs 33  (Fig. 11.20c) without topology optimization, a topology-

optimized electrothermal actuator (see Fig. 11.28b) 172  is able to provide a 

higher gripping force and lower end-effector temperature within the same 
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 11.26      (a) Cross-sectional view of a piezoelectric actuator with four 

layers; 73  (b) photograph of a piezoelectric quadmorph-actuated 

hard disk drive suspension; 13  (c) cross-sectional view of a valveless 

micropump; 164  (d) 3D schematic of a piezoelectric actuator with leverage 

unit; (e) photograph of a piezoelectric actuator with leverage unit. 169   
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 11.27      SEM image of a piezoelectric microactuator with micro-compliant 

amplifi er. 79   
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geometric domain as the double-U-beam microactuator. The end-effector 

was measured to be at 229 ° C and defl ection was up to 1  μ m with a gripping 

force of 18–20  μ N.        

  11.4     Conclusion 

 Microactuators have shown a promising future and are important in many 

fi elds as the demand continues for highly functional items at a reduced size. 

This is the case for nanoscale applications, which require tools and processes 

that are capable of precisely positioning and manipulating nanoscale com-

ponents and materials. This chapter reviewed the state-of-the-art in micro-

actuators and related issues, examining design, fabrication and integration 

with ICs. Basic working principles, design considerations, the selection of 

different transduction mechanisms for operation and design optimization 

were discussed. 

 With the relentless increase in enabling technologies, the MEMS foundry 

services offered to designers will continue to expand. However, the diffi culty 

of matching the current and future needs of the MEMS designer with the 

limitations of commercial MEMS foundry processes should not be under-

estimated. For example, many designs that have been demonstrated were 

custom-made in laboratories especially for piezoelectric microactuators and 

they are not yet supported by commercial foundries. This has impeded the 

growth and employment of piezoelectric microactuators, especially in high-

speed, low-power applications, although this type of microactuator has high 

capabilities. 

 In order to gain enhanced performances and compactness, the integration 

of MEMS with CMOS has become one of the main research interests in 

 11.28      SEM images: (a) 3DOF planar micro-manipulator with array of 

U-beam actuators in parallel confi guration; 136  (b) topology-optimized 

electrothermal actuator microgripper. 172   
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this fi eld. Most of the micromachining processes available have been shown 

to be compatible with standard IC technologies. A considerable number of 

breakthroughs have been achieved in this matter. Shortcomings of a partic-

ular technique were identifi ed and a solution was found to overcome them. 

Again, it is the piezoelectric microactuators that need further research and 

investigation. Although alternative materials (e.g. AlN) have been found to 

be fully compatible with current CMOS fabrication processes, piezoelectric 

capability needs to be improved.  
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  Abstract:  Many of the microelectromechanical systems (MEMS) industrial 
applications require vibrating components that operate to a high quality 
factor and small energy dissipation during oscillations. To improve the 
reliability design of MEMS resonators, the effect of operating conditions 
on the dynamical response of vibrating components has to be accurately 
determined. As a function of the operating conditions, the dynamical 
response and the loss of energy in vibrating MEMS components are 
infl uenced by the damping of the surrounding medium and depend on the 
intrinsic effects of mechanical structure. In order differentiate between 
the extrinsic damping and the intrinsic effects, experiments have to be 
performed both in ambient conditions and in a vacuum. In this chapter, 
some analytical models accompanied by experimental tests are presented 
to estimate the dynamical response and the loss of energy on samples 
fabricated from polysilicon with different geometrical confi gurations. 

  Key words:  MEMS resonators, dynamic response, electromechanical 
coupling, quality factor, energy dissipation. 

    12.1     Introduction 

 Modeling and experimental tests of resonators from microelectromechani-

cal systems (MEMS) are essential for design optimization and device reli-

ability. One of the most important applications of MEMS resonators is 

mass-detection for chemical and biological applications, radio frequency 

applications (RF MEMS), in the automobile industry and for aircraft condi-

tions monitoring or satellite communications. The reliability and the life-

time are crucial parameters in different MEMS applications and these are 

strongly dependent on the material properties. Moreover, MEMS resona-

tors need to be designed to perform their expected function with complete 

accuracy. The accuracy of a response is infl uenced by a resistor’s material 

properties. As a function of applications, MEMS resonators operate under 
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various conditions including different temperatures, humidity or pressure of 

the surrounding medium. The mechanical behavior of resonators strongly 

depends on the operating conditions. In order to design a reliable MEMS 

resonator, experimental investigations are needed to evaluate the accu-

racy of their mechanical response under different loadings and operating 

conditions. 

 Two of the major causes of failure in MEMS resonators which operate 

under high-cycle loading are fatigue and the loss of energy during vibration, 

based on thermal effects. The high-cycle fatigue life is greatly infl uenced 

by microstructural variables such as the grain size, the volume fraction of 

the secondary phase and the amount of solute atoms or precipitates. The 

information related to fatigue failure comes from Stress-Numbers of cycles 

(S-N) curves, which is the traditional way of representing fatigue data. For 

cyclic motions of a structural material, signifi cant heat generation occurs 

and energy dissipation is produced due to an energy loss mechanism inter-

nal to the material. The temperature gradient generates heat currents which 

cause an increase in entropy in the resonator and lead to energy dissipation. 

It would be highly desirable to design a MEMS resonator with as little loss 

of energy as possible. Experimentally, the loss of energy in MEMS resona-

tors is evaluated considering the frequency response curves and measur-

ing the bandwidth of oscillations under an excitation signal. In this chapter, 

experimental investigations are performed in order to estimate the loss of 

energy in MEMS resonators. Most of the MEMS vibration sensors that were 

used have a polysilicon microcantilever or microbridge as the sensing ele-

ment. Even though these components are simple geometrical structures, 

their dynamical behavior needs to be more accurately investigated.  

  12.2     Resonant frequency response of smart 
MEMS vibrating structures 

 Mechanical resonators such as microcantilevers and microbridges are very 

often used as fl exible mechanical components in MEMS. There are many 

applications that require ambient operating conditions and others that 

require working in a vacuum. As a consequence, during experimental inves-

tigations, the samples are successively tested in air and in a vacuum, and the 

effect of the surrounding medium on the amplitude and velocity of oscilla-

tions is estimated accordingly. The dynamic response of samples is changed 

as a function of the operating conditions. 

 In this chapter, vibrating MEMS resonators such as microcantilevers 

(Fig. 12.1a) and microbridges (Fig. 12.1b) are dynamically investigated and 

their frequency responses under a harmonic loading is determined under 

different testing conditions.      
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 Mechanical stiffness is a fundamental criterion of elastically deformable 

mechanical fl exible microcomponents. The bending stiffness of a microcan-

tilever and a microbridge can be computed using the following well-known 

relations (Lobontiu and Garcia, 2004; Pustan, 2007):

   for a microcantilever     • 

    k Ecantilever

1

4
β     [12.1]    

   for a microbridge     • 

    k Ebridge β     [12.2]   

 where  E  is the Young’s modulus of material and β = wt l3 3l  is the resonator 

geometrical parameter given by  w =  width,  t  = thickness and  l  = length of 

samples. 

 When a DC voltage ( V  DC ) is applied between the lower electrode and 

the vibrating MEMS structure, an electrostatic force is set up and the can-

tilever bends downwards and comes to rest in a new position. To drive the 

resonator at resonance, an AC harmonic load of amplitude  V  AC  vibrates the 

cantilever in the new defl ected position. 

 A single degree of freedom model, as presented in Fig. 12.2, can be used to 

simulate the dynamic response of a resonator due to the  V  DC  and  V  AC  elec-

tric loadings. In this model, the proof mass of the cantilever is modeled as a 

lumped mass  m   e  , and its stiffness is considered as a spring constant  k . This 

part forms the vibrating side of a variable capacitor. The bottom  electrode is 

z z

y yl
l

x xg0 g0

Lower
electrode

(a) (b)

Lower
electrode

t t

w w

we

12.1      Schematic of a microcantilever and a microbridge under 

electrostatic actuation. (a) Microcantilever, (b) microbridge.  
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fi xed and considered as the second part of the MEMS structure. If a voltage 

composed of DC and AC terms as:  

    V V V t+VDCVVVV ACV s( )ωtt     [12.3]   

 is applied between the resonator electrodes, the electrostatic force applied 

on the structure has a DC component as well as a harmonic component with 

the frequency   ω   such that:  

    F
AV

eFF ( )t =
[ ]g uz( )t

εAA 2

2
2

    [12.4]   

 where   ε   is the permittivity of the free space,  A = w   e     ×  w  is the effective area 

of the capacitor,  g  0  is the initial gap between the fl exible plate and the sub-

strate and  u   z   (t)  is the displacement of the mobile plate under the electro-

static force  F  e  (t) .      

 The expression [12.4] evidences two aspects: the electromechanical cou-

pling between the instantaneous value of beam gap ( g  0   − u   z  ) and the applied 

voltage, then the nonlinear dependence between the mechanical displace-

ment  u   z   and the voltage. 

 Pull-in voltage, at which the elastic stiffness does not balance the electric 

actuation and the beam tends to collapse, can be evaluated by establishing 

the maximum gap allowing the static equilibrium. The spring force and the 

electrostatic actuation have opposing directions. The instability threshold is 

found by imposing the two conditions of null total force and the null fi rst 

derivative with respect to the displacement:  

    ku
AV

z −
( )g uz

=
εAA 2

2
2

0     [12.5]    

me

k
cFe(t)

uz(t)

 12.2      Forced vibration model with fi xed support used in dynamic 

investigations.  
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    k
AV

−
( )g uz

=
εAA 2

3
2

0     [12.6]   

 The unknown displacement and voltage are:  

    u
g

pull-in = 0

3
    [12.7]    

    V
g k

Apull-VV in =
8

27

3

εAA
    [12.8]   

 where  u  pull-in  and  V  pull-in  are the maximum displacement and voltage at which 

is possible to have a stable equilibrium confi guration,  k  is the beam stiffness 

described by Equation [12.1] for a microcantilever and Equation [12.2] for 

a microbridge. 

 Dynamic analysis of electrostatically actuated microcomponents is per-

formed by linearizing the electrostatic actuation around an equilibrium 

position. The equivalent stiffness of a MEMS resonator can be computed 

as:

   for a microcantilever     • 

    k
EI

l
AVy

effff = −
( )g uz

3
3

2

3

εAA
    [12.9]    

   for a microbridge     • 

    k
EI

l
AVy

effff = −
( )g uz

192
3

2

3

εAA
    [12.10]   

 Based on these equations, the resonant frequency of an electrostatically 

actuated microcantilever and microbridge can be computed as:  

    ω
π0ω 1

2
=

k
me

effff     [12.11]   

 where  m   e   is the equivalent mass of system. 
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 Using the assumption that the kinetic energy of the distributed-parameter 

system is equal to the kinetic energy of the equivalent lumped-parameter 

mass, the equivalent mass can be determined (Lobontiu, 2007). The equiva-

lent mass of a microcantilever is 0.235 m, and of a microbridge is 0.406 m (m 

is the effective mass of beam). 

 The dynamic response of MEMS resonators presented in Fig. 12.1 sub-

jected to a harmonic electrostatic force  F  e (t) with the driving frequency   ω   
given by an AC voltage is governed by the equation of motion:  

    m u t c u t k u Fz zt c u z eFF( ) ⋅cc ( ) + k�� � ( )tt ( )t     [12.12]   

 where  c  is the damping factor. 

 The response of the system under DC and AC voltages is given by the 

equation:  

    u
u

z
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    [12.13]   

 where  ξ  is the damping ratio and   ω   0  is the resonant frequency of beams 

given by Equation [12.11]. 

 Usually, the response is plotted as a normalized quantity  u   z   (t) / u   z  . When the 

driving frequency equals the resonant frequency   ω  =  ω   0 , the amplitude ratio 

reaches a maximum value. At resonance, the amplitude ratio becomes:  

    
u

u
z

z

( )t
=

1

2ξ
    [12.14]   

 The experimental investigations of the vibrating MEMS structures are 

performed using a vibrometer analyzer and a white noise signal. The aim 

of experimental investigations is to determine the frequency response of a 

microcantilever and a microbridge, and the effect of the operating condi-

tions on the velocity and amplitude of oscillations. 

 The geometrical dimensions of the microresonators from Fig. 12.3 are 

the following: total length  l  of beams is 150  μ m; width  w  is 30  μ m and thick-

ness  t  is 1.9  μ m; the gap between the fl exible plates and the substrate  g  0  is 

2  μ m; the holes have a diameter of 3  μ m; the width  w   e   of the lower elec-

trode of microbridge is 50  μ m. The microcantilever is fabricated with the 

full lower electrode under the fl exible plate. During tests, a DC offset signal 
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of 5 V and peak amplitude of 5 V of the driving signal are applied to bend 

and oscillate the samples. The frequency response, and the amplitude and 

velocity of oscillations are measured under continuous actuation of the 

microresonator.      

 12.3      Microresonators used in experimental investigations. 

(a) Microcantilever and (b) microbridge.  

 

 

 12.4      The bending modes of oscillations of an electrostatically actuated 

MEMS cantilever. (a) Bending mode 1, (b) bending mode 2 and 

(c) bending mode 3.  
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 The frequency responses of the samples investigated can be monitored 

for different oscillation modes using a vibrometer analyzer. As presented in 

Figs 12.4 and 12.5, three bending modes of oscillation were monitored under 

an excitation signal.           

 The tests are performed under ambient conditions and in a vacuum in 

order to estimate the damping effect on the velocity and amplitude of 

oscillations. 

 In order to analyze the dynamic response of the MEMS resonators under 

investigation, only the fi rst bending mode is monitored and analyzed. The 

frequency response curves of a microcantilever tested in air are presented in 

Fig. 12.6 and those of microbridge in Fig. 12.7. Figures 12.8 and 12.9 present 

the frequency response of the same resonators tested in a vacuum.                     

 The dynamic experimental characteristics of the investigated microbridge 

and microcantilever are presented in Table 12.1.      

 

 

 12.5      The bending modes of oscillations of an electrostatically actuated 

MEMS microbridge. (a) Bending mode 1, (b) bending mode 2 and 

(c) bending mode 3.  
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 The experimental results of the MEMS resonators concur with the ana-

lytical models presented above. As can be observed in Table 12.1, there are 

small differences between frequency responses of beams tested in differ-

ent operating conditions. These differences depend on the damping of the 
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 12.6      Frequency response of an electrostatically actuated MEMS 

microcantilever tested in ambient conditions.  
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 12.7      Frequency response of an electrostatically actuated MEMS 

microbridge tested in ambient conditions.  
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 12.8      Frequency response of an electrostatically actuated MEMS 

microcantilever tested in a vacuum. Vacuum at 8  ×  10 −6  mbar.  
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surrounding medium, that causes a shift in the frequency response of the 

beam. Signifi cant differences were observed in the velocity and amplitude 

of oscillations. The amplitude and velocity of oscillations have small values if 

the microresonators are tested in ambient conditions based on the damping 

of the surrounding medium. The air damping changes not only the dynam-

ical characteristics such as resonant frequency, amplitude and velocity of 

oscillations, but also the quality factor and the loss coeffi cient of energy, as 

presented in next section.  

  12.3     Quality factor and the loss coefficient of smart 
MEMS vibrating structures 

 The energy dissipated during one cycle of oscillation can be evaluated 

based on the quality factor  Q . The quality factor is an important qualifi er of 

mechanical microresonators and allows estimation of the loss coeffi cient of 

oscillations  Q   − 1   =  1 /Q . In terms of energy, it is expressed as the total energy 
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 12.9      Frequency response of oscillations of an electrostatically actuated 

MEMS microbridge tested in a vacuum. Vacuum at 8  ×  10 −6  mbar.  

 Table 12.1     Dynamic experimental characteristics function of testing condition 

 Resonator 

type 

 Resonant frequency (kHz)  Velocity (mm/s)   Amplitude (nm)  

 Air  Vacuum  Air  Vacuum  Air  Vacuum 

 Cantilever  100  99.37  0.27  88  0.47  140 

 Bridge  1003.37  992.81  0.19  31  0.03  4.96 
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stored in the system divided by the energy dissipated per cycle. At reso-

nance, the quality factor is expressed as (Lobontiu, 2007):  

    Qr =
1

2ξ
    [12.15]   

 and the normalized response given by Equation [12.14] is equal to  Q   r  . 

 The quality factor is also known as ‘sharpness at resonance’, which is 

defi ned as the ratio:  

    Qr =
ω

ω ω−2 1ω ωω ω
    [12.16]   

 where   ω   2  −   ω   1  is the frequency bandwidth corresponding to 0.707  u   z  ( t ) max  on 

the amplitude  versus  resonant frequency curves (as shown in Fig.12.6). 

 The total loss coeffi cient occurring in a microresonator can be separated 

into two components as:  

    Q Q Qe iQQtoQQ tal +Qe
−1 1 1Q −Q+     [12.17]   

 where  e  denotes the extrinsic losses and  i  the intrinsic losses. 

 Some of the extrinsic mechanisms are affected by changes of environ-

ment. The air damping can be minimized under ultrahigh vacuum condi-

tions. Intrinsic losses in the resonator material are an important mechanism 

in accounting for energy dissipation. 

 A small internal loss is produced by the energy dissipation anchors that 

attach the resonator to substrate. The clamping losses can be determined by 

analyzing the vibration energy which is transmitted from resonator to sub-

strate, and for one anchor it can be computed as (Lobontiu, 2007):  

    Q
l

tanchor
− = ⎛

⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

1

3

2 17
0 5

.     [12.18]   

 where  l  is the length and  t  is the thickness of resonators. 

 For cyclic motions of a structural material, signifi cant heat generation 

become apparent and energy dissipation occurs due to an energy loss 

mechanism internal to the material (Lobontiu, 2007). The variation of strain 

in a microresonator is accompanied by a variation of temperature, which 

causes an irreversible fl ow of heat. The temperature gradient generates 
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heat currents which cause an increase in the entropy of the beam and lead 

to energy dissipation. This process of energy dissipation is known as ‘ther-

moelastic damping’. Thermoelastic damping depends on material properties 

such as the specifi c heat, coeffi cient of thermal expansion, thermal conductiv-

ity, mass density and elastic modulus, as well as the temperature and geome-

try. Thermoelastic damping is recognized as an important loss mechanism at 

room temperature in micro-scale beam resonators. The mechanism of ther-

moelastic damping was fi rst studied by Zener (1937) and later developed in 

Lifshtz and Roukes (2000) and Yi (2008). He indicates that the phenomenon 

is induced by irreversible heat dissipation during the coupling of heat transfer 

and the strain rate in an oscillating system. The Zener model used the clas-

sical thermoelastic theory assuming an infi nite speed of heat transmission. 

In a more complex model (Sun et al., 2006) based on generalized thermoelas-

tic theory with one relaxation time, the bending moment on the beam during 

oscillations is separated into two parts: the fi rst is the well-known moment 

which arises from the bending of the beam when the temperature gradient 

across the beam is zero; the second moment is the bending moment which 

arises from the variation of temperature across the upper and lower surfaces 

of the beam known as the ‘thermal moment’. Analytical results (Sun et al., 
2006) shown that thermoelastic coupling infl uences the amplitude, veloc-

ity and resonant frequency of a beam based on its thermal moment. Over 

time, the defl ection and thermal moment attenuate. The energy dissipation 

in a microresonator is given by means of the thermal moment variation fol-

lowed by the attenuation of the amplitude (Sun et al., 2006). The theoretical 

results were validated by experiments (Pustan et al., 2012). 

 The total loss coeffi cient is experimentally determined when the sample 

oscillates in ambient conditions. The sample response in a vacuum deter-

mines the intrinsic losses. For the microresonators with the geometrical 

dimensions presented above (p. 354), the experimental tests are performed 

both in a vacuum and in ambient conditions. Using the frequency band-

width (  ω   2  −   ω   1 ) corresponding to 0.707 u   z  ( t ) max  on the frequency response 

experimental curves presented in Figs 12.6–12.9, the quality factor  Q  and 

the loss coeffi cient  Q  −1  are determined and presented in Table 12.2.      

 Table 12.2     Quality factors  Q  and loss coeffi cient  Q  −1  of investigated 

microresonators 

 Resonator 

type 

 Quality factor  Q   Loss coeffi cient  Q  −1  

 Air  Vacuum  Air  Vacuum 

 Cantilever  1.33  310.5  75  ×  10 −2   32.2  ×  10 −4  

 Bridge  26.78  2239.69  3.73  ×  10 −2   4.46  ×  10 −4  
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 Using Equation [12.15], the damping ratio of tested samples in ambient 

conditions can be estimated. A damping ratio of 0.375 is determined for the 

microcantilever and 0.018 for the microbridge. The damping ratio   ξ   is any 

positive real number. For the value of the damping ratio 0  ≤    ξ   <1 as in the 

experiments, the system has an oscillatory response. 

 Experimental tests are conducted in order to estimate the thermo-

mechanical coupling effect on the vibrating structures as function of operat-

ing time. The following presents the case of a microbridge resonator. 

 The velocity of oscillations in ambient conditions decreases from 187 to 

65  μ m/s after 4 h (Fig. 12.10); in a vacuum, the velocity is attenuated from 31 

to 8.4 mm/s (Fig. 12.11). The same decreases in the microbridge resonator 

displacements as a function of the operating time were also observed.      

 Figure 12.12 shows the attenuation of velocity and displacement as a func-

tion of the oscillating time. The microresonator oscillated continuously for 4 

h and the changes in its dynamic response were observed at hourly intervals. 

After 4 h the excitation of the sample was stopped. The next test was com-

menced after 30 min, when the increase in the velocity and displacement 

of oscillations was observed. After 1 h with no actuation of the beam, the 

thermal effect decreases and the beam response is improved. The velocity 

of oscillations increases from 8 to 19.6 mm/s and displacement from 1.5 to 

3.14 nm (Fig. 12.12).           

 The tests were repeated three times (in different days) and the same 

attenuation of velocity and amplitude was observed. The average attenua-

tion of velocity and displacement is about 65%. The attenuation in velocity 

and amplitude of oscillations are based on the thermoelastic coupling and 

change of the thermal moment as reported by Sun et al. (2006). The same 

analytical study revealed that the computed thermal moment is attenuated 
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 12.10      Frequency responses of a microbridge resonator in ambient 

conditions. Depicted in a frequency domain from 500 to 1500 kHz: 

(a) the initial response and (b) the beam response after 4 h.  

�� �� �� �� �� ��



362   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

signifi cantly after a longer time and the defl ection amplitude (peak value) 

decreases by about 50% after an operating time range because the effect of 

thermoelastic damping is enhanced. Also, over time, the prestressed posi-

tion given by DC current is changed based on the thermal relaxation of the 

material; it has an infl uence on the forces balance equation and on the peak 

amplitude of oscillation described by Equation [12.13]. 

 The thermoelastic effect changes the resonant frequency as presented 

in Figs 12.10 and 12.11. The air damping effect can increase the frequency 

response due to the change of the medium compressibility factor. The air 

escapes from the gap formed between the movable and fi xed components, 
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 12.11      Frequency responses of a microbridge resonator in vacuum. 

Depicted in a frequency range from 985 to 999 kHz: (a) the initial 

response and (b) the beam response after 4 h; vacuum at 8  ×  10 −6  mbar.  
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its compressibility generating the spring behavior (Yi, 2008). The compress-

ibility factor changes with temperature. During testing, the heat propaga-

tion from a vibrating sample changes the temperature of the surrounding 

medium, decreasing the compressibility factor of the medium. As a conse-

quence, extrinsic damping decreases and changes the resonant frequency of 

the beam (Ahmadian et al., 2009). 

 The total loss coeffi cient is experimentally determined when the sample 

oscillates in ambient conditions. The sample response in vacuum determines 

the intrinsic losses. Table 12.3 shows the quality factors of a microbridge 

resonator at the beginning of its operating time ( Q  0h ) and after 4 h ( Q  4h ). 

The changes in the quality factor as a function of operating time can be 

observed.      

 Table 12.4 shows the changes of the loss coeffi cient of energy as a func-

tion of operating time. The experiments were repeated three times (on dif-

ferent days) and the same change (13% increasing) of thermoelastic losses 

was obtained. The increases in the total loss coeffi cient  Q  −1  tot  were different 

for each day (26%, 19%, 22%) because of the changes in environmental 

conditions (the ambient conditions were not controlled during testing). The 

environmental conditions have a considerable infl uence on the extrinsic loss 

coeffi cient when the sample is tested in ambient conditions.      

 The strain energy method is used in ANSYS/Multiphysics to compute the 

loss coeffi cient. For the microbridge resonator, a loss coeffi cient of 5.1  ×  10 −4  

was determined (Pustan et al., 2012), a value that was close to the experi-

mental measurement.  

 Table 12.3     Dependence of quality factors 

on operating time 

 Quality factor  Testing conditions 

 Air  Vacuum 

  Q  0h   26.78  2239.69 

  Q  4h   19.86  1943.66 

 Table 12.4     Dependence of loss coeffi cients on 

operating time 

 Loss coeffi cient  Initial  After 4 h 

  Q  −1  total   3.7  ×  10 −2   5  ×  10 −2  

  Q  −1   i    4.46  ×  10 −4   5.144  ×  10 −4  

  Q  −1   e    3.6  ×  10 −2   4.9  ×  10 −2  
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  12.4     Industrial applications: resonant 
accelerometers 

 Resonant accelerometers have many applications in automobiles, inertial 

navigation systems, avionics and satellites. They detect external accelera-

tion by measuring the frequency variation of a resonating part. The basic 

structures for resonant vibration are microcantilevers and microbridges, 

as shown in Fig. 12.3. Each structure has several different resonant modes, 

where each mode has its own displacement pattern, resonant frequency and 

 Q -factor. The advantage of using frequency shift as the sensing parameter 

is its high-level signal and lower sensitivity to parasitic infl uences. The res-

onant accelerometer is based on a differential capacitive sensing structure, 

as previously described in this section. The resonant sensor is an element 

vibrating at resonance. The shift of frequency is a function of the parameter 

to be measured, acting on the resonator by changing properties such as the 

shape of the sensor, inducing stress or adding mass (Kempe, 2011). These 

are directly related to the frequency of the sensor. The advantage of using 

frequency as the sensing parameter is its high-level signal and lower sensi-

tivity to parasitic infl uences. 

 The mechanical resonator sensors must be set in one of the vibration 

modes (Figs 12.4 or 12.5), and the vibration detected. One of the main types 

of excitation technique is electrostatic actuation and the capacitive detection 

method as presented in this chapter. This is a vibration excitation technique 

for a resonator oscillated in both in a vacuum and air. For the resonators 

operated in air, it is critical to design the movable electrode to ensure free 

movement of the air. Air damping is reduced if the electrodes have holes 

through which the air is free to move. 

 The dynamical response and the loss of energy in vibrating MEMS compo-

nents is infl uenced by the damping of the surrounding medium and depends 

on the intrinsic effects of mechanical structure. The air damping changes not 

only the dynamical response as resonant frequency, amplitude and velocity 

of oscillations, but also decreases the quality factor and increases the loss 

coeffi cient of energy. For cyclic motions of a structural material, signifi cant 

heat generation becomes apparent and energy dissipation occurs due to an 

energy loss mechanism within the material. The attenuation in velocity and 

amplitude of oscillations under continuous actuation are based on the ther-

moelastic coupling and change of the thermal moment as presented in this 

chapter.  
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  Abstract : The purpose of this chapter is to describe the working principle 
of the micro electro mechanical systems (MEMS) devices used in motion 
sensors, and to consider their level of sophistication and future evolution. 
The integration of a multi-parameter sensor in a single unit can increase 
the smartness of the device and enables the implementation of new 
functionalities in existing electronic systems. MEMS accelerometers, 
gyroscopes and magnetometers are discussed in detail, as they represent 
the core devices for the development of a high-precision inertial 
measurement unit (IMU). At the end of the chapter, consideration is 
given to the evolution of these units integrating new MEMS devices for 
added functionalities, such as proximity measurements. 

  Key words : MEMS motion sensors, inertial measurement units, 
accelerometers, gyroscopes, magnetometers. 

    13.1     Introduction 

 A smart motion sensor is, in its simplest form, a single unit capable of 

providing information on linear and rotational displacements for all the 

three possible axes of motion. This kind of sensor can be presently made 

using micro electro mechanical systems (MEMS) technology for the 

transducing part, often combined with an integrated circuit that imple-

ments the control and readout electronics. The main purposes of this 

chapter are to present the basic working principle of the MEMS devices 

used to implement this unit, to describe typical and advanced driving and 

sensing methods, and to explore the evolution of their smartness in the 

near future. 

 The basic devices that make up a motion sensor unit, also referred to as an 

inertial measurement unit (IMU), are the accelerometer and the gyroscope; 

the accelerometer is used to measure linear motion, the gyroscope is used 

to measure rotational motion. These devices have been used for decades, 

but the extensive spread of their use since the turn of the millennium is 
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due to the research and industrial progress obtained in MEMS technology. 

First, the possibility of implementing such devices in very small dimensions 

and with ultra-low power consumption was very attractive and led to the 

development of primitive MEMS devices for single-axis, single-parameter 

measurements (Boser  et al. , 1996; Clark  et al. , 1996). But it is only in the last 

few years (since 2009) that the smartness obtained from the combination 

of multi-axes and multi-parameter MEMS units has opened new fi elds of 

application for IMUs and contributed to the integration of new functional-

ities in existing electronic systems. This combination of sensors gives advan-

tages in terms of both cost production for the MEMS supplier and solutions 

offered to the system integrator. 

 In particular, consumer electronics has profi ted enormously from this 

development and now tri-axial accelerometers and gyroscopes can be found 

in game controllers, sport equipment, notebooks and netbooks, portable 

media players, digital still cameras and mobile phones. Actually, it can be 

stated that most of the smartness of a smartphone is given by the sensors 

embedded in it. Among the other sectors, the automotive industry still holds 

almost the same market share as consumer electronics, with massive use 

in airbags, electronic stability control (ESC) and tire pressure monitoring 

systems (TPMS). Inertial sensors with higher performance requirements 

can be found also in the medical, industrial, aerospace and military mar-

kets (e.g. medical human motion analysis, land transportation systems, oil 

drilling and exploration, civil and military aviation and unmanned vehicles). 

On the whole, according to Robin  et al . (2011), it is anticipated that the 

accelerometers and gyroscopes market will have grown from $2.3 billion in 

2010 to $4 billion by 2016. 

 The state-of-the-art of IMUs made with MEMS sensors is only represented 

by the ‘6-axis’ (or ‘6-degrees-of-freedom (DOF’)) units, integrating 3-axial 

accelerometers and gyroscopes made in the same process (examples of which 

can be found in Analog Devices (2010) and STMicroelectronics (2011)). 

Further smartness and a greater number of features could be obtained if the 

IMU were also capable of measuring the absolute orientation of the object 

that incorporates it. With this added feature, heading, navigation, compass 

and dead-reckoning applications could be implemented because the loss 

of absolute orientation over time, which is typical of 6-DOF IMUs, could 

be corrected. Absolute orientation can be obtained using a magnetometer, 

or digital compass. At the state-of-the-art, 9-DOF systems integrate non-

MEMS magnetic fi eld sensors (see, e.g. STMicroelectronics, 2012); clearly, 

the integration of magnetometers in a MEMS process would be very advan-

tageous both from a production cost perspective and for the further down-

sizing of the motion sensor. Demonstrations of such devices have been given 

in the scientifi c literature (Emmerich  et al ., 2000) and it is thought that all-

MEMS 9-DOF IMUs will soon enter the market. 
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 In the following section, details will be given regarding the structure and 

working principle of MEMS accelerometers, gyroscopes and magnetome-

ters; consideration will be given to various topologies and the focus will be 

on their specifi cations for consumer and automotive applications. 

 The operation of all of the MEMS devices described is governed by 

means of suitable electronics, generally embedded in an application-specifi c 

integrated circuit (ASIC). Even if the production of the MEMS and the 

integrated circuit on the same ASIC is possible (Geen  et al. , 2002), the use 

of separate processes allows a better optimization of their respective per-

formances, albeit at the cost of a larger area. The waste of area required by 

the combination of the MEMS and the ASICs will be considerably reduced 

with the advent of smart interconnections like through silicon vias (TSV) 

(Fischer  et al ., 2011). 

 For a single device, the ASIC not only transduces the information regard-

ing the quantity to be measured into an electrical signal and operates its 

conversion into the digital domain, but also provides an active function 

in the transduction principle (for instance, it keeps the device in oscil-

lation for vibratory sensors, as will be detailed in the following section). 

The important point is that the choice of the driving and readout architec-

ture of a MEMS device has a strong interdependence on the mechanical 

architecture, and both have an impact on the performance of a device – 

typically described in terms of sensitivity, resolution and operation band-

width. When deriving the mathematical equations for these parameters, 

one should take into account these considerations to draw sound and valid 

conclusions. 

 In the next section, attention will be given to capacitive motion sensors 

(i.e. to devices where a change in the quantity to be measured results in 

a change of a suitably designed capacitance). The electronic readout then 

turns into a capacitance readout. This is the solution mostly widely used by 

MEMS sellers as it relies on a simple process that does not involve piezo-

electric, piezoresistive or magnetic materials. 

 As a consequence, the  mechanical sensitivity  is defi ned here for every 

device as the capacitance variation per unitary variation of the quantity to 

be measured.  Electronic sensitivity  takes into account the readout circuit 

and will be expressed in terms of voltage variation at the output per unitary 

variation of the quantity to be measured. Other important parameters that 

must be taken into consideration during the project of a device are: the min-

imum measurable signal, or  resolution , which corresponds to the overall sys-

tem noise and is expressed in the same unit of the quantity to be sensed; the 

 full-scale , corresponding to the maximum measurable variation; and, fi nally, 

the operation  bandwidth , which corresponds to the maximum frequency of 

interest during the measurement. 
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 Table 13.1 summarizes the state-of-the-art specifi cations for consumer 

and automotive applications.       

  13.2     Technical description of MEMS motion sensors: 
MEMS accelerometer 

  MEMS accelerometers are used to sense linear accelerations in the  x ,  y  

and  z  directions. This section deals with the main issues faced by MEMS 

 designers during the dimensioning of these devices. Figure 13.1 presents 

the schematic of a uniaxial MEMS accelerometer with capacitive readout 

(Biswas  et al ., 2007; Boser  et al ., 1996; Langfelder  et al. , 2011a). The device 

comprises a seismic mass, constrained to move only in the  x  direction by a 

set of springs anchored to the substrate. A set of capacitive parallel-plate 

differential cells is used to sense the displacements of the seismic mass. Each 

capacitive cell comprises a moving part ( rotor ) and two electrodes fi xed to 

the substrate ( stators ).      

  13.2.1  Mechanical model 

 The 1-D movement of the seismic mass can be described by the well-known 

motion equation:  

    mx bx k x Fm��+ +bx = extFF     [13.1]   

 where  m  is the seismic mass value,  b  is the damping coeffi cient,  k   m   the 

mechanical elastic stiffness of the springs along the  x direction  and  F  ext  is the 

sum of external forces acting on the device. When designing MEMS devices, 

it is useful to study certain aspects regarding frequency. By  transforming 

Table 13.1     Typical specifi cations of MEMS accelerometers and gyroscopes for 

consumer/automotive applications 

 Accelerometer  Gyroscope  Magnetometer 

 Full-scale-range 

(FSR) 
  ± 2 to  ± 16 g  2000 dps a   800  μ T 

 Bandwidth  100–200 Hz  50–100 Hz  10–50 Hz 

 Resolution  1 mg  100 mdps a   1  μ T 

     a dps = degrees per second.    
Note: The data reported for the magnetometers are foreseen values, based on 

typical application requirements
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Equation [13.1] by means of Laplace, the transfer function between an 

external force and the corresponding displacement can be written as:  

    X
F m s Q

( )s
( )sextFF

=
+ ( ) +

1 1
2

00 Q) 2ω Q ωs + 00s00 Q +

    [13.2]   

 In Equation [13.2], ω0ω = k mm  is the mechanical resonance frequency of the 

device and Q m b0  its quality factor. These two parameters are perhaps 

the most important to deal with when designing a MEMS accelerometer, as 

will be shown shortly. Figure 13.2 reports examples of the transfer function 

modulus of an accelerometer with an elastic stiffness of 0.5 N/m, a value in 

the typical range of consumer applications. The plot is  characterized by a 

Springs Anchor points

Anchor points

Stator #2

(a)

(b)

Stator #1

Rotor

Suspended mass

z

x
y

 13.1      Schematic illustration of a uniaxial MEMS accelerometer. (a) View 

of the rectangular suspended mass enclosing the space for the sensing 

capacitors; (b) view of the full device with the differential stators.  
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fl at response from the low frequency range until the resonance frequency is 

reached, governed by the relation:       

    
X

F km

( )s
( )sextFF

=
1

    [13.3]   

 Beyond the point at which resonance occurs, the frequency response 

decreases as a transfer function with two complex conjugate poles (−40 dB/

decade). Therefore, the range [0 <  f  <  f  0 ] represents the mechanical band-

width of the accelerometer, usually identifi ed with the resonance frequency 

BW  = f  0 . For consumer and automotive applications, the frequencies of 

interest are lower than 100–200 Hz, so typically the device bandwidth is set 

around 1–2 kHz (one order of magnitude above). By substituting F maextFF ext 

in Equation [13.3], where  a  ext  is the external acceleration, we can have a bet-

ter understanding of the importance of the resonance frequency value:  

    
X

A
m
k fm

( )s
( )sext

= =
( )

1

2 0ff
2π ff

    [13.4]   

 Equation [13.4] shows that, given an external acceleration, the displacement 

of the seismic mass depends on the ratio of the mass and the elastic stiffness, 

and not on their separate values alone. A common mistake is to assume that 

a larger mass leads to a more sensitive accelerometer; as shown in Equation 

102

101
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|X
(s

)/
F

(s
)|
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10–4

100 101 102 103

Frequency (Hz)

Q < 1 (overdamped)

Q > 1 (underdamped)

Q = 1

104 105

13.2      Modulus of the transfer function between the external force and 

the displacement of a uniaxial MEMS accelerometer for different values 

of the quality factor.  

�� �� �� �� �� ��



372   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

[13.4], this is ultimately not true. In conclusion, by setting the resonance 

frequency of the accelerometer (mainly considering the bandwidth require-

ments) one sets the relation between the displacement and the external 

acceleration. A large mechanical gain implies small bandwidths. 

 A further relevant issue can be observed in Fig. 13.2 in the correspon-

dence of  f  0 , the modulus of the transfer function can either decrease 

smoothly or show a peak, depending on the quality factor value  Q . The 

response is identifi ed as over-damped where  Q <  1, and as under-damped 

where  Q >  1. This value depends greatly on the pressure set inside the 

package hosting the device during the process: capacitive accelerometers 

are packaged in such a range that the quality factor  Q  is typically lower 

than 1, in order to ensure an over-damped response from the device, with-

out peaks in the transfer function. Indeed, a peak would result in large 

unwanted oscillations of the seismic mass in the event of external vibra-

tions around  f  0 . Let us consider, for instance, mobile applications, where 

the accelerometer can be mounted adjacent to a loud speaker emitting 

a signal in the audio bandwidth (20 Hz to 20 kHz); or automotive appli-

cations, where the sensor operates in an acoustically harsh environment 

(Dean  et al ., 2007): in both situations, any tones around  f  0  would lead to a 

corrupted signal from the accelerometer.  

  13.2.2  Differential capacitive sensing 

 Differential parallel-plate capacitive architecture represents the state-of-

the-art of readout techniques currently integrated in most accelerometers 

for both the consumer and the automotive markets. The main advantage of 

this topology over other approaches (e.g. comb-fi ngers capacitance) is their 

unbeaten high-sensitivity in relation to the area occupation. This topology 

comprises an array of moving electrodes ( rotors ) attached to the suspended 

mass, and by two groups of fi xed electrodes ( stators ), forming two MEMS 

capacitors  C  1  and  C  2  (see Fig. 13.1b) defi ned as:  

    C
A

x x
C

A
x x1

0

0

1
0

0

=
+( ) = ( )

ε εA
C0 0;     [13.5]   

 where ε0ε  is the vacuum permittivity,  A  is the facing area of the plates,  x  0  is 

the gap between a stator and a rotor in the rest position and  x  is the dis-

placement of the rotor from its rest position. Often, in order to keep the 

area required for the device to a minimum, these capacitances are embed-

ded as several differential capacitive cells in the central part of the device 

(see Fig. 13.1b). A positive displacement of the seismic mass (and thus of 

the rotors) in the  x  direction causes the decrease of  C  1  and the increase of 
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C  2 . Under the assumption of small displacements  x << x   0  , the differential 

capacitance variation can be computed as follows:  

    ΔC C C
A

x x
A

x x
A

x
x

C
x

x−C = ( ) −
+( ) ≈2 1C 0

0

0

0

0

0
2

0

0

2 2
A

x =x0ε εA0 0 ε0     [13.6]   

C  0  being the capacitance at rest between the stator and the rotor. The rela-

tion between the capacitance variation and the displacement can be thus 

approximated as linear for small displacements. A common approach is 

to design the device such that its dimensions – and thus the mechanical 

resonance frequency (see Equation [13.4]) and the capacitances – ensure 

the maximum accepted linearity error over the desired full-scale range 

(FSR). Typical values of the FSR are in the range  ± 2 to  ± 12 g. By substitut-

ing Equation [13.4] into [13.6], we can defi ne what is identifi ed here as the 

mechanical sensitivity, defi ned as the differential capacitance variation per 

variation of external acceleration:  

    
Δ
Δ

C
N

C
x fg

=
( )

2
9 8

2

0

0 0ff
2π ff

    [13.7]   

 where the external acceleration has been substituted by its corresponding 

number of  g -units, N ag ext m/s9 8 2. The defi ned mechanical sensitivity is 

thus expressed in Farad per g-units (F/g).  

  13.2.3  Thermo-mechanical noise 

 The minimum acceleration signal that can be measured is ultimately lim-

ited by noise sources, either intrinsic in the device or related to the readout 

electronics. With regard to intrinsic noise sources, the main contribution is 

associated with the thermo-mechanical fl uctuations caused by the Brownian 

movements of the gas particles present inside the package hosting the 

device. Those particles hit the movable elements of the sensor causing a sort 

of stochastic  trembling.  The phenomenon is well known in the literature 

(Tsai  et al ., 2005), where the noise power density of the force acting on the 

seismic mass as a consequence of this Brownian noise is reported as:  

    S k TbFn B     [13.8]   

 In Equation [13.8],  k   B   is the Boltzmann’s constant and  T  is the absolute 

temperature. This spectral density has a frequency similar to that of white 

noise and it is expressed in N 2 /Hz. By using the relation between the exter-

nal acceleration and the corresponding force, another important parameter 
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characterizing the performance of a MEMS accelerometer can be obtained, 

the  acceleration noise power density :  

    S
S

m
k TbTT

mgn
Fn B= =

2 2 2 29 8

4

9 8m8 9
    [13.9]   

 expressed in g 2 /Hz. The minimum detectable acceleration, or the sensor res-

olution, is defi ned as:  

    σ g g gS Sg f= S 0ff     [13.10]   

 In general, the resolution required for the applications considered here is in 

the order of 1 mg. To give a numerical example, let us consider the follow-

ing typical parameters for an accelerometer: a seismic mass  m =  5 ∙ 10 −9  kg, a 

resonance frequency  f  0   =  2 kHz and a quality factor  Q  ~ 1. We can evaluate 

the intrinsic resolution of the accelerometer as:  

    σ π π
gσ B Bπk TB

m
f mπππ

Q
f

ff k T
mQ

= =f ≈
4

9 8

2

9 8
3

2 29 8

ff
0ffff

ff
Q8 9

mg     [13.11]   

 Note once more that a low  f  0  has, in principle, a positive impact on the per-

formance; nevertheless, apart from limiting the device bandwidth, the design 

of an accelerometer with a low  f  0 , obtained by decreasing the stiffness  k , can 

lead to the well-known ‘pull-in’ phenomenon, as will be shown. 

 The relevant parameters for the design of a MEMS accelerometer have 

been identifi ed and described in this section: the mechanical bandwidth, 

the sensitivity of the device and the acceleration noise density. The next 

step is to turn the variation in capacitance into an electrical signal from the 

MEMS.  

  13.2.4  Electronic readout 

 The electronic readout circuit converts the information on the variation in 

capacitance due to an external acceleration into a voltage signal. In this 

section, we will present the basic confi guration for the readout of capaci-

tive MEMS motion sensors: the charge preamplifi er. Let us consider the 

electrical scheme represented in Fig. 13.3a, where the capacitive accelerom-

eter is represented as its simplifi ed electrical equivalent: a moving electrode 

between two fi xed electrodes.      
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 The moving plate is connected to the virtual ground of the charge pre-

amplifi er, formed by an operational amplifi er with a feedback capacitance 

C   f  . The stators #1 and #2 are biased at a voltage  +V  0  and  −V  0 , respectively. 

In this confi guration the rotor is thus kept at a fi xed voltage (ground, in 

this example), with a constant potential across the two capacitances. The 

expressions of the electrical charges on the two capacitances at rest can be 

written as:  

    Q C V VmVV1 1C 0VVVVVC1C ( )     [13.12a]    

    Q C V VmVV1 2C 0VVVVVC2C ( )     [13.12b]   

 and thus the net charge on the rotor node is null. Referring to Fig. 13.3b, let 

us suppose that the rotor moves in the  x  direction due to an external accel-

eration, causing a differential capacitance change. As a consequence, the 

charge on  C  1  decreases while the charge on  C  2  increases in order to satisfy 

Equation [13.12]. The charge variation on each capacitance with respect to 

the initial charge is simply:  

    Δ ΔQ V C1 0VV 1     [13.13a]    

    Δ ΔQ V C2 0VV 2     [13.13b]   

+V0 +V0

Cf

Qf = 0 Qf = 0
VDD VDD

VDD VDD

Vout Vout

C1

Cf

C2

–V0 –V0

ΔQ1

ΔQ2

C1

Stator #1

(a) (b)

Stator #2

Rotor

C2
Fx+

–

+

–

+++ +++ ++

++++ ++++

++

++––
–– ++

+++ +++

13.3      Schematic of the readout for a MEMS accelerometer. (a) The 

virtual ground of a charge amplifi er is connected to the rotor of the 

accelerometer. The overall charge on the rotor is nominally null for 

C 1 ( x  = 0) = C 2 ( x  = 0); (b) a displacement of the seismic mass determines 

a charge on the feedback capacitance which results in a variation of the 

output voltage.  
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 These charges can be provided to the MEMS by the charge preamplifi er 

through its feedback network, as shown in Fig. 13.3b. In particular, the total 

provided charge is the sum of the two charge variations. Considering the 

expression for the differential capacitance variation   Δ C  derived in Equation 

[13.6]:  

    Δ Δ ΔQ QΔ Q V C CΔ CΔV CΔ V
C
x

xtoQ t +QΔ ΔC( ) =CΔ1 2ΔQ+ 2ΔC0VV ΔC( 1 0VV) 0VV 0

0

2     [13.14]   

 This charge causes a variation of the output voltage of the preamplifi er 

equal to:  
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 which give us the relationship between the preamplifi er output voltage and 

the rotor (seismic mass) displacement. The factor 1/ C   f   can be considered to 

be the gain of the charge amplifi er and should be chosen in order to have 

the maximum allowed output voltage change for an input number  N   g   of 

g-units corresponding to the FSR. 

 There is an important observation to be made at this point: the bias-

ing voltages   ± V  0 , essential for the capacitance readout are also sources of 

electrostatic forces acting on the seismic mass and altering its mechanical 

behavior with respect to what described in Section 13.2.1. Each stator indeed 

exerts an attractive force on the seismic mass that can be written as:  

    F
dC
dx

VelFF ,1
1

0VV 2
1

2
=     [13.16a]    

    F
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VelFF ,2
2

0VV 2
1

2
=     [13.16b]   

 By summing these two forces, the total electrostatic force acting on the 

seismic mass – under the assumption of small displacements – can be 

obtained:  

    F F F
C
x

V x K xelFF el elF e, ,el ,tot +FelFF =V x≅1 2FelFF ,+ 0

0
2 0VVVV 22     [13.17]   
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 Interestingly, it transpires that this electrostatic force results is proportional 

to the displacement  x  and it is therefore possible to defi ne the term  k   e   which 

is generally referred to in the literature as the  electrical stiffness . The mechan-

ical behavior of the accelerometer when embedded in a readout design such 

as that presented in Fig. 13.3 can be therefore described by adding the elec-

trostatic force term of Equation [13.17] in the motion equation:  

    mx bx k k x Fm ek��+ +bx ( ) extFF     [13.18]   

 The presence of the electrical term  k   e   has relevant effects on the behavior 

of the seismic mass. One of them is the pull-in phenomenon (Nielson  et al ., 
2006), a mechanical instability that arises when the electrical stiffness equals 

the mechanical stiffness. As detailed in the literature, apart from limiting the 

maximum signal bandwidth, the choice of a small value of  k   m   to increase 

the sensitivity by decreasing  f  0  also leads to accelerometers with a small 

equivalent stiffness ( k   m   –  k   e  ). In particular, in the limiting condition where 

 k   m   =  k   e   the device loses its stable equilibrium point. The circuit presented is 

a simplifi ed architecture of a typical electronic readout design. More com-

plicated readout circuits, usually exploiting switching capacitor confi gura-

tions and/or feedback circuits, can be used to decrease the power dissipated 

by the electronics and to solve the problems related to the pull-in instability 

(Langfelder  et al ., 2011a; Seeger  et al ., 2003). 

 The change in the effective stiffness of the system leads also to the defi ni-

tion of an equivalent resonance frequency:  

    f
k k

m
m ek

eqff =
( )1

2
    [13.19]   

 It is worth noting that the effect of the electrical stiffness is always to dimin-

ish the total system stiffness, thus decreasing the resonance frequency. This 

effect has to be taken into account both for the choice of the bandwidth for 

a device and for the evaluation of the sensitivity, which can be obtained by 

substituting Equation [13.4] in [13.16] and by deriving with respect to exter-

nal acceleration in  g -units:  
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    [13.20]   

 Equation [13.20] represents the  electronic sensitivity , expressed in V/g. 

Usually, the device and the readout electronics are of dimensions such that 
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the maximum voltage output allowed by the electronics  Δ  V  out,max  is obtained 

with an acceleration signal corresponding to the target FSR of the acceler-

ometer,  Δ   N   g, max . 

 The conclusions drawn here for in-plane accelerometers can be extended 

to out-of-plane (tilting) devices (Lemkin  et al ., 1997; Selvakumar  et al ., 
1998) to implement a three-axis acceleration measurement unit.  

  13.2.5  Resonant accelerometers 

 The scalability of a capacitive accelerometer is somewhat limited by the 

pull-in phenomenon. Indeed, the bare scaling of the overall dimensions 

would lead to a lower mass and thus to a higher resonance frequency; in 

turn, leading to a lower sensitivity (see Equations [13.4] and [13.7]). To com-

pensate for this change, one would design a device with a smaller mechani-

cal stiffness  k   m  . This is, ultimately, in contrast with Equation [13.18], which 

states that a low mechanical stiffness can lead to an accelerometer with an 

overall null or negative equivalent stiffness ( k   m   –  k   e  ), thus being mechani-

cally unstable when biased through a readout circuit such the one described 

above. 

 One possible solution to overcome the pull-in problem, and one which 

has been given much attention in the scientifi c literature, is the resonant 

accelerometer (Aikele  et al ., 2001; Roessig  et al ., 1997; Seshia  et al ., 2002). In 

this approach, an external acceleration acting on the MEMS device does not 

determine a change in a parallel-plate capacitance but, rather, a change in 

the resonance frequency of a suitably designed resonating element. A sim-

ple schematic of the working principle of such a device is shown in Fig. 13.4a. 

The device comprises an inertial mass suspended between a pair of suitably 

designed springs and two suspended beams, each having the same nominal 

resonance frequency at rest,  f  beam,1  =  f  beam,2 . For an external acceleration  a  ext , 

the suspended mass is subject to the displacement given by Equation [13.4]. 

This displacement determines a differential stress on the beams, and thus a 

differential change in their resonance frequencies. It has been shown (Comi 

 et al ., 2010) that for small stresses the differential frequency change  Δ  f  beam   = 
(f  beam,1   − f  beam,2  )  can be linearized and it is in fi rst approximation proportional 

to the external acceleration.      

 The readout electronics can be implemented as depicted in Fig. 13.4b: 

the beams are held in oscillation through suitable driving circuits (Tocchio 

 et al ., 2012). The frequencies of each oscillator output are converted to volt-

age stages and their difference is computed through a fi nal differential gain 

stage. An output signal proportional to the external acceleration is thus 

obtained. 

 Apart from the immunity to pull-in, which guarantees a high dynamic 

range, one of the advantages of this approach is that is takes up less room 
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due to the small sensing elements (the two beams), unlike the array of sta-

tors required in the parallel-plate approach (see Fig. 13.1). The largest draw-

back is in the fact that a low pressure is required to guarantee a good quality 

factor for the resonating beams. A high-quality factor is mandatory prereq-

uisite in order to minimize power dissipation within the two oscillating cir-

cuits. This low pressure requirement, however, confl icts with the need for 

the quality factor of the suspended mass to be kept low, in order to guaran-

tee operation within the required bandwidth. This presently represents the 
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 13.4      (a) Schematic structure of a resonant accelerometer: an 

acceleration acting on the inertial mass determines a differential 

stress on two beams, held in oscillation through capacitive driving 

and sensing electrodes (in black); (b) schematic representation of the 

readout electronics, including two oscillators, two frequency-to-voltage 

converters and a differential gain stage.  
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main limitation to the deployment of this kind of device within the applica-

tion considered in this chapter.   

  13.3     MEMS gyroscope 

 A gyroscope is a device used to measure the angular rate around a certain 

axis of rotation. Like other kinds of gyroscopes, MEMS gyroscopes also rely 

on the physical principle of the Coriolis force to perform the measurement. 

An object with a certain velocity  v  and an angular rate  Ω  around an axis 

orthogonal to the vector  v , is subject to a Coriolis acceleration:  

    a vcor ×2Ω     [13.21]   

 A corresponding Coriolis force acts on the object, with a direction orthogo-

nal to the plane of both the axis of rotation and the direction of velocity, and 

with the following modulus:  

    F m vcoFF r 2 Ω     [13.22]   

 It is therefore important to ensure that the Coriolis force manifests only in 

presence of a velocity  v ; this immediately suggests that a MEMS gyroscope 

will also need to embed a driving section to apply a known velocity to a 

suspended mass. This is the fi rst design difference with respect to the design 

of an accelerometer.  

  13.3.1     Working principle 

 An example of a MEMS gyroscope for the measurement of the angular rate 

along the  z -axis is shown in Fig. 13.5 (Neul  et al ., 2007; Sharma  et al ., 2007). 

The device is formed by an external frame (the  drive  frame) suspended in 

such a way that it is free to move in the  x -direction and is strongly con-

strained in the  y -direction. Together with the fi xed components, this frame 

forms two comb-fi nger capacitances that are used to apply the velocity  v , as 

will be described. A set of suitably designed springs couples the drive frame 

to a second suspended frame (the  Coriolis  frame) in such a way that it is 

dragged by the drive frame along the  x -direction but is also free to move in 

the  y- direction. If a rotation around the  z -axis occurs while the two masses 

are kept in oscillation with a velocity  v , a Coriolis force pushes both the 

masses in the  y- direction. The drive frame – constrained by the springs – 

does not move as a result of this force; the Coriolis frame is, instead, subject 
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to a displacement which causes a differential capacitance variation with 

respect to the stators, designed in the same differential confi guration as that 

seen for the accelerometers. The drive frame is usually kept in oscillation at 

the resonance frequency  f   D   of the drive mode. This allows the exploitation of 

the velocity amplifi cation given by the quality factor  Q   D   in the drive direc-

tion, as described in the previous section. In order to obtain a large value 

of  Q   D  , the electrostatic actuation is undertaken using comb-fi nger actua-

tors rather than parallel-plate cells: comb-fi nger actuators generally show a 

smaller damping coeffi cient and a larger linearity at high displacements.      
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 13.5      Illustration of a single mass gyroscope for sensing of angular rate 

along the z-axis. (a) Schematic top view with a simplifi ed illustration of 

the voltages applied for driving and readout; (b) computer-aided design 

(CAD) 3-D view of the suspended mass showing the drive and Coriolis 

frame with the springs used to constrain the motion directions.  
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 External accelerations in the  y- direction can potentially disturb the mea-

surement of the angular rate  Ω  as they can themselves determine a dis-

placement of the Coriolis mass in the  y- direction. To avoid this unwanted 

interference, the gyroscope can be designed in the dual-mass tuning fork 

confi guration as reported in Fig. 13.6 (Geen  et al ., 2002). In this implementa-

tion, the two drive frames are mechanically coupled by a central spring and 

are excited in the antiphase mode. As a consequence, in presence of a Coriolis 

force, the Coriolis frames move in the opposite direction. Conversely, accel-

eration has a common mode effect that can be cancelled out by adopting a 

differential readout. Further minimization of the signals caused by external 

accelerations can be obtained by fi ltering the acceleration signal, which typi-

cally occurs within a bandwidth <1 kHz, from the angular rate signal, which 

instead occurs around the drive modulation frequency  f   D  .      

Antiphase moving drive masses(a)

(b)

Tuning
fork

Stator #2

z

xy

Stator #1

Sense comb
fingers

Actuation
comb fingers
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Rotor
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comb fingers

Differential sense

Differential drive

Differential sense

 13.6      Illustration of a dual-mass tuning fork gyroscope. (a) View of the 

suspended frame with the tuning force which is used to mechanically 

constrain the antiphase drive mode; (b) view of the full device with 

the comb fi ngers for the drive oscillation in the  x  direction, and the 

differential stators used for capacitive sensing of the Coriolis force.  
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 For simplicity, the equations that follow will be initially derived for a 

single mass gyroscope and fi nally combined by considering a differential 

capacitance readout such as that already described for the accelerometer.  

  13.3.2     Mechanical sensitivity 

 This section presents the main equations governing the operation of the 

MEMS gyroscope. In particular, we fi rst consider the calculation of the 

velocity of the drive and Coriolis masses when suitable voltages are applied 

to the electrodes. The result is then used to calculate the Coriolis force and 

the obtained differential capacitance variation for a given angular rate. 

 As pointed out in the previous subsection, the drive frame and the Coriolis 

frame are kept in oscillation by applying appropriate voltages to the comb-

fi nger capacitances as shown in Fig. 13.5. In the scientifi c literature, two 

main approaches are described: either (i) embedding the seismic masses as 

a resonating element inside a self-sustained oscillating circuit (Sharma  et al ., 
2007), or (ii) actuating the motion in an open-loop confi guration by apply-

ing an appropriate AC voltage to the comb fi ngers. Figure 13.5 presents one 

version of a driving confi guration: a DC voltage  V   p   is applied to both (right 

and left) the comb-fi nger stators and an AC voltage  v   a   (t) = v   a, max  sin ( 2  π f   D   t)  

is superimposed on only one of them; the seismic mass is considered to be 

kept at the ground voltage. In such a confi guration, two electrostatic forces 

act on the drive and Coriolis frames:  

    
dC

dx
D r

1FF
21

2
( )t = D r, ( )Vp va ( )t+Vp     [13.23]    

    F
dC

dx
VD l

pVV2FF 2
1

2
( )t ,=     [13.24]   

 where the capacitances  C   D,r   and  C   D,l   are the capacitances formed by the 

comb-fi nger stators on the right and the left sides of the drive frame, respec-

tively. These capacitances can be written as:  

    C N
L x h

xD r, ;
( )0

0

cell

ovε0
    [13.25a]    

    C N
L x h

xD l,

( )0

0

cell

ovε0
    [13.25b]   
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 In Equations [13.25a] and [13.25b],  N  cell  is the number of comb-fi nger 

cells,  L  ov  is the overlap length of two fi ngers,  x  0  is the air gap in between 

them,  x  is the displacement of the drive and Coriolis frames along the 

 x-axis  and  h  is the out-of-plane thickness of the fi ngers. Under the 

assumption that the AC voltage amplitude is much lower than the DC 

voltage, v VD pVV2 , the overall driving force acting on the two frames 

can be computed as:  

    F F F
N h
x

V vD pFF
x

VV a( )tt ( )t= FF =2FFFFFFF 0

0

2
ε0 cell     [13.26]   

 One important aspect highlighted by Equation [13.26] is that the net elec-

trostatic force applied by means of comb-fi nger capacitances is not a func-

tion of the displacement, unlike in parallel-plate capacitances. A force which 

is thus extremely linear with the value of the applied AC voltage  v   a   (t)  can 

be obtained even at large displacements. This is one of the main reasons 

why comb-fi nger actuation is preferred for the design of MEMS gyroscopes, 

where the sensitivity (as it will be shown shortly) is proportional to the max-

imum displacement of the Coriolis frame. 

 The motion of the drive and Coriolis frames along the  x direction  is gov-

erned by the same motion equation presented in Section 13.2 for the accel-

erometer, which can be now written as:  

    m m x b x K x FD Dm x b D Dx FF+( ) b xDbco
� ( )t     [13.27]   

  m   D   and  m  Cor  are the mass values of the drive and Coriolis frames, respec-

tively,  b   D   and  k   D   are the damping factor and the elastic stiffness characteriz-

ing the movement of the frames along the  x-axis  (in particular,  k   D   is related 

to the drive frame springs as represented in Fig. 13.5). Unlike accelerome-

ters (which are operated at relatively high-pressures (e.g.  ≈ 20–50 mbar) and 

are characterized by a poor quality factor), MEMS gyroscopes are operated 

at low pressures (e.g.  ≈ 0.1–1 mbar) in order to achieve high  Q  factors, in the 

order of 1000. This feature allows the exploitation of the peak in the transfer 

function (see Fig. 13.2) to amplify the effects of the Coriolis force. Indeed, 

the driving voltage  v   a   (t)  is commonly a sinusoidal signal at a frequency equal 

to the resonance frequency of the drive mode. Therefore, the displacement 

in the  x  direction can be again written as a sine wave:  

    x F
Q
k

F f t
Q
kDFF DQQ

D
DF fF f DQQ

D

( )t ( )t( )t ,== FFF )t ( )fff     [13.28]   
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 The velocity is then computed as the time derivative of  x(t) :  

    
dx

dt
Q
k

f F f t
F

b
f tDQQ

D
Dff ff DFF

D

ff
( )t

cf tff os,max

,max= ( ) ( )2 2f F ( 2π πf ffDff F co ffsmax (2f Ff Df Ff F cosmax ( π ff     [13.29]   

 where  

    F
N h
x

V vD pFF
x

VV a,max= 2
0

εNNcell     [13.30]   

 is the maximum value of the driving force  F   D   (t) . 

 The modulus of the Coriolis force, acting on the Coriolis frame along the 

y-axis  in presence of an angular velocity  Ω  (expressed in degrees per second, 

dps), can be computed through Equation [13.22] as:  

    F m
dx

dtcFF ( )t
( )t

= 2
2

360
corΩ

π
    [13.31]   

 Taking into account the fact that the drive frame is strongly constrained in 

the  y- direction, the movement of the Coriolis frame along the  y -axis – identi-

fi ed as the  sense mode  – is characterized by the following motion equation:  

    m y b y k y Fy k cFF��+ +b yy = ( )t     [13.32]   

 in which  b   S   and  k   S   are the damping factor and the elastic stiffness along 

the  y-axis . In particular, the value of  k   S   is related to the geometry of the 

decoupling springs as shown in Fig. 13.5. The corresponding transfer func-

tion between the displacement and the Coriolis force can be written as:  

    
Y
F m S Qc SFF m S S SQQ

( )S
( )SS

=
+

1 1
2 2Q S+ +Q S ωQS SSQ S +Q SSS Q S 22+Q S

    [13.33]   

f   s   and  Q   s   being the resonance frequency and the quality factor of the sense 

mode, respectively. The displacement of the Coriolis frame can be com-

puted by multiplying the Coriolis force by the modulus of Equation [13.33], 

obtaining:  

    y
F
m f f f Q

cFF

Sf ff f Sf Qf Q
( )t

( )t
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4 2 2ff
2 2

2

π ffffff( )) ( )( )
    [13.34]   
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 If we now consider the dual-mass tuning fork architecture shown in Fig. 13.6, 

Equation [13.34] describes the opposite displacements of each of the two 

Coriolis frames depicted. Using a suitably designed array of differential par-

allel-plate capacitances, the capacitive variations of these two frames can be 

summed up to double the output signal while simultaneously fi ltering the 

possible interference of external accelerations, as described. By combining 

Equations [13.6] and [13.34], the mechanical sensitivity of the gyroscope, 

defi ned as the sense capacitance variation per angular velocity variation (F/

dps), can be seen to be:  

  

 
ΔC CΔΩ y C y F

m f f f Q

D CΔΩ S Cy FF

Sf ff f Sf Qf Q( )) (( )
C y yCC y ySC 1

4

yS yS yS 0 S y

2 2ff
2 2

, ,y yS yS 0( )ttt ( )t

cor π ffffff
22

  

   [13.35]   

 where  C  0 ,S   and  y  0  are the capacitance and the air gap at rest between the 

parallel-plate stators and rotors forming each of the sensing capacitances. 

It is worth noting that the sensitivity depends to a considerable degree on 

the value and the relative difference of the resonance frequencies  f   D   and  f   S   

of the drive and sense modes. Under the assumption of perfectly matched 

frequencies,  f   D    = f   S  , the sensitivity is maximized and can be written as:  
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ΔΩ
C C

y
Q
k

C

y

m FD S
CF SQ

S

S Dm FF

matched

= 2 4
C

F
Q

2 FS FF SQ
=FFF

2

360

20

0

0

0

,
4

QSQQ
FS 0 ,max

( )ttt( )tt
cos(π π f tffπ

b b f

fff

D Sb Sff

)

2π ff
  

  [13.36]   

 It is worth observing that the gyroscope sensitivity is proportional to the 

inverse of the resonance frequency value; therefore, low  f   S   (and  f   D   for per-

fect matching) values will ensure higher sensitivities. Nevertheless, MEMS 

gyroscopes, especially when tailored for consumer applications, are in gen-

eral designed with an  f   D   and  f   S   of around 20 kHz in order to minimize possi-

ble interference caused by vibration in the acoustic bandwidth (Dean  et al ., 
2010). 

 Both the sensitivity and the signal bandwidth are a function of the fre-

quency matching between the drive and the sense modes. Under the condi-

tion of matched frequencies, the bandwidth of the gyroscope corresponds to:  

    BWmatcWW hed =
f
Q

Dff

SQQ2
    [13.37]   

 For typical values of the frequency  f   D   (20 kHz) and the quality factor 

 Q   D   (1000), the signal bandwidth obtained would be only 10 Hz. Typical 
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applications – both in the consumer and the automotive markets (Neul 

et al ., 2007), and even in the medical fi eld (Della Santina, 2010) – require 

the measurement of angular rates on a larger bandwidth, around 50–100 

Hz. In order to achieve such a large bandwidth, it is necessary to mismatch 

the frequencies of the drive and the sense mode by setting  f   S    = f   D    +  Δ f : in 

this situation, the bandwidth of the gyroscope can be redefi ned as (Sharma 

et al ., 2008):  

    BWunmWW atched = ΔfΔ     [13.38]   

 The mechanical sensitivity in the event of unmatched modes is signifi cantly 

decreased since the quality factor of the sense mode is no longer fully 

exploited. In particular, for the range f Q f fsf Qf Q sff< fΔffff  the mechanical sen-

sitivity for the unmatched frequency condition can be expressed as:  
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[13.39]   

 As a rule of thumb, the higher the required bandwidth, the lower the mechan-

ical sensitivity that can be obtained from a MEMS gyroscope. Figure 13.7 

reports a set of representative simulations, showing the normalized transfer 

function along the  y -axis as a function of the frequency of  Ω , for different 

mismatches between the drive and the sense modes.      

 It is worthwhile noting that the design of perfectly matched frequen-

cies, apart being limited to small bandwidth applications, is very challeng-

ing as it is easily affected by process variations. Random fl uctuations in 

the experimental values of the masses and stiffness of the device result 

in different mismatches and thus lead to sensitivity variations between 

components.  

  13.3.3     Intrinsic device noise 

 Even if the gyroscope operates at a pressures ~1–2 orders of magnitude 

lower than the accelerometer, the intrinsic resolution of the device is also 

limited in this situation by the thermo-mechanical noise associated with the 

Brownian motion of gas particles inside the packaging. This noise source 

causes random movement in all the different frames that constitute the 

gyroscope. Considering the gyroscope architecture described in the previ-

ous section, both the movements of the drive frame and the Coriolis frames 

along the  x- axis and the movement of the Coriolis frame along the  y- axis 

are affected by thermo-mechanical noise. Nevertheless, the dominant term 
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is generally represented by the latter contribution, related to the Coriolis 

frames only. In particular, by using the defi nition of the noise power spec-

tral density expressed in force (see Section 13.2), the noise power spectral 

density on the Coriolis frame, expressed in terms of displacement, can be 

computed as:  

    S k Tb
Y
Fy Bk S

cFF

2

( )s
( )s

    [13.40]   

 The native white noise contribution is therefore shaped by the transfer func-

tion of the sense mode, showing a peak around the resonance frequency  f   s  , 
as represented in Fig. 13.8. Under the assumption of matched frequencies, 

and assuming that an electronic low-pass fi lter with a bandwidth equal to 

BW matched  is applied after a demodulation around  f   S   in the readout chain, the 

overall displacement noise power results:       
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107

106

105

y-
di

sp
la

ce
m

en
t/i

np
ut

 r
at

e 
(a

.u
.)

104

100 101 102 103

Input rate frequency (Hz)

Δf = 0 Hz
Δf = 50 Hz
Δf = 100 Hz
Δf = 330 Hz
Δf = 500 Hz

 13.7      Transfer function of the Coriolis frame in the  y -direction for the 

same angular rate as a function of the angular rate frequency. The 

different curves corresponds to different mismatches between the 

drive and sense modes. It can be observed that the larger the required 

bandwidth, the smaller the gain within the band.  
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 At this point, it is possible to evaluate the intrinsic resolution (i.e. the min-

imum detectable angular rate) of the device by computing the signal-to-

noise ratio and equating it to unity:  

    SNR =
4

2

2k Tb Q f k2B Sb SQQ ff S

( )cor2 2 360 2π ππ cor360 2Fcor b b fπD D S Sπ2 ffπ,max Ω
    [13.42]    
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 Regarding a dual-mass tuning fork gyroscope confi guration, as noises are 

summed quadratically and signals are summed linearly, a further gain by a 

factor  √ 2 in the signal-to-noise ratio (SNR) is obtained. 

 The considerations shown in this chapter can be easily extended to the 

design of gyroscopes for sensing the angular rate around the  x-  and  y- axes 

(Prandi  et al ., 2011; Trusov  et al ., 2011).  

  13.3.4     References to resonant gyroscopes 

 Resonant solutions have also been proposed for the gyroscope in order 

to augment the dynamic range and improve the resolution (see e.g. Seshia 
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13.8      Example of noise power spectral density in terms of displacement, 

as shaped by the sense mode. The close-up shows a detail of the peak, 

highlighting the full width at half maximum (FWHM) equal to  f   s  / Q   s  . 

After demodulation, signals can be fi ltered with a low-pass bandwidth 

equal to  f   s  /2 Q   s  .  
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 et al ., 2002b or Zotov  et al ., 2012). In this kind of device, the driving  section 

is similar to that described for the capacitive gyroscopes; that is, a  suspended 

frame (or a pair of suspended frames) is kept in oscillation through a suit-

able driving circuit. The working principle for sensing is different from that 

of parallel-plate devices and is similar to that of resonant accelerometers 

(see Section 13.2.5): an angular rate results in a Coriolis acceleration, which 

determines a displacement that, in turn, causes a differential frequency 

shift of two resonating elements. The differential frequency shift is con-

verted into a voltage difference that is thus proportional to the external 

angular rate.   

  13.4     MEMS magnetometer 

 There are many different methods by which to sense a magnetic fi eld, 

depending on the intensity of the signal to be measured (Lenz, 2006). 

Magnetic fi elds can be as large as a few Tesla in MRI instrumentation; at 

the other end of the scale, the internal body activity manifests with minute 

magnetic fi eld variations, as low as less than 1 nT. Therefore, given the large 

number of potential applications, there is an interest in developing miniatur-

ized and low power magnetic fi eld sensors. For the applications of interest 

in this chapter, considerate is important to bear in mind that, typically, the 

Earth’s magnetic fi eld has values between 20 and 70  μ T; to guarantee a pre-

cision in the measurement of the fi eld direction of about 1 ° , a resolution in 

the magnetic fi eld measurement of ~0.5  μ T per axis is required. Anisotropic 

magneto-resistance (AMR) magnetometers cope with this requirement 

and also with relatively low power operation (a few mW). State-of-the-art 

magnetometers for consumer application IMUs are based on this princi-

ple (STMicroelectronics, 2012). However, a complete IMU constructed in 

the same MEMS process would make devices very cheap and thus very 

attractive. 

  13.4.1     Working principle and mechanical sensitivity 

 Among the possible approaches for the implementation of a magnetometer 

in MEMS technology, one of the most promising is based on the Lorentz 

force principle with capacitive readout (Emmerich  et al ., 2000; Kyyn ä r ä inen 

 et al ., 2008; Thompson  et al ., 2011a). This is because it does not require the 

integration of magnetic materials in the realization process (see Fig. 13.9). A 

pair of longitudinal springs of length  L  holds a suspended shuttle that, with 

suitable stators, forms a set of differential capacitors  C  1 ,  C  2 , as described in 

the previous sections of this chapter. Suppose that a current  I(t)  is induced 

in both springs. In the presence of a component  B   z   of the magnetic fi eld in 
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the direction orthogonal to the plane of the fi gure, a force arises which has 

a total intensity:       

    F B I LL ZFF B( )tt ( )t=     [13.44]   

 The force is orthogonal to the plane of both  B   z   and  I(t) , as depicted by the 

arrows in the fi gure. To give an initial idea of the intensity of this force, let us 

consider a spring length  L  = 1 mm (almost the maximum dimension reach-

able within a typical MEMS industrial package), a current  I(t)  = 1 mA (to 

Lorentz force
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Stator #2
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13.9      Illustration of a z-axis MEMS magnetometer. (a) view of the 

suspended frame with a schematic of the working principle based on 

the Lorentz force arising in presence of a current  I ( t ) and a magnetic 

fi eld oriented in the  z  direction; (b) view of the full device with the 

differential stators for capacitive sensing.  

�� �� �� �� �� ��



392   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

cope with power dissipation, as will be clarifi ed later) and the minimum fi eld 

component to be detected  B   z   = 0.5  μ T. It transpires that the force has an inten-

sity of 0.5 pN for the pair of springs, which is more than 2 orders of magnitude 

lower than the inertial forces as seen in Section 13.2. As a means with which 

to amplify the displacement obtained from such a force, the device can be 

operated at resonance, with a displacement amplifi cation given by the qual-

ity factor (see Fig. 13.2). Let us suppose that the current has the following 

expression: I I f t( )t sin( )= 0fffff , where  f  0  is the device resonance frequency. If 

the device is packaged at low pressure (like the gyroscope seen in the previ-

ous section), the displacement is amplifi ed by the quality factor  Q  and is:  

    x
F
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Q

B I L
k

QLFF z( )t
( )t

= ⋅ =
I(t

⋅
2 2k

Q     [13.45]   

 (the factor 2 at the denominator is justifi ed by the fact that the force is dis-

tributed along the springs and is not concentrated on the shuttle). This mod-

ulation of the current also has the advantage that it modulates the signal at 

a large frequency, possibly out of the 1/f noise of the readout electronics. 

 Consideration should be given here to the maximum  Q  that can be used; 

as the measurement bandwidth after the signal demodulation turns out to 

be equal to BW= f Qff , in order to cope with typical required bandwidths 

for consumer and automotive applications (e.g. 50 Hz, see Table 13.1), the 

quality factor should not exceed a value which is 100 times lower than the 

resonance frequency. 

 By applying a differential capacitive readout technique, as seen in Section 

13.2, the expression of the mechanical sensitivity (defi ned as the capacitance 

variation per unit of magnetic fi eld change) can be derived, in the assump-

tion of small displacements:  
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  C  0  being the value at rest of each of the differential capacitors used for the 

readout. If we assume that each capacitor is formed by  N  cells, each having 

an area  A   C  , and if we write the expression of the quality factor in terms of 

the damping coeffi cient  b , the following formula is obtained:  
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 It can be observed that, in principle, a low value of the resonance frequency 

f  0  would be preferable. However, due to the tiny values of the magnetic 

force, it is generally better to design the device with a frequency out of the 

audio bandwidth (i.e. above ~20 kHz) to avoid disturbances from ampli-

fi ed acoustic stimuli. As we have chosen  f  0 , it is now possible to determine 

the maximum quality factor to cope with the said measurement bandwidth 

requirements:  

    Q
f

< =
f0ffff

2

20

100
200

BW

kHZ

HZ
    [13.48]   

 The quality factor is determined by the damping coeffi cient  b . This param-

eter depends mainly on the geometry adopted for the design of the sensing 

cells. It is the squeezed fi lm effect that dominates in the pressure regime that 

can be obtained with typical industrial packages (Langfelder  et al ., 2011b). 

As a consequence, damping is set by the squeezing of the air between the 

moving plates and the stators. Therefore, a careful choice of the gap between 

the parallel plates and their area has to be done to cope with the require-

ment of Equation [13.48]. 

 There are then practically only a few ways to increase, by means of design, 

the mechanical sensitivity of Lorentz force capacitive magnetometers: the 

maximization of the device length  L ; and increasing the driving current  I(t) , 

which is however limited by power dissipation constraints. Great improve-

ment can be obtained if the process itself is improved by establishing nar-

rower air gaps  x  0  between the parallel plates. 

 The description given here for the  z -axis magnetometer can be eas-

ily extended to the other axes – for instance, by using tilting structures 

(Thompson  et al ., 2011b) as previously mentioned with regard to the accel-

erometer and the gyroscope. 

 Bahreyni  et al . (2007) also suggest the use of resonant sensing for 

magnetometers (as described for accelerometers and gyroscopes in sections 

13.2.5 and 13.3.3).  

  13.4.2      Thermo-mechanical noise and 
intrinsic resolution 

 Let us now consider the effect of the thermo-mechanical noise power spec-

tral density  S   F,n  , as defi ned in Section 13.2. For sake of simplicity, it will 

be assumed that the signal will be later fi ltered by the electronics with a 

bandwidth equal to the signal bandwidth defi ned above, BW =  f  0 /2 Q  (see 
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Fig. 13.7). From Equation [13.8], the noise power, reported in terms of dis-

placement, can be expressed as:  
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 Note that the random forces occur on the seismic mass and are not distrib-

uted to the springs. This explains the absence of a factor 2 at the denomina-

tor. The signal-to-noise ratio can be then written as:  

    SNR = 
B IL kII Q

S Q k f
z

F n 22
0ff,

    [13.50]   

 Finally, by putting the SNR equal to 1, the minimum measurable magnetic 

fi eld can be derived as follows:  
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 As an example, if we assume – as we have done so far – to have a driving 

current of 1 mA, a length of 1 mm, a resonance frequency of 20 kHz, a mass 

of 0.5 10 −9  kg and a quality factor of 200, a minimum measurable magnetic 

fi eld of ~1  μ T is obtained, which shows that MEMS magnetometers based 

on the Lorentz force can be used effectively in IMUs for the applications 

considered in this section.  

  13.4.3     Effects of the readout electronics 

 It is worthwhile offering a brief discussion on the interdependence of the 

performances of the device and the readout electronics. Looking again at 

Equation [13.52], it is evident that the more current  I  is used to drive the 

device at resonance, the better the resolution. However, this implies a larger 

power dissipation by the Joule effect in the springs, P I RMEMSPP ⋅I(( )2 . The 

spring resistance  R  can be simply calculated from the material resistivity   ρ   
and the spring section  A   S  :  

    R
L

AS

=
ρLL

    [13.53]   
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 A similar consideration can be made for the electronic noise σ e ln
2σσ , which we 

have neglected so far: as a rule of thumb, the more the power is dissipated 

in the electronics  P   eln  , the better the noise performance. It can be concluded 

that, in the magnetometer design, the typical trade-off between resolution 

and power dissipation becomes a double trade-off, as summarized by the 

system below:  

    
σ σ σMEMSσσ applicσ ation

MEMS application

2σσ 2 2σσ+ ≤σ 2σσ
≤

⎧
⎨
⎧⎧
⎩
⎨⎨

e

eP PMEMS + Pa

ln

ln

    [13.54]   

 This is caused by the fact that, in Lorentz-force-based magnetometers, 

there is an additional power contribution to power dissipation inside the 

device  P  MEMS  – which is not present, for instance, in accelerometers. The 

conclusion that can be drawn from this is that the interdependence of 

the components of a MEMS magnetometer and its readout electronics is 

even greater than for other devices. Optimization must be achieved at sys-

tem level and not by separately considering the two sub-systems.   

  13.5     Conclusion and future trends 

 The aim of this section is to outline the possible evolution of smart IMUs 

over the next 5–10 years. It has been shown that accelerometers, gyroscopes 

and magnetometers can be designed using the same, relatively simple 

MEMS process and it is therefore expected that, in the very near future, 

(1–2 years) all-MEMS 9-DOF IMUs will be available. The reduced cost and 

dimensions of such IMUs will contribute to their widespread use in several 

fi elds of application. The next steps in the evolution of these devices can be 

identifi ed at two different levels: hardware and software. 

 Innovation at the hardware level refers mainly to the development and 

integration of new devices, enabled by technological breakthroughs. As an 

example, another useful sensor that can be integrated into an all-MEMS 

IMU is the pressure sensor. This kind of sensor can be made using a sus-

pended membrane (and not only a frame) and thus needs some modifi cation 

to the technology (Zhang  et al ., 2011). Indeed, in order to obtain relatively 

large sealed cavities made through a suspended membrane, it is necessary 

to change the process due to the fact that etching holes must be sealed after 

the release of movable parts. Sensing can be performed electrostatically 

through a bottom plate forming a capacitance the value of which changes 

with the external pressure. Such a sensor would add a precise and indepen-

dent measurement of the height of the IMU (Analog Devices, 2011). This 

information could be exploited either for an initial calibration of the sensor 

position, or for further on-line corrections of the estimated position. It could 

also give information on the height in those environments where the Guide 
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positioning systems (GPS) signal is easily lost: an example is the identifi ca-

tion of the height (or the fl oor) inside a building or a skyscraper. 

 From the electronics and software point of view, it becomes clear that 

the larger the number of parameters that the system is able to measure, 

the more complicated the overall combination of the useful information 

becomes. Electronics would not only read out and digitize the information 

from the single units, but also process it to obtain more than the single, sep-

arate measurements (for instance, unwanted errors caused by an external 

acceleration on the measurements of other devices can be corrected  on-line  

to augment precision, because the acceleration is measured within the same 

IMU). It is thus foreseen that, with the advent of such multi-function multi-

parameter sensors, the software requirements will become more complex 

for the sensor fusion calculations. For instance, there will likely be a need for 

microcontrollers rather than the usual ASICs. 

  13.5.1      Combination of inertial measurement units (IMUs) 
with proximity sensors 

 Once the displacement and the motion can be accurately measured, further 

smartness is added to the system, if the surrounding environment can be 

recognized to some degree. Although infrared (IR) imaging, sensors can be 

used to recover the distance of an object (Jin  et al ., 1998), their operation 

is typically limited to a low-light environment. Furthermore, IR sensors are 

generally made with materials other than silicon and thus they are inher-

ently expensive. 

 The development of capacitive proximity sensors can overcome this issue, 

as they can be made through micromachining technologies similar to those 

used for the devices previously described in this chapter. In its simplest 

form, a proximity sensor is made through a set of co-planar electrodes which 

form a capacitance that is dominated by the fringe effects, as depicted in 

Fig. 13.10a (Chen  et al ., 1998). As a consequence, an object that moves in the 

volume surrounding the electrodes changes the distribution of the fi eld lines 

and thus determines a capacitance change (Langfelder  et al ., 2012). The dis-

tance of the object moving above the electrodes can be measured if the 

object’s material is known (a conductor or a dielectric will have different 

effects on the fi eld lines; when considering a dielectric, the effect depends on 

its electrical permittivity, etc.). Typical measuring distances can range from 

a few  μ m to a few cm (Eun  et al ., 2008; Lo  et al ., 2012). As a consequence, 

this kind of proximity sensor is very useful in many industrial environments 

where space is very limited (microrobotics, machine automation, inspection 

tools, etc.).      
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 Proximity sensors with a larger and material-independent measuring dis-

tance can be implemented because of the recent development of capacitive 

micromachined ultrasound transducers (cMUT). This kind of device can 

be obtained – in a similar manner to the pressure sensor – by building a 

sealed chamber with a membrane at the top and an electrode at the bot-

tom (Saarilahti  et al ., 2002). The bottom electrode is used both to excite the 

membrane electrostatically, in order to generate an ultrasound wave (typi-

cal frequencies between fractions to tens of MHz), and to sense the mem-

brane capacitance variation when this is hit by the refl ected wave. An array 

of such ultrasound wave transceivers can be used to obtain a depth image of 

the surrounding environment with a range in the order of a metre. A smart 

sensor capable of precisely measuring its motion and simultaneously moni-

toring the surroundings can have an enormous number of applications in 

gesture recognition, industrial automation, platform stabilization, medical 

equipment and robotics. 

 The scenario presented in this concluding section can be completed or 

partially modifi ed by new evolutions in the industrial technologies for the 

mass production of MEMS devices. The integration of piezoelectric or 

piezoresistive materials (Guedes  et al ., 2011), the integration of nano-wires 

within a MEMS process (Whalter  et al ., 2012), the use of resonant sensors 

(Comi  et al. , 2011) and the use of device stacking through TSV (Fischer 

 et al ., 2011) are some examples of possible trends that can lead to further 

miniaturization and a higher degree of precision in sensing.   
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  Abstract:  With the recent prospect of micro electro mechanical systems 
(MEMS) print heads broadening their applications beyond digital printing 
for offi ce use into industrial printing for the direct patterning of micro/nano 
devices and circuits, MEMS print heads have attracted renewed attention as 
a key player for realizing printed electronics. Cost-effectiveness, fl exibility 
and environmental friendliness in fabrication are the main drivers of 
industrial printing. This chapter introduces MEMS print heads – especially, 
a new type referred to here as the electro hydro dynamics (EHD) print 
head. This has emerged recently as a viable and even better alternative to 
the conventional piezoelectric MEMS print heads for industrial printing, 
as it offers a higher resolution and thickness of patterning and can eject a 
high viscosity of ink. Nowadays, not only EHD droplet ejection, but also 
the EHD printing system for industrial applications is being investigated 
intensively with commercialization in mind. Furthermore, performance 
indices such as repeatability and stability are becoming a major issue 
to solve. This chapter also addresses briefl y the effort to improve such 
reliability related indices. 

  Key words:  electrohydrodynamic (EHD), print, MEMS, inkjet, ejection. 

    14.1     Introduction 

 In the past several decades, the generation and ejection of micro fl uid drop-

lets has been a subject of intensive investigation with its primary R&D 

objective being in the development of inkjet printing. Recently, there has 

been a tremendous surge of interest in diversifying the application of micro 

fl uid droplet ejection in such a way as to meet a variety of physical, chemical, 

biological and engineering needs. For instance, the need for fi ne-printing or 

micro-dispensing of a sub-nano or a sub-pico litre volume of functional 

fl uids has arisen due to the need for the cost-effective fabrication of high-

sensitivity in sensing elements, for direct patterning of micro/nano devices 

and circuits and for carrying out large-scale combinatorial chemistry 

assays using expensive chemicals, to name but a few. The impending pros-

pect that the technology for printing micro/nano fl uid droplets is to serve 
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as a key enabling technology for the coming printed electronics era can 

be seen in the heightened viability of directly fabricating sensors, printed 

circuit boards (PCBs), thin fi lm transistors (TFTs), displays and biochips 

on fl exible substrates. As the industrial application and commercial viabil-

ity of micro/nano droplet ejection become more of a reality, performance 

measured by droplet size, jetting frequency, nozzle array density and the 

uniformity of ejected droplets become major concerns so as to satisfy the 

criteria for the particular industrial application under consideration (Lee 

 et al ., 2008). 

 The technology of direct patterning based on an inkjet print head, possi-

bly fabricated by MEMS technology, is now attracting attention due to its 

potential to replace the existing semiconductor fabrication process for many 

industrial applications. The conventional patterning based on semiconduc-

tor fabrication processing has to go through many steps for the formation of 

an active pattern because of the required deposition and etching processes 

with masking, as shown in Fig. 14.1. Direct patterning using an inkjet print 

head can radically reduce the processing steps, as illustrated in Fig. 14.1, 

since it can selectively and directly form active patterns on substrates, as if 
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Exposure
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→ waste
→ contamination

Stripping
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Drying/
burning

MEMS inkjet
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Photo
resist

Start

End

Conventional
process

Active
pattern

 14.1      Comparison of a MEMS inkjet print head and conventional 

fabrication process.  
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writing letters or printing shapes directly on paper. As a result, processing 

costs are much lower than those of the conventional fabrication process due 

to the decrease in materials loss, the elimination of the need for masks and 

the shortening of processing time. Furthermore, it not only makes pattern-

ing large areas easier, but also provides an environmentally friendly process 

with a dramatic reduction in harmful materials from deposition and etching 

(Sirringhaus  et al ., 2000; Singh  et al ., 2010).      

 The advantages of the print head based direct patterning over the lithog-

raphy-based traditional patterning have attracted signifi cant attention 

from both industry and academia. In particular, the application of MEMS 

print heads to processes in industrial printing has drawn much attention 

to the development and commercialization of printed electronics. 

 As far as MEMS print heads are concerned, thermal-bubble and piezo-

electric print heads have already achieved considerable commercial success 

in digital printing for offi ce use (Bharathan and Yang, 1998; Le, 1998). 

 The thermal-bubble print head is currently the most successful print head 

in the offi ce market. As shown in Fig. 14.2, when the ink supplied from the 

chamber is heated in the nozzle to several hundred degrees Celsius, bubbles 

are generated in the ink: the expansive force generated from the bubbles is 

used to push the ink through the nozzle, ejecting droplets of ink. The vac-

uum created as the bubbles draws replacement ink into the nozzle, gener-

ating a continuously forming supply of droplets (Allen  et al ., 1985; Chen 

 et al ., 1997). As the system is simple and the process is very easy and highly 

stable, it has been applied to Hewlett-Packard and Canon ink cartridges 

for inkjet printers (Calvert, 2001). However, the small and low-density noz-

zle array and ejection frequency required for thermal-bubble jetting incurs 

thermal problems when applied to industrial fabrication. Also, ink contains 

various solvents that can be severely compromised, as the  thermal-bubble 

Nozzle Heating resistance

Reservoir
Silicon

Bubble

Membrane

 14.2      The thermal-bubble print head. ( Source : Zhou and Gu é  (2010), 

Copyright 2010, Elsevier.)  
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print head applies direct and considerable heat to the ink over a short time 

span (Ishida  et al ., 2005; Choi  et al ., 2008).      

 As heat levels cause serious problems in industrial printing for thermal-

bubble print heads, research is being pursued on piezoelectric print heads. 

The piezoelectric print head (Fig. 14.3), fi rst developed by Philips, pushes 

the ink from the chamber to the nozzle by means of the pressure caused 

by the vibration of the piezoelectric device situated behind the nozzle, 

thereby forming ink droplets. In particular, as the vibration of the piezoelec-

tric device can be controlled by electrical signals, a piezoelectric print head 

can generate very tiny droplets by precisely adjusting small volumes of ink 

(Le, 1998; Wijshoff, 2010). Furthermore, as the ink is pushed by the pressure 

of the piezoelectric device vibration instead of using heat, the ink is not 

compromised. Moreover, it is possible to obtain a very high rate of ejection 

because of the ease with which low-voltage electrical signals can be input. 

Piezoelectric drop-on-demand inkjet technologies
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Ink inlet

Cover plate

Manifold
Bond pads
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plate Channel
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Ink
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Piezo
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 14.3   (a–f)    The piezoelectric print head. ( Source : Br ü nahl and Grishin 

(2002), Copyright ©  2002, Elsevier).  
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For these reasons, Epson and other companies are now applying it to offi ce 

printers (Le, 1998; Calvert, 2001).      

 Therefore, the piezoelectric print head has been commercialized for 

industrial printing. The image of a representative piezoelectric printing sys-

tem made by FUJIFILM Dimatix Inc. is available from URL: http://www.

fujifi lmusa.com/products/industrial_inkjet_ printheads/index.html. 

 The piezoelectric print head, however, cannot vary the size of droplets 

produced by a single nozzle; has also, there is a limit to the dimensions to 

which a nozzle can be reduced with regard to high-resolution patterns, as 

the size of the droplet is proportional to the size of the nozzle. Furthermore, 

reducing the nozzle size to create micro-droplets requires a reduction in the 

size of the piezoelectric device, leaving it unable to create suffi cient force to 

eject the droplets. As nozzle density is diffi cult to increase, there is a limit 

in the degree of its integration. Moreover, there are many limitations when 

producing industrial ink because the pressure from the vibration of the pie-

zoelectric device is insuffi cient to eject inks that are highly viscous (Ishida 

 et al ., 2006; Byun  et al ., 2008; Lee  et al ., 2008). 

 As an alternative to the thermal-bubble and the piezoelectric print heads 

and their attendant shortcomings, EHD jetting, based on the direct manipu-

lation of liquid by an electrical fi eld, appears more promising. The EHD print 

head forms droplets by applying a high voltage, thus drawing ink to the noz-

zle, as shown in Fig. 14.4. In an electrical fi eld, an electric charge is induced 

on the surface of the meniscus of the ink and electrical stress stretches the 

meniscus towards the direction of the fi eld. An electrostatic fi eld draws the 

meniscus of the liquid into a sharp cone, and charged liquid droplets are 

ejected from the nozzle when the electrostatic forces exceed the forces of 

the surface tension. Depending on the static biasing fi eld, the duration and 

amplitude of the electric pulse and the physical properties of the liquid (such 

as surface tension, viscosity, electrical conductivity and dielectric constant), 

this device can generate a spray, a continuous stream or, under special condi-

tions, discrete mono-disperse droplets (Kim  et al ., 2007; Lee  et al ., 2008).      

 The EHD print head causes no damage to the ink because no heat is gen-

erated – one of the major problems with thermal-bubble print heads. Also, 

the EHD print head can eject highly viscous liquids and increase the degree 

of integration without any of the fundamental limitations of a piezoelec-

tric device. Furthermore, the EHD print head can make a range of droplet 

sizes that vary from several  μ m to several tens of  μ m in one nozzle because 

droplets can be formed only at end of the meniscus at the nozzle. Thus, ultra-

high-resolution patterns (~10  μ m) can be deposited on the substrate which 

it has been impossible to fabricate by any other printing means. 

 Moreover, the EHD print head can eject highly viscous ink because the 

ink is pulled by a strong electrostatic force created by the high voltage. Thus, 

the EHD printer has special characteristics: the ability to administer a wide 
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range of inks and to form micro-/nano-sized patterns with high aspect ratios. 

Finally, array print heads can be manufactured easily because the structure 

of the EHD printer head is simple. 

 Therefore, the EHD print head is considered a core technology and has 

become a crucial fabrication process in the fi eld of industrial applications.  

  14.2     Electro-hydro-dynamics (EHD) print head 
droplet ejection 

 EHD droplet ejection based on EHD spray phenomenon is known to be able 

to generate droplet by electric fi eld and potential. EHD droplet ejection has 

different ejection modes; however, micro-dripping mode, pulsed cone-jet mode 

and continuous jet mode are the most appropriate ejection modes for gener-

ating desired droplet. Hence, EHD print head which can form droplet using 

electric fi eld has various confi gurations for better droplet ejection results. 

  14.2.1     Principle of EHD droplet ejection 

 The EHD spray phenomenon, known as electrospray, has been known for a 

long time and related studies have been widely performed, mainly focused on 

the liquid atomization mode. 

+++

 14.4      The electrohydrodynamic (EHD) print head.  
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 The EHD spray phenomenon is known to have been discovered by 

William Gilbert in 1600 (Mottelay, 1922). In the eighteenth century, Abbot 

Nollet experimentally showed the division of the main jet into very small 

jets through the break-up phenomenon by applying a strong electrical 

fi eld to water. Also, Sir Rayleigh explained the instability of electrifi ed 

droplets in 1879 (Eggers, 2008), and then Zeleny (1914, 1917) was the 

fi rst to describe the possibility of droplet jetting by means of an electrical 

fi eld, conducting an experiment to form droplets and taking pictures of 

this phenomenon. Since then, studies have continued and many results of 

droplet ejection have been published regarding various the settings and 

conditions of experiment. 

 The EHD print head, based on the EHD spray phenomenon which 

forms droplets through the interaction between electrostatics and fl uidics, 

has the same principle as the EHD spray phenomenon that sprays liquid 

as tiny droplets by means of an electrostatic fi eld. The basic principle of 

electrospraying is the electrical physical process. The charges in liquid 

and ink divided positive and negative ions with electrical characteristics 

due to the difference of electric potentials between the nozzle and the 

substrate. Thus, the electrical repulsive forces create the curved surface 

(meniscus) of the liquid. After that, the positive and negative ions are 

separated by the strong electrical force in the meniscus, and fi nally tiny 

droplets are formed at the furthermost part of the meniscus, as shown in 

Fig. 14.5 (Wilhelm, 2004).      

 Based on the EHD spray phenomenon, many studies have been con-

ducted to form one droplet and to control the EHD droplet ejection. Several 
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 14.5      The schematic of EHD spray phenomenon.  
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researchers have attempted to manufacture an EHD print head that gener-

ates mono-disperse droplets, for the general purpose of MEMS print heads 

(Lee  et al ., 2008). Thus, the results of EHD droplet ejection offer the basic 

foundation for the development of the EHD print head, and a wide range 

of experiments with droplet ejection have been conducted. Section 14.2.2 

discusses this in greater detail. 

 Many researchers have developed an EHD droplet ejection prediction 

and simulation model to demonstrate and explain EHD droplet ejection. 

The representative references (Smith, 1986; Ganan-Calvo, 1997; Notz and 

Basaran, 1999; Lastow and Balachandran, 2006; Collins  et al ., 2007; Kim 

 et al ., 2007; Li, 2007; Jaworek and Sobczyk, 2008) show various EHD drop-

let ejection modelling methods.  

  14.2.2     Various droplet ejection modes 

 The EHD spray phenomenon, explained in Section 14.2.1, was revealed 

to have various jetting modes according to the applied voltage and fl ow 

rate through a basic experiment for EHD droplet ejection (Cloupeau and 

Prunet-Foch, 1990). In particular, as shown in Fig. 14.6, the EHD spray 

phenomenon has different ejection modes depending on initial electric 

potential. However, ink properties were also revealed to be a major factor 

affecting ejection (Cloupeau and Prunet-Foch, 1994; Choi  et al ., 2010). Thus, 

many studies are being undertaken to defi ne the jetting mode based on ink 

properties. Also, research fi ndings about droplet ejection pertaining to ink 

Pulsed cone jet mode

Electric potential

Continuous cone jet mode

Electrospray
(EHD spray)

Dripping mode

Micro-dripping mode

 14.6      EHD ejection mode by electric potential.  
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properties – such as surface tension, viscosity, electric conductivity and the 

dielectric constant – are helpful in the development of industrial EHD print 

head inks.      

 EHD droplet ejection modes can be typically divided into ten catego-

ries (Jaworek and Krupa, 1999). Among them, four modes – the dripping 

mode, micro-dripping mode, pulsed cone-jet mode and continuous cone-jet 

mode – are suitable for the EHD print head. 

 The dripping mode, the most basic ejection mode, is very similar to the 

falling of droplets with no electrical fi eld. Droplets fall when the sum of 

the gravity and electrical force is greater than the surface tension, and the 

shape becomes spherical, as shown in Fig. 14.7a. However, with the drip-

ping mode the pattern size is very large and the patterning process is too 

slow; this is due to the jetting frequency being too low and the droplet 

being larger than the outer diameter of the nozzle. Therefore, the dripping 

mode is inappropriate ejection mode for industrial use of an EHD print 

head.      

 The micro-dripping mode is similar to the dripping mode because it can 

form tiny spherical droplets; it is also similar to the pulsed cone-jet mode 

in terms of it forming long jet-like droplets (see Figs 14.7b and 14.7c). 

Compared with the dripping mode, however, the micro-dripping mode and 

the pulsed cone-jet mode are suitable for the EHD print head because they 

can form droplets which are smaller than the outer diameter of the nozzle 

and have a much faster jetting frequency. 

 In the micro-dripping mode and the pulsed cone-jet mode, the force of 

the electrical fi eld at the end of the nozzle is suffi ciently large, causing the 

meniscus to form a hemisphere or ellipse. Droplets which are much smaller 

(a) (b)

(c) (d)

 14.7      EHD ejection mode. (a) Dripping mode, (b) micro-dipping mode, 

(c) pulsed cone-jet mode and (d) cone-jet mode.  
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than the outer diameter of the nozzle are formed only at the furthermost 

part of the meniscus, where the electrical fi eld is concentrated. Therefore, 

the diameters of the droplets range from several  μ m to several hundred  μ m, 

and the size distribution of the droplets is generally even. Furthermore, the 

ejection frequency of the droplets ranges from several tens of Hz to several 

tens of kHz. 

 The continuous cone-jet mode is the basic method for EHD ejection. The 

jet formed by the meniscus is ejected continually without stopping and cut-

ting, unlike in the pulsed cone-jet mode, as shown in Fig. 14.7d. Thus, frequency 

of ejection is almost infi nite and the diameter of the jet is very small, so that 

when jet is printed on substrates, it can make sub-micron or micro patterns. 

 Therefore, the micro-dripping mode, pulsed cone-jet mode and continu-

ous jet mode are certainly the most appropriate for industrial manufactur-

ing processes.  

  14.2.3     Confi guration of the EHD print head 

 As with the conventional MEMS print heads (i.e., the thermal-bubble and 

piezoelectric print heads), the EHD print head basically consists of a nozzle, 

a chamber for storing ink and a pressure or fl ow regulator that supplies ink 

to the nozzle and controls its volume. 

 The EHD print head, as mentioned in Sections 14.2.1 and 14.2.2, forms 

droplets using the electrostatic fi eld induced by the high voltage. Thus, EHD 

print heads are classifi ed into three different types depending on how the 

electrical fi eld to provide the high voltage is formed between the nozzle, 

substrate and electrode. 

 Figure 14.8a shows a direct EHD print head in which a high voltage sup-

plier is connected to the nozzle and substrate, the droplets being formed by 

the difference of electric potential between the nozzle and the substrate. 

This has the same confi guration as Fig. 14.5 which describes the basic prin-

ciple of the EHD spray phenomenon in Section 14.2.1. The confi guration is 

also identical to that used in electrospraying, which is the most commercial-

ized application of EHD. The direct EHD print head can form droplets by 

making precise adjustments in the pressure and voltage, rather than by pro-

ducing the EHD spray phenomenon using EHD spray equipment. This con-

fi guration is used in the simplest EHD print head and has been employed 

to set up the initial experiments on the EHD spray phenomenon. As it is 

easy to experiment with this printer head using sub-micron nozzles, high-

resolution patterns using the direct EHD print head have been reported 

(Park  et al ., 2007).      

 Figure 14.8b shows a gate electrode EHD print head in which a gate elec-

trode is positioned between the nozzle and the substrate, and droplets are 
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 14.8      Three types of EHD printer head. (a) Direct EHD print head, (b) gate 

electrode EHD print head and (c) EHD print head with micro-tip.  
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formed by the difference of the electric potential between the nozzle and the 

gate electrode, with no electrical infl uence from the electrical fi eld. When the 

jet (whether cone or pulsed cone) is ejected, however, most of the jet is divided 

into small droplets that are similarly sprayed after they pass through the elec-

trode. Thus, studies are being conducted to solve this problem by adjusting the 

geometries of the electrode, substrate and applied voltage (Choi  et al ., 2007). 

 Finally, Fig. 14.8c shows an EHD print head with a micro-tip confi guration 

wherein a conical electrode (micro-tip) is positioned under the substrate. In 

this head, the conical electrode concentrates the electrical fi eld on the menis-

cus, so the conical electrode is placed in line with the nozzle and the z axis. 

This has greater advantages for patterning because a more concentrated elec-

trostatic force can apply to the meniscus compared with a direct EHD print 

head, as shown in Fig. 14.10a. If the substrate is dielectric, however, there is 

no benefi t in concentrating the electrical fi eld with a conical electrode.           

 Moreover, three different types of EHD printing system can be modifi ed 

for better droplet ejection results (see Ishida  et al ., 2006; Lee  et al ., 2007).   

  14.3     EHD smart printing system  

 EHD printing system has recently attracted considerable attention for 

industrial manufacturing process. The section explains EHD printing sys-

tem which can control the width and thickness of pattern and ensure repeat-

ability and stability. Also, this section introduces EHD multi-head printing 

system for industrial applications. 

  14.3.1     EHD printing system 

 The EHD printing system requires a high voltage supplier (~3 kV) and 

means with which to supply voltage to the nozzle and the ink. Unlike the 

conventional thermal-bubble and piezoelectric MEMS printing systems, a 

droplet is formed from the meniscus in the nozzle by a strong electrical fi eld. 

Figure 14.9 shows the prototype of the EHD printing system that connects 

the nozzle and the ink to the high voltage supplier. 

 Drop-on-demand (DOD) ejection is a key in industrial application. To 

achieve this, the high voltage supplier should generate an appropriately high 

voltage (~3kV) with a specifi c wave form rather than providing a constant 

voltage (i.e., a DC voltage). In other words, the high voltage supplier must be 

able to supply 2 kV or higher bias and pulse voltage waveforms;. this is essen-

tial to make the EHD printing system benefi cial for industrial application. 

Thus, research into and production of a high voltage supplier with the relevant 

ejection parameters is as important as research on the EHD print head itself. 

 Using a high voltage supplier with bias and pulse voltage waveforms, the 

DOD ejection of droplets was examined for a DI water solution with SDS 

(Sodium Dodecyl Sulfate) (3 wt %) as shown in Fig. 14.10. A droplet is formed 
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and ejected from the tip of the liquid meniscus in response to the pulse signal. 

With an applied external pulse of 500 Hz, the droplet is generated in accor-

dance with the frequency. When a 1.1 kV pulse is applied based on a 1.4 kV 

bias voltage, the liquid meniscus is extracted from the tip of the nozzle and 

forms a cone shape. At the end of the pulse, the tiny droplet is broken from 

the apex of the meniscus and the remaining liquid is retracted. If the physical 

properties of the liquid (such as viscosity, surface tension, electric conductiv-

2.5 KV

1.4 KV

 14.10      Drop-on-demand ejection characteristic using high voltage 

supplier at operating frequency of 500 Hz and duration  of 0.2 ms. 

( Source : Lee  et al . (2008), Copyright ©  2008, Elsevier.)  
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 14.9      EHD printing system with high voltage supplier.  
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ity and dielectric constant) are fi xed and the optimal pulse and voltage are 

controllable, the DOD jetting system is feasible (Lee  et al ., 2008). 

 Based on a feasibility study, Choi  et al . (2008) demonstrate the char-

acteristic and patterning result of DOD ejection using a high voltage 

supplier with bias and pulse voltage waveforms. Figure 14.11 shows the 

DOD ejection characteristic as controlling applied bias and pulse voltage, 

1.8 kV

65 μm

80 μm 80 μm

65 μm

2.4 ms 2.5 ms 4.4 ms 4.5 ms

0.002 s = 0.5 kHz

T T

T T

0.001 s = 1 kHz

(b)

(a)

1.3 kV

1.8 kV

1.3 kV

0.5 ms 0.6 ms 1.5 ms 1.6 ms

 14.11      Jetting images of drop-on-demand results using conductive 

nanosilver ink: (a) 0.5 kHz and 5  μ L/min and (b) 1 kHz and 15  μ L/min.

( Source : (Choi  et al . (2008).)  
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frequency, duty cycle and fl ow rate; Fig. 14.12 shows the scanning electron 

microscope (SEM) images of dots and lines produced with DOD ejection 

(Choi  et al ., 2008).      

 In order to realize an EHD printing system capable of performing var-

ious patterning processes, as with conventional printing systems the EHD 

system needs linear motors that can move the substrate and the EHD 

printing device in the direction of the x, y and z axes. Also required are: a 

vision system for the layered patterning and a control system that ensured 

compliance with the required print specifi cations. In particular, the sys-

tem requires devices and programs to analyze the formation of droplets 

and patterns on the substrate through image processing and to control the 

transport speed and location of the substrate using information from the 

linear motor and high voltage supplier. Many research organizations and 

companies have recently developed EHD printing systems that satisfy 

these basic conditions and are selling them for EHD printing experiments 

and pattern formation. Figure 14.13 shows typically commercialized EHD 

printing systems.            

500 μm
500 μm

200 μm100 μm

(a) (b)

300 μm500 μm

 14.12      SEM images of dot and line patterning results at drop-on-

demand ejection: (a) 0.5 kHz and 5  μ L/min, (b) 1 kHz and 15  μ L/min. 

( Source : Choi  et al . (2008).)  
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  14.3.2     Control of the pattern resolution and thickness 

 The parameters for controlling the pattern resolution and thickness of the 

EHD printing system are the nozzle/substrate (electrode) geometry, elec-

trostatic fi eld strength, ink properties, properties of the substrate surface, 

patterning repetition and motor velocity. 

 Even though the EHD printing system can eject droplets of various sizes 

from a single nozzle in response to the supplied voltage, it cannot actually 

jet sub-micron droplets and patterns in a nozzle with a diameter of 100  μ m. 

Therefore, the nozzle should be smaller to enable sub-micron patterning, 

which is one of the strong points of the EHD printing system, as shown in 

Fig. 14.14a. Also, the pattern sizes of the EHD printing system are infl u-

enced considerably by the applied voltage. Increasing the applied voltage 

causes an increase in pattern volume, as shown in Fig. 14.14b. In addition, 

 14.13      The commercialized EHD printing systems by ENJET Co.  (  Source : 

ENJET Co. brochure. Available from http://www.enjet.co.kr/index.html.)  
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pattern width and the scattering effect of pattern are affected by the dis-

tance between the nozzle and the substrate (or electrode), because the elec-

trical fi eld applied to the meniscus can be varied depending on the distance 

between the nozzle and the substrate (or electrode). Therefore, the design 

of the nozzle/substrate (electrode) geometry is important to achieving the 

desired patterning.      

 The EHD printing system also forms patterns as droplets are rapidly 

deposited on the substrate, as is the case with thermal-bubble and piezo-

electric printing systems. Thus, the surface energy determines the degree to 

which the droplets spread on a substrate. Therefore, as shown in Fig. 14.15a, 
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 14.14      The relationship between patterned dot size and nozzle size and 

(b) the result of patterning at applied voltage (a) 2.0 kV; (b) 2.2 kV; (c) 2.4 

kV and (d) 2.8 kV.  �� �� �� �� �� ��
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the pattern on a hydrophobic substrate is smaller and thicker than the pat-

tern on a hydrophilic substrate. Also, through patterning repetition reprints 

on printed patterns not only can thick patterns be obtained, but the thick-

ness of the patterns can also be controlled.      

 Finally, the EHD printing system has a larger range of ink viscosity. 

Therefore, the EHD printing system can eject inks of a higher viscosity and 

form thicker patterns with them than with conventional printing systems. 

Figure 14.15b shows the ejection of a highly viscous ink (approximately 

~12,000 cPs) (Jayasinghe and Edirisinghe, 2004).  

  14.3.3     Repeatability and stability 

 The repeatability and stability of droplet ejection and patterning in the 

EHD printing system are important factors for applying the system to 

industrial manufacturing processes. To ensure repeatability and stability, the 

meniscus should not reach the outer nozzle and the movements should be 

fi xed in the repeated ejection process. To establish the shape of the meniscus 

without modifying the nozzle, hydrophobic materials are applied externally 

Hydrophobic
substrate

Pattern size:
7–8 μm

Hydrophillic
substrate

Pattern size:
20–23 μm

(a) (b)

 14.15      (a) Patterns on hydrophobic and hydrophilic substrates, and 

(b) the jetting image of ink with ~12 000 cPs. ( Source : Jayasinghe and 

Edirisinghe (2004), Copyright ©  2004, Elsevier.))  
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to the nozzle. Figure 14.16 depicts stable ejection where the meniscus does 

not overfl ow on the outer part of the nozzle. The hydrophobic nozzle has 

the advantage of ejecting droplets by retaining the meniscus shape at the 

moment of ejection because of the relatively large contact angle of the 
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 14.16      The moment of ejection and meniscus shape images: (a) 

hydrophobic nozzle and (b) hydrophilic nozzle.  
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hydrophobic nozzle surface, as shown in Figs 14.16a and 14.7b (Kim  et al ., 
2010a).      

 Figure 14.17a also shows that the EHD printing system can offer excel-

lent performance regarding repeatability and stability without overfl owing 

and damping at the meniscus on the nozzle. The nozzle includes a concave 

section formed along its outer circumference to ensure repeatability and 

stability (Kim  et al ., 2010b).      

 The effects of various pulse voltages, frequencies, duty cycle and pressures 

for meniscus deformation and ejection were investigated to fi nd the optimal 

region for EHD DOD printing. The research showed that the restoration 

(a)

(b)

Nozzle

Meniscus

Decrease of
charge effect

 14.17      Improvements in the repeatability and stability of an EHD 

printing system: (a) a nozzle with a concave section and (b) droplet 

ejection and patterning as decreasing charge effect.  
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time of the meniscus applied to the pulse voltage is an important factor of 

EHD DOD printing regarding the relationship between the pulse voltage 

and the frequency (Son  et al ., 2010). 

 Droplets themselves have electrical charges because they are formed by 

the electrostatic force in the EHD printing system. The electrical charges in 

the droplets cause the repulsive force between the substrate and the droplets. 

Thus, droplets cannot remain straight on the substrate and form a pattern 

at the exact place when the droplets are patterned on substrates, especially 

a dielectric substrate such as pure glass wafer. Therefore, many studies are 

being conducted to remove the electrical charge from a substrate; alterna-

tively, the distances and applied conditions between the nozzle, substrate and 

electrode are controlled in order to reduce the charge effect. Figure 14.17b 

shows improved droplet ejection and patterning where the charge effect has 

been countered by controlling and optimizing the pulse voltage.  

  14.3.4     EHD multi-head printing system 

 An EHD printing system with multiple nozzles would shorten fabrication 

time (tack time) for industrial applications. Thus, the interference of the 

electrical fi eld between the nozzles must be overcome for EHD multi-head 

manufacture. In other words, if the voltage supplied to form droplets infl u-

ences the electrical fi eld of the neighbouring nozzle, this nozzle will not form 

droplets due to its changed electrical fi eld. In addition, accurate patterning 

at the desired location becomes impossible because of a bent jet or droplet, 

as shown in Fig. 14.18 (Si  et al ., 2007).      

 Therefore, study is being undertaken into EHD multi-head printing 

systems that can reduce or remove the interference to the electrical fi eld 

between the nozzles (Lee  et al ., 2011). Two representative EHD multi-head 

printing systems are shown in Fig. 14.19a: the modifi ed gate electrode EHD 

print head and (b) the direct EHD multi-head print head.        

 14.18      The effect on the meniscus by electrical interference. ( Source : Si 

 et al . (2007), Copyright ©  2007, Elsevier.)  

�� �� �� �� �� ��



MEMS print heads for industrial printing   423

© Woodhead Publishing Limited, 2014

  14.4     Case study: EHD printing applications 

 The EHD printing system provides very fi ne, even sub-micron-scale print-

ing and jetting, while allowing the adoption of various ink materials – such 

as metal, organic and biomaterials with a wider ink viscosity range of thou-

sands of cPs. The advantages of EHD printing, further supported by the fl ex-

ibility and cost-effectiveness of its manufacture, lend themselves to various 
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 14.19      EHD multi-head printing system. (a) Gate(control) electrode EHD 

multi-head printing system and (b) direct EHD multi-head printing 

system.  
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applications that will be sought in the future – such as the formation and/or 

repair of fi ne patterns for fl at panel displays, PCBs, fl exible electronics and 

micro-bio and -sensor chips. This section introduces the results of applica-

tion research into the use of the EHD printing system. 

 Figure 14.20 shows the circuit pattern with a line width of 3  μ m on an 

untreated substrate using the EHD printing system known as ‘super-fi ne 

inkjet printing’ (Murata  et al ., 2005). Figure 14.20a shows a circuit pattern 

which has a line width of 3  μ m and with 10  μ m pitches at the lattice area; 

Fig. 14.20b depicts fi ne wires. Figures 14.20c and 14.20d present a line width 

of about 3.6  μ m with a line space of 1.4  μ m and a line width of about 10  μ m 

with 20  μ m pitches, respectively (lines: bright; spaces: dark).      

 John A. Rogers at the University of Illinois at Urbana-Champaign creates 

complex graphic arts and high-resolution line patterns that can be applied 

to TFTs and fl exible panel displays (FPDs) using EHD jet printing based 

on the EHD printing system, as shown in Fig. 14.21. This result confi rms that 

the EHD printing system can potentially be applied in various industrial 

areas (Park  et al ., 2007).      

 Figure 14.22 illustrates line patterning approximately 6  μ m wide produced 

by the EHD printing system using a tilted-outlet nozzle, and a line pattern 

with a resistivity of 7  ×  10 −6   Ω• cm after applying an annealing process. The 

 14.20      (a–d) The microscope images of fi ne patterns using silver 

NanoPaste TM. ( Source : Murata  et al . (2005), Copyright ©  2005, Springer-

Verlag.)  
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 14.21      An image and an array achieved by EHD jet printing. The image 

of a fl ower was formed with printed dots of a diameter of ~8  μ m 

diameters; the array is that of source/drain electrode pairs. ( Source : 

Park  et al . (2007), Copyright ©  2007, Rights Managed by Nature 

Publishing Group.)  
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 I–V  curves are obtained by the 15 wt% Ag content, but the inset fi gure is 

obtained by 30 wt% Ag content (Youn  et al ., 2009).      

 The EHD printing system is attracting considerable attention in the bio-

research fi eld, which requires high-resolution patterns (5–20  μ m), because 

conventional printing systems with thermal-bubble and piezoelectric print 

heads cannot form high-resolution patterns. Figure 14.23 shows the fl uores-

cence micrographs of a butterfl y pattern using a nozzle with a 2  μ m i.d. and 
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 14.22       The microscopic nozzle structure of a tilted-outlet nozzle, 

microscopic image by a tilted-outlet nozzle (approximately 6  μ m) and 

 I–V  curves. ( Source : Youn  et al . (2009), Copyright ©  2009, Springer-

Verlag.)  
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an oligonucleotide suspension (37-mer ssDNA labelled with Alexa546). This 

pattern is composed of arrays of dots 2  μ m in diameter (Park  et al ., 2008).       

  14.5     Conclusion 

 Industrial applications of printing technology have recently attracted con-

siderable attention as they offer a solution to simple and low-cost fabri-

cation and advanced pattering processes in the manufacture of electronic 

devices. EHD printing technology, one of the printing technologies based 

on EHD theory, can offer high-resolution patterning and ejection of highly 

viscous ink to achieve thick patterns, unlike conventional inkjet printing 

systems – which are thermal-bubble and piezoelectric actuators. Therefore, 

an EHD print head based on the direct manipulation of the liquid by an 

electrical fi eld appears more promising. The EHD spray phenomenon has 

different ejection modes depending on the initial electrical potential and 

ink properties. Among them, the micro-dripping, pulsed cone-jet and con-

tinuous cone-jet modes are suitable for the EHD print head. Thus, in order 

to control pattern resolution and thickness, the parameters for controlling 

of the pattern resolution and thickness of the EHD printing system are the 

nozzle/substrate (electrode) geometry, electrostatic fi eld strength, ink prop-

erties, properties of the substrate surface, patterning repetition and motor 

velocity. 

 Investigation was undertaken into the movements of the meniscus set up 

for the repeated ejection process to improve the structure and surface of the 

100 μm 100 μm

 14.23      The images of patterns of DNA formed by e-jet printing based 

on EHD printing system. ( Source : Park  et al . (2008), Copyright ©  2008, 

American Chemical Society.)  
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EHD printing nozzle. Also, the effects of various pulse voltages, frequen-

cies, duty cycle, and pressures for meniscus deformation and ejection were 

explored to fi nd the optimal region in EHD DOD printing for ensuring 

repeatability and stability. The research undertaken into the EHD printing 

system has shown it to be an attractive candidate for fi ne-patterned indus-

trial applications.  
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  Abstract : Photovoltaic mini-generators and fuel cells are the most feasible 
alternatives for applications where a high density micropower supply is 
needed. This chapter will focus on photovoltaic and fuel-cell technologies 
in powering microelectromechanical systems (MEMS) for smart energy 
management, such as bio-implantable devices or portable electronic 
devices. Sun sensors are devices that are being newly introduced into 
photovoltaic systems in order to improve their performance. The chapter 
ends with a discussion of the operating principle of these sensors and 
their role within the photovoltaic system is described. 

  Key words : solar energy, photovoltaic mini-modules, energy harvesting, 
sun sensor, fuel cell. 

    15.1     Introduction 

 There is a growing need for small energy sources for applications such as 

portable electronic devices (Koeneman, 1997; Dehlinger, 2000; Liu, 2010), 

distributed sensors and telesupply, and in other order bio-implantable 

devices. Among them, MEMS supplying with a near-integrated micropower 

supply is a hot topic in research. All these applications demand the use of 

small energy sources, each one of them trying to fulfi ll the electrical require-

ments of the specifi c application. The different options for mini-micro 

power supplies found in the literature can be mainly summarized into four 

types of device: vibration-based (piezoelectric, electrostatic) (Sodano, 2004; 

And ò , 2010 Sari, 2010), thermoelectric (Muanghlua, 2000; Watkins, 2005), 

fuel cells (Kelley, 2006; Luque, 2010) and photovoltaic mini-generators 

(Lee, 1995; Shreve, 1996; Keller, 2000; Brendel, 2001; Ortega, 2001, 2008; 

Bermejo, 2005). Figure 15.1, which is based on some of the results shown 

in the review in Cook-Chennault (2008), shows a density power vs voltage 

map of all these options.      
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 As can be seen, there are mainly two types of device which clearly show 

higher density power values: fuel cells and photovoltaic mini-generators. 

Of these two technologies, the photovoltaic approach has developed a 

wider voltage range. This can be important in applications such as the driv-

ing of MEMS switches, where relatively high voltage values are required. 

This chapter will focus on photovoltaic and fuel cells as power supplies for 

MEMS for smart energy management. However, MEMS is a quite broad 

term which includes a signifi cant number of applications. This chapter will 

briefl y describe some of these applications, starting with MEMS switches 

control and bio-implantable devices (Rabdill, 2010). 

 Sun sensors are devices that are being newly introduced into photovoltaic 

systems in order to improve their performance. The operating principle of 

these sensors and their role within the photovoltaic system are discussed at 

the end of the chapter.  
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 15.1      Power density and voltage map of different small-sized 

power supplies. The photovoltaic sources include only silicon 

technologies.  

�� �� �� �� �� ��



Photovoltaic and fuel cells in power MEMS   433

© Woodhead Publishing Limited, 2014

  15.2     Photovoltaic mini-generators 

 Photovoltaic energy conversion consists in transforming light energy into 

electrical energy. Typically, this energy conversion is carried out in an illumi-

nated semiconductor p-n junction diode (i.e. photovoltaic cell) in two steps. 

First, photons with energy greater than the semiconductor energy gap are 

absorbed, creating electron-hole pairs inside the device (photogeneration). 

Second, electron and holes pairs are separated by the electrical fi eld exist-

ing in the p-n junction – electrons to the negative terminal and holes to the 

positive electrode – thus generating electrical power. Solar cells are, in fact, 

photovoltaic devices which are especially designed to work with solar light 

as an optical energy source. 

 In this section, the working principles of photovoltaic cells and modules 

will be explained. Next, several technological approaches to the fabrication 

of small photovoltaic modules based on crystalline silicon will be described. 

And fi nally, a number of photovoltaic applications in the fi elds of MEMS 

and autonomous systems will be explored. 

  15.2.1     Photovoltaic working principles 

 The electrical behavior of a photovoltaic cell can be studied using the 

superposition principle: the current–voltage  I–V  characteristics can be 

obtained from the corresponding characteristic of a p-n junction diode 

in the dark, adding a current shifting by  I  ph  (photocurrent), as shown in 

Fig. 15.2. Note that current leaves the device by means of the voltage 

reference positive terminal, the usual convention for electrical power 

generators.      
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 15.2       I–V  characteristics of a photovoltaic cell for dark and light 

conditions. The device can work in three regions depending on the 

actual voltage: the photovoltaic region (quadrant I), photoconductive 

region (quadrant II) and diode region (quadrant IV).  
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 As shown in Fig. 15.2, photovoltaic cells can work in three possible regions 

depending on the actual voltage: the photovoltaic, photoconductive and 

diode regions:

    • Photovoltaic region  (fi rst quadrant): this is relevant for voltages rang-

ing from 0 to  V  oc  (open circuit voltage) – this region is where the device 

really can deliver electrical power to a connected load.  

   • Photoconductive region  (second quadrant) for negative voltages – cur-

rent is almost constant in this region and equal to the short circuit 

current  I  sc  corresponding approximately to  I  ph  ( I  sc      I  ph ); in this region, 

solar cells work like photodiodes being photocurrent proportional 

to the light irradiance and the device area. Sun sensors (described 

in Section 15.4) based on photodiodes (solar cells) are biased in this 

working region.  

   • Diode region  (fourth quadrant) for  V  >  V  oc , where the device becomes a 

passive component.    

  Photocurrent and spectral response 

 Photocurrent  I  ph  is the most important parameter in a photovoltaic cell. It can 

be calculated using the spectral response, denoted by  SR  in units of (A/W). 

Spectral response is a light wavelength   λ   dependent function that takes into 

account how much photogenerated charge leaves the contacts per second 

related to the incident optical power (assuming monochromatic light). Then 

 SR  considers any collection losses: these can be light front refl ectance, bulk 

and surface recombination of the solar cell and partial photon absorption 

inside the device. These losses depend considerably on the technology and 

material (semiconductor) used to manufacture the device (see Fig. 15.3).      

 In the case of a monochromatic light of wavelength   λ   o ,  I  ph  can be calcu-

lated using Equation [15.1], where  S  is the optical incident irradiance – nor-

mal to cell plane, and  A  the device area.  

    I A S SRph ×A ( )o     [15.1]   

 Alternatively, if a spectral light is used (e.g. solar light),  I  ph  is given by  

    
I A S

S d

S
ph

∞

∞

∫
∫

λ

λ

SR λ

λd

( )λλ ( )λλ

( )λλ
0∫∫

0∫∫
    [15.2]   
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 where  S    λ    is the spectral irradiance of the light in (W/m 2   μ m) units, being the 

light irradiance given by:  

    S S
∞

∫ λ λd( )λλ
0

    [15.3]   

 Spectral irradiance  S    λ    for three-light spectrums is shown in Fig. 15.4, where 

the extraterrestrial AM0 (air mass) ( S  = 1.366 kW/m 2 ) and the terrestrial 

AM1.5G ( S  = 1 kW/m 2 ) standard solar spectrums are compared with a fl ash 

lamp light ( S  = 1 kW/m 2 ) modeled by a black body emitting source (3600 K 

color temperature).      

  I  ph  has been calculated, for both monochromatic and spectral light, assum-

ing normal light incidence   γ   = 0 °  (see Fig. 15.5). In other cases, normal  S  irra-

diance must to be replaced by  S   ×  cos(  γ  ), as in Equations [15.1] and [15.2]. In 

order not to compromise photocurrent, and thereby decrease photovoltaic 

effi ciency, is important to maintain   γ   close to 0 °  using, for instance, a light 

tracking system (as discussed in Section 15.4). This aspect is critical in sys-

tems based on light concentration.       

  Main photovoltaic electrical parameters 

 Current  I  and delivered power  P vs  voltage  V  characteristics correspond-

ing to an illuminated cell working in the photovoltaic region are shown in 
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15.3      Spectral responses  vs  wavelength for different photovoltaic 

semiconductor materials: monocrystalline silicon c-Si, CIGS, CdTe and 

amorphous silicon a-Si.  
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Fig. 15.6. The main photovoltaic electrical parameters are pointed out in the 

 I–V  and  P–V  plots. Of these, short circuit current  I  sc  and open circuit voltage 

 V  oc  have already been introduced. Additionally, other important parameters 

are the maximum delivered power  P   m  , and the current and the voltage at the 

maximum power point (mpp point),  I   m   and  V   m  , respectively.      

 Another important parameter is the fi ll factor (FF) given by:  

    FF
oc SC

=
P

V Ioc

mPP
    [15.4]   

 This parameter indicates how far a photovoltaic cell is from ideal elec-

trical performance (see the ideal curves represented by dotted lines in 

Fig. 15.6). Finally, the photovoltaic energy conversion effi ciency   η   can be 
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 15.4      Typical light spectrums. Extraterrestrial AM0 ( S  = 1.366 kW/m 2 ) 

and terrestrial AM1.5G ( S  = 1 kW/m 2 ) solar spectrums. A fl ash lamp – 

assumed a black body 3600 K – (normalized to 1 kW/ m 2  irradiance) is 

also included for comparison. The visible light (0.4–0.7  μ m range) is 

also depicted in the graph.  
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Solar cell
plane

γ

 15.5      Defi nition of the light incidence angle   γ  .  γ   = 0 means normal light 

incidence.  

I(A) P(W)

Pm

Isc

Im

VmVocV(V ) VmVocV(V )

 15.6      Characteristics of current–voltage  I–V  and power-voltage

 P–V .  I–V  (left) and power-voltage  P-V  (right). The photovoltaic main 

parameters are pointed out in the graphs, as these can be

 V  oc ,  I  sc ,  V   m  ,  I   m   and Pm. Ideal  I–V  and  P–V  characteristics are also 

shown (dotted lines).  
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calculated taking into account incident light power ( P  in ) or, alternatively, 

considering irradiance  S  and cell area  A , by:  

    η = =
P
P

V I
S A

mPP

inPP
SCFF × VocVVVV

    [15.5]    

  Photovoltaic modules 

 In order to scale up current and voltage to fulfi ll electrical requirements, 

cells are combined electrically in series to raise the voltage and in parallel to 

increase the current (see Fig. 15.7). Table 15.1 summarizes the scaling rules 

of an ideal module formed by  N   p   branches in parallel with  N   s   identical cells 

connected in series.           

 Module current can be increased by enlarging the cell area and then 

increasing photocurrent  I  sc  (see Equation [15.1]) or by connecting several 

Np branches

V
mod

N
s
 cells

l
mod

+

–

 15.7      An ideal module consisting of a connection of  N   p   branches in 

parallel. Each branch is formed by  N   s   identical cells in series.  

 Table 15.1     Scaling up rules of an ideal module consisting of  N   p   branches in 

parallel of  N   s   identical cells in series 

  V  oc_mod    I  sc_mod    V  m_mod    I   m _mod    P   m _mod   FF mod     η   mod    A  mod  

  N   s    ×   V  oc    N   p    ×   I  sc    N   s    ×   V   m     N   p    ×   I   m     N   p    ×   N   s    ×   P   m    FF    η     N   p    ×   N   s    ×   A  
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branches in parallel (i.e.  N   p   > 1). However, scaling up voltage can only be 

carried out by combining cells in series ( N   s   > 1). For instance, if monocrys-

talline silicon material is used, a single solar cell provides approximately 

0.6 V in open circuit conditions ( T  = 25 ° C AM1.5G 1 kW/m 2  spectrum) or 

~0.45 V at the mpp point. Thus, a typical module arrangement of 32 cells 

in series is required to feed a 12 V battery. As can be seen from Table 15.1, 

ideally, module conversion effi ciency is the same as that of the single solar 

cell. However, this is not true of an actual module because, due to a useless 

module area ( A  mod ), from the perspective of photovoltaic conversion, it is 

necessary to perform isolation and electrical interconnections between cells 

(i.e.  A  mod  >  N   p    ×   N   s    ×   A ).   

  15.2.2     Mini-modules technologies 

 Compact and effi cient small area photovoltaic arrays (<1 cm 2 ) can be fab-

ricated using different materials and technologies: (a) gallium arsenide 

(GaAs) substrate (Beaumont, 1991), (b) thin-fi lm amorphous silicon (a-Si) 

on a dielectric substrate (Lee, 1995) or (c) crystalline silicon (c-Si) (Ortega, 

2001, 2002, 2008; Bermejo, 2005). Table 15.2 summarizes the results pub-

lished so far in the literature, where  N   s   is the number of cells connected in 

series,  V  oc  is the module open circuit voltage,  v  oc  and  p   m   are the ‘specifi c open 

circuit voltage’ and ‘specifi c maximum power’ respectively, fi rst introduced 

here and defi ned as the ratios of  V  oc  and  P   m   to the total module surface, 

respectively. These are indicators of performance per unit area.      

 Although GaAs mini-modules can be very effi cient (both  v  oc  and  p   m   levels 

are high), they are more expensive to produce compared with mainstream 

silicon technology. Alternatively, a-Si arrays can be subject to long-term sta-

bility problems. Therefore, c-Si material appears to be a good choice for the 

fabrication of very small photovoltaic arrays. 

 Table 15.2     Comparison between mini-module fabrication technologies 

 Technology  Area 

(cm 2 ) 

  N   s     V  oc_mod  

(V) 

  v  oc  

(V/cm 2 ) 

  p   m   

(mW/cm 2 ) 

 References 

 GaAs a   0.01  6  6.5  650  1204  Beaumont, 2001 

 a-Si  1.00  100  150  150  0.21  Lee, 1995 

 c-Si/MCM  0.70  9  5.1  7.3  7.7  Ortega, 2002 

 c-Si/fusion-

bonding 

 1.40  9  4.1  2.9  2.7  Bermejo, 2005 

 c-Si/SOI  0.43  169  100  240  7.3  Ortega, 2008 

     a Measured using a beam laser of wavelength   λ   = 810 nm and irradiance 22.80 

kW/cm 2  as an optical source. Other cases are measured using standard solar 

spectrum AM1.5 (1 kW/cm 2 ).    
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 Devices based on c-Si can be fabricated in a number of ways – for exam-

ple, non-monolithic integration using microelectronic packaging tech-

niques such as multi chip module (MCM) technology (Ortega, 2001). More 

interestingly, especially where integration and compatibility with other 

silicon devices is involved, a monolithic design (Bermejo, 2005; Ortega, 

2008) reduces fabrication steps and reliability is enhanced. Generally, mono-

lithic integration is achieved by means of total (Bermejo, 2005) or partial 

(Ortega, 2008) anisotropic etching of the silicon substrate, forming channels 

that isolate individual cells from each other. As can be seen in Table 15.2, a 

monolithic integration using silicon-on-insulator (SOI) technology is one of 

the best alternatives (using c-Si) to obtain very high specifi c voltages with 

relatively high specifi c powers. 

 In the following subsections, the silicon-based photovoltaic mini-module 

technologies developed since 2000 by the Micro and Nano Technology 

(MNT) Group are introduced and details are given regarding certain tech-

nological and electrical results. 

  Multichip module (MCM) technology 

 This approach use c-Si solar cells, batch-produced, in combination with 

MCM fl ip-chip technology (Al-Sarawi, 1998). The MCM approach (Ortega, 

2001) is based on the interconnection of c-Si back contact photovoltaic cells 

in series by means of a common c-Si substrate wafer, as shown in Fig. 15.8a.      

 MCM mini-module fabrication is divided into three phases: fabrication of 

the solar cells, fabrication of the substrates and fl ipping of the solar cells:  

    • Fabrication of the solar cells . These are made using c-Si wafers (device-

wafer); single solar cells are obtained by dicing the device wafer using a 

diamond circular saw.  

   • Fabrication of the substrates . These are used for the interconnection 

between solar cells and are made from c-Si wafers (substrate wafer).  

   • Flipping of the solar cells . The solar cells are fl ipped, picked and placed 

on top of a substrate to be assembled with an alignment accuracy of 5 

 μ m. A separation between dice (solar cells) in the substrate of around 

100  μ m is necessary in order to perform the pick and place stage 

adequately. Before placing the chips into the substrate, a solder paste 

is deposited onto the substrate contacts using screen printing technol-

ogy. Many different solder pastes are available in the market. They can 

be lead-based like Sn/Pb and Sn/Pb/Ag, and lead-free like Sn/Ag, Sn/

Sb, In, Pd, Sn/Ag/Cu. The metallic paste is converted into a microbump 

(~50  μ m high) after a refl ow step at a temperature well above the melt-

ing point, ranging from 180 ° C to 320 ° C depending on the selected 

alloy. Once the solder paste has melted, the chips are attached to the 
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substrates. Finally, the substrate wafer has to be diced in order to obtain 

the MCM mini-modules.    

 Flip-chip technology requires that the cell contacts (emitter and base con-

tacts) are placed in the same surface (rear surface) so that the device and 

substrate contacts are face-to-face. As a consequence, light must enter into 

the device by the opposite surface to the contacts (the front). Therefore, 

photogenerated minority carriers have to travel the thickness of the wafer 

to arrive at the p-n junction at the rear of the unit. In this type of solar cell, 

known as a back contact solar cell (Van Kerschaver, 2006), it is important 

to have a very well passivated front surface (i.e. low recombination surface 

Cell 1

(a)

Cell 2

P+
N+

c-Si n-type

Interconnection substrate c-Si

P+ region

Metal (Ti/Au)

(b)

Polyimide Solder microbumps

N+ region Ti/Pd/Ag SiO2

Light

 15.8      (a) A sketch of the MCM mini-module concept showing the 

interconnection of two adjacent solar cells and (b) a fabricated module, 

before dicing, of nine solar cells electrically connected in series with 

a total area of 2.8 mm  ×  2.8 mm. On the right-hand side of the image 

is a substrate where no solar cells were placed, as can be seen by the 

solder microbumps.  �� �� �� �� �� ��
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velocities) and high bulk lifetimes to guarantee a high carrier collection (i.e. 

high photocurrents). 

 Figure 15.8b depicts a fabricated MCM square module of nine solar cells 

connected in series with an area of 2.8 mm  ×  2.8 mm, obtaining an open 

circuit voltage of almost 5.1 V with a conversion effi ciency of 10.6% under 

a standard solar spectrum (AM1.5 1 kW/m 2 ). One of the main drawbacks of 

using this technology to fabricate small photovoltaic modules is the mini-

mum solar cell size necessary to perform the pick and place stage, which is 

restricted to ~1 mm 2 . However, in applications where very small mini-mod-

ules are not required, merging silicon solar cells with mass production fl ip-

chip assembly can signifi cantly reduce the mini-module fabrication cost.  

  Silicon-on-insulator (SOI) technology 

 In this approach, solar cells and mini-modules are fabricated monolithically 

together using off-the-shelf SOI c-Si wafers. As Fig. 15.9a shows, photovol-

taic cells are processed on an active layer of a relatively small thickness 

(3–50  μ m) on top of a handle wafer, which acts as a mechanical support; in 

between the active layer and the handle wafer there is a thick SiO 2  buried 

oxide layer (BOX), typically 1  μ m thick. The top active layer is where indi-

vidual solar cells are fabricated (see Ortega (2008) for details). An electri-

cal isolation between devices is mandatory; this is carried out by means of 

channels created by anisotropic etching of the whole active layer. Both the 

emitter and base contacts are on the front of the wafer, making series inter-

connection between cells easy; this is performed by metal evaporation and 

patterning. A thin thermal oxide is grown on the front surface of the device 

to passivate and to obtain an antirefl ective coating fi lm. An important dif-

ference with respect to MCM technology is that light enters into the device 

on the same face where the base and emitter contacts are placed. Thus, the 

photogeneration mechanism occurs near the p-n junction, avoiding carrier 

recombination losses. However, metallization of the front should be reduced 

to a minimum to avoid shadow light losses.      

 SOI wafers present a design challenge: in order to guarantee an accept-

able photogeneration under either monochromatic or spectral light, the 

active layer should be designed to be suffi ciently thick. On the other hand, 

thick active layers require deep channels, thereby causing possible intercon-

nection problems; there is therefore a trade-off between the thickness of the 

active layer and the fabrication yield. This technology is very well-suited to 

UV and visible light (monochromatic or spectral) due to the high absorption 

coeffi cient of silicon in the 350–700 nm wavelength range; in this instance, 

photons are absorbed very close to the front surface. Figure 15.9b shows a 

fabricated mini-module consisting of 81 cells, each one being 0.225 mm 2 , 

and the total module area being 0.45  ×  0.45 cm 2 . In this mini-module, an 
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open circuit voltage of 57 V has been measured with a conversion effi ciency 

of 9.7% using standard solar spectrum AM1.5 1 kW/m 2 . It is worth noting 

that, in this mini-module fabrication technology approach, very high specifi c 

open circuit voltages (~240 V/cm 2 ) can be achieved.  

  Fusion-bonding technology 

 This concept is similar to the SOI technology explained in the previous sec-

tion, though in this case the active layer is 350  μ m thick. Like in the SOI 

approach, two wafers are used: a silicon wafer (also known as the device 

wafer), where the solar cells are fabricated, and the handle wafer. The device 

wafer is bonded or stuck to the handle wafer using fusion-bonding or adhe-

sive bonding techniques. Fusion-bonding has been chosen as an appropriate 

alternative, using a second silicon wafer as a substrate material. The handle 

c-Si p-type

Handle wafer

(a)

(b)

Buried oxide Active layer (base region) SiO2

N+ region (emitter) P+ region Ti/Pd/Ag

 15.9      (a) Top view of an SOI solar cell (left) indicating the cross-section 

that was sketched to show the concept of the SOI mini-module (right) 

and (b) a fabricated module of 81 solar cells monolithically connected 

in series with a total area of 4.5 mm  ×  4.5 mm.  
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wafer provides electrical isolation and mechanical stability to the devices 

placed in the silicon wafer on the top. Electrical isolation between solar 

cells is essential because they share the same substrate, so individual cells 

are isolated by channels created by anisotropic etching of the silicon, and 

series are connected to the neighboring cell by means of the metal pattern. 

The schematic view is similar to that shown in Fig. 15.9a. 

 15.10      Closed view of a 2 ″  processed wafer with different cell topologies 

before deposition of the interconnection path.  

 15.11      Mini-module of nine cells in series processed with fusion-

bonding technology. The total area is 1.4 cm 2 .  
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 Monolithic mini-module fabrication has three main steps: the bonding 

process of the device and the substrate wafer, the fabrication of the isolation 

channels and the serial connection between individual cells by metal tracks. 

Figure 15.10 presents a closed view of a 2 ″  processed wafer exhibiting differ-

ent topologies before the deposition of the metallization tracks. Figure 15.11 

shows a photovoltaic mini-module with nine cells connected in series. The 

total area is 1.4 cm 2 ; the total open circuit voltage is 4.1 V and the specifi c 

power density is 2.7 mW/cm 2 .      

 The main advantage of this technology compared with the SOI is the 

increase in light absorption, thus increasing the available current density. 

The main drawback of this technology is the challenging fabrication pro-

cedure, where critical points such as the photolithography and metal track 

deposition over 350  μ m grooves may need to be resolved.    

  15.3     Applications of photovoltaic mini-generators 

 There are many applications which demand autonomous power supply-

ing. Wireless telesupplying is mandatory in harsh environments or in 

places where electrical conduction is not possible, such as in satellites 

or in bio-implantable systems. Consumer electronics will also benefi t as 

well from a close, suitable mini-energy source. MEMS switches demand 

a relatively high voltage and low current values, which make the use 

of a specifi c mini-energy source an interesting choice. In this chapter, 

we show two example applications: (a) telesupplying bio-implantable 

devices and (b) MEMS driving. In these applications, the introduction of 

a small-sized photovoltaic mini-module signifi cantly modifi es the energy 

balance of the system, whether energy harvesting solar light or using 

monochromatic light. 

  15.3.1     Telesupplying bio-implantable devices 

 There are many applications where the use of a complementary small-sized 

energy source that is capable of wirelessly giving an extra energy contribu-

tion is of interest. Bio-implantable devices like pacemakers (Dinesh, 2010), 

implantable defi brillators (Andrew, 2010), drug deliverer systems (Nisar, 

2008) or neurotransmitters (Yoshimi, 2004), for example, would benefi t from 

the extra energy supplied by the photovoltaic mini-module, thus increasing 

the useful life of the implantable battery. 

 The design of a suitable energy source goes through the defi nition of 

the specifi c voltage and current requirements of the whole system. In an 

autonomous device, the initial capacity of the battery can be improved 

by means of an external energy source. Calculating the energy balance of 
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the total system, the total capacity of the autonomous device is given by 

Equation [15.6].  

    C C P P M
t M LPP( )t ( )[ ]Wh = [ ]WhWW −P(( )[ ]WhWW [ ]PVPPPP     [15.6]   

 where  C (0) is the initial battery capacity,  P   L   is the power consumption, 

 P  PV  is the power given by the photovoltaic mini-module and  M  is the num-

ber of autonomy years. The power produced by a photovoltaic source is 

defi ned as:  

    P S A dt
t

PVPP [ ]WhWW [ ]W [ ]∫
0

A] [mod ηdd     [15.7]   

 where  S  is the irradiance,  A  mod  is the photovoltaic mini-module surface and   η   
the photovoltaic effi ciency. Taking  S ,  A  mod   y  η   constant in time, the stored 

energy as a function of the exposition time,  H  exp , is:  

  

 P S A HPVPP
week

days

days[ ]WhWW y [ ]W [ ]cm [ ]h weekA] [cm
1

7

365

1
mod expηHH

yearyy
  

   [15.8]   

 Substituting Equation [15.8] in [15.6] and imposing the fi nal capacity as 

being null, the surface can be evaluated by:  

    A P
C

M S HLPPmod

exp

( )
−PLPP⎛

⎝⎝⎝
⎞
⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞ 7)⎞⎞⎞

365ηHH
    [15.9]   

 where  M  can be expressed as a function of the increase of battery life  P  

and the nominal duration of the battery without any provision of external 

energy, following the expression:  

    M N
P[ ]y [ ]years +⎛

⎝
⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞

1
100

[%]
    [15.10]   

 Figure 15.12 shows the real consumption of a commercial pacemaker with 

a Wilson Greatbatch WG 8402 lithium iodine battery ( C (0) = 2.8 Wh,  V   L   = 

2.8 V,  f  = 60–70 Hz). Table 15.3 shows the photovoltaic area necessary to ful-

fi ll the consumption of the pacemaker for different illumination conditions, 
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photovoltaic effi ciencies, irradiance and exposition time in order to increase 

the battery lifetime to  P . For instance, if we consider a standard AM1.5 solar 

spectrum (1 kW/cm 2 ) and 4.3% of photovoltaic effi ciency, a 1 cm 2  solar cell 

can increase the battery life by up to 60%, using an exposition time of only 

1 h per week.                 

  15.3.2     Driving MEMS switches 

 MEMS electrostatic actuators are currently used for a number of applica-

tions such as optical switching, electrical relays or radio frequency (RF) 

variable capacitors for example. Driving such devices is usually performed 

by applying a voltage which produces an electrostatic force which is non-

linearly related to the defl ection of the moveable part of the actuator and 

usually requires higher voltage than conventional standard processing elec-

tronics. The nonlinearity involved makes movement unstable, leading to the 

collapse of a device at a so-called ‘pull-in’ voltage (Nathanson, 1967). It has 

been observed (Casta ñ er and Senturia, 1999) and experimentally demon-

strated (Casta ñ er  et al ., 1999) that a ‘charge drive’, instead of a voltage drive, 

5 mA

8–15 μA

0.5 ms t

IL

 15.12      Current consumption of a commercial pacemaker with a Wilson 

Greatbatch WG 8402 lithium iodine battery.  

 Table 15.3     Photovoltaic area necessary to increase the battery lifetime up to  P  of 

the pacemaker consumption shown in Fig. 15.12 

 Light source    η   (%)   S  

(kW/m 2 ) 

 Exposition 

time (h/week) 

  P  (%)  Area 

(cm 2 ) 

 Solar AM 1.5  4.3  1  1  60  1 

 Monochromatic   λ   = 830 nm  10.5  0.18  5  60  1.2 

 Low consumption bulb 

OSRAM 23 W (distance 

5 cm) 

 5  0.115  2.5  20  1 
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has a number of benefi ts, as the total power consumed in the switching can 

be drastically reduced, the kinetic energy at the impact of the two plates 

is reduced by orders of magnitude and the movement can be analog-con-

trolled across the gap (Casta ñ er  et al ., 2001). It has also been shown that a 

charge drive usually requires high voltage compliance (Seeger, 1997). 

 Actually, a photovoltaic mini-array can be considered as a new DC/

DC step-up converter without the need of conventional charge pumps of 

switching converters, avoiding the use of switched-capacitor high-frequency 

circuits or bulk inductors. The series connection of solar cells allows the 

scaling up voltage in the array to levels more suitable for MEMS actuation 

(typically more than 5 V). In this section, we will to briefl y show the poten-

tial use of a photovoltaic source as the direct drive of electrostatic actuators. 

Since the  I–V  characteristic of a photovoltaic array has the shape of a cur-

rent source limited in voltage, the actuation process can be that of a charge 

drive, voltage-limited. The main potential benefi t we foresee is that a direct 

drive with galvanic isolation can be achieved at high voltages without using 

any typical DC/DC converter. This photovoltaic drive therefore becomes a 

new inductor-less DC/DC type of converter ‘opto-activated’. The number of 

individual solar cells can be chosen to drive specifi c MEMS switches of high 

pull-in voltage value. 

 A PSPICE model has been developed (Bermejo, 2005) including the pho-

tovoltaic mini-module and an electrostatic switch. Figure 15.13 shows the 

main parameters of the transient. The transient starts in  t  = 0s in Fig. 15.13. 

As soon as the irradiance pulse is turned ON, the MEMS device capacitance 

starts charging with a current of value  I  sc  and the moveable arm starts moving 

due to the increase of charge and, hence, of the attractive force. For a while, 

the current remains reasonably constant while the voltage rises (Region I in 

Fig. 15.13), and the operating point will move from left to right following the 

 I–V  characteristics (Fig. 15.13a). When the operating point goes beyond the 

fl at part of the stationary characteristic in Fig. 15.13a, the voltage (Fig. 15.13c) 

will still be increasing, but more slowly, and the current (Fig. 15.13b) will 

start dropping (Region II). At some point, the charge in the MEMS device 

reaches the value of the pull-in charge, which is required for the actuator to 

collapse. At this moment, the moveable arm moves drastically producing a 

large change in the value of the actuator capacitance. As the current has a 

limiting value, the voltage across the MEMS device has to drop (this is seen 

in Regions III and IV), as the total charge cannot increase further. This drop 

in the voltage forces an increase in the current and the operating point now 

changes direction and moves backwards over the  I–V  curve fi nally reaching a 

hold-on voltage considerable smaller than the maximum drive-in voltage.      

 Analyzing the energy at the impact, a decrease of up to three orders of 

magnitude, for the same switching time, can be obtained by using this cur-

rent-controlled method.   
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  15.4     Micro-fuel cells 

 A fuel cell is a device that converts chemical energy into electrical energy. 

Like in photovoltaic cells, this energy conversion is direct, so no thermody-

namic cycle is involved. Unlike a battery, a fuel cell produces electric energy 

as long as fuel is supplied and has a higher density of stored energy. Both 

properties make the fuel cell a very interesting power source for portable 

equipment. 

  15.4.1     Fuel-cell principles and classifi cation 

 A fuel cell has a very simple electromechanical structure, so it is easy to 

implement using MEMS technology. The basic structure of a fuel cell con-

sists of two electrodes (cathode and anode) connected through an electro-

lyte. The oxidant and the fuel are combined internally to produce electrons, 

which are driven through an external electric load. A distribution chamber 
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 15.13      PSpice simulation results of the photovoltaic source and the 

MEMS switch models. (a)  I–V  of the photovoltaic source, (b) current 

delivered to the switch, (c) switch voltage and (d) defl ection of the 

movable arm.  
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provides the fuel and the oxidant to the electrodes and drives electrons 

through an external load (see Fig. 15.14).      

 An electrolyte is a chemical medium with high ionic conductivity but low 

electronic conductivity. The most widely used electrolyte is a membrane 

of poly-tetrafl uoroethylene (PTFE): Nafi on  ®  . This membrane has good 

mechanical and chemical properties such as high mechanical strength, ease 

of handling and high stability. Other usual electrolytes are aqueous alka-

line solution (AKS), phosphoric acid (PO 4 H 3 ), lithium potassium carbonate 

(C0 3  Li K) or yttria-stabilized zirconia (YSZ). 

 Electrodes are in direct contact with both surfaces of the membrane. In 

the anode, fuels like hydrogen are dissociated in ionic species (in this case, 

protons) and electrons.  

    H e2 2 2H→ +2H −e2     [15.11]   

 Protons are driven to the cathode through the membrane, while electrons 

travel to the cathode through the external load. In the cathode, the oxi-

dant (typically oxygen), protons and electrons react to produce water, in 

this case.  

Electrolite
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e– e–Load

 15.14      Basic structure of a fuel cell.  
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    2 2
1

2
2 2H e2 O H2 O2 +e2 −e2     [15.12]   

 The desirable properties of electrolytes include their high porosity and 

the catalyst power. Porosity gives the protons higher mobility and the cat-

alyst power shifts the reaction to the product side. Electrodes are usually 

composed of a mixture of platinum, carbon and Nafi on  ®  . 

 The last components of a fuel-cell structure are the distribution cham-

bers. They constitute the external shield of the system and are in charge of 

providing fuel and oxidant to electrolytes, the removal of the product of 

reaction (water) and connecting the cell electrically to external devices. The 

distribution chamber requires high electrical and thermal conductivities, 

mechanical strength and corrosion resistance. Graphite is a good material 

because it has good electrical and thermal conductivities, but unfortunately 

is too fragile. In order to drive the fuel and the oxidant effi ciently, electrodes 

have to be channeled. Those channels are also used to remove the resulting 

water from cathode; this is an important target in the effort to improve fuel 

cells (see Fig. 15.15).      

 The most common fuel is hydrogen but several hydrocarbons are used 

too, such as methanol or ethanol. Despite the wide variety of fuels, the 

Fuel flo
w

15.15      Channeled structure of an electrode.  
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classifi cation of fuel cells is based on the type of electrolyte used in their 

structure. Table 15.4 shows the most widely used fuel cells, their properties 

and their operational conditions.      

 The voltage of a single fuel cell is approximately 0.7 V in normal operat-

ing conditions, so several cells have to be stacked in series to increase the 

output voltage or in parallel to produce more electrical current. The effi -

ciency of a fuel cell typically ranges from 40% to 60% depending on how 

effi cient several processes are; for instance, waste water removal, humidity 

of the membrane, heat evacuation and fuel supply. All these factors must be 

taken into consideration in the design and manufacturing technology of a 

fuel cell.  

  15.4.2      MEMS-based polymer electrolyte membrane 
(PEM) fuel cell 

 At the time of writing the trend is to miniaturize power sources. The use 

of MEMS technology for fuel-cell design allows decreased dimensions and 

reduced losses, thereby improving energy conversion and fuel storage effi -

ciency. Many efforts have focused on developing a MEMS-based process in 

order to miniaturize fuel-cell structure. 

 Figure 15.16 shows the structure of a polymer electrolyte membrane 

(PEM) fuel cell in which an integrated silicon distribution chamber has 

been developed (Luque, 2010). The use of silicon technology has several 

advantages because it uses well-known fabrication processes. Silicon is a 

conductive material which will collect generated current from the anode 

and the resulting monolithic structure could be integrated with auxiliary 

electronics.      

 Table 15.4     Properties of the fuel cells most usually employed 

 Fuel-cell type  Electrolyte  Electrolyte 

state 

 Charge 

carrier 

 Operating 

temp ( ° C) 

 Power range 

 (kW) 

 (PEM) polymer 

electrolyte 

membrane 

 Sulfonated PTFE  Solid  H +   50–80  5–250 

 (AFC) alkaline  AKS  Liquid  OH −   90–100  5–150 

 (DM) direct 

methanol 

 H +  interchange 

membrane 

 Solid  H +   80  5 

 (PAFC) 

phosphoric 

acid 

 PO 4 H 3   Liquid  H +   160–220  50–1  ×  10 4  

 (MCFC) molten 

carbonate 

 C0 3  Li K  Liquid  CO 3  
2−   620–660  100–2  ×  10 3  

 (SOFC) solid 

oxide 

 YSZ  Solid  O 2−   800–1000  100–250 
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 15.16      PEM fuel-cell design. (a) Overhead view of the PCB bottom 

cover with the fuel-cell chip, (b) overhead view of the top cover with 

the current collector and (c) cross-sectional view of the complete 

assembly.  
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 Figure 15.17 shows the structure of the fuel distribution chamber. Two 

channels have been implemented to supply hydrogen to the membrane and 

to evacuate the waste hydrogen not consumed. The distribution chamber has 

many holes to connect it with the membrane electrode assembly (MEA). A 

catalyst, made of platinum, is in contact with the MEA and promotes hydro-

gen dissociation. The generated electrons are collected by a silicon structure 

and protons travel through it to reach the ‘MEA’.      

 Two types of structures have been implemented in the distribution cham-

ber: pillars and walls. Pillars were built to support the membrane and pre-

vent it from failing when hydrogen fl ows below it. Walls are used to force 

the hydrogen to follow a particular path when fl owing and thus force it to 

cover a greater area of the membrane. Both were made by patterning the 

sacrifi cial oxide of silicon and a particular distribution of holes, as shown in 

Fig. 15.18.      

 The fabrication process, based on a previous work (Kelley, 2002), is 

described by Luque (2010). Figure 15.19 shows how the process starts with a 

p-doped double-sided polished Si wafer. The steps in the fabrication process 

are summarized in points a–f:  

   (a)     the growing of a thermal oxide used to be used as a sacrifi cial layer;  

  (b)     the growing of a polysilicon layer by low-pressure chemical vapor 

(LPCV) deposition to support the MEA;  

  (c)     the patterning and removing of polysilicon by reactive ion etching 

(RIE);  

  (d)     the opening of input and output holes for hydrogen feeding;  

  (e)     the etching of oxide to form the reaction chamber (Schilp, 2001);  

  (f)     the deposition of a Pt layer to form the current collector.         

Air MEA

Current
collectors

Pillars and
walls

Hydrogen
output

Hydrogen
input

Gas
distribution
chamber

 15.17      General structure of a silicon fuel cell with the integrated fuel 

distribution chamber.  
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 15.18      Detail of mask patterning for pillars design.  
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 15.19      (a–f) Fabrication process for PEM silicon fuel cell. See text for 

explanation of steps.   
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 All the steps for this process use standard of MEMS devices manufactur-

ing techniques, which make the industrial-level production easier and more 

cost-effective. 

 Experimental results can be seen in Fig. 15.20. A peak power density of 15 

mW/cm 2  was obtained for a 4 mL/min H 2  fl ow rate at 1 atm. The maximum 

output voltage was 560 mV. Experimental tests were carried out at an ambi-

ent temperature of 25 ° C. The hydrogen fl ow rate of 4 mL/min was chosen in 

order to maximize generated power density.        

  15.5     Applications of micro-fuel cells 

 The initial applications of fuel cells were very diverse. Research teams were 

developing different electrolyte technologies and the resulting fuel cells 

were applied, among other applications, in power generation for NASA 

space missions. Hydrogen and oxygen were used to produce electric power 

and water – products that were very much appreciated in space vehicles. 

The typical power of such fuel cells ranged between 5 and 10 kW. Larger 

fuel-cell systems were developed in co-generation plant to produce both 

electric power and heat in domestic applications. In these cases, power was 

increased to an order of magnitude of 200–400 kW. 

 The use of fuel cells in portable devices fi rst appeared in military appli-

cations. The necessity of personal communication systems with suffi cient 

autonomy lead to the development of micro-fuel cells as power sources. The 

direct methanol fuel cell (DMFC) is the most suitable for personal applica-

tions, because of its low operating temperature and the type of fuel used. 

DM fuel cells do not use corrosive liquids and have a very simple structure. 
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 15.20      Measurement of power density and output voltage generated by 

the PEM silicon fuel cell for a 4-mL/min H2 fl ow rate. The fi gure shows 

the peak power of 15 mW/cm 2 , under about 57-mA/cm 2  current load.  
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Jenny 600S is a small tactical DM fuel cell made by SFC Energy (http://

www.sfc-defense.com); it weighs 1.6 kg and delivers up to 25 W in a 10–30 V 

range. Each fuel cartridge contained 35 cc of methanol, a very safe and suit-

able fuel in portable applications, with an energy capacity of 400 Wh. 

 In the area of civil applications, several companies are introducing fuel-

cell technology in small devices like cell phones, MP3s and laptop comput-

ers. For instance, the Samsung Q35 notebook has been adapted to use DM 

fuel-cell technology, running for 10–15 h with a 100 cc methanol cartridge. 

Also, Toshiba has developed a prototype fuel cell for laptops that is capable 

of generating 20–100 watts of power. 

 Main manufacturers of electronic power systems are developing fuel-

cell-based power sources. Some companies such as Mechanical Technology 

Inc. (MTI), Motorola, Fujitsu or Samsung SDI are developing recharge-

able DM fuel cells for mobile applications. Most of them use methanol for 

fuel, delivering between 100 mW and 20 W with a capacity about 100 mL 

(Arunabha, 2007).  

  15.6     Smart energy management with sun sensors 

 For decades, considerable effort has been devoted to research into the pos-

sibility of obtaining electrical energy in large power plants directly from 

sunlight by means of thermal concentration techniques. Solar collector and 

parabolic trough technologies have both had to overcome major techno-

logical problems to become effi cient and profi table. Among them are the 

problems related to focusing the maximum radiation on the target; a minor 

deviation in alignment with the target causes a dramatic drop in system 

performance. 

 On the other hand, photovoltaic technology has been well known for a 

considerable time. The energy effi ciency of electro-optic direct conversion 

is very high, but the use of static structures, in order to reduce installation 

and maintenance costs, makes collecting the maximum energy throughout 

the day very diffi cult. 

 Both types of system need a solar tracking technique to improve their 

performance. However, while the use of this technique is mandatory for 

concentrating solar power plant, for a photovoltaic power plant it is only 

optional. 

 Analytical methods have been used to predict the position of the sun. For 

instance, Mitchaltsky equations provide an analytical curve that describes 

the path followed by the sun in the sky; an established global positioning 

system (GPS) coordinates with the date and time on Earth. These methods 

are quite accurate (error < 0.1 ° ); however, they require a relatively complex 

implementation and periodic recalibration of each of the tracking structures. 
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To reduce the frequency of this recalibration, robust and precise mechanical 

structures and engines are used, increasing the price of the system. 

 The use of sun sensors is an alternative to analytical methods for predict-

ing the position of the sun. These sensors provide a direct measure of posi-

tion, allowing closure of the control loop of the tracking systems. Many solar 

power companies include some kind of optical sensor in its parabolic trough 

collectors in order to track the solar position throughout the day. Fichtner 

Solar GmbH (www.fi chtnersolar.com) uses a very simple photovoltaic two-

cell structure in its 150 MW solar power plant in Kuraymat (Egypt). Flagsol 

GmbH (www.fl agsol.com) has designed and engineered the solar fi eld and 

heat transfer system for the AndaSol 1, 2 and 3 solar thermal power plant 

in Andalusia (Spain). In the AndaSol plant, the parabolic trough collectors 

track the sun from east to west using a high-precision optical sensor, thus 

collecting the maximum solar radiation. Bright Green Energy Ltd (www.

wirefreedirect.com) uses a combination of optical solid-states and sun sen-

sors to align the modules to the arc of the sun and measure the solar radia-

tion falling on the array. 

 Although the performance achieved by solar sensors is quite good (<0.1 ° ), 

so far they have been realized with conventional electromechanical technol-

ogies, obtaining large devices that are unreliable and expensive. That is why 

sun sensors have not been widely used in this kind of system yet. However, 

the use of MEMS technology in this type of sensor solves these problems, so 

they are now being incorporated into the new tracking systems. Companies 

such as Solar MEMS Technologies (www.solar-mems.com) have developed 

a MEMS-based sun sensor for industrial applications (see Fig. 15.21) which 

is being incorporated into tracker structures like parabolic trough and para-

bolic dish concentrators.      

 Moreover, sun sensors are being used in illumination applications to 

supply natural light to buildings. They are included in two-axes motorized 

mirrors to focus the solar beam in a fi xed place on the building. Sun sen-

sors allow closure of the illumination loop, providing a system with greater 

accuracy and fl exibility and making installation and maintenance more 

straightforward. 

  15.6.1     Principles and structure of a sun sensor 

 The objective of a sun sensor is to measure the angle of incidence of sun-

shine radiation; in other words, the relative position of the sun in the sky. 

The relationship between the real angle of incidence   α   and its components, 

  θ    x   and   θ    y  , in the axes  x  and  y  (see Fig. 15.22), is given by Equation [15.13].       

    tan ( ) t ( )tan ( )2( )α) tan (2) t) an θx y)tan (θ     [15.13]   
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 15.21      MEMS-based sun sensor, ISS-DX, for industrial applications. 

( Source : Solar MEMS Technologies.)  

z
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α
θx

θy

 15.22      Decomposition of a real sunlight beam in both  x  and  y  

components.  
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 To measure these angles, it is necessary that the beam of sunlight 

crosses a window and a cavity to reach a sensing element. From the rela-

tive position of the illuminated area in the sensing element, the incidence 

angle of radiation can be calculated (see Fig. 15.23). The angular range 

of the sky that can be measured by a sun sensor is known as the ‘fi eld of 

view’ (FOV).      

 The top window can be manufactured in a variety of ways. One of the 

most widely used procedures involves drilling a hole in the material that 

fi ts over the sensing element. Alternatively, the window can be obtained by 

metallization and patterning processes on the rear surface of a glass cover 

which is then bonded to the silicon die. 

 Realizing the window by drilling a hole in the sensing element cover 

leaves an empty cavity between the window and the silicon. Thus, inde-

pendence between axes is guaranteed. In other words, variations on a sin-

gle axis do not affect the measurement made in the orthogonal axis; the 

system is therefore much more linear and the data processing simpler. On 

the other hand, the silicon surface is exposed to external conditions, either 

atmospheric weather (for terrestrial applications) or dangerous radiation 

(for space applications). 

 By metallization and patterning processes on the rear surface of a glass 

cover, the silicon die is protected; the device is therefore more robust, giving 

it a longer life span and allowing its use in more hazardous environmental 

conditions, . However, using glass in the window involves a change of mate-

rial in the path of the light beam, bringing Snell’s law into play.  

    n1 sin( ) si ( )θ) s) n in( ))     [15.14]   

 where  n   1   and  n   2   are the refractive indices of air (or vacuum) and glass, respec-

tively,   θ   is the angle of incidence and   θ    ′ the refracted angle (see Fig. 15.24). 
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θ

 15.23      Operation principle of a sun sensor.  
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The main drawback to this interface is that the independence of the two 

angles is lost. The decomposition of both original and refracted angles 

produces different x and y components, due to Snell’s law. This means 

that the variation of the illuminated area in the silicon die, when moving 

in a single axis, also depends on the angular position on the orthogonal 

axis.      

 The way to process this information and obtain accurate measurements 

depends on the type of technology used. Traditionally, sun sensors are clas-

sifi ed as either digital or analog. 

  Analog sun sensor 

 The simplest analog structure of a sun sensor consists of a pair of silicon 

photodiodes and an opaque surface with a ( L   ×   W   μ m 2 ) window placed 

at  h   μ m height (see Fig. 15.25). The light beam enters the window and illu-

minates both photodiodes, the areas illuminated being dependent on the 

angle of the beam. Each photodiode will generate a current proportional to 

the illuminated area, which will be measured by the data acquisition system 

(Ortega, 2010).      

θ

θ ’

n1

n2

 15.24      Refraction of a light beam crossing an interface between two 

different materials.  
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 15.25      Basic structure of an analog sun sensor.  
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 Using this structure, it is possible to measure the angle of incidence on 

a single axis. To obtain the angle of incidence in two axes (and therefore 

precisely locate the light source), it is necessary to place two such structures 

orthogonally. 

 As Equation [15.15] shows, by using a differential measurement of these 

currents a dimensionless function  R   i   is obtained. It depends on the angle 

of incidence and is independent of factors that affect all the photodiodes 

equally (intensity of light radiation, temperature, etc.).  

    R
v v
v vi =

+
1 2v

1 2v
    [15.15]   

 By combining the functions of both axes, the characteristic curves of the 

sensor   θ    x    = f(R   1   , R   2   )  and   θ    y    = f(R   1   , R   2   )  are obtained. During normal opera-

tion, the procedure consists in measuring the voltage and calculating the 

corresponding R functions, and then applying them to the characteristic 

curve in order to obtain the value of the angular position (see Fig. 15.26).       

  Digital sun sensor 

 In a digital sensor, the sensing element is either a charge-coupled device 

(CCD) or active pixel sensor (APS) image detector onto which the beam 

of sunlight is projected. The small dimension of the pixels means that the 

projection of the beam of sunlight illuminates a set of them (Liebe, 2001; 

Mobasser, 2003). Using image processing algorithms, it is possible to obtain 
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 15.26      Angle   θ    x   as a function of the sensor’s responses R1 and R2.  
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the centroid of this projection – and, hence, the angle of incidence – with 

great accuracy (Enright, 2008). 

 The most common digital design consists of a silicon die coated with a 

thin layer of chrome and a layer of gold with hundreds of small pinholes. 

This structure is placed on top of the image detector at a distance of less 

than 1 mm. Images of the sun are formed on the detector when the sun 

illuminates the assembly. Software algorithms must be able to identify the 

individual pinholes on the image detector and calculate the angle to the sun 

(Mobasser, 2001). The accuracy of this kind of sensor depends on several 

factors, including the pattern implemented in the mask, the holes (number, 

size and separation between them) and the algorithms used to obtain the 

angle of incidence. 

 Sun sensors are classifi ed into two groups according to the accuracy of 

their sensor: coarse sun sensors, which have a large FOV but a low degree of 

accuracy; and fi ne sun sensors, which provide a high degree of accuracy from 

a small FOV. In a complete detector system, the best performance is obtained 

by using a combination of both kinds of sensor. A comparison of typical val-

ues of accuracy for coarse and fi ne sun sensors is shown in Table 15.5.      

 To summarize, an analog sensor provides robustness and simple signal 

processing, whereas a digital sensor is more sensitive to failure and has a 

more complex signal processing. However, the accuracy achieved with the 

digital sensors is greater than provided by analog sensors.   

  15.6.2     Analog sun sensor manufacturing 

 The analog design is simple and uses large photodiodes (about 1 or 2 mm 2 ), 

so analog sun sensors are very robust against environmental conditions, 

making them reliable as a navigation instrument in space applications. 

 Among the topologies developed by different research groups, there are 

sensors that consist of two basic structures arranged orthogonally (Ortega, 

2010), an advanced version with the FOV divided into sectors (Delgado, 

2010), a four-quadrant sensor in which the axes are identifi ed by processing 

the voltages in pairs (Maqsood, 2010) or a version with triangular-shaped 

 Table 15.5     Usual accuracy and fi eld of view 

(FOV) of digital and analog sun sensors 

 FOV  Accuracy 

 Analog  Digital 

 CSS   ± 60 °   1 °   0.1 °  

 FSS   ± 5 °   0.01 °   0.005 °  
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photodiodes (Pedersen, 2003). An analog design with a different concept 

was developed by Bohnke (2005), where the sensor is composed of a semi-

spherical photodetector element. The current is generated and distributed 

between different electrodes. The distribution of the photocurrent to the 

electrodes depends on the angle of incidence of the sunlight. 

 The fabrication of each of these types of sensor is similar and can be sum-

marized in three main steps: silicon die fabrication, cover glass metallization 

and the bonding process (the latter two, only if the sensor has a layer of 

glass). The silicon die is fabricated using p-type crystalline silicon wafers. 

 The fabrication process of the sun sensor developed by Ortega (2010) 

consists of the following steps, and can be seen in Fig. 15.27:  

   (a)     thermal oxidation;  

  (b)     defi nition of the emitter regions (N+ regions) of the photodiodes using 

standard photolithography;  

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i)

Au metallizationTi/Pt/Al metallization

N+ regionsOxideSilicon bulk

 15.27      (a–i) Fabrication process of a two-photodiodes sun sensor. See 

text for explanation of steps.  
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  (c)     SiO 2  etching at the front and back surfaces;  

  (d)     SiO 2  passivation;  

  (e)     defi nition of the emitter contacts in N+ regions by photolithography 

and SiO 2  etching;  

  (f)     metallization using sputtering and the lift-off technique;  

  (g)     Al metallization on the rear surface and thermal annealing;  

  (h)     metallization in the pads and thermal annealing;  

  (i)     laser-fi red contacts in the back surface.         

 The cover glass metallization is made as follows:  

   photoresist deposition on the front and lithography;  • 

  Al metallization using the sputtering technique;  • 

  metal patterning using the lift-off technique.    • 

 Finally, a transparent and non-conductive epoxy resin is deposited care-

fully on the silicon die in four peripheral points (to avoid covering the 

electrodes and windows) in order to bond the silicon and glass cover. 

Figure 15.28 shows a prototype of the analog sun sensor developed by 

Ortega (2010).       

  15.6.3     Sun sensor strategy for energy management 

 A sun sensor is used in either of the following modes of operation:

   full operating range (full FOV);  • 

  around a reference point, usually the origin (0.0).    • 

 15.28      Prototype of an analog sun sensor.  
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 Like most sensors, sun sensors can be used merely as an instrument for 

measuring the sun’s position in a given range or they can be incorporated 

into a tracking system as an active element. When incorporated into a track-

ing system, the sensor usually works around the origin (0.0). 

 Sensor requirements are different for each of these applications. In the full 

operating range, one or more sensors with wide FOV (eg + −60 ° ) is necessary 

to cover the full angular fi eld where the sun position has to be known. The 

system operates in an open loop and the required accuracy is high throughout 

the operating range. To achieve this precision, the sensor has to be calibrated 

before it is deployed. In this way, manufacturing tolerances are compensated 

and no unacceptable errors occur in the measurement function. 

 Good calibration requires the use of a solar simulator and a position-

ing system, which range throughout the FOV and measure the response of 

this particular sensor in that range. This information should be included in 

a memory device so that it can be used later by a microprocessor that is 

responsible for performing the positional calculations. Both the micropro-

cessor and the memory can be included in the device itself, as in the case of 

a digital sensor. 

 The relationship between the difference in optical power ( P  12 ) received 

by photodiodes 1 and 2 of the sensitive element and the difference in cur-

rents generated by both of them ( I  12  )  is determined by the function  I  12   = 
f ( P  12 ). If the sensor operates close to the origin of reference, both differ-

ences are close to zero ( P   12   ~ 0), and the function f can be approximated, as 

shown by Equation [15.16]:  

    I
f

P
P SP12

12PP 12PP 12PP0= +0
∂ff

∂
    [15.16]   

 Equation [15.15] shows that the differences of incident light and electrical 

current ( P  12  and  I  12 ) are related by a coeffi cient known as sensitivity  S . 

 Figure 15.29 shows the equivalent model of the sensitive element ( S ) 

whereby the incident optical power ( P  12 ) is converted into electricity ( I  12 ). 

Using an electronic process, represented by  A , the angle of incidence of 

radiation is given as a voltage  V . This electronic process includes both the 

current–voltage conversion and signal amplifi cation stages.      

 A tracking system includes a set of motors that are driven by a control sig-

nal  V  moving the support structure, which causes a variation in the difference 

S A
P12 Vθl12

 15.29      Equivalent model of a sensitive element.  
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in optical power received by the photodiodes (PR). This operating mode is 

outlined in the Fig. 15.30.      

 Including a solar tracking system, we can achieve a sensor that works 

around the origin (0.0). The system operation is shown in the Fig. 15.31.      

 The relationships of different variables of the system are described by:  

    V AIθVV 12     [15.17]    

    I S P12 ΔS     [15.18]    

    ΔP P PRPP−P12PPPP     [15.19]    

    P R VR MP RP −RMR θVV     [15.20]   

 where of  

    V P R VθP R VVMθVV −PP( )AS PPPPP     [15.21]    

    1 12−( )ASR A) = SP1M VθVV     [15.22]    

    V
M

θVV =
−( )
ASP

ASR

12PP

1
    [15.23]   

Vθ PRRM

15.30      Equivalent model of an actuator system.  

P12 +

–

PR

RM

S A
ΔP Vθl12

15.31      Equivalent model of a closed loop tracking system.  
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 Supposing that ASR  M   >> 1, then  

    V
P
RM

θVV = 12PP
    [15.24]   

 In conclusion, when the sun sensor works in a closed loop:  

   the scale factor is determined by the transducer, which is usually very • 

linear, precise and repetitive;  

  the nonlinearity of the sensor ( • f ) is removed, because the sensor is work-

ing at all times around 0.0, so higher accuracy will be achieved.    

 The requirements of sun sensors used in this operating mode are typically 

those of a fi ne sun sensor, where the FOV and accuracy are usually less 

than  ±  15 °  and 0.1 ° , respectively. The use of fi ne sun sensors around the 

origin (0.0), where accuracy is even greater, maximizes the performance 

of photovoltaic energy conversion by using tracking systems. In addition, 

a narrow FOV improves the problem of albedo. Although a fi ne sun sen-

sor is the best option for the closed loop control of a tracking system in 

transient situations, such as at sunrise or in partly cloudy weather, the sen-

sor may be out of the FOV. In this situation, a coarse sun sensor works 

more robustly due to its wider FOV. A combination of both types is usu-

ally employed.   

  15.7     Conclusion 

 In this chapter, we showed photovoltaic and fuel-cell technologies as a suit-

able option for powering MEMS for smart energy management, such as 

bio-implantable devices or portable electronic devices. 

 We introduced the basic working principles of photovoltaics and followed 

this by describing the fabrication processes of different photovoltaic mini-

module approaches based on silicon: multichip module (MCM), silicon-on-

insulator (SOI) and fusion-bonding technologies. 

 New photovoltaic devices and sensors are emerging continuously. The 

materials, structures and strategies used have a fundamental role in achiev-

ing a successful application.  
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  Abstract : This chapter sets out the applications of radio frequency 
micro-electro-mechanical systems (RF-MEMS) technologies for smart 
communication microsystems. It begins with a brief presentation of 
RF-MEMS technology and associated components, and then offers a 
detailed overview of RF-MEMS-based reconfi gurable circuits, paying 
specifi cal attention to the reliability and power capability of RF-MEMS 
components. The chapter closes with a discussion of the co-integration 
of RF-MEMS circuits with integrated circuits (ICs) leading to smart 
communications microsystems is presented and global conclusions are 
offered.  

    Key words : radio frequency micro-electro-mechanical systems (RF-
MEMS), microsystems, microwave. 

    16.1     Introduction 

 Joseph Henry invented the fi rst electromechanical device, called a ‘switch’ or 

‘relay’, in 1835. It was composed of a bulky electromagnet, which activated an 

armature that contacted two electrodes. That relay was the brick of the fi rst 

computer in the late nineteenth century. The clock speed was unfortunately 

limited to tens of Hertz, which motivated the well-known extensive use of 

vacuum tubes, followed by transistors during the twentieth century. After 

several decades of semiconductor foundry developments, complementary 

metal oxide semiconductor (CMOS) chips are now drastically reduced in 

size, operate at GHz frequencies and consume very low power. 

 Is the relay defi nitely buried? 

 In 1979, K.E. Petersen developed the fi rst ‘micromechanical membrane 

switches’ that ‘fi ll the gap between conventional silicon transistors and 

mechanical electromagnetic relays’ (Petersen, 1979). This was the fi rst start-

ing point, which opened the route to micro-electro-mechanical systems 

(MEMS). The key idea, an original concept at that time, was to merge silicon-
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based microfabrication capabilities with the mechanical relay approach. 

The proposed MEMS-based electrical switch exploited electrostatic force 

applied between a p-doped silicon layer and a bi-material (SiO 2  and gold) 

membrane in order to pull-down a movable structure and perform an 

electrical contact (Fig. 16.1a). The miniaturization achieved by the micro-

fabrication of such a relay lead to the envisioning of a matrix-addressable 

cross-point switching array for AC signals. However, the associated maxi-

mum operation frequency (200 kHz) was too low to cover radio frequency 

(RF) or microwave applications.      

 During the 1990s, the electrical and microwave community assisted with 

the emergence of a new class of device: micro-relays capable of processing 

analog, RF and microwave signals. 

 In 1990, Halg  et al . introduced the fi rst integrated micro-electro-mechan-

ical nonvolatile memory cell (Halg, 1990); 1 year later, Larson  et al . (1991) 

demonstrated a microwave rotating transmission line switch. Measurements 

performed up to 45 GHz were already impressive with insertion losses 

lower than 0.5 dB and isolation greater than 35 dB. Several years later, 

in 1995, Goldsmith  et al . introduced what was to become one of the best-

known bridge confi gurations for RF-MEMS switches, with a capacitive con-

tact, as illustrated in Fig. 16.1b. The era of RF-MEMS was emerging apace 

(Goldsmith  et al ., 1996; Pacheco  et al ., 1998; Muldavin and Rebeiz, 1999; 

Sovero 1999; Yao  et al ., 1999; Rebeiz  et al ., 2003). After more than 15 years, 

one can wonder: what potential do MEMS hold for RF and microwave 

applications? What are the bottlenecks in this technology? Before answer-

ing these questions, we present the basics of RF-MEMS technology.  

  16.2     RF-MEMS technology and devices 

 The concept and technology of RF-MEMS rely on bulk and surface micro-

machining techniques, which have already proven their potentialities in 

high-volume commercial applications such as the micro-mirrors in video 

projectors, printer inkjet heads and, more generally, for integrated sensors 

(the accelerometer, for instance) and actuators. 

Gold(a) (b)

Oxide

Oxide

Al alloy

SiNp′

 16.1      RF MEMS switches. (a) Petersen (1979) and (b) Goldsmith  et al.  

(1995).  
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 Tunable RF-MEMS devices typically employ bridge or cantilever con-

fi gurations, as shown in Fig. 16.2. The movable membrane exhibits a vertical 

movement during actuation. Some RF-MEMS may exploit lateral move-

ment; for example, the switch developed by Oberhammer  et al . (2006), 

which involves the superposition of two bonded substrates (silicon and 

glass wafers). The top silicon substrate is dry etched to realize the moveable 

component, whereas the bottom glass wafer is wet etched to allow the free 

movement of the metalized silicon beam.      

 Different types of actuation have also been studied and most of the 

RF-MEMS architectures rely on electrostatic forces because of ease 

of fabrication and low power consumption. For some specifi c applica-

tions, electrothermal, piezoelectric and magnetostatic actuations may 

also be encountered – each of which presenting specifi c advantages and 

drawbacks. 

 Numerous RF-MEMS device architectures may be found in the litera-

ture and Rebeiz (2003) gives an overview. In this chapter, we focus on 

the devices introduced by Goldsmith  et al . (1995), in which a mechan-

ical bridge is moved up and down over a coplanar waveguide due to 

an electrostatic force. When the metallic bridge is down, it contacts a 

thin dielectric layer; this prevents a DC-contact with the line. We call 

this contact ‘capacitive’ in contrast with the ohmicone, when one metal 

makes contact with another. For this confi guration, the process fl ow is 

globally divided in fi ve main steps, as illustrated in Fig. 16.3 (Grenier 

 et al ., 2004, 2005).      

 The fi rst step consists of defi ning the RF transmission line, which is 

sketched with a coplanar waveguide. In the case of capacitive switches, 

a dielectric layer is then deposited and patterned on the lines (see 

Fig. 16.3b). The next step is to elaborate a sacrifi cial layer (see Fig. 16.3c), 

which will support the movable membrane during its fabrication (see 

Fig. 16.3d). Finally, the sacrifi cial layer is removed to release the RF-MEMS 

structure. 

 With this technology, we are able to integrate, with both microwave pas-

sive and active circuits, switches and varactors featuring high-level perfor-

mances. Before giving some examples of architecture in which RF-MEMS 

 16.2      Confi gurations of RF MEMS. Bridge confi guration (right); 

cantilever confi guration (left).  
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devices bring real added value, let us examine achievable performances with 

such devices. 

 Figure 16.4a presents high-isolation X-band MEMS capacitive switches 

(Tang  et al ., 2005). The pull-down voltage has been optimized around 20 

V with the use of a low-effective spring constant of serpentine folded 

suspensions. Even if this value is rather high compared with the 3.3–1.8 

V used for CMOS-devices, it brings about a good compromise between 

a low operating voltage and a high degree of reliability. Charge pump 

circuits may also be associated with such RF-MEMS devices in order 

to operate under low voltage circumstances. This is a minor drawback 

with respect to the high level of achievable microwave performance. 

Insertion losses of 0.1–0.35 dB for isolation of 16.5–28 dB are measured 

for the device presented in Fig. 16.4a, which show a clear improvement 

compared with solid-state switches (Rebeiz, 2003). Figure 16.5 illus-

trates the operation of such capacitive RF-MEMS switches. The mobile 

metallic membrane defi ned, with the coplanar line underneath, a vari-

able capacitor featuring a low value when the membrane is up, and a 

high value when the membrane is in contact with the dielectric. A low 

value of the off-state capacitor assures a low-loss operation as a high 

on-state capacitor value permits high-isolation performances to be 

achieved.      

 Similar devices (Grenier  et al ., 2005) are presented in Fig. 16.4b and have 

been characterized from 1 to 40 GHz. The main results consist in an insertion 

Substrate

(a)

(b)

(d)

(c)

(e)

 16.3      (a–e) Technological process fl ow of RF MEMS devices.  

�� �� �� �� �� ��



476   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

loss lower than 0.2 dB up to 20 GHz (including the CPW ports) and isola-

tion better than −15 dB from 10 to 40 GHz. The up-state (Cup) and down-

state (Cdown) capacitances with values of 65 fF and 2 pF, respectively, were 

extracted from the measurements. It must be pointed out that the Cdown/

Cup ratio exhibits a value of 30, which is suffi cient to assure its good opera-

tion as a switch. 

 The capacitive RF-MEMS device shown in Fig. 16.4b has been developed 

through a low-loss technology compatible with an above-IC integration 

(Grenier  et al ., 2005). It consists of a metallic gold membrane 3  μ m high 

and a 0.25  μ m thick silicon nitride- (SiN-)based dielectric. Observe that the 

attracting electrodes are decoupled from the RF signal in order to facilitate 

mechanical, electromechanical and microwave design (Ducarouge  et al ., 
2004). It should be pointed out that this translates to a longer membrane 

that necessitates a specifi c anchor design to ensure the high quality of the 

contact.      

 As far as the systems tunability is concerned, varactors featuring a capac-

itive ratio in the range 2–5:1 are also required (together with RF-MEMS 

switches) (Shen and Baker, 2005). Consequently, new MEMS confi gura-

tions which integrate a constant metal-insulator-metal (MIM) capacitor 

have been developed, as presented in Fig. 16.6. The idea is as simple as it 

is effi cient. Adding a fi xed capacitor in series with the MEMS capacitor 

tends to reduce the resulting range of the total capacitor, as well as the 

consequent ratio.      

 The technological process fl ow depicted in Fig. 16.3 has been modi-

fi ed to integrate these MIM capacitors. Two additional steps are required. 

After the elaboration of the RF lines, the MIM dielectric (in SiN) is depos-

ited by plasma enhanced chemical vapor deposition (PECVD) and then 

b

(a) (b) Integrated resistor

Ground

Ground

Signal

M
em

br
an

e
an

ch
or

ag
e
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w

LyLx

Actuation
electrode

 16.4      RF-MEMS capacitive switches. (a) With serpentine folded 

suspensions and (b) with separate actuation electrodes.  
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patterned. A top metallization is realized by evaporation and patterned to 

defi ne the top electrode of the fi xed capacitor. The MEMS process restarts 

then with the deposition of the MEM dielectric and continues until the 

fi nal release of the structure. Because of certain technological limitations, 

MIM capacitors have to present a value in the range of between 100 and 

200 fF. The MIM capacitor’s value corresponds to few 100s fF, which leads 

to varactor values (MEM and MIM capacitors in serial confi guration) 

of ~100 and ~500 fF in the up and down states, respectively. This results in a 

capacitive ratio from 2 to 5 (Bordas  et al ., 2008). 

 V ä h ä -Heikkil ä   et al . have proposed another solution based on metal-air-

metal (MAM) capacitors with RF-MEMS. It leads to a higher quality factor, 

as no dielectric losses appear in the MAM device. A 150% improvement in 

the off-state quality factor, which presents a value of 154, was obtained at 

20 GHz (V ä h ä -Heikkil ä  and Rebeiz, 2004) with MAM capacitors 100 times 

larger than MIM capacitors.  

Zo(a)

(b)

(c) (d)

ZoCb

Lb

Rb

g0

 16.5      RF-MEMS capacitive switches. (a) Typical schematic, (b) equivalent 

electrical model, (c) cross-sectional view in the up-state and (d) down-

state. ( Source : Tang  et al . (2005).)  

Line Line

CMEMS

RMEMS

LMEMS

CMIM

 16.6      RF-MEMS capacitive varactor.  
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  16.3     RF-MEMS-based circuits for smart 
communication microsystems 

 Based on an arsenal of RF-MEMS devices, high performance reconfi gurable 

microwave systems can be envisioned. RF-MEMS devices may, indeed, be 

added directly to passive functions (e.g. fi lters, matching network) with no 

compromise of performance. Basically, there are two ways to bring smartness 

to circuits: (1) circuit tenability through switches and varactors (Fig. 16.7a) 

or (2) commutation between two circuits (two RF paths, as illustrated in 

Fig. 16.7b).      

 In the case of Fig. 16.7b, the commutation between paths 1 and 2 is per-

formed with two RF-MEMS-based single pole double trough (SPDT) 

switches (Pacheco  et al ., 2001). Paths 1 and 2 may correspond to two fi l-

ters featuring different central frequencies, or to two power amplifi ers 

with distinct nominal operating power, for instance. Figure 16.8 presents 

an RF-MEMS-based SPDT switch. The SPDT structure comprises two 

MEMS parallel switches (which permits selection of the active channel), 

and two quarter wave impedance inverters (which transform the RF short 

wave emitted by the MEMS switches into an open circuit in order, virtually, 

to cancel the presence of the inactive channel) (Dubuc  et al ., 2003). High 

performances are achieved: only 0.6 dB of insertion losses at 30 GHz are 

measured, whereas isolation is expected to reach 30 dB. Higher isolation 

can be reached by cascading RF-MEMS switched as illustrated in Fig. 16.9 

(Tang  et al ., 2005). A 7 dB improvement in the X-band has been measured 

compared with a single-MEMS switch. This improvement translates into an 

increase of only 0.3 dB in insertion losses.           

 The circuit architectures depicted in Fig. 16.7a cover a very wide range of 

topologies: two of them, which are probably the most generic architectures, 

relate to the impedance tuner and phase shifter. These can be used for the 

intelligent control of the optimum operation of a power amplifi er over vari-

ous frequencies (Qiao et al., 2005). Figure 16.10a depicts a 6-bit impedance 

tuner operating at 20 GHz. The measurements demonstrate that the tuner 

is able to match impedance as low as 20  Ω  and up to 100  Ω . The corre-

sponding impedance matching ratio of 5:1 is interesting for a wide range of 

RF circuit

Path 1

Path 2

RFin
RFout

(a) (b)

 16.7      RF-MEMS-based smart microsystems. (a) With tunable devices 

and (b) with switchable circuits.  
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applications, where low noise or power amplifi ers and antennas have to be 

matched under different frequency ranges. The impedance tuner is, then, a 

key building block of reconfi gurable microwave circuits, where impedance 

matching in various switchable conditions is mandatory. A true time delay 

(TTD) phase shifter is presented in Fig. 16.10b. It corresponds to MEMS-

based switchable capacitors periodically distributed over a coplanar wave-

guide (Palei  et al ., 2005). A low level of insertion losses (2.3 dB) for a large 

phase shift (250 ° ) with a low return loss (−15 dB) has been demonstrated up 

to the Ku band. This high level of characteristics, induced by the RF-MEMS 

technology, permits the envisioning of clear performance enhancement in 

radar and telecommunication systems. Beam steering is probably one of 

the main applications, for which such circuits may induce breakthrough 

performances.      

Out 1

O
ut 2In

RF-MEMS switches

λ/4 line

λ/4 line

 16.8      RF-MEMS-based SPDT.  

 16.9      RF-MEMS-based high-isolation switch. ( Source : Tang  et al . (2005).)  
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 The integration of RF-MEMS switches over radiating elements has also 

been considered in order to achieve smart antennas. Figure 16.11 presents 

a rectangular patch antenna with a tunable operating frequency, for which 

MEMS technology is expected to assure high antenna effi ciency. A 1 GHz 

tunability of the antenna resonant frequency has been achieved in the 

X-band (Topalli  et al ., 2009), with no alteration of the radiation pattern. 

Such a tunable antenna is one of the critical elements for smart telecom-

munication systems in order to maintain various operating frequencies (to 

have more functionalities) with a single antenna unit (with a low volume 

and cost).      

 Reconfi gurable fi lters also benefi t from RF-MEMS capabilities (through 

low losses, notably). A 10% frequency tuning range is demonstrated in the 

X-band (Bouyge  et al ., 2012), which is attractive for the selection of vari-

ous wireless communication standards with a single reconfi gurable fi lter. 

Figure 16.12 illustrates such a fi lter, based on a split ring resonator in asso-

ciation with eight RF-MEMS switches.      

 

RF

Bias(a)

RF

(b)

 

 16.10      RF-MEMS-based devices. (a) Impedance tuner and (b) true time 

delay phase shifter.  

�� �� �� �� �� ��



RF-MEMS for smart communication microsystems   481

© Woodhead Publishing Limited, 2014

 These demonstrations of the use of RF-MEMS switches and varactors 

to bring reconfi gurability, tunability or smartness to microwave microsys-

tems are but a few examples among many featuring a certain degree of 

agility in order to optimize the communication: standard one, operating 

frequency, operating power, etc. (Kim  et al ., 2001; Lu, 2003; Fukada 2004; 

 16.11      RF-MEMS-based tunable dual-frequency antenna. ( Source : Topalli 

 et al . (2009).)  

Off/up-state

MEMS beam-
upper electrode

On/down-state

Cr
Au
Cr

V > VP
Sapphire substrate

Insulating layer+
lower electrode

V = 0

A B C D

D C B A

(a)

(b)

 16.12      RF-MEMS-based tunable fi lter. (a) Filter topology and 

(b) RF-MEMS switches architecture. ( Source : Bouyge  et al . (2012).)  
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Hacker  et al ., 2004; de Graauw  et al ., 2006; Liu  et al ., 2011; Rantakari  et al ., 
2011; Fouladi  et al ., 2012). From the perspective of industrial applications, 

additionally, another important issue is dealing with the reliability and the 

robustness of the different modules. They have to feature certain repairing 

and/or tuning functionalities in order to guarantee a high quality of service 

(QoS). 

 The RF-MEMS added value – that is to say, the high level of performance 

and large-scale integration in microsystems for smart communication sys-

tems – needs to be achieved without compromising reliability. This is crucial, 

especially if we consider commercial applications: what are the reliability 

issues with this technology and what are its limits, in terms of frequency, 

power and so on? The two next sections address the issues of reliability and 

the power capabilities of RF-MEMS devices.  

  16.4     RF-MEMS reliability 

 It is well known that the main cause of failure in capacitive RF-MEMS 

devices is due to dielectric charging, which causes electrostatic stiction (Van 

Spengen  et al ., 2002; Yuan  et al ., 2004; Mell é   et al ., 2005) of the mobile mem-

brane over the coplanar line. The dielectric layer on top of the line then plays 

a central role in the reliability of capacitive RF-MEMS. Various dielectric 

materials are available and the required thickness is generally of the order 

of 0.2  μ m, which allows the use of both polymer and mineral layers. The use 

of polymers may be possible but their nonconformal deposition and their 

low permittivity make mineral dielectrics better candidates. Dielectric lay-

ers such as SiO 2  or SiN obtained by PECVD are preferred because their low 

thermal budget is compatible with the metal of the transmission lines and 

also with possible active circuits located underneath. Their fabrication pro-

cess, following deposition, traditionally involves reactive-ion etching (RIE) 

using a photoresist mask. To simplify understanding of the global process, 

the dielectric layer in Fig. 16.3b is realized on top of the transmission line, 

prior to the sacrifi cial layer being deposited. As this layer is present to pre-

vent any direct contact between the transmitted signal line and the movable 

membrane, it may also be elaborated during the formation of the tunable 

part of the MEM element. 

 The physical phenomenon of failure is undesired stiction and operations 

of the membrane. This occurs because when voltage is applied to actuate the 

bridge or cantilever, charges accumulate in the dielectric. This phenomenon 

is illustrated in Fig. 16.13. To overcome this problem, several solutions have 

been investigated. One consists in replacing the dielectric layer with air. In 

order to avoid any contact between the membrane and the transmission line 

during actuation, dimples are placed on the movable membrane in front of 

the slots in the bottom metallic layer. This solution is effi cient but limits the 

�� �� �� �� �� ��



RF-MEMS for smart communication microsystems   483

© Woodhead Publishing Limited, 2014

performance of the switches in terms of the capacitance ratio and, conse-

quently, possible applications.      

 Another investigation looked into doping the dielectric layer, in order 

to facilitate the evacuation of the charge during the application of the elec-

trostatic force. This may be achieved by doping an SiN layer with Si, as 

patented by Goldsmith  et al . (Ehmke  et al ., 2002). It may also be achieved 

by the incorporation of carbon nanotubes (CNTs) in the dielectric layer 

(Bordas  et al ., 2007). CNT doping translates into several orders of magni-

tude in improvement of the MEMS life span. 

 As far as the Ohmic-contact MEMS are concerned, a similar issue on the 

metal–metal contact has been studied and resolved. Compromises on per-

formance are nevertheless noted, as good material for reliability features 

medium-resistive contact. 

 For both the Ohmic and the capacitive contacts, packaging is also a cru-

cial issue (Wilkerson  et al ., 2001; Tilmans  et al ., 2003; Seki  et al ., 2004), as it 

impacts on the insertion losses and also on reliability since hermetic packag-

ing may warrant a dried air supply to the MEMS. Moreover, the operation 

of the device inside the application and, especially, the level of power also 

fi gure in these options. This aspect is presented in the next section.  

  16.5     RF-MEMS power capability 

 As previously pointed out, the reliability of RF-MEMS needs to be studied 

with devices under the conditions of their future environment: tempera-

ture; gases, etc.; and RF-power. This section reports on the power behavior 

of RF-MEMS capacitive switches. We present investigations on the fail-

ure mechanism of capacitive RF-MEMS switches under high RF-power-

monitoring (Pillans  et al ., 2002; Muldavin  et al ., 2003; Grenier  et al ., 2005; 

Peroulis  et al ., 2005). 

 To illustrate the degradation mechanism which appears under RF-power, 

two sets of experiments were performed on the device, as depicted in 

Fig. 16.4. 

Charge accumulation

V

 16.13      Dielectric charging in capacitive RF MEMS.  
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 For the fi rst set of experiments, the extracted up-state (Cup) and down-

state (Cdown) capacitances of the RF-MEMS device after RF-power 

stresses were monitored. Before any stress was applied, the values of Cup 

and Cdown were extracted and corresponded to 65 fF and 0.84 pF, respec-

tively. Figure 16.14 summarizes the experimental data with RF-power stress 

up to 6.3 W, the maximum power delivered by the setup. We report a 50 fF 

up-state capacitor rise which corresponds to only 0.12 dB insertion loss deg-

radation at 10 GHz, which is negligible and proves that no self-actuation or 

microwave degradation occurs up to 6.3 W. Figure 16.14 also demonstrates 

no signifi cant degradation of the down-state capacitor. On the contrary, an 

improvement of 12% is obtained, which translates into an isolation improve-

ment of only 0.8 dB related to an enhancement of the contact quality by the 

RF-power.      

 A deeper insight of the power behavior of the switch is found with the sec-

ond set of experiments. The rising RF-power stress from 0 to 6.3 W, when the 

bridge is in the down state, was induced and the electromechanical behav-

iors of the RF-MEMS were monitored (we have already demonstrated that 

no degradation of microwave performance appears). Figure 16.15 presents 

the measurements of the microwave transmission (parameter S 21 ) of the 

RF-MEMS (typically, at 10 GHz) for DC actuation voltage ranging from 

0 to 40 V and down to 0 V. From this measurement, the behavior vs. the 

RF-power stress of the insertion losses of the MEMS switch (S 21  for 0 V DC ), 

the isolation (S 21  for 40 V DC ) and the pull up and down threshold voltages 

can be monitored.      

 The observed behavior is associated with the fact that, up to 3 W, no deg-

radation of the device may be noted. Degradation occurs between 3 and 3.8 

W. For power stress greater than 4 W, a magnifi cation of the degradation 

mechanism refl ected by a different electromechanical behavior is shown. 

The degradation mechanism signature corresponds to a decrease of the 
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pull-in voltage, which is related to a modifi cation of the overall stiffness. 

The combination of these experiments and the observed results suggest 

that a mechanical degradation of the movable membrane occurs at high 

RF-power, consequently to high current density above the electromigration 

threshold, as will be discussed in the next paragraph. 

 In order to understand the causes of such failure on the electromechanical 

behavior, electromagnetic simulations with SONNET software permit the 

prediction of the RF current density at 10 GHz. For 3 and 3.8 W of injected 

power, current density of 112 and 124 GA/m 2  for up and down bridge states 

were simulated. These results are very close to the electromigration thresh-

old values reported in the literature for gold metallization (around 140 GA/

m 2  at 80 ° C). This accord between extracted failure current density and the 

electromigration threshold strongly hypothesizes that the main failure phe-

nomenon occurs in the mobile part of the RF-MEMS and translates into 

degradation in electromechanical performance.  

  16.6     Co-integration of RF-MEMS-based circuits 
with integrated circuits (IC) 

 We have already discussed the weak points of RF-MEMS technologies, 

into which considerable research is being undertaken. These drawbacks 

do not have to hide and prohibit research on one of the most attractive 

features of RF-MEMS devices: their integration with both active and pas-

sive functions with no compromise on microwave performance and system 

miniaturization. 

 One key issue of RF-MEMS technology is, then, to be compat-

ible with CMOS platforms. Such compatability opens the door to the 
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co-integration of passive and active functions with RF-MEMS, which are 

the key to bringing high-level performances in tunability or reconfi gu-

rability to the systems. One critical element of which to be aware for 

such co-integration consists in the tolerable thermal budget. As far as 

CMOS technology is concerned, this limit is traditionally considered to 

be around 400 ° C. Above this temperature, the circuits begin to degrade 

(Grenier  et al ., 2004). 

 The second key factor in the integration of RF-MEMS passive com-

ponents with ICs is related to cost. IC substrate is particularly expensive 

because of the demanding process steps and photolithographic masks 

required for the elaboration of transistors and integrated passive compo-

nents. Consequently, if the RF-MEMS passive elements require a large 

surface area, their monolithic integration on IC substrate would become 

cost-ineffective. The choice between monolithic and hybrid integrations 

is thus, essentially, driven by the surface consumption of the different 

parts to be co-integrated. A trade-off has to be evaluated between the 

benefi ts to performance and the global cost. In the case of hybrid integra-

tion, different techniques exist to interconnect active circuits with MEMS 

technologies: wire bonding and fl ip-chip implementations. In this context, 

RF-MEMS die varactors were co-integrated (using the fl ip-chip method) 

on a laminate board with a BiCMOS class-F power amplifi er. This pro-

vides an up to 10% improvement in effi ciency for a dual-band 0.9/1.8 GHz 

operation (Graauw, 2006). 

 As far as the monolithic integration of RF-MEMS is concerned, it is tra-

ditionally realized through post processing steps, after the realization of the 

ICs, as indicated in Fig. 16.16a. For example, Nguyen (2008) demonstrated 

vibrating disk mechanical resonators realized on a CMOS substrate to elab-

orate integrated micromechanical radio front-ends.      

 More recently, the new opportunities offered by thick dielectric and 

metallic layers with IC technologies has opened new horizons for integrated 

MEMS with ICs (Fedder  et al ., 2008), as indicated in Fig. 16.16b. An excel-

lent tuning ratio of digital capacitors of up to 60:1 has been demonstrated 

RF-MEMS device Movable membrane(a) (b)

Active function
CMOS substrate CMOS substrate

 16.16      Placement of RF-MEMS with IC. (a) RF-MEMS above-IC and 

(b) RF-MEMS in-IC.  
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with the employment of the top dielectric and metallic layer available on 

ICs (Reinke  et al ., 2011). 

 Monolithic integration attracts increasing attention since the interconnec-

tions do not degrade the performances available from RF-MEMS devices. 

This enables the tuning or reconfi guration of systems with no compromise 

in performance, which is essential if the target is to improve the power effi -

ciency of an amplifi er, for example. In this context, an RF-MEMS SPDT 

integrated on a gallium arsenide (GaAs) platform together with a low-noise 

amplifi er permit the provision of up to 1 dB noise fi gure improvement for 

a wide K-band operation (Malmqvist et al., 2012). Moreover, this mono-

lithic integration has been reached with no surface counterpart, as the fi nal 

MMIC surface is only 3 mm 2 . Ulusoy  et al . (2012) demonstrated a similar 

benefi t on a BiCMOS platform. A 60–77 GHz switchable low-noise ampli-

fi er integrated with RF-MEMS switches has been realized with a 0.25  μ m 

SiGe-C BiCMOS technology. Even if the two RF-MEMS devices occupy a 

large surface compared with the low-noise amplifi er (LNA) core, the circuit 

occupies only 0.8 mm 2 , which validates the readiness of RF-MEMS devices 

to be integrated monolithically with active functions.  

  16.7     Conclusion 

 RF-MEMS technologies have been successfully introduced since the turn 

of the millennium in order to develop smart microsystems exhibiting a high 

level of integration, new functionalities such as reconfi gurability (the abil-

ity to switch between different standards) or to self-repair, and high-level 

electrical performance with up to millimeter wave frequencies (Rebeiz and 

Muldavin, 2001). 

 Despite the fact that numerous demonstrations of the very promising 

capabilities offered by RF-MEMS have been shown (Rebeiz, 2003), there 

are still key issues that are under investigation, such as reliability, packag-

ing and power-handling. Regarding reliability, considerable progress has 

been made in the understanding of the dielectric charging phenomenon and 

some solutions have been proposed to reduce this effect and to enhance the 

life span of the device (Bordas  et al ., 2007). Concerning packaging, there 

is a great deal of ongoing research into fi nding a solution that would be 

‘  MEMS’  compatible (low thermal and stress budgets) and that features 

a certain level of hermeticity (Wilkeson  et al ., 2001; Tilmans  et al ., 2003; 

Seki, 2004). The issue regarding hermeticity – probably the most important 

issue, as it essentially concerns microwave behavior – deals with the power-

handling capabilities of MEMS devices. 

 Beyond these reliability issues, the major capabilities of RF-MEMS 

technologies should be pointed out: the monolithic devices on GaAs and 
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BiCMOS platforms, and the extensive integration of RF-MEMS with pas-

sive circuits with no compromise in performance. The fi rst capability opens 

the door to the ultimate miniaturization of smart systems; the second tar-

gets exceptionally high-level performance for reconfi gurable or tunable 

functions. 

 For both, RF-MEMS technology has already been demonstrated as a 

royal route to reconfi gurability, tunability and (more generally) smartness 

in RF, microwave and millimeter wave systems.  
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  Abstract : This chapter describes the design and implementation of a 
smart acoustic sensor array (SASA) system that consists of a 
52-microphone micro-electromechanical systems array embedded in a 
fi eld-programmable gate array platform with real-time data acquisition, 
signal processing and network communication capabilities. The SASA 
system is evaluated using several case studies in order to demonstrate the 
versatility and scalability of the sensor array platform for real-time sound 
analysis applications. These case studies include sound mapping and 
source localization. 

  Key words:  acoustic MEMS array, sound localization, fi eld-programmable 
gate arrays, smart sensors. 

    17.1     Introduction 

 Designing a smart acoustic sensor array (SASA) system presents signifi -

cant challenges due to the number of sensors, the processing speed and the 

complexity of the targeted applications. This chapter describes the design 

and implementation of a 52-microphone micro-electromechanical systems 

(MEMS) array, embedded in an fi eld-programmable gate array (FPGA) 

platform with real-time processing capabilities. In this type of system, char-

acteristics such as speed, scalability and real-time signal processing are para-

mount and, furthermore, highly advanced data acquisition and processing 

modules are necessary. Sound processing applications such as sound source 

mapping, source separation and localization have several important char-

acteristics that the system must meet – such as array spatial resolution, low 

reverberation and real-time data acquisition and processing. 

 The acoustic MEMS array (AMA) system presented in this study 

is designed to meet these challenges. The design takes into account 

mechanical factors such as array geometry, sensor disposition and micro-

phone reverberation. In addition, the design of the electronics system 

addresses electronic noise, power decoupling, cross-talk and connectivity. 
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The system integrates the acoustic array with real-time data acquisition, 

signal processing and network communication capabilities. FPGA-based 

smart sensor nodes are examined in several case studies, demonstrat-

ing the versatility and scalability of the sensor array platform for real-

time applications. These case studies include sound mapping and source 

localization. 

 Microphone arrays are capable of providing spatial information for 

incoming acoustic waves. Arrays can capture key information that would 

be impossible to acquire with single microphones; however, this addi-

tional information comes at a price in terms of the increased complexity 

of the system. The design of microphone arrays faces several challenges – 

such as number of detectors, array geometry, reverberation, interference 

issues and signal processing (Buck  et al ., 2006). These factors are crucial 

to the construction of a reliable and effective microphone array system. 

 Microphone arrays present additional challenges for signal process-

ing methods since large numbers of detecting elements and sensors gen-

erate large amounts of data to be processed. Furthermore, applications 

such as sound tracking and sound source localization require complex 

algorithms in order to process the raw data appropriately (Benesty  et al ., 
2008). Challenging environments such as multiple sound sources moving 

with background noise are especially diffi cult to deal with when real-time 

processing is required. It is also important for such a system to be eas-

ily scalable, as demonstrated by Weinstein  et al . (2004) and Benesty  et al . 
(2008). The performance of a microphone array typically increases linearly 

with the size of the array. 

 The system presented in this project is designed to provide an acoustic data 

acquisition system that is fl exible and expandable, with powerful real-time 

signal processing capability in order to be interfaced with a wide variety of 

sensor arrays. The data acquisition and processing architecture presented in 

this work is called the ‘compact and programmable daTa acquisition node’ 

(CAPTAN) (Turqueti  et al ., 2008) and the acoustic array embedded on the 

system is known as an AMA. The combination of AMA and CAPTAN is 

known as a SASA system. 

 The CAPTAN architecture is a distributed data acquisition and process-

ing system that can be employed in a number of different applications rang-

ing from a single sensor interface to multi-sensor arrays data acquisition and 

to high-performance parallel computing (Rivera  et al ., 2008). This architec-

ture has the unique features of being highly expandable, interchangeable 

and adaptable and with a high computation power inherent in its design. 

The AMA array was designed to conform to and to take advantage of the 

CAPTAN architecture. It is an acoustic array that employs sound or ultra-

sound sensors distributed in two dimensions.  
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  17.2     MEMS microphones 

 MEMS microphones have being introduced onto the market in large 

numbers by the advent of mobile communication devices. Mobile phones 

require inexpensive, robust and reliable microphones; MEMS microphones 

provide a perfect match. Since the introduction of the MEMS microphone, 

its performance has improved vastly. It now has comparable or better per-

formance than conventional magnetic or piezo microphones, especially with 

regard to frequency response and the signal-to-noise ratio. 

 There are many possible implementations of MEMS microphones; the 

implementation utilized in this work is based on capacitive transduction. 

Capacitive MEMS microphone operation is based on the change of the capac-

itance of the sensor element within the microphone when acoustic waves 

interact with the microphone. This is usually achieved by placing a metalized 

membrane a few microns from a metalized back plate, where the air gap is 

the dielectric. The membrane distance to the backplane fl uctuates based on 

air pressure changes caused by incoming acoustic waves. System operation is 

analogous to a parallel plates capacitor. The MEMS microphone utilized on 

this project also employs an acoustic chamber to increase the acoustic pres-

sure on the membrane and to improve its gain. In order to translate the small 

capacitive oscillations to electrical signals, a pre-amplifi er is embedded in the 

same package. Usually, the pre-amplifi er is built using standard complemen-

tary metal-oxide-semiconductor (CMOS) processes, while the membrane is 

deposited in additional steps. Frequently, these additional steps involve the 

sputtering of several metal layers, photoresist processes and polyimide. For 

the speaker microphone SPM 208 microphone (Knowles, 2006), the sensor 

element and the pre-amplifi er are built in two different wafers, comprising 

two chips that are electrically connected by wire bonds. The microphone 

membrane was built on top of a silicon substrate (see Fig. 17.1).       

(a)

(b) (c)

 17.1      MEMS microphone utilized in this work. (a) Pre-amplifi er, (b) 

acoustic transducer and (c) aluminum cover forming resonant cavity.  
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  17.3     Fundamentals of acoustic sensor arrays and 
applications 

 There is currently a signifi cant amount of research and numerous applica-

tions which use sound or ultrasound for communications, detection and 

analysis. Some of the research topics are multi-party telecommunications; 

hands-free acoustic human-machine interfaces; computer games; dictation 

systems; hearing-aids; medical diagnostics; the structural failure analysis of 

buildings or bridges, and the mechanical failure analysis of machines such 

as vehicles or aircraft; and robotic vision, navigation and automation (Llata 

 et al ., 2002; Nishitani  et al ., 2005; Alghassi, 2008; Kunin  et al ., 2010, 2011; 

Eckert  et al ., 2011; Kim and Kim, 2011). In practice, there are numerous 

issues encountered in the real-world environment which make the realistic 

application of this theory signifi cantly more diffi cult (Chen, 2002; Rabinkin 

 et al ., 1996; Brandstein and Ward, 2001). These issues include ambient sound 

and electrical noise; the presence of wideband nonstationary source signals; 

the presence of reverberation echoes; high-frequency sound sources which 

require higher speed systems; and the fl uctuation of the ambient tempera-

ture and humidity, which affect the speed at which sound waves propagate. 

 The geometry of the array can play an important part in the formulation 

of the processing algorithms (Benesty  et al ., 2008). Different applications 

require different geometries in order to achieve optimum performance. In 

applications such as source tracking, the array geometry is very important in 

determining the performance of the system (Nakadai  et al ., 2002). Regular 

geometries, where sensors are evenly spaced, are preferred in order to sim-

plify development of the algorithm. Linear arrays are usually applied in 

medical ultrasonography, planar arrays are often used in sound source local-

ization and three dimensional spherical arrays are most frequently used in 

sophisticated SONAR applications. In other applications, such as source 

separation, the geometry of the array is not as important as the transducer 

characteristics – such as dynamic range and the transducer aperture. The 

size of an array is usually determined by the frequency at which the array 

will operate and the kind of spatial resolution required by the application 

using the acoustic array (Weinstein  et al ., 2004). 

 A data acquisition system is necessary to condition, process, store and dis-

play the signals received by the array. Data acquisition for an acoustic array 

can be very challenging, but most of the issues are co-related with the types 

of sensor, number of sensors and array geometry. Also, the application plays 

an important role in defi ning the needs of the array for signal processing or 

real-time operation requirements. 

 Beamforming is a technique used in transducer arrays for establishing 

the signal beam fi eld and directivity for transmission or reception. The spa-

tial directivity is achieved by the use of interference patterns to change the 
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angular directionality of the array. When used for the transmission of signals, 

the transmitting signal will be steered – this is where the amplitude and phase 

of its individual elements are controlled to act in unison through patterns 

of constructive and destructive interference. The resulting wavefront will 

contentrate the energy of the array in the desired direction. There are two 

categories of beamforming; static and adaptive (Hodgkiss, 1980; Campbell, 

1999). Static beamforming involves the use of a fi xed set of parameters for 

the transducer array. Adaptive beamforming, on other hand, can adapt the 

parameters of the array in accordance with changes in the application envi-

ronment. Adaptive beamforming, although computationally demanding, 

can offer better noise rejection than static beamforming.  

  17.4     Design and implementation of a smart acoustic 
MEMS array (AMA) 

 The design process for the AMA involves selecting the optimum topo-

logical distribution of sensors, number of microphones, inter-microphone 

spacing and microphone type. The presented acoustic array was designed 

to operate within sonic frequencies ranging from 100 Hz to 17 kHz, while 

maintaining a fl at response within 10 dB between 100 Hz and 10 kHz. Also, 

for beamforming, the spatial resolution should allow the sampling of fre-

quencies of 17 kHz. In order to avoid spatial aliasing and to obtain a good 

acoustic aperture, the inter-microphone distance was determined to be 

10.0 mm from center to center. This spacing makes it possible to obtain rel-

evant phase information of incoming acoustic sound waves, increasing the 

array sensitivity and allowing spatial sampling of frequencies up to 17 kHz 

without aliasing. The inter-microphone array spacing of 10.0 mm was calcu-

lated by fi nding the wavelength of the desired 17 kHz upper limit. Utilizing 

Equation [17.1]:  

    c fuffλ f     [17.1]   

 where  c  is the speed of sound (340 m/s),  f   u   is the upper limit frequency and 

  λ   is the upper limit wavelength. Solving Equation [17.1],   λ   was calculated 

to be 2.00 cm. The inter-microphone is calculated to satisfy the Nyquist–

Shannon sampling theorem, and is therefore equal to the upper wavelength 

divided by two, which results in the array inter-microphone spacing being 

1.00 cm (i.e., 10.0 mm). 

 The number of microphones is a compromise between the size of the 

board, the electronics needed to deal with the massive amount of data 

and the need to achieve a signal-to-noise ratio of at least 20 dB. The AMA 

board (see Fig. 17.2) consists of 52 MEMS microphones distributed in an 
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octagonal layout of 8 columns and 8 rows with 2 central transmitter ele-

ments. The central elements can be used for calibration purposes or sonar 

applications. When used as a calibration element, the central element 

emits a set of mono-component frequencies. These signals are then cap-

tured by the microphones for calibrating the response of the array, tak-

ing into account the spatial distribution of microphones. When the central 

element is used for active sonar applications, a series of pre-programmed 

pulses are emitted and then, when the emitted waves encounter obstacles, 

they bounce back to the array, giving information about the distance and 

position of obstacles.      

 The MEMS microphones are the fundamental components of the array, 

and their design and fabrication must offer high sensitivity and low rever-

beration noise. The overall sensitivity of the array increases monotonically 

with the number of sensors. The MEMS microphone chosen for this array 

 17.2      Top view of the CAPTAN readout system. with AMA board hosting 

the 52 MEMS microphones. This package is named smart acoustic 

sensor array (SASA).  
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(the SPM208) has a sensitivity of 1 V/Pa at 1 kHz (Knowles, 2006). Figure 17.1 

shows the selected MEMS microphone. These microphones are omni direc-

tional and, when combined into an array, they provide a highly versatile 

acoustic aperture. The selected MEMS microphone frequency response is 

essentially fl at from 1 to 8 kHz, and has a low frequency limit of 100 Hz and 

a high-frequency limit of 25 kHz. The microphones are glued with silver 

epoxy to the copper pads in the board in order to shield the microphone 

response against acoustic noise and reverberation. 

 The number of microphones determines the array gain. The array gain 

( G ) can be calculated with Equation [17.2]:  

    G =
SNR

SNR

A

M

    [17.2]   

 where SNR M  is the signal-to-noise ratio of the microphone and SNR A  the 

signal-to-noise ratio of the array. SNR A  for this acoustic array – and for pla-

nar acoustic arrays, in general – increases linearly with the increasing num-

ber of microphones. For beamforming applications, it is desirable to make 

the array gain ( G ) at least 2. For the proposed geometry, the increase of the 

SNR A  is linear and was experimentally determined to be 1.3 dB per added 

microphone. Therefore, to determine the SNR A  for this array we multiply 

the number of microphones minus one by 1.3 dB and add the SNR M . The 

microphones have an SNR M  of 59 dB at 1 kHz which results in an array gain 

of 2.12 at 1 kHz. 

 In support of the microphones, the AMA board also provides analog-

to-digital convertors that interface with the CAPTAN board through the 

four board-to-board vertical bus connectors (Turqueti  et al ., 2008). The 

readout system is based on the CAPTAN architecture and its implementa-

tion is presented in the next section. Physically, the system can be separated 

into three parts: the AMA, node processing and control board (NPCB) and 

the Gigabit Ethernet Link (GEL) board. The NPCB is the backbone board 

that contains the FPGA which contains the system’s confi gware. The GEL 

board controls Ethernet communications. The NPCB and GEL boards are 

part of the CAPTAN system. The AMA board is the hardware which con-

tains the microphones, amplifi ers and analog-to-digital converters (ADCs). 

Figure 17.3 shows the three hardware components that make up the SASA 

system.      

 The board containing the MEMS array is responsible for data acquisi-

tion. Each of the 52 MEMS microphones is equipped with a front-end signal 

conditioning circuit. This circuit is presented in Fig. 17.4a and 17.4b. It has the 

objective of amplifying and fi ltering the microphone signal. The fi rst stage 

of the amplifi er gives a 20 dB gain and is embedded within the microphone 
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case, as indicated by the dashed area in Fig. 17.4b. The second stage of the 

amplifi er gives a further 20 dB of gain where the gain can be adjusted by 

the feedback resistor. The amplifi ers also provide a second-order high-pass 

fi lter with a low cut-off frequency of 400 Hz.      

....
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......
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 17.3      Functional block diagram of the SASA system.  
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 17.4      (a) Front-end electronics of the AMA array and (b) two-stage 

amplifi er circuit for each microphone.  
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 This board supports two different commercially available MEMs micro-

phones from Akustica: the SPM208, with a dynamic range varying from 100 Hz 

to 12 kHz; and the SPM204, with a dynamic range varying from 10 to 

65 kHz. The microphones can be intermixed on the array or, alternatively, the 

array could be fabricated using one type of microphone only. The mix of 

the two different sensors allows sound analysis and ultrasound ranging 

applications. The frequency response of the SPN208 microphone is shown 

in Fig. 17.5.      

 After the analog signal has been conditioned, it is processed by the 

channel ADC. Each channel has its own ADC: an ADC121S101 (Texas 

Instruments, 2010). This is a serial 12-bit A to D converter with a maximum 

sampling rate of 1 M samples/s. The system presented in this work was set 

to work at 36 K samples/s but the confi gware can be simply adjusted to any 

sampling rate that is desired up to 1 M samples/s. After the ADC digitizes 

the signal, it generates a serial bit stream at 432 K bits/s. This bit stream 

is continuously generated by all 52 ADCs, creating an overall data rate of 

22.5 M bits/s transferred to the NPCB board through the four vertical bus 

connectors.  

  17.5     System implementation of AMA and compact 
and programmable data acquisition nodes 
(CAPTAN) 

 The SASA system (see Fig. 17.3) developed in this project is a novel com-

bination of PC-/FPGA-based data acquisition system (CAPTAN) with an 

embedded MEMS-based microphone array (AMA). The NPCB board, as 

part of the CAPTAN, contains a VIRTEX-4 XC4VFX12 FPGA where all 

data from the array is stored and processed. The FPGA is connected to a 32 
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 17.5      Comparison of the sensitivity of two acoustic MEMS microphones. 

The line on the top shows the frequency response  vs  the sensitivity 

chart for the microphone utilized in this work (SPM 208); the line on the 

bottom shows a competing microphone (SPQ 410) that was discarded 

due to its lower sensitivity.  
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MB EPROM that contains specially designed confi gware for dealing with 

the data coming from the array. This confi gware is automatically loaded to 

the FPGA every time the system is powered up. It is important to mention 

that the confi gware plays a central part in the system architecture and it is 

divided in three distinct modules: (1) acquisition control module, (2) signal 

processing module and (3) Ethernet communication module. 

 The acquisition control module is the block that contains the serial 

peripheral interface (SPI) interface to communicate with the ADCs; this 

block is responsible for controlling the ADCs by programming its registers; 

it is also responsible for receiving and formatting the data sent by the ADCs. 

Data coming from the acquisition control module is then sent to the signal 

processing block. The processing block is application-dependent and usu-

ally contains digital signal processing (DSP) modules; however, it can be as 

simple as a buffer. The data is forwarded to the Ethernet block from the pro-

cessing block. The Ethernet communication block is part of the CAPTAN 

architecture and is specially designed confi gware that formats data to UDP 

protocol (Turqueti  et al ., 2008) and sends it to the GEL board. This block 

does all network communication using ‘User Datagram Protocol (UDP), 

and is a full duplex system able to transmit and receive data at a gigabit rate 

(see Fig. 17.6). Data are transmitted out of the FPGA through eight lines at 

a 125 MHz clock. These transmission lines connect to the GEL card which 

electrically formats the data to conform to the Ethernet physical layer using 

a physical layer converter (PHY). Once on the Ethernet, the information 

can fl ow directly to a computer or it can go to a network. Each GEL has a 

unique media access control (MAC) address and an IP (Internet Protocol) 

address that can be confi gured by the user.      

 An integral part of the SASA system is the data acquisition and network 

manager software. After the information is broadcast to the Ethernet, a 

Configware
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 17.6      Data path and framing overview representing several layers of 

data encapsulation that allows the data fl ow through the Ethernet.  

�� �� �� �� �� ��



502   Smart sensors and MEMS

© Woodhead Publishing Limited, 2014

computer connected to the network is capable of retrieving the data using 

the CAPTAN data acquisition software. This software contains a custom 

class created for the SASA system, which is able to interface with the array, 

programming it by sending commands through the Ethernet. Commands 

sent by the software are interpreted by the NPCB and forwarded to the 

array. The software is also capable of processing and displaying the data 

broadcasted by the SASA in real time due to the wide link bandwidth. Due 

to the scalability of the SASA system, there is the option of networking mul-

tiple microphone array boards and creating a highly versatile smart acoustic 

sensing system.  

  17.6     SASA system operation 

 The SASA system operation is controlled by a graphical user interface 

(GUI) software, specifi cally designed for the sound sensor array based on 

the CAPTAN architecture. This software has the capability of program-

ming the hardware of the microphone array with the following parameters: 

sampling rate, ADC sampling rate and number of sensor elements to be 

read. At system level, the GUI can select the board IP’s with which the user 

wishes to establish connection. Once the GUI programs the array or arrays, 

the system goes into data acquisition mode. In data acquisition mode, the 

boards continuously send data to the computer and the computer pipes 

this data to a fi le on the hard disk. At the same time, a second thread of the 

software provides visualization of the raw data on the screen if the system 

is set for the raw data mode. If, alternatively, the system is set to processed 

data mode, the computer simply dumps the data in a fi le for subsequent 

analysis. 

 There are three modes of operation that the system can run: raw mode, 

processed mode and mix mode. The raw mode simply sends the following 

information to the computer in a 64-bit word: board ID, microphone num-

ber and 12-bit acquired data. The processed mode, on the other hand, is 

dependent on the confi gware designed by the user. It can vary from a simple 

signal averaging to that of a fast Fourier transform (FFT) to more complex 

analysis, as desired. The mix mode transmits both raw and processed data in 

real time. The Ethernet communication bandwidth is 800 Mbps which by far 

exceeds the acquired raw data bandwidth of 22 Mbps for a 36 K samples/s. 

The difference between the communication and raw data bandwidths 

allows the simultaneous transmission of raw and processed data in real time. 

All network communications are invisible to the user and are managed by 

the CAPTAN system. The user must set the IP switches on the GEL board 

before any network communication can take place. 

 A case study to demonstrate the system operating in raw mode is illustrated 

in Fig. 17.7. In this test, the sound source is an omnidirectional microphone 
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(1 cm diameter) emitting a single tone tuned at 4 kHz and located at 20 cm 

away from the microphone array. On the right of Fig. 17.7, the sound source is 

placed to the left of the center of the array board; on the left side of Fig. 17.7, 

the sound source is placed to the right of the center of the array board. It 

is also important to observe that for this test the array is not calibrated and 

therefore, numeric results are relative, not absolute. Nevertheless, it is pos-

sible to observe that, even with the uncalibrated raw data mode, the SASA 

system can obtain important information about the distribution of sound 

intensity.       

  17.7     SASA system calibration 

 It is necessary to calibrate the SASA system in order to conduct reliable 

experiments. The fi rst step is to calibrate the individual gain of each chan-

nel on the array. The test stand used for this end is shown in Fig. 17.8 and is 

composed of the array itself, a CDMG13008L sound wave generator (Cui, 

2006) and the clamp holder. The scale in this fi gure is in  μ Pa.      
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 17.7      A 2D display of the system acquiring data in two different 

situations. The top 2D images are the raw data; the bottom 2D images 

are the subsequent interpolation of the raw data.  
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 The next step consists of acquiring data with the array, positioning the 

sound source at 1 cm from the target microphone and acquiring 1 s of data. 

This process is repeated 52 times for the entire sensor array. The result of this 

process is presented in Fig. 17.9 and provides the mask for which all the data 

will be modifi ed, so that the array responds homogeneously when excited. 

This also provides an absolute calibration of the array since at 1 cm the sound 

pressure was set to 5  μ Pa. In this case, as shown in Fig. 17.9, we have normal-

ized the scale set from 1 to 0 where 1 corresponds to 5  μ Pa. The next calibra-

tion is based on a chirp waveform ranging from 100 Hz to 8 kHz to extract 

the frequency response of each sensor. As expected, the frequency response 

is homogeneous throughout the array. Figure 17.10 shows the frequency 

mean, minimum and maximum responses of all 52 acoustic sensors.            

0
Microphone S36

1

2

3

4

5

6

7

8

9
0 2 4 6 8 10

5

4.5

4

3.5

3

2.5

2

1.5

1

0.5
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  17.8     Sensor array for time-of-flight measurements 

 To create a controlled environment for acoustic experimentation and time-

of-fl ight (TOF) measurements, a 52 ″ ×  52 ″ ×  27 ″  anechoic chamber was 

designed and built. The key features of the chamber are its ability to iso-

late the experiment inside the chamber from outside noise and to absorb 

sound inside the chamber to prevent multiple refl ections (reverberation). 

It should be noted that while the noise from outside of the chamber could 

be either refl ected back outside or absorbed by the chamber, sound inside 

the chamber has to be absorbed by the surfaces of the chamber to prevent 

refl ections. The material used for sound absorption was a high-density 2 ″  
thick polyester-based polyurethane convoluted foam which is specifi cally 

designed for sound absorption. Furthermore, a sensor array test stand was 

designed and built in order to conduct a wide variety of acoustic and ultra-

sound experiments. Figure 17.11 shows the outside view of the assembled 

anechoic chamber and a picture of the sensor array test stand.      

 A TOF estimation experiment was performed to determine the direc-

tion and distance of the sound source with respect to the microphones. 

The TOF was calculated based on the recorded phase delay and the dis-

tance between the receiving microphones. The fi rst set of experiments 

involved the CAPTAN-based microphone array data acquisition system 
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 17.10      Frequency response of the array. The mean is represented by the 

solid line; the maximum and minimum gain are represented by the 

bars.  
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and a transmitting sound source. The microphone array data acquisition sys-

tem was mounted on the vise base, the transmitting sound source was also 

mounted on a vise base. The experiment was carried out in a laboratory 

room with various random objects around the area of experimentation to 

create a high-noise and a highly refl ective environment. The parameters var-

ied in this experiment were the distance to the sound source, frequency of 

the sound source, the pairs of microphones used and the angle between the 

sound source and the microphones. The overall geometry of the experiment 

is shown in Fig. 17.12.      

 For the fi rst test, the distance between the receivers and transmitter was 

2 ft and for the second test the distance was 5 in. The sound source signal 

used was a continuous sine wave of frequencies 1 and 2 kHz, generated 

by an arbitrary waveform generator. The distance between the inner set 

of receivers, as shown in Fig. 17.13, was 10.0 mm, and the distance between 

the outer set of receivers, was 70.0 mm. The upper frequency was limited to 

2 kHz to allow all the microphones of the microphone array system to be 

used without aliasing. The maximum source signal frequency which could 

   17.11      Anechoic chamber and sensor array test stand.  
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 17.12      Sound source TOF estimation setup.  
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be used can be obtained from the spatial sampling theorem. This theorem 

states that, for a given maximum temporal frequency in the source signal, 

there is a minimum spatial sampling – that is there is a maximum distance 

between the receivers used in the acquisition system. Specifi cally, this max-

imum distance is given by   δ ≤  c ⁄  (2  * f  max )  =  λ   min  / 2, where   δ   is the maximum 

distance between the receivers,  c  is the speed of sound,  f  max  is the maximum 

frequency of the source signal and   λ   min  is the minimum wavelength of the 

source signal.      

 A sample of the overall data collected by the MEMs array is shown in 

Fig. 17.13. In this fi gure, each window represents the data collected by one 

of the MEM microphones. The sine wave pattern of the data collected 

by two of the microphones is compared in Fig. 17.14. Here, the phase dif-

ference between the data collected by the two MEM microphones can 

be clearly seen. The sets of microphones used for experimentation were 

the outer set and the central inner set (see Fig. 17.13). For each set, the 

delay was obtained from each pair of opposing microphones; the results 

from each pair were then averaged to obtain the delay measurement 

for the set. Figure 17.15 shows a results graph comparing the expected 

results with those collected at 2 ft and at 5 in. for the 2 kHz source sig-

nal. It can be seen from these results that phase-based TOF in a highly 

noisy and reverberant environment does not produce reliable results 

at greater distances. This can be seen from the mismatch between the 

collected data and the expected results, and also from the fact that the 

 17.13      Sample data collected (horizontal lines in each microphone 

graph) by MEMS microphone array.  
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time delays increase and decrease, instead of just increasing, when the 

angle between the sound source and receiving microphones increases. 

The phase-based TOF estimation works better at close distances where 

the power of the original signal is high compared with the power of the 

refl ection-based noise.           

 In order to reduce the effect of refl ection and ambient noise, a second set 

of experiments was performed inside the anechoic chamber. These experi-

ments also used the CAPTAN-based microphone array data acquisition 

system and a transmitting speaker. The experimental setup was the same as 

in the fi rst set of experiments except for the use of the anechoic chamber. 
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 17.14      Data collected by two MEMS microphones.  
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Figure 17.16 shows a results graph comparing the expected results with those 

collected at 2 ft and at 5 in. for the 2 kHz source signal. From these results, 

it can be seen that performing phase-based sound source TOF inside an 

acoustic chamber, which absorbs sound and thus reduces refl ections, pro-

duces some improvement over performing sound source TOF estimation 

in a general room environment. Furthermore, the frequency of the source 

signal and the distance between the receiving microphones have an effect 

on the accuracy of the results.      

 Since the surrounding surfaces inside the anechoic chamber absorb most 

of the sound, the refl ections causing the distortions in this set of experi-

ments came from the microphone array itself. In order to reduce the effect 

of the refl ection, an alternative physical setup and acquisition system was 

used for a third set of experiments. The physical setup consisted of a vise 

with a generic 60 °  beam angle microphone attached to each of the two arms 

of the vise by foam with nothing in between the vise arms. The distance 

between the microphones was increased to 6.3 ″ . To comply with the spatial 

sampling theorem, the frequency of the source signals was changed to 700 

Hz with the greater distance between the receivers. Figure 17.17 shows a 

graph comparing the expected results with those collected at 2 ft for the 700 

Hz source signal. It can be observed that by increasing the distance between 

the microphones and removing any refl ective surfaces from in between 

the microphones signifi cantly improves the accuracy of phase-based TOF 

measurements, even at greater distances. For the 700 Hz sound signal, the 

measured delays follow the correct pattern but the delays are a reduced ver-

sion of the expected values. This bias in estimation is again attributed to the 

refl ection within the environment.      
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 17.16      TOF estimation experiment in an anechoic chamber for 2 kHz 

sound source at 2 ″  and at 5 ″ .  
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 To further reduce the effects of refl ection on the TOF, another set of 

experiments was performed. Here, the physical setup and the test param-

eters were the same as for the third set of experiments except for the type 

of sound source signal. This time, instead of using a continuous sine wave 

for the source signal only a 20 cycle sine wave was transmitted. Then, only 

the fi rst cycle of the received pulsed sine wave is used for the phase mea-

surement. This is expected to further reduce errors due to refl ections since 

the fi rst sine cycle arrives before undesirable wave refl ections, and thus the 

phase information should be immune to distortion. Figure 17.18 shows a 

graph comparing the expected results with those collected at 2 ft for the 700 

Hz source signal. From these results, it can be observed that phase-based 
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TOF measurement which uses the phase information from the fi rst wave 

pulse only provides accurate results, even at greater distances and indepen-

dent of the frequency of the source signal.       

  17.9     3D sound source localization 

 2D localization of the sound source can be performed with three receivers 

(Benesty  et al ., 2008) using only the time difference of arrival (TDOA) infor-

mation. The geometry for 2D localization using three receivers arranged in 

a line is shown in Fig. 17.19. As shown in this fi gure, the location of the trans-

mitter in a plane can be obtained by measuring the TDOA between receiv-

ers 1 and 2, and also receivers 1 and 3.      

 3D localization can be decomposed into two problems with 2D localiza-

tions, as shown in Fig. 17.20. Here, the transmitter is labeled  Tx , and the 

receivers are labeled  Rx  1  through  Rx  5 . Three receivers in each plane are used 

in the same way that they were used for 2D localization, with both results 

using the same coordinate system centered at receiver 5. Geometrically, this 

is the same as fi nding two circles or semicircles, the intersection of which is 

the location of the sound source.      
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 17.19      2D localization geometry.  
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 An experiment consisting of six 40 kHz ultrasonic sensors, fi ve of 

which acted as receivers and one of which acted as a transmitter, was 

performed for 3D source localization. The transmitter used a 20 cycle 

sine wave pulse train. The sensor array test stand was used to hold the 

transmitter and receivers. The geometry and dimensions of the setup are 

shown in Fig. 17.21. The receivers were arranged in a plus sign pattern. 

The results of this set of experiments are shown in Table 17.1. As pre-

sented in the table, this experiment for 3D sound source localization pro-

duces accurate results and the collected values are within a few percent 

of each other.            

  17.10     SASA system for mapping of the heart sound 

 The SASA system for source separation was tested to monitor and local-

ize the heart sound. Figure 17.22 shows the system collecting data on the 

chest of the subject. The system was confi gured with eight microphones, 
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 17.21      3D distances between the receivers and the transmitter.  

 Table 17.1     Experimental results for measured 3D distances 

 From receiver  Collected (in.)  Expected (in.)  Error (in.) 

 1  37.921  37.26  0.661 

 2  37.378  36.71  0.668 

 3  34.807  34.04  0.767 

 4  35.213  34.61  0.603 

 5  36.567  35.53  1.037 
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with the sampling rate of 36 K samples/s for a total digitizing time of 11 s. 

Each heart beat in a healthy adult human is composed, basically, of two 

distinct sounds. The fi rst heart sound (S1) is caused by the mitral (M) and 

tricuspid (T) atrioventricular valves and the second heart sound (S2) is 

caused by the aortic (A) and pulmonary (P) semilunar valves. The local-

ization of these heart valves in the human chest is illustrated in Fig. 17.23 

(Bates, 2005).      

 The results from the digitization are shown in Fig. 17.24; although 400 K 

samples were captured, only 200 K are displayed in this image for clarity. It 

is important to observe that, this time, the signals on the microphones are 

very different from each other. Since the array is very close to the distrib-

uted sound source due to the position of the microphones (see Fig. 17.25), 

they will have very different localized signals. Figure 17.26 displays sound 

 17.22      System collecting data on the subject’s heart.  
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 17.23      Localization of heart valves. See text for explanation.  
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localization information collected during the heart experiment. The heart 

is imaged here using the sound intensity measured at each microphone; the 

data were subsequently interpolated and are illustrated in the same image. 

It is possible to observe two very distinct patterns for S1 and S2.                      
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 17.25      Numbering convention for the microphone array.  
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 17.24      From the top to the bottom data acquired by microphones 1, 4, 

11, 18, 35, 42, 49 and 52.  
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  17.11     Conclusion 

 This work describes the design, development and capabilities of a scalable 

SASA system that can be used to enhance sound processing and acquisi-

tion for a diverse set of applications. The system uses MEMS microphone 

arrays in combination with the CAPTAN scalable architecture in order 

to deliver a powerful real-time signal processing and data acquisition 

platform. This research demonstrates that integration of key technolo-

gies such as MEMS sensors, high-performance FPGA devices and Gigabit 

Ethernet can produce a very compact, network-enabled, versatile acoustic 

array with a very high level of performance applicable to a broad range of 

applications. The SASA platform can benefi t many areas of acoustic signal 

processing – specifi cally, multiple source separation, mapping and local-

ization. Other possible applications include digital cardiac auscultation, 

structural health-monitoring using acoustic emission, robotic auditory sys-

tems, voice-based man–machine interfacing and ultrasound beacon-based 

object tracking.  
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