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Preface

a solid practical grounding in the latest RF circuit and systems operation, but also

explains, in step-by-step detail, how to plan, design, simulate, build, and test a
complete RF/microwave voice and data wireless radio, all the way from the discrete
circuit level to the finished wireless system.

Sections of all chapters within this new edition have been expanded, enhanced, and fully
updated, with the addition of new explanatory figures that have been optimized for clarity.
New chapters have been added that detail RF testing procedures, printed circuit board layout,
RF software simulation techniques, and small antenna design. A major new feature in this
book is the worked-out design examples (Quick Examples) with full RF simulation results. The
enclosed, comprehensive computer CD has also been expanded and updated to include more
free, cutting-edge RF programs, and will enable the reader to design and simulate virtually
any lumped or distributed RF circuit, or system typically needed in low-power consumer
design.

gnlike many wireless books, Complete Wireless Design does not simply present pre-
designed circuits and expect readers to modify them in some haphazard fashion for their
own wireless applications, nor does the book present overly complex equations for the
design of wireless circuits and systems which most readers, even engineers, would have
difficulty understanding, much less applying. Instead, Complete Wireless Design will allow
the reader to easily and quickly, by employing basic algebra and the enclosed software
programs, design cutting-edge oscillators, amplifiers, mixers, filters, PLLs, frequency
multipliers, switches, microstrip elements, AGC loops, power splitters, attenuators, diplexers,
antennas, and PCBs, as well as plan the entire wireless communications system.

Any supplementary information, text or software updates, or errata for the Second
Edition of Complete Wireless Design will be posted at http://cotter.sayre.googlepages.com/
home.

I'm very excited about this new edition, and I hope you will be too.

I I This Second Edition of Complete Wireless Design not only supplies the reader with

Cotter W. Sayre
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CHAPTER 1
Wireless Essentials

frequencies, as well as a strong grasp of the fundamental concepts of transmission
lines and scattering parameters (S-parameters) are essential to successful circuit
design.

ﬁ firm understanding of how passive and active components function at high

1.1 Passive Components at Radio Frequency

1.1.1 Introduction

Lumped (physical) resistors, capacitors, and inductors are not the “pure” components
they are assumed to be at lower frequencies. As shown in Fig. 1.1, their true nature at
higher frequencies has undesirable resistances, capacitances, and inductances, which
must be taken into account during design, simulation, and layout of any wireless circuit.

At microwave frequencies the lengths of all component leads must be minimized
in order to decrease losses due to lead inductance. Surface-mount devices (SMDs) are
perfect for decreasing this lead length, and thus the series inductance, of any component
(Fig. 1.2). Even the board traces that connect the passive components, if the trace is
longer than approximately 1/20th of a wavelength, must be converted to transmission-
line structures. On printed circuit boards (PCBs), microstrip is ideal for this, since it
maintains a constant 50-Q impedance throughout its entire length without adding any
undesired inductance or capacitance.

As the frequency of operation of any wireless circuit begins to increase, so does the
requirement that the actual physical structure of all of the lumped components
themselves be as small as possible, since the part’s effective frequency of operation
increases as it shrinks in size. The smaller package decreases the typically detrimental
distributed reactances, and raises the frequency of the series and parallel resonances.

Maintaining a high unloaded quality factor (Q) in each individual component is vital
to minimize circuit losses. And as shown in Fig. 1.3, the unloaded Q of a capacitor
decreases with frequency, while the unloaded Q of an inductor will actually increase
with frequency, after which the Q will drop rapidly.

1.1.2 Resistors

A resistor with a value of over a few hundred ohms will begin to decrease in resistance
as the frequency of operation is increased (Fig. 1.4). This is caused by the distributed
capacitance that is always effectively in parallel with the resistor, shunting the radio
frequency (RF) signal around the component, and thus lowering its effective value of
resistance. The distributed capacitance is especially problematic not only as the

Copyright © 2008, 2001 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Ficure 1.1 A component’s real-life behavior at high frequencies.
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Fieure 1.2 A surface-mount (SMD) resistor, along with the older through-hole type.
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Fieure 1.3 Capacitor and inductor Q over frequency, using surface-mount components.



Wireless Essentials

1e+6 e —— i o e e
HH—F——
100.01 MHz, 97325.843
(R1_R=100000 Q)
100000 O
R &
100.01 MHz, 9997.223
(R1_R=10000 Q)
10000 o =
;
| T~
100.01 MHz, 999.999
= (R1_R=1000 Q)
2 1000 1
|
100.01 MHz, 100.001
(R1_R=100 Q)
100 o 1]
i
[
100.01 MHz, 10.005 T
. (R1_R=10 Q) =
1
1 10 100 1000 10000

Frequency (MHz)

Ficure 1.4 The change in a resistor’s impedance over frequency.

frequency increases, but also as the resistance value increases. Indeed, if the resistor is
not of the high-frequency, thin-film type, a high-value resistor may lose much of its
marked resistance to this capacitive effect at relatively low microwave frequencies.
Nonetheless, even thin-film resistors will begin to deviate from their rated resistance
values when operated above a few hundred megahertz.

1.1.3 Capacitors

Capacitors at RF and microwave frequencies must be chosen not only for their cost and
temperature stability, but also for their ability to properly function at high frequencies.
As shown in Fig. 1.1, a capacitor will have an undesired lead inductance that begins to
adversely change the capacitor’s characteristics as the frequency is increased.

A capacitor’s published rated value is normally taken at 1 MHz. Therefore, before
selecting a capacitor for any critical high-frequency use, it is important to confirm that
it is actually capable of meeting our performance criteria over our required band of
interest. This can most easily be accomplished by employing the capacitor manufacturer’s
software, which will describe a particular microwave capacitor model’s complete
performance over frequency. With such software we can, within seconds, verify the
capacitor’s true impedance, S-parameters, unloaded Q, equivalent series resistance
(ESR), and apparent capacitance over a very wide bandwidth.

The change in a capacitor’s characteristics with frequency is most pronounced when
the package’s lead inductance resonates with the capacitance of the physical component
itself, resulting in a series resonance with a total reactance of nearly 0 Q. Indeed,
resonating a capacitor can even be purposeful. A jO type capacitor is a normal capacitor

3
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that is operated within its series resonant frequency (SRF), which creates a very low series
impedance for the frequency of interest. This is perfect for coupling and decoupling at
very high frequencies. Above the component’s SRF, the capacitor will then become
more inductive than capacitive, making it important to confirm that the circuit’s design
frequency will not reach too far over this SRF value. The capacitor will eventually reach
a point called the parallel resonant frequency (PRF), which is located at approximately
twice the capacitor’s SRF. The PRF places the capacitor in a very high impedance mode,
but may not be an issue—and indeed may only be just barely noticeable—when viewed
on an RF simulator’s graph. This is due to resistive losses within the capacitor itself,
which may remove any obvious S,, notch at the PRF. But for broadband RF applications,
aminimized S,, PRF notch over a wide frequency range, and with low overall component
insertion losses, is much more desirable than a capacitor that has an obvious high-loss,
high-attenuation PRF S, notch (or notches) within the band of interest.

Due to the parasitic effects that the PCB’s substrate, traces, and pads have on a
capacitor, its SRF will vary from the part’s data sheet value. In other words, the SRF of
a capacitor is highly dependent on the PCB layout itself. Further, the capacitor’s SRF
value, as quoted in the data sheet, will actually decrease by up to 40% when a capacitor
is mounted in a shunt (trace to ground) configuration on the PCB. Consequently,
because of the overall PCB board effects and capacitor tolerances, it is best to select a
capacitor that has an SRF that is at least 10% higher than the highest frequency we want
to couple or bypass. Clearly, for impedance-matching applications, if we plan on using
anything close to the calculated component values, the capacitor’s SRF must be
significantly higher than the highest frequency we plan to match.

For RF decoupling purposes, we will normally be required to parallel two or more
capacitors to effectively cover an extremely wide bandwidth. Occasionally, we may even
need to parallel up to two capacitors in wideband series coupling applications (Fig. 1.5).
Nonetheless, for either coupling or decoupling, these multiple capacitor arrangements
should always be simulated with the proper software models to confirm that there will
be no major resonant interactions between the two capacitors” unavoidable physical
parasitics, since this paralleling can create unexpected performance degradation,
especially of S,,. The result of this undesired parasitic interaction is called antiresonance,
and its consequences are shown in Fig. 1.6. The lower frequency capacitor will directly
contribute the most to these antiresonance effects, as it will be supplying more of the
parasitic inductances than the high-frequency RF capacitor. The low-frequency capacitor
will also be traversing, at some frequency, its series resonance point, and thus reaching
into the inductive regions of the Smith chart.

100 pF

v
Vv

Fieure 1.5 Two paralleled capacitors in series and shunt configurations, used for coupling and
decoupling.
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Ficure 1.6 Resonances shown when paralleling two nonideal capacitors for wideband
coupling, with better wideband S21 performance using a single 100-pF capacitor. (50-Q ports.
PCB mounting effects not modeled.)

We can lessen this effect of parasitic interaction between two or more decoupling
shunt capacitors by using a very small resistor (or ferrite bead) in series with the largest
decoupling capacitor, with this resistor’s value being no higher than 10 Q.

When using the typical single capacitor series coupling design for an ultra-
broadband application, the capacitor may need to operate all the way from a very low
frequency to within close proximity to its parallel resonant frequency. In this special
case, it is perfectly acceptable, in non-matching applications, to actually use the capacitor
at slightly above its series resonant frequency, as long as its inductive reactance does not
become too great, and the magnitude of the capacitor’s impedance at both its low and
high frequencies remains small. In these very wideband applications, it may even be
better to select an X7R rather than a negative-positive-zero (NPO) capacitor, due to the
X7R’s superior capacitance per package size. This is especially important if our lowest
frequency extends into the lower megahertz regions.

It should be stressed again that the minimization of a capacitor’s parasitics, and
thus the higher its particular SRF will be, is absolutely critical for tuned circuits
applications, where the capacitor should have an SRF far above the required design
frequency. However, the higher the value of the capacitor, the lower its SRF, and thus
the closer the capacitor will be to its inductive region. Consequently, a higher value
capacitor will demonstrate a higher inductance, on average, than a smaller value
capacitor of the same case size and model series. This makes it necessary to reach a

compromise between the capacitive reactance of the selected capacitor, and the series
resonance point of the component in the particular application. In other words, a
coupling capacitor that is expected to have a capacitive reactance of 1 Q at the frequency
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Fiecure 1.7 At RF, the frequency response of a circuit varies depending on which manufacturer’s
10-pF capacitor is used.

of interest may actually be a much poorer choice than one that has a capacitive reactance
of 5 Q (unless the capacitor is chosen to operate as a J0 type).

Since component parasitics vary from manufacturer to manufacturer, and even
from model to model, for the exact same capacitance value, if we were to substitute
another company’s capacitors of the exact same size and value, no matter how high or
low the quality of the substitute part, we would obtain a slightly different response or
impedance for any high-frequency filtering, matching, or coupling network (Fig. 1.7).
This type of errant capacitor substitution could now also create lower output power,
decreased efficiency, or increased instability in an RF power amplifier, or a different
noise figure, return loss, or gain in low-noise amplifier (LNA).

Additionally, at elevated microwave frequencies, even small capacitor value changes
can severely affect circuit performance. A tiny variation in a capacitor’s value of but
0.2 pF (or less) may alter an optimized RF match or coupling circuit’s impedance, even
when the same make and model of capacitor is used. This would be classified as a
tolerance issue, since an ordinary 1.2-pF capacitor’s lack of a tight tolerance can permit
its value to vary from 0.95 to 1.45 pF. As a result, all components used in critical, high-
frequency (> 900 MHz) circuits should employ tight tolerance capacitors when their
valueis at or below 3.3 pF (for inductors, < 3.3 nH), due to the way low-value component
tolerances are specified (this tolerance specification is normally quoted as +0.25 pF, or
at some other fixed capacitance value, for most 5-pF and below capacitors).

Capacitor Types

Different varieties of capacitors have completely different applications. The following
paragraphs discuss the various common capacitor types, and their uses in today’s
wireless circuits.



Wireless Essentials

Electrolytic capacitors, both aluminum and tantalum, are utilized for very low
frequency coupling and decoupling tasks. They have poor ESR and high DC leakage
and many are polarized. However, they possess a very large amount of capacitance
per unit volume, with this value ranging from greater than 22,000 nF down to 1 uF for
the aluminum types. The aluminum electrolytics have a limited life span of between
5 and 20 years while tantalums, with their dry internal electrolyte, have a much longer
lifetime and less DC dielectric leakage. Unfortunately, tantalums have a lower range
of values (between 0.047 pF and 330 pF), and a lower maximum working voltage
rating.

Metallized film capacitors are commonly good up to about 6 MHz, and are also used
for low-frequency decoupling. These capacitors are available in capacitance ranges
from 10 pF to 10 pF, and include the polystyrene, metallized paper, polycarbonate, and
Mylar (polyester) families. Metallized film capacitors can be constructed by thinly
metallizing multiple dielectric layers.

Silver mica capacitors are an older, less used type of high-frequency capacitor. They
have a low ESR and good temperature stability, with a capacitance range available
between 2 to 1500 pF.

Non-surface-mount leaded ceramic capacitors are found in all RF circuits up to a
maximum of 600 MHz. They are available as a single-layer type (ceramic disk), and as
stacked ceramic (monolithic) structures. Capacitance values range from 1.5 pF to
0.047 uE, with the dielectric available in three different grades: NPO (COG) for critical
temperature—stable applications with tight capacitance tolerances values of 5% or
better (with a capacitance range of 10 to 10,000 pF); X7R types, with less temperature
stability and a poorer tolerance (+10%) than NPO, with available values of 270 pF to
0.33 pF; and Z5U types, which are typically utilized for bypass and coupling due to
their extremely poor capacitance tolerances (+20%) and inferior temperature stability,
with a capacitance range of between 0.001 and 2.2 pF. Z5U (and Y5V), capacitors can
drop almost all of their marked capacitance at low temperatures, so other less
temperature-sensitive capacitors must be used if the product is meant to function
properly at low temperatures.

However, by far, the dominant microwave frequency capacitor today is the surface-
mount technology (SMT) ceramic and porcelain chip types, which are used in all parts of
RF circuits up to about 15 GHz. The SMT passives are available in many different
package sizes, but only the smaller sizes are of interest in microwave circuit design,
such as 0201 (20 mils long x 10 mils wide), 0402, 0603, and 0805s. Nonetheless, even
when employing these ultra-high-quality RF and microwave chip capacitors, maximum
capacitance values as well as package sizes must still be small in order to function
properly at elevated frequencies. Depending on frequency, a maximum value of 10 pF
or less may be all that we can use in a particular circuit due to the increasing internal
parasitic inductance as the part’s capacitance value is increased.

Microwave chip capacitors are available in multilayer and single-layer configura-
tions, with the multilayer types normally coming in the basic SMD package sizes
described above. The single-layer capacitors are more specialized and expensive, and
can be a bit more difficult to mount on a PCB due to their nonstandard mounting
terminations, which may consist of a conductive “ribbon” for bonding the part to the
PCB’s microstrip. However, single-layer capacitors can operate at much higher
frequencies than multilayer (up to 10s of gigahertz), but will possess much lower
maximum capacitance ranges.
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1.1.4 Inductors

A significant, high-frequency effect in any inductor is undesired distributed parasitic
capacitance, which is a capacitance that is in parallel with the actual desired inductance
of the coil (Fig. 1.1). This means that there must be some frequency that will force the
coil’s inductance to be in parallel resonance with this distributed capacitance, causing a
high impedance peak to form at that particular frequency. In fact, the impedance created
by this parallel resonance would be infinite if not for the small value of wire resistance
found in series with the inductor’s own structure. The point of resonance is referred to
as the self-resonant frequency (SRF) of the inductor (Fig. 1.8), and if the inductor is
expected to operate in a matching circuit, this SRF must be at a much higher value than
the circuit’s own frequency of operation. Indeed, RF inductors are built with small form
factors in order to decrease this distributed capacitance effect, and thus increase the SRF
frequency. However, this will also have the unavoidable side effect of lowering the
maximum possible available inductance, as well as the part’s current-carrying ability.

An inductor parameter that is especially important for any tuned circuit is the
unloaded Q, or quality factor, of the inductor. The Q indicates the quality of the inductor
at a certain test frequency, with the Q equaling the inductive reactance divided by the
combined DC series resistance, its core losses, and the skin effect of the coil. As the
frequency through the inductor increases the Q will also increase, but at a particular
frequency the Q of an inductor will begin to decrease rapidly due to the skin effect
raising its resistance. The inductor’s Q will soon reach its lowest point at the component’s
SRF frequency (Fig. 1.9).

The coil’s DC series resistance is the amount of physical resistance created by the
inductor’s own internal or external conductive elements, and influences not only the Q
of a coil as mentioned above, but will also drop a significant amount of any DC bias
voltage. This fact is important when choosing a coil for a circuit that demands that the
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Ficure 1.8 The impedance of a particular brand of SMD 10-nH inductor across frequency,
showing its SRF.



Wireless Essentials

100
g gl
//
//
Q 10 -
’/
//

prd N

-~ SRF | )
1

10 100 1,000 10,000

Frequency (MHz)

Ficure 1.9 The Q of a particular brand of SMD 10-nH inductor across frequency, showing its SRF.

inductor itself must not cause an excessive DC voltage drop, as this can cause erratic
circuit operation due to decreased voltages available to the biased active device.

The last major loss effect that creates problems in high-inductance coils at high
frequencies is created by coil-form losses, which may become substantial due to
hysteresis, eddy currents, and residual losses. As the frequencies continue to increase,
the only acceptable type of inductor core material at microwave frequencies is typically
that of the wire-wound air-core and the monolithic ceramic types.

Inductor Coil Design

There are times when the proper value or type of inductor is simply not available for a
small project or prototype, and one must be calculated and constructed for non-
microwave applications.

For a high-frequency, single-layer air-core coil (a helix), we can calculate the number
of turns required to obtain a desired inductance with the formula shown below. However,
the formula is only accurate for coils with a length that is at least half the coil’s diameter
or longer, while accuracy also suffers as the frequency is increased into the VHF region
and above. This is due to excessive conductor thickness versus coil diameter.

L[(18d) + (40¢)]
e

where n = number of single-layer wire turns required to meet the desired inductance L
[Only varnished (magnet) wire should be used in coil construction to prevent
turn-to-turn shorts.]

L = desired inductance of the air coil, uH

d = diameter of the inside of the coil (the same diameter as the form used to wind
the coil), in

{=length of the coil, in (If this length is not met after winding the turns, then
spread the individual coils outward until this value is reached.)

n=

9
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Ficure 1.10 A toroidal core inductor.

Toroids

Inductors that are constructed from doughnut-shaped powdered iron or ferrite
cores are called toroids (Fig. 1.10). Ferrite toroidal cores can function from as low as
1 kHz all the way up to 1 GHz, but the maximum frequency attainable with a
particular toroid will depend on the kind of ferrite material employed in its
construction. Toroids are found mainly in low to medium power, low RF frequency
designs.

Since they will exhibit only small amounts of flux leakage, toroidal inductors are
valuable components, and are thus far less sensitive to coupling effects between other
coils and the toroid inductor itself. This circular toroidal construction prevents the
toroid from radiating RF into surrounding circuits, unlike air-core inductors (and
transformers) that may require some type of shielding and/or an alteration in their
physical positioning on the PCB. Since almost every magnetic field line that is created
by the primary makes it to the secondary, toroid transformers are also very efficient.
Standard nontoroid air-core transformers do not share these abilities.

At low frequencies, toroids are used to remove hum from reaching a wireless
receiver from the noisy main’s power supply, as well as decreasing any wireless
transmitter-generated interference from entering these same power lines. This is
accomplished by inserting toroidal inductors in series with the main’s supply, choking
out most of the undesired “hash” emanating from these sources.

Toroids are identified by their outer diameter and their core material. For instance,
an FT-23-61 core designation would indicate that the core is a ferrite toroid (FT), with an
outer diameter of 0.23 in, and comprised of a 61-mix type of ferrite material. A simple
“T” designation (instead of an FT) would indicate a powdered iron core, as opposed to
a ferrite core.

Toroid Coil Design

As mentioned above, powdered iron toroidal inductor cores are available up to 1 GHz.
To design and wind an iron toroidal inductor or choke, the A, must be found on the
core’s data sheet. A, symbolizes the value of the inductance in microhenrys when the
core is wrapped with 100 turns of single-layer wire. All the inductor designer need do
in order to design a powdered iron toroidal coil is to choose the core size that is just
large enough to hold the required number of turns:

/L
N =100 A_L
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Fieure 1.11 A toroid inductor, showing the proper winding around the core.

where N =number of single-layer turns for the desired value of L
L = desired inductance for the coil, mH
A, = value, as read on the core’s data sheet, of the chosen size and powdered iron
mix of the core, mH per 100 turns

Or if designing for a ferrite toroidal core, then use the formula:

L
A

L

N =1000

where N =number of single-layer turns
L = inductance desired, mH
A, =value, as read on the core’s data sheet, of the chosen core size and ferrite mix,
mH per 1000 turns

NoOTE: A, values have a tolerance of typically + 20%. The core material must never become
saturated by excess power levels, either DC or AC.

Wind a single layer toroidal inductor or transformer with a 30° spacing between ends
1 and 2, as shown in Fig. 1.11, to minimize distributed capacitance, and thus to maximize
inductor Q. The chosen mix for the core determines the core’s maximum operating frequency.

1.1.5 Ferrite Beads

Above roughly 100.MHz, ferrite beads will dissipate undesired RF and high-frequency
noise as heat (R > X)), just as a resistor would, but have little affect on lower AC
frequencies and DC. Thus, desired audio frequencies and DC power easily passes
through these components with little loss.

Ferrite beads are rated for their frequency of operation (some models can function
up to 1 GHz), as well as their RF impedance, DC resistance (DCR), and maximum DC
current (in milliampere), and are readily available in both surface-mount and through-
hole packages. Their equivalent circuit is shown in Fig. 1.12.

A typical RF bead’s impedance characteristics over frequency are as shown in
Fig. 1.13. Such beads are available with series impedances ranging from 10 to over
1000 Q (at 100 MHz), depending on the particular model. Beads inherently do not

1
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Ficure 1.12 The equivalent circuit of a ferrite bead.
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Ficure 1.13 A particular ferrite bead’s impedance over frequency.

support spurious or resonant modes, nor do they contribute to an active device’s
oscillatory behavior (as an inductor readily can). This positive attribute is due to
their low inductance and high resistance characteristics at high frequencies, as
inferred above.

To employ ferrite beads in a wireless design, simply select a part with the required
impedance at the desired frequency, below a preferred DC resistance (DCR), and within
a maximum mandatory DC bias current rating. Small ferrite beads should be used only
in lower DC current draw applications in order to prevent ferrite saturation, since
saturation would decrease the bead’s rated impedance at a particular frequency.

1.1.6 Transformers
RF transformers are typically purchased as a complete component, but can also be
constructed in toroidal form (Fig. 1.14). Toroids have replaced most aircores as interstage
transformers in the majority of low-frequency radio designs (Fig. 1.15).

With the proper core material, toroidal transformers are effective up to 1 GHz. As
these transformers are subjected to an increase in frequency, however, the capacitance
between the transformer’s windings begins to become more of a limiting factor. This
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Ficure 1.15 Impedance matching with a toroidal transformer.

internal capacitance will decrease the transformer’s maximum operating frequency,
since the signal to be transformed will now simply pass right through the transformer.
This effect can be minimized by choosing a high-permeability transformer core, which
permits fewer turns for the very same desired reactance, thus forming less distributed
capacitance between the transformer’s input and output.

Toroidal Transformer Design
For proper toroidal transformer operation the reactances of the primary and secondary
windings must be four or more times greater than the source and loads of the transformer
at the lowest frequency of operation. As an example, if a 1:1 transformer’s primary had
a 50-Q amplifier attached to its input, and the secondary had a 50-Q antenna at its
output, then the primary winding’s reactance (X,) should be at least 200 Q, while the
secondary winding’s reactance (X,) of the transformer should also be 200 Q at its lowest
frequency of operation.

To design a toroidal transformer, first calculate the required reactances of both the
primary and the secondary of the transformer at its lowest frequency:

1.
X,=4XZyr and X =4xZy

where X, =required primary reactance at the lowest frequency of transformer
operation, Q
Z .,y = output impedance of the prior stage, Q
X, =required secondary reactance at its lowest frequency, Q

Z,, = input impedance of the next stage, Q

13
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Ficure 1.16 Proper winding for a toroidal transformer.

2. Now, calculate the inductance of the primary and secondary windings:

= Xy and L. = Xs
27 fiow * 2fiow

3. Choose a core that can operate at the desired frequency, with a high permeability,
and as small a size as practical. Then, calculate the number of primary and
secondary turns required:

LP

L. L.
N, =100 A_SL or N, =1000 A_SL
and then
L
N, =N |-L
P S LS

4. Now wind the primary as a single layer around the entire toroid, while the
secondary should be wound over the top of the primary winding at one end
(Fig. 1.16). Reverse the windings for a step-up transformer.

1.2 Semiconductors

1.2.1 Introduction

Semiconductors, as opposed to the vacuum tubes of the past, are small, dependable,
rugged, and need only low bias voltages. These active devices are utilized to not only
amplify signals, but to also mix and detect such signals, as well as generate these signals
through oscillation. Indeed, integrated circuits, and thus most modern wireless devices,
would not even be possible without semiconductors. The following is a quick overview
of the most common semiconductor components used in electronics.

‘Formula for N, will depend on how A, is given in data sheet: 100 for microhenry; 1000 for millihenry.
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1.2.2 Diodes

PN Junction Diode

A positive-negative (PN) junction diode (Fig. 1.17) is composed of both N- and P-type
semiconductor materials that have been fused together. The N-type material will
contain a surplus of electrons, called the majority carriers, and only a small number of
holes, the minority carriers. The reason for this overabundance of electrons and lack of
holes is the insertion of impurities, called doping, to the pure (or intrinsic) semiconductor
material. This is accomplished by adding atoms that have five outer shell, or valence,
electrons, as compared to the four valence electrons of intrinsic silicon.

The P-type material will have a surplus of holes and a deficiency of electrons within
its crystal lattice structure due to the doping of the intrinsic semiconductor material
with atoms that contain three valence electrons, in contrast to the four valence electrons
of pure silicon. Thus, P-type semiconductor current is considered to be by hole flow
through the crystal lattice, while the N-type semiconductor’s current is created by
electron flow.

In a diode with no bias voltage (Fig. 1.18), electrons are drawn toward the P side,
while the holes are attracted to the N side. At the fused PN junction a depletion region is
created by the joining of these electrons and holes, generating neutral electron-hole
pairs at the junction itself, while the depletion region on either side of the PN junction
is composed of charged ions. If the semiconductor material is silicon, then the depletion
region will have a barrier potential of 0.7 V. This depletion region will not increase
above this 0.7 value, however, since any attempted rise in majority carriers will now be
repulsed by this same barrier voltage.

When a voltage is applied to the PN junction of sufficient amplitude, and of the
suitable polarity, the semiconductor diode junction will be forward biased (Fig. 1.19).
This will cause the barrier voltage to be neutralized, and electrons will then be able to
flow freely. The bias, consisting of the battery, has a positive terminal which repulses
the holes but attracts the electrons, while the negative battery terminal repels the
electrons into the positive terminal. This action produces a current through the diode.

If areverse bias is applied to a diode’s terminals, as shown in Fig. 1.20, the depletion
region will begin to enlarge. This is caused by the holes being attracted to the battery’s
negative terminal, while the positive terminal draws in the electrons, forcing the diode
to function as a very high resistance. Except for some small leakage current, very little
current will now flow through the diode. The depletion region will continue to expand

Fieure 1.17 The semiconductor diode, showing internal die and bond wires.
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Ficure 1.18 A diode shown with zero bias and its formed depletion region.
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Ficure 1.19 A diode with sufficient forward bias to conduct electrons.
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Ficure 1.20 A diode with reverse bias applied and the resultant reverse leakage current flow.

until the barrier potential equals that of the bias potential, or until breakdown occurs,
causing unchecked reverse current flow, and therefore damaging or destroying the
diode itself.

As shown in the characteristic curves for a typical silicon diode (Fig. 1.21), roughly
0.7 V will invariably be dropped across a forward-biased silicon diode, no matter how
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Ficure 1.21 The characteristic curves of a silicon diode.
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Ficure 1.22 Three common small-signal diode packages.

much its forward current increases. This is because of the small value of dynamic
internal resistance inherent in the diode’s semiconductor materials.

Miniature glass and plastic diode packages (Fig. 1.22) are utilized for low-current
circuits, while power diodes are used for high forward currents of up to 1500 A.

These are some of the more important rectifier diode specifications:

IF(M A%’ Maximum forward current that can flow through the diode before its

semiconductor material is damaged.
I.: Diode’s temperature-dependent reverse leakage current while in reverse bias.

PIV: Reverse-biased diode’s peak inverse voltage, which is the maximum reverse
voltage that should be placed across its terminals.

Zener Diode

The Zener diode (Fig. 1.23) uses a diode’s capability to operate with reverse bias until
avalanche (reverse breakdown) results, but without the Zener being destroyed in the
process. This ability to safely operate in reverse breakdown is a huge advantage, since
any changes in current through the Zener, no matter how large, will not affect the voltage
dropped across the diode (Fig. 1.24), thus making the Zener an excellent choice for
voltage regulation and voltage reference circuits.

At what voltage the Zener falls into avalanche is governed by its Zener voltage (V).
But each diode, even when rated at the same V,, will hit this point at a slightly different
voltage, which is why there are different tolerances available for the Zener diode (20%,
10%, 5%, and 1% are common).

+@« O

5.6

Ficure 1.23 The Zener diode, showing SMD and through-hole packages.
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Ficure 1.24 The characteristic curves of a Zener diode.

In some critical circuits it must be considered that a Zener’s voltage ratings change
over temperature. More temperature stable Zeners are available, such as voltage reference
diodes and temperature-compensated Zener diodes.

The following are a few of the more important Zener diode specifications:

L, Maximum Zener current before the diode is destroyed.

V,: Reverse voltage across the Zener that changes very little with an increase in
current.

1 Zener current required to maintain the diode within its V, region.

P,: Maximum approved power dissipation for the diode.

Varactor Diodes

As in the above Zener diodes, varactor diodes (Fig. 1.25) also operate under reverse
bias. However, varactor diodes act as voltage-variable capacitors. And since we know
that increasing the width of the dielectric in a capacitor will decrease its capacitance,
and decreasing the width will increase its capacitance, we can use a similar effect to our
advantage in varactor diodes. Increasing the reverse bias across the varactor increases
the thickness of its depletion region, with this depletion region acting as dielectric, and
thus decreasing the diode’s capacitance (Fig. 1.26). Decreasing the reverse bias voltage
will have the exact opposite effect, and will increase the diode’s capacitance by
decreasing the depletion region.

Figure 1.27 shows the capacitance variations versus the diode’s reverse voltage
for one kind of varactor, the hyperabrupt type. The other common type is called an
abrupt varactor. Both are commonly used in voltage-controlled oscillators (VCO),
and are readily available in many diverse capacitance values for almost any RF
application.
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Fieure 1.25 Schematic symbol, with common packages, for a varactor diode.
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Fieure 1.26 The formation of the virtual dielectric in a varactor diode with two different reverse
bias voltages: (a) Low capacitance; (b) High capacitance.
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Fieure 1.27 Capacitance versus the applied reverse voltage for a hyperabrupt varactor diode.
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Ficure 1.28 Equivalent circuit of a varactor diode.

The abrupt’s main positive characteristic is a high unloaded Q (i.e., a low series
resistance). This is a valuable characteristic, since the higher the Q of an oscillator tank
circuit, of which the varactor is a very critical part, the lower the phase noise output of
the VCO. Also, in voltage-variable filter applications, the higher the Q of the varactor,
the tighter the filter’s response characteristic, and the lower the filter’s insertion loss
will be.

However, an abrupt varactor has two major disadvantages that limits its use in
many modern wideband VCOs, and that is their low tuning capacitance range
versus tuning voltage, along with a high required DC tuning voltage. Indeed, the
abrupt’s tuning voltage must be as large as 1 to 30 V in order to obtain a small 5- to
18-pF capacitance change. Some abrupts may require a tuning voltage all the way
up to 60 V.

The hyperabrupt diode is more popular in today’s low-voltage, wideband
environment. These varactors possess the advantage in that they can tune over a very
wide capacitance range with a low tuning voltage (such as, from 10 to 200 pF with a 0.8
to 10 V tuning voltage), and they have superior linear voltage versus capacitance
characteristics than abrupt types. Still, a hyperabrupt’s main negative attribute is its
relatively low Q in comparison to the abrupt type, along with the inferior VCO phase
noise characteristic attendant with this lower Q.

Avaractor’s capacitance will vary somewhat over temperature, but this will normally
not be of any concern for its most common application, which is within a VCO'’s tank
circuit in a phase-locked loop (PLL) synthesizer. The PLL loop will automatically
compensate for any such temperature drifts in the varactor’s capacitance.

A varactor’s equivalent circuit is shown in Fig. 1.28, and consists essentially of
parasitic series inductance (L), parasitic parallel capacitance (C,), voltage-variable
capacitance (C]), voltage-variable resistance (R,).

Positive Intrinsic Negative Diodes

Positive intrinsic negative (PIN) diodes are constructed of a thin intrinsic layer
sandwiched between positive and negative doped layers. Above certain frequencies
(greater than 50 MHz) PIN diodes do not act as normal PN junction rectifier diodes, but
as current-controlled resistors. Their carrier lifetime specification decides the diode’s low
frequency limit, under which the PIN begins to function simply as a normal small signal
junction diode.

PIN diodes can be operated as RF switches and attenuators, and will have a much
lower On resistance than PN junction rectifier diodes. PINs can be biased to supply a
wide resistance range all the way down to 0.5  and up to 10 kQ with the application of
a DC control current. When employed as an electronic switch, this control current is
switched On or Off, thus forcing the PIN to a very low resistance (On), or to a very high
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Ficure 1.29 Forward bias current and RF resistance for one particular model of PIN diode.

resistance (Off), depending on the bias voltage. When a PIN is used in an attenuator
circuit, this control current can be changed in a linear manner, in nondiscrete steps,
forcing the PIN to alter its resistance anywhere from between its lowest to highest rated
resistance values. Figure 1.29 displays a typical PIN diode’s forward bias current and its
resultant series RF resistance (R,).

Schottky Diode
The Schottky diode is constructed of a metal that is deposited on a semiconductor
material, creating an electrostatic boundary between the resulting Schottky barrier.
These diodes can be found in microwave detectors, double-balanced modulators,
harmonic generators, rectifiers, and mixers. Some Schottky diodes can function up to
100 GHz, have a low forward barrier voltage, and are mechanically sturdy.

Zero-bias Schottkys are a type of diode with a very low forward voltage. Figure 1.30
displays their I-V curves showing their forward voltage and the resultant forward
current.
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Fieure 1.30 Zero-bias Schottky diode I-V curves showing forward voltage and the resultant
forward current.
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Gunn Diodes

Gunn diodes can be forced to function as an oscillator at microwave frequencies. The
transit time of an electron through the Gunn diode determines the actual frequency
of oscillation and, when the diode is inserted into a suitable resonant cavity, the
Gunn device can oscillate at frequencies of up to 100 GHz. However, the higher the
frequency of the Gunn, the thinner it must be, which lowers its power dissipation
abilities.

Step-recovery diodes

A step-recovery diode (SRD) is a special diode employed in some microwave-frequency
multiplication circuits. The SRD functions in this role by switching between two
opposite impedance conditions, low and high. This change of state may occur in only
200 ps or less, thus discharging a very narrow pulse of energy. An SRD can best be
visualized as a capacitor that stores a charge, then discharges it at a very rapid rate,
creating a waveform that is plentiful in harmonics. Due to their high cost, SRDs are not
as popular as they once were.

1.2.3 Transistors

Bipolar Junction Transistor

A bipolar junction transistor (BJT) is constructed of negative-postive-negative (NPN) or
positive-negative-positive (PNP) doped regions, with the NPN type being by far the
most common. The emitter of the transistor provides the charges, while the base
controls these charges. The charges that have not entered the base are gathered by the
collector.

Figure 1.31 reveals a silicon NPN transistor that has its emitter and base forward
biased, with the collector reversed biased, to form a simple solid-state amplifier.
The negative terminal of the emitter-base battery repels the emitter’s electrons,
forcing them into the ultra-thin base. But this narrow-base structure, due to the
small amount of holes available for recombination, cannot possibly support the
large number of electrons coming from the emitter. This is why base current is
always of such a small value, since the majority of the electrons, over 99%, are
attracted by the positive potential on the much larger collector, where they continue
to flood into the collector’s positive bias supply. This action is what forms the
transistor’s output current.

From the forgoing explanation, we see that I =L+ and I 5 = I, — I, meaning that
the currents through a transistor are completely proportional. Thus, if the emitter
current doubles, then so will the currents in the base and the collector. But more
important, this also means that if a small external bias or signal should increase this
small base current then a proportional, but far greater, emitter and collector current will
flow through the transistor. If this collector current is sent through a high output
resistance, this action will produce voltage amplification.

The input port of a common-emitter transistor has a low resistance due to its forward
bias, so any signal inserted into the base-emitter junction will be across this low input
resistance, thus causing the bipolar transistor to be current controlled by both the DC
bias and any external signal voltages. This is shown in the BJT’s characteristic curves of
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Fieure 1.31 The current flow through the emitter, base, and collector of a bipolar NPN
transistor, with its typical SMD package.
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Ficure 1.32 The characteristic curves for a bipolar transistor.

Fig. 1.32. The input signal, such as an RF or audio signal, will add to or subtract from
this DC bias voltage across the transistor.

Before significant collector current can flow, the transistor’s emitter-base barrier
voltage of approximately 0.6 V. (for silicon) must be overcome. This particular task is
performed by the base bias circuit. In a linear amplifier, the transistor’s initial operating
point is set by the bias circuits to be around 0.7 V, so as to permit any incoming signal
to swing both above and below this value. The region of active amplification of a BJT is
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only about 0.2 V wide, so any voltage between saturation (0.8 V) and cutoff (0.6 V) is the
only area that a semiconductor is capable of amplifying in a linear manner. Between
these two V, values of 0.6 V and 0.8 V the I,, and thus the I, is controlled. In other
words, the saturation region is reached when the bias input RF signal is high enough to
force the amplifier to conduct its maximum collector current. This is a highly nonlinear
area of operation. Dropping down to the cutoff region biases the transistor so that it
only conducts a small leakage current (an Off state). In this state, only a strong RF input
signal can force the collector to conduct more current, but only in pulses. Again, a highly
nonlinear area of operation.

Therefore, a BJT can be thought of as a current-controlled resistance, with a tiny
base current controlling the transistor’s resistance, which influences the much larger
emitter-to-collector current. This collector current is then made to run through a high
load resistance, generating an amplified output voltage.

A few of the more common transistor specifications found in a BJT’s data sheet:

BV . Collector-to-base breakdown voltage is the amplitude of collector voltage that

will normally break down the collector junction.

P pax: Maximum total power dissipation a transistor is capable of in an ambient

air temperature of 25°C.

T paxy Maximum internal junction temperature before the semiconductor material

breaks down.

I axy’ Maximum collector current of the BJT.

fy: Current gain-bandwidth product is the frequency that a common-emitter transistor
will be at a beta of unity.

f..; Beta cutoff frequency is the frequency that the BJT’s beta decreases to 70.7% of its
low frequency value.

I Temperature-dependant leakage current that occurs from the emitter to the

collector with the base open.

Frunx: Maximum oscillation frequency is the maximum frequency that the transistor is
capable of any power amplification whatsoever, or a maximum power gain of
unity (0 dB).

S,,: Magnitude of the transistor’s forward gain in a 50-Q system, typically quoted
in dB (this S, value may vary by up to +20% from one transistor to another due to
production lot tolerances).

Junction Field Effect Transistors

Since a junction field effect transistor’s (JFET) input gates are always reverse biased,
JFETs will have a very high low-frequency input impedance, so are thus voltage
controlled. JFETs are also quite capable of receiving an input of up to several volts, as
compared to the bipolar transistor’s few tenths of a volt. In addition, JFETs create less
internal noise than a BJT, but will display lower voltage gain and more signal
distortion.

As shown in Fig. 1.33, the structure of a JFET is composed of a gate, a source, and a
drain. The JFET’s terminals are voltage biased in such a way that the drain-to-source
voltage (V) causes the source to be more negative than the drain. This lets the drain
current (I,,) flow from the source to the drain through the N-channel.
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Ficure 1.33 The internal structure of, and current flow through, a JFET.
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Ficure 1.34 A JFET’s characteristic curves.

The JFET characteristic curves of Fig. 1.34 readily indicate that a JFET is a normally
On device when there is no bias voltage present at the gate. This permits the maximum
current (I ) to flow from the source to the drain. When the gate and source are presented
with a negative voltage (-V ), an area lacking charge carriers (the depletion region) starts

to form within the JFET’s N-channel. This N-channel depletion region functions as an
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insulator; so as the JFET becomes increasingly reverse biased and increasingly exhausted
of any charge carriers, the N-channel continues to be narrowed by this developing
depletion region. The channel’s resistance rises, decreasing the JFET’s current output
into its load resistor, which lowers the device’s output voltage across this resistor. As
the negative gate voltage of —V  is increased, the depletion region continues to widen,
decreasing current flow even further. But a point is ultimately reached where the
channel is totally depleted of all majority carriers, and no more decrease in current flow
is possible. This lack of current flow is referred to as V... In short, the V; successfully
controls the JFET’s channel resistance, and thus its drain current. However, it is
important that the drain-to-source voltage V. should be of a high enough amplitude to
allow the JFET to operate within its linear region, or above pinch-off (V).

Pinch-off is simply an area where the drain current will stay constant, even if the
drain-to-source voltage is increased; now only the gate-to-source voltage can affect the
drain current. Pinch-off may also refer to the JFET’s negative gate voltage value V, that
is needed to “pinch-off” all source-to-drain current flow to some particular low leakage
value, and at a specific V.

A few of the more common JFET parameters are

I ;o Maximum JFET drain current possible (with a V. at 0 V).

. Al I
8, or &.: Transconductance gain (or —L_ ), measured in siemens or mhos.

. . GS
Vbsouax: Maximum safe drain-to-source voltage.

V,: Pinch-off voltage, which is the minimum V, required for the JFET’s linear
operation.

P,: JFET’s maximum power dissipation rating.

Metal-Oxide-Silicon Field-Effect Transistors

Metal-oxide-silicon field-effect transistors (MOSFETs) use a gate structure that is well
insulated from the source, drain, and channel. This produces an active device with an
almost infinite DC input resistance. However, this high input resistance is significantly
decreased by its bias components, as well as during high-frequency operation. In fact,
as the frequency of operation is increased, the MOSFET’s input impedance approaches
that of a BJT’s.

MOSFETs are available in one of two modes: the depletion-mode type, a normally-On
device, and the enhancement-mode type, a normally-Off device.

Drain current in a depletion-mode N-channel MOSFET (Fig. 1.35) is controlled
through the application of negative and positive gate voltages (Fig. 1.36). By raising the
negative voltage at the MOSFET’s gate, we would soon reach a point where, due to the
channel being depleted of all majority carriers, no significant drain current can flow.
But as the gate-to-source voltage (V) becomes less negative, more current will begin to
flow. Even as we pass 0 V for Vs the drain current will still continue to rise, since at zero
V., unlike the JFET, the maximum current for the device has not yet been reached.
Nonetheless, the drain current is still quite substantial, since many majority carriers are
present within the depletion MOSFET’s N-channel. The V. increases until it reaches
some maximum positive value. Now the maximum number of electrons have been
drawn into the N-channel, and there is the maximum current flowing through the
channel and into the drain.
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Ficure 1.35 The internal structure of an N-channel depletion-mode MOSFET.
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Ficure 1.36 The characteristic curves of an N-channel depletion-mode MOSFET.

Depletion MOSFETs can be found operating extensively in wireless circuits due to
their low noise characteristics. A similar structure, but employing two gates within a
single device, is the dual-gate MOSFET (Fig. 1.37). Dual-gate MOSFETs are utilized in
mixers and AGC-controlled amplifiers, with each of the MOSFET’s gate inputs having
an equal control over the drain current.

The other type of MOSFET, the enhancement-mode or E-MOSFET (Fig. 1.38) is, as
mentioned above, a normally-Off transistor. So, almost no source-to-drain current flows
when there is no bias across the E-MOSFET’s gate, as shown in the characteristic curves
of Fig. 1.39. However, almost any positive voltage that is placed across the gate will
produce a channel between the device’s source and drain (Fig. 1.40). Thus, as electrons
are pulled to the gate, an N-channel is created within the P-type substrate. This action
permits electrons to flow toward the positively charged drain, creating a continuous
current flow.
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Fieure 1.37 A dual-gate MOSFET’s schematic symbol.
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Ficure 1.38 The internal structure of an enhancement-mode MOSFET.
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Ficure 1.39 The characteristic curves of an enhancement-mode MOSFET.
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1.3

FORMED N-CHANNEL

Ficure 1.40 The formation of the N-channel in an EEMOSFET’s substrate by a positive gate
voltage.

Nonetheless, enhancement-mode MOSFETs will have a 1-V gate threshold voltage
before any significant drain current will flow. EEMOSFET power devices must use a positive
gate bias to overcome this initial gate threshold voltage in order to optimize gain and output
power. This bias requirement means that, unlike a BJT, the input to an E-MOSFET cannot
simply employ a zero gate bias to run in Class C power amplifier operation.

E-MOSFETs are popular in digital ICs as voltage-controlled switches, and are found
as the active element in many HE, VHE, and UHF power amplifiers and drivers. The
E-MOSEFET’s use in these particular applications is due to its superior parameters to that
of a typical power BJT, such as higher input impedance and gain, increased thermal
stability, lower noise, and a higher tolerance for load mismatches. Another advantage that
any MOSFET enjoys over a BJT is its lack of any possibility of thermal runaway, as
MOSFETs are designed to have a positive temperature coefficient at high drain currents. This
means that, as the temperature increases, a MOSFET will actually decrease its source-to-
drain current, instead of increasing its current output as a BJT will. This makes thermal
runaway impossible, with temperature stabilization components being less necessary
(except to stabilize the MOSFET’s Q-point bias). As well, a MOSFET’s input and output
impedances will change much less for different input drive levels than a BJT’s, along with
the MOSFET's better single-stage stability and about 20% more gain. MOSFETs also have
a very high VSWR survivability, second only to a B]T that employs an emitter ballast
resistor. On the negative side, MOSFETs are very sensitive to destruction by static
electricity, with almost any electrical spark causing possible damage to the gate insulation.
N-channel enhancement MOSFETs, the most common in RF power applications, as well
as depletion-mode power MOSFETs in Class C and B operation, can also begin to exhibit
low-frequency oscillations if they are directly paralleled to increase their RF output level.
MOSEFETs also have inferior low-order IMD performance over that of a BJT.

Microstrip Design

1.3.1 Introduction

At microwave frequencies, microstrip (Fig. 1.41) is employed not only as a transmission
line on PCBs, but also as equivalent passive components, tuned circuits, and high-Q
microwave filters and resonators.



Wireless Essentials

CONDUCTOR

DIELECTRIC

GROUND PLANE

50-Q
MICROSTRIP

Ficure 1.41 Microstrip, showing the dielectric and conductive layers.

Microstrip transmission line is used in microwave applications due to its low loss,
low cost, small size, ease of implementation, and the ability to mount components, such
as surface-mount capacitors, resistors, and transistors, directly onto the microstrip itself.

Most microstrips are unbalanced transmission lines and, because of their unshielded
nature, can radiate some RF. However, radiations from properly terminated microstrips are
fairly small. Stripline (Fig. 1.42) is similar to microstrip, but is placed between the
metallization layers of a PCB and, due to these balanced twin groundplanes, does not
radiate.

The characteristic impedance of microstrip transmission line is governed by the
width of the conductor, the thickness of the dielectric, and the dielectric constant; with
low impedance microstrip lines being wide, and high impedance microstrip lines being
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Ficure 1.42 Stripline, showing the dielectric and conductive layers.
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narrow. But the most important attribute of terminated microstrip as transmission line
is that its impedance does not change with frequency, or with length. The normal
characteristic impedances of microstrip and stripline are designed to be anywhere
between 10 to 110 Q, with 50 Q being the universal norm for RF transmission line use.
Microstrip is very common in frequencies of operation at 250 MHz and above.

1.3.2 Microstrip as Transmission Line

A 50-Q microstrip is utilized in microwave circuits to prevent reflections and mismatch
losses between physically separated components, with a calculated nominal width that
will prevent the line from being either inductive or capacitive at any point along its
length. In fact, with a source’s output impedance matched to the microstrip, and the
microstrip matched to the input impedance of the load, no standing or reflected waves
will result. Consequently, there will be no power dissipated as heat, except in the actual
resistance of the copper and dielectric as I’R losses.

In microstrip, the dielectric constant (E ) of the PCB’s substrate material will not be
the sole E_that the microstrip transmission line itself “sees.” This is due to the flux
leakage into the air above the PC board, combined with the flux penetrating into the
dielectric. So the actual effective dielectric constant (E,.), which is the true dielectric
constant that the microstrip will now see, will be at some value between the surrounding
air and the true dielectric constant of the PCB.

Due to the small RF field leakage that emanates from all microstrips, these types of
transmission lines should be isolated by at least two or more line widths away from
other traces and circuits in order to decrease any mutual coupling effects. To lower the
chances of crosstalk even further an isolation ground trace may possibly be necessary
between two such lines.

To decrease any impedance bumps at high microwave frequencies, microstrip
should always be run as short and as straight as possible, with any angle using a mitered
or slow round bend (Fig. 1.43).

Another issue to watch for when designing microwave circuits with microstrip
transmission lines is the waveguide effect (see RF Shielding Resonances): Any metal
enclosure that is used to shield the microstrip, or its source or load circuit, may act as a
waveguide, and drastically alter the circuit’s behavior. This effect can be eliminated by
changing the width of the shield to cover a smaller area, or by inserting a special
microwave foam attenuator material within the top of the enclosure.

— o/

a. b.

Ficure 1.43 Proper way to work with bends in microstrip lines: (a) miter; (b) curve.
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Microstrip Transmission Line Design
Use the following equation to plug in different microstrip widths to obtain the desired
impedance:

377
4%
(7 + 1) E, +\E,

where Z = characteristic impedance of the microstrip, Q
W =width of the microstrip conductor (use same units as 4 below)
h = thickness of the substrate between the groundplane and the microstrip
conductor (use same units as W)
E = dielectric constant of the board material

Zy=

1.3.3 Microstrip as Equivalent Components

Distributed components, such as inductors and capacitors, can be formed from
microstrip transmission-line sections on PCBs at microwave frequencies. A series or
shunt inductor can be formed from a thin trace (Fig. 1.44), a shunt capacitor can be
formed from a wide trace (Fig. 1.45), and even a transformer can be formed by varying
the width of the microstrip (Fig. 1.46).

I
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—

Ficure 1.44 A distributed series and shunt inductor.
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Ficure 1.45 A distributed shunt capacitor.
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Ficure 1.46 Using a distributed transformer for resistive matching.

Distributed equivalent microstrip works in replicating a lumped component
because high impedance (thin) microstrip traces possess very little capacitance (due
to the small surface area of the structure), but possessing a useful amount of
inductance. This inductance is caused by the current flowing through the constricted
microstrip element, which is both thin and long. In other words, we are taking a
normal 50-Q microstrip, with its built-in distributed inductance and capacitance that
makes the microstrip line 50 Q throughout its entire length, and simply minimizing
the capacitance, while maximizing its inductance. The reverse is also true if we want
to create a distributed capacitor, since the 50-Q microstrip can now be formed as a
wide strip, with the PCB’s copper groundplane and its dielectric being located
directly beneath it. Thus, the much larger surface area of this fatter microstrip (over
its 50-Q configuration) appears as a capacitor at RF frequencies. However, we cannot
accurately, nor with any value above 1 pF or so, replicate series capacitors in distributed
form, so we should select an appropriate lumped matching network that is devoid of
any such series capacitors, and then convert it to a distributed structure.

The accuracy of the equivalency itself will only be exact for frequencies that are less
than 30° long across the distributed equivalent shunt component. Equivalency is still
possible with longer lengths, but keeping all equivalent component elements at less than
30° will supply the best performance. Maintaining this shorter length in the distributed
component design will sometimes demand compensating, which we can do by narrowing
the distributed inductor’s trace width (increasing impedance), or widening the distributed
capacitor trace width (decreasing impedance), to keep the total length under 30°.

Due to the increased losses and the lack of width repeatability during board
fabrication, we cannot normally use equivalent inductors that are narrower than
6 mils.

Distributed Equivalent Component Design

As stated above, it is important to strive to make a distributed component shorter than
30° out of the 360° of an entire wavelength, or the equivalent component effect will begin
to depart more and more from that of an ideal lumped component. To calculate how
long 30° is out of 360°, simply divide 30 by 360, then multiply this value by the actual
wavelength of the signal on the PCB, keeping in mind that the signal’s wavelength in
the substrate will not be the same as if it were traveling through a vacuum.
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To find the actual wavelength of the signal, which is being slowed down by the
PCB’s substrate material, calculate the microstrip’s velocity of propagation (V). First, find
the effective dielectric constant (E ;) of the microstrip, since the signal will be partly in the
dielectric and partly in the air above the microstrip, which affects the propagation
velocity through this combination of the two dielectric mediums.

Step 1
_E+1 (E -1 1

E... = + X
W

where E_ = effective dielectric constant that the microstrip sees
E = actual dielectric constant of the PCB’s substrate material
h = thickness of the substrate material between the top conductor and
the bottom groundplane of the microstrip, in the same units as W
W = width of the top conductor of the microstrip, in the same units as

Step 2

where V= fraction of the speed of light as compared to light in a vacuum
E_. = effective dielectric constant of the PCB’s substrate as calculated
above

Step 3: Calculate the wavelength of the signal of interest in a perfect vacuum:

Ay = 11800 =

where A,,.=wavelength of fin a true vacuum, mils
11800 = speed of light for f, mils
f=frequency of the signal of interest, GHz

Step 4: Multiply the velocity of propagation (V) times the wavelength (4, ) of the
signal as calculated above in order to arrive at the wavelength of the signal of
interest (1), in mils, when the signal is placed into the microstrip, or

)’:VPXAVAC

Distributed Parallel (Shunt) Capacitor
To design an equivalent distributed capacitor for microwave applications, follow these
steps.

Step 1: Knowing the capacitance of the desired component for the circuit, calculate

the reactance of the shunt capacitor required, at the frequency of interest, by the
common formula:

X.=1+27C



36

Chapter One

£ 500 5003 ))/2
\ oR £500 50 Q3

300 / 00 L2
CT o © Cz /

CT = CT | CTzC1+Cg

QO
|

|
9

C.

Ficure 1.47 (a) Distributed shunt capacitor; (b) split into two shunts equaling the single
capacitor; and (c) with an equivalent lumped shunt capacitor.

Step 2: Utilize 30-Q microstrip (Z, = 30 Q) for the substrate’s dielectric in use.
Find the microstrip width required for this 30-Q value by using either one of
the many microstrip calculation programs available for free on the Web (such
as HP’s AppCad, AWR’s TXLine, Daniel Swanson’s MWTLC, and so on) or
the formula above. As shown in Fig. 1.47, the microstrip of the equivalent
shunt capacitor is open, and not grounded, at its end. The capacitor section is
also attached to the 50-Q microstrip transmission line by a small tapered
section to improve the transition, with a further improvement possible by
splitting the capacitor in two and placing it on both sides of the transmission
line.

Step 3: Calculate the required microstrip’s length to become a capacitor of value X,
as calculated above, with this formula:

(2 ARCTAN)

XC
360 x A = Length

where X = capacitive reactance required in the distributed circuit, Q
Length = length of the microstrip required to imitate a lumped component of

value X, mils (which should not be longer than 30°, or 12% of 4)
A =wavelength of the frequency of interest using the substrate of interest

(or V,x 2), mils

A Quick Example Design a Distributed Shunt Capacitor (Fig. 1.48)

Goal Create a shunt distributed capacitor to replace a lumped part. The frequency of operation is
5.8 GHz and the capacitance required is 0.5 pF. The substrate is FR-4 (E, = 4.6), with a thickness of
20 mils.
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Ficure 1.48 A shunt distributed capacitor vs. a shunt lumped capacitor over a narrow
frequency range (5 to 6 GHz).
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Solution

1. Capacitive reactance of a 0.5-pF capacitor is 55 Q.
2. The width of the distributed capacitor’s microstrip will be 80 mils.
3. The length will be 87 mils.

Series Inductor
As shown in Fig. 1.49, the equivalent series inductor is placed in series with the 50-Q
microstrip transmission line, or placed between other distributed or lumped components.

Step 1: Knowing the inductance required of the distributed inductor, calculate the
reactance, at the frequency of interest, by the common formula:

X, =2nfL
Step 2: Utilize 100-Q microstrip (Z, = 100 Q) for the substrate’s dielectric in use.
Find the microstrip width required for this 100-Q value by either working with
one of the many microstrip calculation programs available for free on the Web
(such as HP’s AppCad, or AWR’s TXLine, or Daniel Swanson’s MWTLC, and so
on.), or by employing the microstrip formula above.

Step 3: Calculate the microstrip’s required length to become an inductor of value X, :

(ﬁ ARCSIN)

100 2 = Leneth
360 XA = Lengt

where X, = inductive reactance needed in the distributed circuit, Q
Length = length of the microstrip required to imitate a lumped component

of value X, (should never be longer than 30°, or 12%, of A), mils
A=wavelength of the frequency of interest using the substrate of

interest (or V, x A), mils

A Quick Example Design a Distributed Series Inductor (Fig. 1.50)

Goal: Create a distributed series inductor to replace a lumped part. The frequency of operation is 5.8
GHz and the inductance required is 1 nH. The substrate is FR-4 (E = 4.6), with a thickness of 20 mils.

Solution:

1. Inductive reactance of a 1-nH capacitor is 36 €.
2. The width of the distributed inductor’s microstrip will be 7 mils.
3. The length will be 69 mils (using ARCSIN).

L
% 50 Q 50 Q % oYY Yo
100 Q
a b.

Ficure 1.49 (a) Series distributed inductor with (b) equivalent lumped circuit.
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Ficure 1.50 A series distributed inductor vs. a series lumped inductor over a narrow frequency
range (5 to 6 GHz).

Parallel (shunt) inductor

As shown in Fig. 1.51, the equivalent shunt inductor is grounded at one end (a grounded
stub) through a via to the groundplane of the PCB or, as will be shown, it may also be
RF grounded through a distributed equivalent capacitor to ground.

Step 1: Knowing the inductance required within the circuit, calculate the reactance
of the shunt inductor, at the frequency of interest, by the common formula:

X, =2nfL

Step 2: Use 100-Q microstrip (Z, = 100 Q) for the substrate’s dielectric in use. Find
the microstrip width required for this 100-Q value by either using one of the many
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Ficure 1.51 (a) Shunt distributed inductor with (b) equivalent lumped circuit.

microstrip calculation programs available for free on the Web (such as HP’s
AppCad, or AWR’s TXLine, or Daniel Swanson’s MWTLC, and so on), or calculate
with the microstrip formula above.

Step 3: Calculate the microstrip’s required length to become an inductor of value X;:

X L
(m ARCTAN)
360

x A = Length

where X, = inductive reactance needed in the distributed circuit, Q
Length = length of the microstrip required to imitate a lumped component

of value X, (should never be longer than 30°, or 12%, of A), mils
A=wavelength of the frequency of interest using the substrate of

interest (or V, x 1), mils

A Quick Example Design a Distributed Shunt Inductor (Fig. 1.52)

Goal: Create a distributed shunt inductor to replace a lumped part. The frequency of operation is 5.8 GHz
and the inductance required is 1 nH. The substrate is FR-4 (E = 4.6), with a thickness of 20 mils.

Solution:

1. Inductive reactance of a 1-nH capacitor is 36 Q.
2. The width of the distributed inductor’s microstrip will be 7 mils
3. The length will be 64 mils (using ARCTAN)

Choke [Radio Frequency Choke (RFC)]

The distributed choke is RF grounded (a grounded stub) through a distributed, or
lumped, capacitor (Fig. 1.53), or by being directly grounded through the groundplane
[Fig. 1.54(a)]. The width of a distributed choke is that of 100-Q microstrip for the
substrate’s dielectric in use (Z, = 100 Q: 100 Q is the impedance of the microstrip only,
and not that of the equivalent choke). Find the microstrip width required for this 100-Q
value by either using one of the many microstrip calculation programs available for free
on the Web (such as HP’s AppCad, AWR’s TXLine, Daniel Swanson’s MWTLC, or so on),
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Ficure 1.52 A shunt distributed inductor vs. a shunt lumped inductor over a narrow frequency
range (5 to 6 GHz).
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Fieure 1.53 A distributed DC bias decoupling network.
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Ficure 1.54 (a) Distributed choke with (b) equivalent lumped tank circuit, or as (c) lumped
choke.

or calculate starting with the microstrip formulas above. The length of the choke will be
exactly V, x A/4, or 90° electrical. The distributed choke is theoretically now completely
open due to the distributed circuit being at precisely /4.

The equivalent choke can be used in the bias decoupling circuit of Fig. 1.55(a) as
such: L acts as a shorted quarter-wave stub due to the RF ground provided by C; C is
behaving as an open stub to work as an RF short (by being exactly 44), while also being
wide to lower its impedance even further; and R, and C, function as low-frequency
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p 50 Q soQ ||cap|[ ¥
a. b.

Ficure 1.55 (a) Distributed DC bias decoupling with (b) equivalent lumped circuit.

decoupling [Ry,,s can also act as a bias resistor for a monolithic microwave integrated
circuit MMIC)].

A Quick Example Design a Distributed Bias Choke (Fig. 1.56)

GOAL: Create a distributed bias choke to replace a lumped part. The frequency of operation is 5.8 GHz.
The substrate is FR-4 (E = 4.6), with a thickness of 20 mils.

Solution:

1. The width of the distributed choke’s microstrip will be 7 mils.
2. The length will be 293 mils.

Transformer

The narrowband transformer of Fig. 1.57 is employed for resistive terminations only,
such as between different values of microstrip, or between two resistive stages, or
between two reactive stages with the reactances tuned out by a capacitor or an inductor.
The transformer’s length is exactly V,x A/4, or 90° electrical, and its impedance can be
calculated by:

Z=,RR

12

After the impedance is found, calculate the “Z” section’s required width by
either employing one of the many microstrip calculation programs available for free
on the Web (such as HP’s AppCad, or AWR’s TXLine, or Daniel Swanson’s MWTLC,
and so on.)

A Quick Example Design a Distributed Transformer (Fig. 1.58)

GOAL: Create a distributed transformer to match 40 to 80 Q. The frequency of operation is 5.8 GHz.
The substrate is FR-4 (E, = 4.6), with a thickness of 20 mils.
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Ficure 1.56 A 5.8-GHz distributed choke vs. a lumped (ideal) choke over a very wide frequency
range (0 Hz to 12 GHz).
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Ficure 1.57 (a) Distributed transformer for resistive transformations, with (b) equivalent
lumped circuit.
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Ficure 1.58 A microstrip circuit with and without a distributed 5.8-GHz impedance matching
transformer (4 to 7.6 GHz).
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Solution:

1. The impedance will be 56.5 Q.
2. The width will be 29 mils.
3. The length will be 279 mils.

General microstrip component equivalency issues

Distributed inductors, transformers, capacitors, and series and parallel tank circuit’s
will only function for that particular dielectric constant, board thickness, and frequency
used in the original equivalency calculations.

As stated above, the length of the equivalent inductor and capacitor elements
should not be longer than 12% (30°) of a wavelength A, or they will begin to lose their
lumped component equivalency effect. When calculating the wavelength of the
frequency of interest, the velocity factor of the substrate employed must be considered,
since this changes the actual wavelength of the signal over that of free air. And inasmuch
as the wavelength of the signal varies with the propagation velocity of the substrate,
and the dielectric constant varies the V,, and the dielectric constant changes somewhat
over frequency, then all distributed components are frequency and dielectric constant
dependent.

Due to microstrip’s electromagnetic (EM) field leakage, when shielding
microstrip-distributed equivalent capacitors and inductors (and microstrip’s
transmission lines), the RF shield should be kept at least five substrate thicknesses
above the copper, or a disruption within the field, with resulting impedance
variations, can occur.

The calculations for a frequency’s velocity of propagation (V) will change slightly
with the width of the microstrip conductor. This is due to the electric field that is created
by the signal not being bounded by the dielectric and groundplane, but by air, on one
side of the microstrip.

Figure 1.59 displays the proper and improper method to construct a distributed
inductor and capacitor equivalence circuit, which in this case is being used as a three-
pole lowpass filter. The proper way to position the microstrip-distributed inductors
and capacitors is shown in Fig. 1.59(b) and Fig. 1.59(c), which have been calculated to
be 246 mils long for the series inductors, and 200 mils long for the shunt capacitor. This
layout will clearly permit the microstrip lengths and widths, as calculated, to function
as desired. But in Fig. 1.59(a), the length of each of the distributed inductors is now far
less than calculated. Figure 1.59(c) is the optimum approach, and minimizes any length
and impedance discontinuity issues. Thus, each equivalent distributed component
must be laid out properly, and with no length ambiguities, or improper circuit operation
will result.

The capacitive end effect of open stubs should be taken into account in all distributed
designs. This end effect creates an open stub that is approximately 5% longer electrically
than the microstrip actually is physically on the PCB, causing the stub to resonate at a
frequency lower than expected. This can be corrected by removing 5% from the
calculated length of the open stub.

When shortening a distributed structure on a PCB, such as when using
meandering line inductors, we should always check its reactance in an EM simulator
to confirm that bending the line has not modified its performance unexpectedly.
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Fieure 1.59 (a) Improper, (b) acceptable, and (c) preferred layout of equivalent microstrip
components. (Desired length of each inductor section is 246 mils.)

Transmission Lines

1.4.1 Introduction

Transmission lines are conductors intended to move current from one location to
another without radiating, and at selected impedance. There are two kinds of lumped
RF transmission lines: unbalanced, normally in the form of coaxial cable, and balanced,
such as twin-lead. By employing microstrip or stripline design techniques, both
balanced and unbalanced transmission lines can be replicated on a printed circuit
board.

Waveguide, a type of transmission line, can still be found in high-powered microwave
transmitters, but is normally far more expensive than coaxial cable, is bulkier, and is
also much harder to work with.

1.4.2 Transmission Line Types

Balanced lines are characteristically 300-Q twin-lead (Fig. 1.60), and since there is no
single conductor that is at ground potential, these types are distinctly different from
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Ficure 1.60 Twin-lead transmission line (for low frequencies).

JACKET SHIELD
+ + DIELECTRIC

| «— CENTER
| CONDUCTOR

Ficure 1.61 Flexible coaxial cable.

unbalanced coaxial line. In fact, balanced line has an equal-in-amplitude, but opposite-
in-phase, signal present on each of its two conductors.

Commonly operated as a feedline to a television or FM receiver antenna or, more
infrequently, as a balanced feed to a dipole transmitting/receiving antenna, twin-lead
has very little intrinsic line loss, and is able to survive very high line voltages. However,
twin-lead is not available in the impedance required for most modern transmitters and
receivers (50 Q).

By far, the most popular line today is the unbalanced type, which comes in the form
of coaxial cable (Fig. 1.61). Coax is shielded with varying degrees of copper braid (or
aluminum foil) to prevent it from receiving or radiating any signal (the inner conductor
carries the RF current, while the outer shield is at ground potential).

Coax cable comes in many diameters, qualities, and losses. It is normally of the
more common flexible type, covered with a protective rubber sleeve. Or it can be of the
semirigid type, with its solid copper outer conductor. There is even flexible coax
available that can reliably function up to frequencies as high as 50 GHz, but it is
extremely expensive.

The dielectric constant of the coax’s dielectric, and the spacing of its inner and outer
conductors, as well as the diameter of the center conductor, govern the characteristic
impedance of the transmission line.

Generally, the larger the diameter of the coaxial cable, the higher in frequency it can
operate, and the smaller its losses. This is not true at the higher microwave frequencies,
where the diameter of the cable can approach a certain fraction of the signal’s wavelength,
causing high transverse electric and magnetic (TEM) losses due to the coax transitioning
to an undesired waveguide mode.

Now that coaxial cables can work in the high microwave regions, waveguide (Fig. 1.62)
has become far less widespread. Whenever possible, modern microwave designs have
removed waveguides in favor of low-loss, semi-rigid coax cables to transmit and receive
signals. However, it is still favored as the transmission line of choice in certain demanding
microwave high-power applications, and can be found in round or rectangular hollow
metal shapes, which are optimized to transport microwave radiation from one point to
another, with minimal signal losses, over very long distances. The actual size of the
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Ficure 1.62 Waveguide microwave transmission line.
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Ficure 1-63 The width of waveguide should be half a wavelength at its frequency of operation.

waveguide itself will govern its working frequency (Fig. 1.63), with 1/4 wavelength straight
or loop probes adopted to inject or remove the microwave energy from the waveguide
structure.

Waveguides perform as a type of highpass filter, since they will propagate microwave
radiation above their working frequency, but not below their cutoff frequency. However,
mode shifts can arise within the waveguide structure, limiting the highest frequencies
they are capable of propagating, and making a waveguide more of a very wide bandpass
filter.

1.4.3 Transmission Line VSWR

Voltage standing wave ratio (VSWR) is the ratio between the reflected voltage and the
forward voltage on a mismatched transmission line, or the ratio of a voltage maximum
to the voltage minimum.

With a frequency source’s output and its transmission line at the same impedance,
and with the transmission line also equal to the load’s input impedance, no standing or
reflected waves can exist on the line. Thus, no excess power will be dissipated as heat,
apart from the transmission line center conductor’s natural resistance and skin effect
losses. The line will appear infinitely long, with no power reflected back into the source,
while sending the maximum RF power on to the load. The transmission line is thus
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Ficure 1.64 Voltage, current, and impedance distribution on a matched line, with no standing
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Ficure 1.65 Voltage, current, and impedance distribution on a nonterminated transmission
line, with high standing waves.

considered to be flat line (Fig. 1.64), with efficient power transfer and a low VSWR.
However, if there were high standing waves (a high VSWR) existing on the transmission
line (Fig. 1.65), the line’s dielectric and/or the wireless transmitter’s final amplifier
could be damaged, and RF losses increased.

The highest transfer of RF energy will occur when the output of the transceiver and
transmission line and antenna are all at the same impedance, which is a matched
condition. However, when any component of this power amplifier-to-antenna system is
not matched, then some of the RF energy is not passed on to the antenna, and a certain
amount is actually reflected back toward the transmitter’s output stage, producing
peak voltage (and current) standing waves every 180° (1/2) on the line. The magnitude
of this reflection is dependent on the severity of the mismatch (i.e., the higher the VSWR
the higher the reflected energy). As an example, when inserted into a perfectly matched
environment (VSWR = 1:1) at 900 MHz, a certain brand of RG-58 has a loss of 0.65 dB
over a 3-ft long section of cable. Thus, the efficiency of the power transfer through the
coax is roughly 86%. On the other hand, when the RG-58's load is mismatched, creating
a VSWR that is increased to 10:1, the total coax losses contributed by that exact same
3 ft will now increase to about 2.5 dB, or a power transfer efficiency of only 55%.

We can improve these numbers by improving our coax. For instance, moving up a bit
to RG-8, with its 50-Q 1:1 matched loss of only 0.35 dB over a 3-ft section, we can expect a
mismatched loss of only 1.5 dB with that same 10:1 VSWR, or a power efficiency of 70%.

The ratio between the forward RF wave and the reflected RF wave is referred to as
the SWR, while the VSWR (even though they are used interchangeably) is more accurately
the ratio between the sum of the forward RF voltage and the reflected RF voltage.
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1.5 S-Parameters

1.5.1 Introduction

S-parameters (scattering-parameters) characterize any RF device’s complicated behavior
at different bias points and frequencies, and are useful in allowing the circuit designer
the ability to easily calculate a wireless device’s gain, return loss, stability, reverse
isolation, matching networks, and other vital parameters.

S-parameters are effective for any small signal RF linear circuit design application,
passive or active. In amplifiers, S-parameters are only accurate for Class A devices
running under 1 W, and are not considered useful in most power amplifier design.

Power is only one part of the equation as to what RF amplifier can be designed and
described using S-parameters, as an amplifier must also be operated within its linear
region. This will exclude any amplifier, even under nonpower conditions, that is biased
at anything other than Class A, such as Class AB, B, or C. However, Class AB amplifiers
are usually considered as performing acceptably when preliminarily designed using
S-parameters, while even a few Class B designs have at least been started off employing
S-parameters techniques.

What are S-Parameters?

For small signal transistors and linear passive networks meant to operate at frequencies
above 10 to 50 MHz, S-parameters are utilized to design a circuit’s input and output
matching networks for maximum gain, as well as to define the input and output reflection
coefficients of any linear network that is terminated at both its ports with 50 + ;0.

Reflection coefficients are the ratio of the reflected wave to the forward wave, they
are a measure of the quality of the match between one impedance and another, or
Veerieeren 7V rorwarn With @ perfect match equaling zero and the poorest match equaling
one. Reflection coefficients can be expressed in rectangular (I' = R £ jX) or polar
(=P £+£0) forms.

When designing amplifiers, all S-parameters are collected and are valid for only
one combination of Ve I, and ﬁ However, this is not as limiting as it may seem, since
multiple frequencies will always be given within the transistor’s S-parameter file (called
an S2P file; Fig. 1.66). Many microwave transistor manufacturers will also supply
multiple S-parameter files with different selections and combinations of V., and I for
each active device. This allows the engineer more flexibility in common-emitter
amplifier bias design.

S-parameters can be collected for any linear device, whether active or passive, and
not only to be used in calculating matching circuit elements, but also to simulate a
complete circuit within a computer for gain, stability, and return loss. These S-parameters
measurements are required in virtually all of high-frequency RF design, since at elevated
frequencies many Spice models completely break down. This poor Spice performance
at RF is due to the scarcity of proper modeling of a device’s natural internal parasitic
distributed capacitances and inductances, the inability to use microstrip, and the
problems that occur as the wavelength of the RF signal becomes a significant portion of
the total size of the physical components. These issues will have a significant effect on
a circuit’s true behavior at RF frequencies. However, many high frequency Spice
packages will now permit not only accurate simulations up to almost 1 GHz, but also
permit the use of linear S-parameter models.

a



32

Chapter One

! FILE NAME (21bfg425.S2P)

! MODEL OF TRANSISTOR (BFG425W)

I TRANSISTOR BIAS (V2=2.000 E+000 V, 12=1.000 E-003 A)

#GHz S MA R50

! S11 So1 Si2 Soo

IFreq(GHz) Mag Ang Mag Ang Mag Ang Mag Ang
0.040 0.950 -1.927 3.575 177.729 0.003 83.537 0.996 -1.116
0.100 0.954 -5.309 3.518 175.247 0.007 87.057 0.996 -3.082
0.200 0.951 -10.517 3.504 170.441 0.014 82.341 0.991 -6.343
0.300 0.947 —-15.891 3.496 166.534 0.020 78.681 0.988 -9.405
0.400 0.941 -20.987 3.493 161.221 0.027 75.109 0.982 -12.576
0.500 0.935 —-26.297 3.476 156.531 0.033 71.254 0.974 -15.593
0.600 0.928 —31.508 3.433 151.954 0.040 67.636 0.965 —18.605
0.700 0.919 -36.669 3.384 147.515 0.046 63.875 0.954 —21.674
0.800 0.910 —41.871 3.350 143.152 0.051 60.357 0.943 —24.600
0.900 0.898 —46.948 3.317 138.801 0.057 56.929 0.930—-27.559
1.000 0.886 —-52.161 3.272 134.309 0.062 53.488 0.916 —30.396
1.100 0.874 -57.181 3.223 130.114 0.067 50.181 0.903 —33.098
1.200 0.861 —62.218 3.171 125837 0.071 46.955 0.888 —35.859
1.300 0.849 -67.154 3.119 121.786 0.075 43.791 0.873 -38.531
1.400 0.835 -72.157 3.072 117.682 0.079 40.631 0.857 —41.151

11.500 0.845 -2.938 0.375-130.163 0.134-104.397 0.607 14.337
12.000 0.848 -—9.981 0.326-139.789 0.124-115.184 0.658 4.326

IBFG425W_noise.xls IPhilips part #:BFG425W
! Bias condition: Vee=2 V,I. =1 mA # MHz dB Ratio deg ohm

! Freq. Fmin Gmag Gangle Rn
900 0.7 0.67 19.1 0.40 2000 1.3 0.56 57.5 0.36

Ficure 1.66 A S2P S-parameter file at a set bias condition and at assorted frequencies. Text
after “!” are comments for the user, and are ignored by the simulation programs.

S-parameters are described by S,, S,,, S, , and S,,. S, is the forward-transmission
coefficient, representing the stage gain, and is pronounced “es two one”. S,, is the reverse
transmission coefficient, representing the reverse gain (isolation). S, is the input
reflection coefficient, representing the input return loss. S,, is the output reflection
coefficient, representing the output return loss. Figure 1.67 combines all of these
S-parameters into the gains and reflections of a single “black box” for a simplified
graphical description.

S-parameters are voltage ratios referenced to 50 Q, since a voltage comparison is all
that is needed to find any S-parameter at the same impedance value. But a complete
S-parameter can only be a vector quantity, thus taking into account not only the
magnitude, but also the phase. This allows the analysis of stability and complex
impedances while both ports of an active device are terminated into 50 Q.

Considering that S-parameters are the voltage ratio between a port’s input potential
to the reflected potential, or from the input potential to the output potential, then it
can be seen that any RF circuit can easily be accurately characterized using just
S-parameters.
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Ficure 1.67 A two-port network showing transmission and reflection parameters.
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Ficure 1.68 Three-port splitter demonstrating forward S-parameters.

It is far easier for a designer to deal with decibels than with voltage levels, so the
majority of S,, 5., S,,, and S,, values will be in dB which, when compared to the
measured voltages in a 50-Q2 system is:

Syx (dB) = 20LOG ) [S|

where XX = either 21, 12, 11, or 22

Even though S-parameters are frequently associated with two-port devices, they
work equally well with three, four, or more ports by the addition of the suitable
subscripts, such as S, for the forward gain through one branch of a splitter, as shown in
Fig. 1.68.

1.5.2 S-Parameter Measurement

For increased clarity on just what S-parameters are, the measurement of an active device
is shown in Fig. 1.69, and demonstrates a simple test setup for a method of taking the
S-parameters in the forward direction.

For example, to obtain the S-parameters for a BJT, the bias voltage is injected at
“Bias Voltage 1” (with L and C acting as decoupling components), which will control
the transistor’s base current, and thus the collector current, of the device under test
(DUT). The emitter is grounded, while the V, for the BJT’s collector is supplied by
“Bias Voltage 2.” The “Bias Voltage 2” furnishes the Class A static DC bias conditions for

3
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Ficure 1.69 Test setup for forward S-parameter measurement.

the transistor. This hints as to why all S-parameter files are supplied only for a specific
fr, Iy and V, and why other f,, I .., or V, will change the device’s S-parameters (see
What are S-Parameters? above). An AC signal is now injected into Port 1, through the
dual directional coupler, by the 50-Q RF signal generator (S-parameters are taken only
when terminated at the input and output by 50 €, or 50 + j0). The vector voltmeter, M,
which is a device that is able to measure not only the voltage of a signal but also its
phase, reads the amplitude of V, and its phase, of the signal into Port 1 of the BJ T, while
the M, meter reads the amplitude of V, and its phase of the signal that is reflected back
from the input of the BJT due to the impedance mismatch as compared to the system
impedance of 50 Q. When the amplitude of the reflected signal V, is divided by the
amplitude of the V, signal from the generator, the magnitude of S, , or the input reflection
coefficient, can be obtained by V,/V.. This value will be less than unity.

The phase angle difference between V, and V, depicts the phase angle of S, by
£6, -0, So the S-parameter S,, will equal:

S,=v— £6,-6,

S,,, or the forward transducer gain, equals the voltage measured at V.by M,, and will
be at some value that is greater than unity, since it is the amplified value of V, or V /V,.
And the phase difference between V_and V, is measured as £6. -6,. So S, will equal:

1%
S, = V_i £6.-06,

Figure 1.70 shows one technique for measuring the reverse S-parameters of an active
device. Basically, the setup of Fig. 1.69 above is flipped, but the bias voltages and the
DUT orientation remain the same, with the input now terminated with 50 Q and the
active device’s output now fed by the 50-Q signal generator. A signal is injected into
Port 2, through the dual directional coupler, by the 50-Q signal generator. The vector
voltmeter, M,, reads the amplitude, V, and its phase of the signal at Port 2 of the DUT,
while the meter, M,, reads the amplitude, V, and its phase of the signal reflected back
from the output of the DUT (due to any impedance mismatch from the system’s
impedance of 50 Q). When the amplitude of the reflected signal, V, is divided by the
amplitude of the incident signal from the signal generator, V , then the magnitude of
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Ficure 1.70 Test setup for reverse S-parameter measurement.

S,,, or the output reflection coefficient, can be obtained by V/V . This value will be less
than unity. The phase angle variance between V. and V/, stands for the phase angle of
S,by £6.-6,.50S,, will equal:

V,
S, =7 Z6.-6
22 VD C D
S, or the reverse transducer gain equals the voltage measured at V, by M2 divided
by V, or:

;(/)
|
==

Which is also referred to as the amplifier’s isolation, and is desired to be as low a
value as possible. This is because we would like to have a gain in the forward direction
only, with as little reverse gain, and thus as little adverse interaction, from reflections
back into the amplifier’s output port as possible.

The phase difference between V, and V is measured as £6, —6,,. So S,, will equal:

v,
Sa=7" 466

To convert these values into decibels as desired:
I5,,|dB = 20LOGS, |
I5,,|dB = 20LOGS,,|
I5,,|dB = 20LOGIS,|
IS,,/dB = 20LOGIS, |

The DUT, a BJT transistor, has now been characterized at a single frequency and a
single bias point by the use of S-parameters. These gathered S-parameters could now

)
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1.6

be inserted into an RF circuit simulation program, or they could be used to design an
input and output matching circuit for the BJT. S-parameter matching and simulation
will be discussed in further detail in the Chap. 3.

Noise in Circuits and Systems

1.6.1 Introduction

Noise is of crucial concern in radio, since the higher a signal is above the noise, the
higher will be its signal-to-noise ratio (SNR), and the farther away it can be detected
with the desired BER. There are two primary classifications of noise: circuit generated
and externally generated. Both are unavoidable and limit the possible gain of any
receiver’s amplifiers. However, noise can be minimized by careful and cautious circuit
and systems design. For instance, if we employ LNAs and tight (low loss) filtering in
the front-end of receivers, decrease the noise contributions from the receiver’s own
local oscillators, eliminate the image frequency and image noise, and employ proper
shielding and layout techniques, we can significantly improve on the receiver’s noise
floor amplitude.

Noise created within circuits and systems produce a chaotic, fluctuating, and
very wide frequency ranging voltage. White noise, also referred to as Johnson or
thermal noise, is created by a component’s electrons randomly moving around due to
thermal energy. Shot noise, because of its characteristics, can also be considered as
another type of white noise, but is caused by electrons entering the collector or drain
of a transistor, and by the indiscriminate movement of electrons across any
semiconductor junction.

Due to shot noise effects, Zener diodes are especially problematic as noise
contributors. In fact, all Zeners will add shot noise, but the designers of such diode’s
will have minimized other, more complex, noise contributors in any low-noise
Zener type.

External noise is caused by not only man-made sources of electromagnetic
interference, such as dimmer switches, car ignitions, electric engines, and the like, but
also from natural sources, such as the static created by atmospheric lightning, as well
as space noise produced by solar flares and sunspots, along with cosmic noise induced by
the stars radiating interfering signals in all directions.

Circuit-generated noise power, in Watts, can be calculated by the formula shown
below. This simple formula states that the two contributors to noise of a circuit are its
temperature and bandwidth, and lower temperatures and lower bandwidths result in
lower noise contributions. The actual carrier frequency of the signal itself has absolutely
no effect on the production of this noise:

P,=KTB

where P, = noise power, W
K = Boltzmann’s constant, or 1.38 x 1072
T = circuit’s temperature, K
B = circuit’s bandwidth, Hz
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A related noise contributor is from outside origins, such as a signal source, and is
created by the same mechanism as above. It is referred to as source noise, and can be
calculated by:

Pyo
P

NI

NF =10 Locm( ) at 290K

where  NF =noise figure, dB
P, = output noise power, W
P,,= input noise power, W
290K = reference temperature used in most measurements, K

|
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CHAPTER 2
Modulation

broadband amplitude modulation (AM) and frequency modulation (FM) for

broadcast, narrowband FM for line-of-site two-way voice communications,
single sideband (SSB) for long-distance voice communications via the ionosphere, and
digital modulation for high-speed point-to-point or multipoint microwave radio
communications links.

Different modulation schemes have been adopted for the radio services, such as

2.1 Amplitude Modulation

2.1.1 Introduction

Amplitude modulation is the earliest modulation method for wireless voice
communications. Not only is it very simple and cheap to work with from a hardware
standpoint, but is still extensively used today for commercial and shortwave broadcast,
as well as in certain citizen’s band radios and a few ham radio systems.

2.1.2 AM Fundamentals

Modulation is the way we insert baseband information on an RF carrier wave. The
baseband information can be voice, digital data, analog video, and so on. Demodulation
is the procedure of extracting this baseband information, which is then sent to a speaker
for voice and music, or on to digital circuits for processing or storage.

The most basic way we have of imprinting voice, data, or music on an RF carrier is by
modulating the amplitude of this carrier (Fig. 2.1). The unmodulated RF, which is
produced by an oscillator, functions as the carrier that will transport the baseband
modulation through space to a receiver. The baseband is the intelligence—always at a
much lower frequency than that of the RF carrier—that is inserted onto this carrier
through nonlinear mixing of the two signals. As seen in the time domain, the amplitude
of the RF carrier is modified at the rate of the baseband’s own amplitude and frequency
variations. In fact, if the amplitude of the baseband signal increases, then so will the
amplitude of the RF carrier (Fig. 2.2); while decreasing the baseband’s amplitude decreases
the amplitude of the carrier (Fig. 2.3).

The baseband modulation travels with the RF carrier to the receiver. The receiver
then takes these amplitude variations that are riding on the carrier and removes them,
thus converting them back into the original audio amplitude variations that were
inserted at the transmitter. The recovered baseband is then amplified and fed into a
speaker, or some other appropriate transducer. The actual percent of modulation is
what controls the final amplitude of the detected signal, and the higher the amplitude

39
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Ficure 2.1 (a) Baseband modulation at various amplitudes; (b) a carrier unmodulated and at
various amplitude modulation percentages; (c) the demodulated waveform at baseband.

VW (P~

a. b.

Ficure 2.2 (a) The baseband audio modulation; (b) the 100% AM-modulated RF waveform.

of the baseband signal the higher the volume at the receiver’s speaker, as shown in
Fig. 2.1.

When the baseband signal is modulated at the transmitter, both the positive and
negative alternations of the RF carrier will be influenced symmetrically. This means
that the missing negative alternation lost by the Class C collector modulation circuit
will be recreated again by the tuned output tank of the transmitter’s final amplifier,
forming a mirror image of the positive alternation (Fig. 2.4).

Sidebands are formed by this modulation between a carrier and its baseband signal,
which are viewable in the frequency domain as shown in Fig. 2.5. These sidebands are
created by the modulator’s nonlinear mixing circuit producing sum (the upper sideband)
and difference (the lower sideband) frequencies. But it is the phase relationships
between the RF carrier and the upper and lower sidebands that actually creates a new
waveform that will deviate in amplitude in the time domain (Fig. 2.6). This effect is
produced when the two sidebands and the carrier are in phase, causing the amplitude
of the modulated carrier waveform to be double that of the unmodulated carrier; and
when the carrier and the two sidebands are completely out of phase, the amplitude of
this new carrier waveform will be virtually zero. The new waveform will therefore have
high peaks and low valleys (Fig. 2.7).
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Ficure 2.3 (a) The baseband audio modulation; (b) the 50% AM-modulated RF waveform.
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Ficure 2.7 (a) An unmodulated carrier and (b) a 200% amplitude-modulated carrier in the time domain.



62 Chapter Two

In the time domain, the percent of modulation of an AM signal can be found on an
oscilloscope displayed by the following formula:

% MOD = —KPEAK Vs 100

PEAK MIN

However, when such a modulated signal is observed in the frequency domain, the
RF carrier’s frequency and amplitude will not actually change, whether it is modulated
or not (Fig. 2.8). This confirms that the carrier itself holds no information that can be
demodulated, but that the information is in fact embodied within the two sidebands
only. Indeed, when an AM signal is inspected in the frequency domain, we clearly see
that when the transmitter’s baseband modulation is varied both in frequency and
amplitude, the carrier will stay at its original frequency and amplitude; while only the
sidebands themselves will change in frequency and amplitude (Fig. 2.9). This distinctly
verifies that there is no actual information contained within the RF carrier, but only

20 20
dBm dBm

AMPLITUDE
AMPLITUDE

FREQUENCY FREQUENCY

Ficure 2.8 In the frequency domain the amplitude of an AM carrier remains the same whether
(@) modulated or (b) not.
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LSB USB
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1 1 1 1 1 1 1 1 1 1
T T T T T T T T T T T T
10 20 30 40 50 60 10 20 30 40 50 60
FREQUENCY (kHz) FREQUENCY (kHz)
a. b.

Ficure 2.9 When the amplitude and/or frequency of the baseband modulation changes, only
the sidebands are affected: (a) 5 kHz, high amplitude; (b) 10 kHz, low amplitude modulation.
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within its sidebands; with each sideband holding the same information and power as
the other.

These sidebands, both the upper (USB) and the lower (LSB), can be found at the
sum and difference frequencies of the carrier and modulating frequencies: f_, crr —
favoio = LSB and fi, crmr T faunio = USB. As an example, if a 1000-kHz carrier is
modulated with a 10-kHz baseband audio tone, then the sideband frequencies can
be located at 1000 kHz + 10 kHz = 1010 kHz, and at 1000 kHz - 10 kHz = 990 kHz.
The bandwidth of this signal will thus be twice the baseband frequency, or the upper
sideband minus the lower sideband. In the above example, the bandwidth is 2 x 10 kHz,
or 20 kHz.

Only the total power changes in an AM signal, or P, =P_+ P, ., + P . This is because,
as discussed above, the carrier power remains unchanged no matter what the baseband
modulation amplitude we use, and only the sideband amplitudes will vary. Thus, the
total power of an AM signal will equal the sum of the carrier and sideband powers. In
fact, when the carrier is amplitude modulated by the baseband, the antenna current will
rise due to the power added by the increasing sidebands.

An enormous amount of sidebands are created during normal voice modulation,
and are located at many different frequencies and amplitudes. As shown in Fig. 2.10, a
spectrum analyzer display of a voice AM signal can become quite complex. This is why
we must employ single- or dual-tone baseband input signals for testing purposes.

The majority of AM voice transmitters will confine their modulation frequencies to
between 300 and 3000 Hz to limit transmitted bandwidth. Limiting the baseband
frequencies is easily accomplished by the use of a bandpass filter located just after the
first audio (microphone) amplifier. To prevent AM overmodulation, an amplitude
limiter circuit can also be employed to limit the maximum audio baseband amplitude,
since overmodulation causes an unwelcome increase in transmitted bandwidth due to
spectral splatter, as well as distortion. Splatter is harmonic generation within the
original baseband frequencies created by clipping of the signal’s modulation envelope;
this action further modulates the RF carrier, producing adjacent channel interference
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S
! l" J{ I jl
M\J VY VUV

FREQUENCY

AMPLITUDE

Ficure 2.10 A voice signal, as viewed in the frequency domain, is comprised of many
sidebands at various frequencies and amplitudes.
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(ACI). The distortion level is now increased because part of the AM signal is not
actually present at the demodulator (Fig. 2.1), so intelligibility of the received signal is
degraded.

2.1.3 AM Power Measurement

The power of an AM signal can be measured as the peak envelope power (PEP), which is
utilized to gauge the average peak power, with 100% modulation applied, of the
transmitted signal, or:

PEP = VZRMS/R or Ve or FRMS X R

MS x IRMS

The carrier power can also be calculated with these same formulas, but with zero
transmitter modulation applied.

NOoOTE: As an important aside to AM power measurement, increasing the transmitter’s range
by increasing its power is not linear. To extend a transmitter’s distance by two, multiply the
transmitter’s power, in watts, by 2% (or 4 x power). To increase the distance by three, multiply
the power by 3?, (or 9 x power).

2.1.4 AM Disadvantages

The disadvantages of AM are many: The bandwidth of an AM signal is twice what is
required for the reception of the intelligence being sent, since only one sideband is
absolutely necessary to convey the baseb and information; a significant amount of
power is in the carrier, which is not even required to furnish the intelligence; the phase
relationship between the carrier and the sidebands must be precise, or severe fading
will result within the demodulated signal (which is quite difficult to maintain under
most atmospheric and multipath conditions).

Frequency Modulation

2.2.1 Introduction

Frequency modulation was originally invented as an answer to the many deficiencies
inherent in AM, which is fundamentally that of excessive noise sensitivity. Since noise
is normally produced by undesired amplitude variations in a signal, this can easily be
removed in frequency-modulated receivers by amplitude limiters.

Two techniques can be employed to generate an FM signal. The first, which directly
alters the frequency of the carrier in step with the baseband’s amplitude variations, is
called direct FM; and the second method, indirect FM, changes the phase of the carrier,
which creates phase modulation. However, both of these techniques produce the end
effect of frequency modulation of the RF carrier. Both methods are classified under the
designation of angle modulation.

2.2.2 FM Fundamentals

Modulation is the method we use to insert baseband information on an RF carrier wave.
The baseband information can be voice, digital data, analog video, and so on.
Demodulation is the procedure of extracting this baseband information, which is then
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sent to a speaker to reproduce the original voice and music, or on to digital circuits for
processing or storage.

FM accomplishes this modulation process by altering the carrier’s frequency in step
with the baseband signal’s changes in amplitude. When this frequency-modulated RF
carrier arrives at the receiver, the frequency variations as created by the original
baseband modulations are changed back into amplitude variations. This baseband is
then amplified and inserted into an appropriate transducer. As stated, in FM the
baseband’s amplitude alters the frequency of the RF carrier, and not the amplitude as it
does with AM, while the amount of the actual frequency deviation of the FM carrier is
dependant on the increase or decrease in this baseband’s amplitude. Frequency
deviation is considered to be the amount the RF carrier deviates from its center frequency
in one direction during modulation. Without any baseband modulation present,
however, the frequency of the RF carrier will stay at the transmitter’s predetermined
center frequency, which is the frequency of the master oscillator after any multiplication.
Thus, as the baseband modulation occurs, the carrier will increase and decrease in
frequency; as the baseband swings positive in amplitude, the carrier will increase in
frequency, but as the baseband modulation swings negative in amplitude, the frequency
of the carrier will fall below its rest frequency (Fig. 2.11).

The frequency of the baseband signal will change the rate that the frequency-
modulated RF carrier intersects its own rest frequency, and will vary at this same
baseband rate. As an example, if a baseband audio tone is inserted at 2 kHz, the FM
carrier will actually swing past its own rest frequency 2000 times in 1 second.

Unlike AM modulation, the percent of modulation for FM is directed by government
rules and regulations, and not by any natural limitations. For instance, narrowband
voice communications is considered to be 5-kHz deviation for 100% frequency
modulation, while with wideband FM broadcast, a maximum allowed deviation is
75 kHz. But if the baseband signal’s amplitude should induce the FM deviation to go
above this 100% limit, then more frequency sidebands will be created, which broadens
the bandwidth conceivably causing interference to any adjacent channels.
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Fieure 2.11 A baseband modulating signal’s effect on a carrier during frequency modulation.
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Ficure 2.12 A time domain view of frequency modulation.

As shown in Fig. 2.12, when FM is observed on an oscilloscope in the time domain,
the modulated RF carrier will not change in amplitude, but only in frequency (exaggerated
here for clarity). These rapid frequency fluctuations are evidenced by the shortening and
lengthening of the carrier’s wavelength on the scope’s cathode ray tube display, creating
a blurring of the signal. And since wavelength equals the speed of light divided by the
frequency, we can readily see that any shift in wavelength corresponds to a change in
frequency.

The total FM transmitter power will always stay constant during baseband modulation,
so the combined power or voltage in an FM signal will not vary whether it is modulated
or unmodulated. However, any sidebands formed by the modulation must gain their
power from the carrier itself. This carrier must then sacrifice some of its own power in the
creation of these FM sidebands. For instance, let us assume that an FM transmitter is
sending out an unmodulated carrier at 100 W. When the RF carrier is modulated by the
baseband signal it must give some—or even all—of its power to these sidebands. Thus, the
carrier and its significant sidebands must all total-up to the original 100 W that was present
in the unmodulated carrier. At certain modulation indexes (see later in the chapter), the
carrier itself will actually vanish, while the sidebands will now contain all of the power.

An infinite number of sidebands will be created during the modulation process,
since the carrier is sent through an infinite number of various frequency or phase values
by the continually changing baseband frequencies. This action produces an infinite
amount of sideband frequencies, with even the amplitude of a single test-tone (which is
changing only in a sinusoidal manner) having an infinite number of discrete amplitudes
within a single cycle.

Due to the difficulties inherent in infinite, the concept of the significant sideband was
created. Significant sidebands are any sidebands with an amplitude that is 1% or more
of the amplitude of the unmodulated carrier. When a sideband is below this level it may
be ignored, while the higher the amplitude of the baseband modulation the higher the
number of these significant sideband frequencies produced.

However, unlike amplitude modulation, more than one pair of sidebands will be
created for each single-tone modulation (Fig. 2.13). The sidebands are also separated on
each side of the carrier and from each other by an amount that is equal to the frequency
of the single-tone baseband signal.
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Ficure 2.13 A single tone baseband signal creating multiple sidebands in FM.

The ratio between the FM carrier’s instantaneous frequency deviation (f,,,, ) divided
by the instantaneous frequency of the modulation (f, ) is an important FM specification,
and is referred to as the modulation index. The modulation index can tell us the number
and amplitudes of all significant sidebands generated during FM modulation by simply
reading the chart of Table 2.1. To use this table, first calculate the FM signal’s modulation
index by f, .., /f o take this number and find its value under the “Modulation Index”
column; now read across. The relative amplitude of the carrier, and each sideband with
its number of significant sidebands, will be shown.

As the frequency of the modulation waveform increases, the amount of significant
sidebands decreases. However, the actual bandwidth that such a signal consumes
increases, since the sidebands spread out from the carrier and each other because they
are equal to the frequency of the modulation waveform, which has just increased in
frequency.

Modulation Pairs of Sidebands to the Last Significant Sideband

Index Carrier 1st 2nd 3rd 4th 5th 6th 7th 8th
0.00 1.00 — — — — — — — —
0.25 0.98 0.12 — — — — — — —
0.5 0.94 0.24 | 0.03 — — — — — —
1.0 0.77 0.44 | 0.11 | 0.02 — — — — —
1.5 0.51 0.56 | 0.23 | 0.06 | 0.01 — — — —
2.0 0.22 0.58 | 0.35 | 0.13 | 0.03 — — — —
2.5 -0.05 0.50 | 0.45 | 0.22 | 0.07 | 0.02 — — —
3.0 -0.26 0.34 | 049 | 0.31 | 0.13 | 0.01 | 0.01 — —
4.0 -0.40 -0.07 | 0.36 | 0.43 | 0.28 | 0.13 | 0.05 | 0.02 —
5.0 -0.18 -0.33 | 0.05 | 0.36 | 0.39 | 0.26 | 0.13 | 0.05 | 0.02

TaBLe 2.1 Numbers and Amplitudes of FM Sidebands

67



68

Chapter Two

We can also find the bandwidth of the modulated RF signal by multiplying the
number of significant sidebands by two, then multiplying by the maximum modulating
frequency, or BW =2N X f,, ;.

The following is a basic example of the modulation index and its effect on what we
might seein the frequency domain. With a modulation index of zero, we would be generating
no sidebands at all (Fig. 2.14), since this would be just a simple continuous wave (CW)
carrier with no baseband modulation. But as the modulation index increased to 1.5, we see
in Fig. 2.15 that the sidebands will start to consume more bandwidth. This is a good example
of why the frequency of the baseband modulation, and its amplitude, must be controlled in
order to lower FM bandwidth demands and adjacent channel interference (ACI).

The two-way, narrowband FM radio modulation index is normally maintained to
under a maximum of two, since the maximum allowed frequency deviation would be
approximately 5 kHz, with a maximum baseband audio frequency of about 2.5 kHz.
Thus, a bandwidth of between 12 and 20 kHz is customarily considered to be adequate
to pass enough sideband power for ample intelligibility of voice signals. However, for
FM broadcast use, the maximum deviation is set at 75, with the maximum audio
frequency being 15 kHz and the deviation ratio at 5, or 75/15 kHz, as mentioned above.
This allows for high fidelity music to pass without significant loss of quality.
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Ficure 2.14 An FM signal with a modulation index of O, or an unmodulated FM carrier.
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Fieure 2.15 An FM signal with a modulation index of 1.5, showing multiple sidebands.
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2.2.3 FM and AM Comparisons

Frequency modulation holds many benefits over amplitude modulation: Superior
noise immunity helped by amplitude limiting to eliminate AM noise; decreased high
frequency noise constituents due to preemphasis circuits, which boost the higher
frequencies at the transmitter, along with deemphasis, which attenuates the now
overemphasized frequencies at the receiver; FM’s capture effect, which forces any
undesired signal that is near, or at the same, frequency as the desired signal to be
rejected. And, since FM does not have a delicate modulation envelope, as does AM,
FM does not require Class A linear transmitter amplifiers, but instead can utilize the
far more efficient saturated types in both its RF and intermediate frequency (IF)
sections. Also, transmitter efficiency in FM is quite high, considering the transmitter
itself can be modulated by low-level techniques, needing little baseband modulation
power.

Frequency modulation does have its drawbacks. Increased bandwidth is necessary
because of the additional sideband production over AM; the broadcast FM transmitter
and receiver are more expensive to design and construct due to their higher frequencies
of operation, along with higher stability requirements; bouncing the FM signal off the
atmosphere’s ionosphere creates distortion of the FM wave, so it is normally (unless
repeaters are used) strictly a line-of-sight communications medium.

A reprise of some of the more important FM terms:

Center frequency, sometimes referred to as the rest frequency, is the FM transmitter’s
carrier frequency with 0% modulation.

Frequency deviation is the amount the RF carrier shifts from its center frequency in
a single direction when modulated.

Frequency swing is the movement of the modulated carrier on both sides of the
center frequency, or twice the frequency deviation.

Modulation index, which is employed when one tone, at a steady deviation, is
transmitted, and is the ratio between the carrier’s instantaneous frequency
deviation divided by the instantaneous frequency of the modulation.

Deviation ratio is the ratio between the maximum frequency deviation, with 100%
modulation, divided by the maximum audio modulation frequency.

2.3 Single-Sideband Modulation

2.3.1 Introduction

Due to the highly stable oscillators and phase-locked loops available today, along with
advances in mass production and RF-integrated circuits, low-cost transmitters and
receivers for SSB communications have become quite popular, and have almost
completely replaced the older AM long-range voice communication systems.

2.3.2 SSB Fundamentals

Single-sideband suppressed carrier is a form of AM, but transmits only a single sideband,
rather than the two sidebands and the complete carrier of amplitude modulation. In
SSB the carrier, which holds no information, and the other sideband, which duplicates
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Ficure 2.16 A single-sideband signal in the frequency domain.
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Ficure 2.17 A narrower received bandwidth means less noise.

the information present in the transmitted sideband, are strongly attenuated (Fig. 2.16).
Since one of the sidebands is attenuated, SSB requires only half the bandwidth that AM
consumes for its transmissions, which also translates into less noise received (Fig. 2.17).
Although amplitude modulation’s fading characteristics are quite poor, but in SSB
fading is much less of a problem. This is because the multiple phase dependencies
between all of AM’s transmitted elements—both of the sidebands and the carrier—need
notbe sustained in SSB, inasmuch as only a single sideband is actually being transmitted.
Power efficiency is also much higher in SSB than in AM due to the power savings in
transmitting only a single sideband, while further power is conserved since a transmitted
signal is only produced when the baseband is actually present at the modulator.

2.3.3 SSB Modulation

The SSB transmitter (Fig. 2.18) creates a single-sideband signal by inserting both the
oscillator-generated carrier (OSC) and a modulating audio signal from the AUDIO
AMP into the balanced modulator. The balanced modulator nonlinearly combines, or
mixes, the carrier and baseband inputs, producing both lower and upper sidebands.
The modulator will also severely attenuate the carrier from the OSC stage by phase
cancellation or common-mode rejection methods. The ensuing double-sideband suppressed
carrier (DSB) signal is then injected into the next stage, which will be a USB/LSB filter.
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Ficure 2.18 A typical filter-type single-sideband transmitter.

These filter stages of the SSB transmitter will be comprised of very selective bandpass
filters that have a center frequency to pass either the upper or lower sidebands. There
are nonfilter phase-cancellation methods that can be utilized to reject the undesired
sideband by twin balanced modulators and phase-shifter circuits. Either way, the SSB
signal will then be upconverted, amplified, and sent out through the antenna. However,
since the modulated signal will contain a nonconstant amplitude modulation envelope
that can easily become distorted, linear amplifiers must be utilized throughout a SSB
system’s signal path.

The RF signal is then picked up at the SSB receiver’s antenna, filtered, amplified,
and downconverted (Fig. 2.19). The signal is inserted into a type of nonlinear mixer
called a product detector, along with the carrier oscillator (or beat frequency oscillator
[BFO]) frequency to supply the missing carrier, with the output being a baseband signal.
This baseband is amplified and sent on to headphones or to speakers.

Depending on the number of modulating tones and their amplitudes, different
time-domain outputs can be viewed on an oscilloscope. If a single baseband tone is
injected into a SSB modulator, a steady RF signal in both amplitude and frequency will
be created, as in Fig. 2.20. This is simply a CW signal. However, a two-tone baseband
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Ficure 2.19 A typical dual-conversion single-sideband receiver.

Ficure 2.20 A single-tone SSB signal in the time domain.
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Ficure 2.21 A two-tone SSB signal showing its modulation envelope.
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Ficure 2.22 An overmodulated two-tone SSB signal.

signal will generate the consummate SSB modulation envelope display of Fig. 2.21,
with the amplitude of the modulation envelope dependent on the baseband modulation
level. The two-tone RF signal will start to flattop (Fig. 2.22) if overmodulation occurs,
causing extreme distortion and spurious outputs.

2.3.4 SSB Output Power

The measurement of output power in SSB is the same as in AM. The peak envelope power
being the measurement of the average peak power of the transmitted signal with 100%
modulation. PEP can be calculated by V2, .. /R, or V. X I, o, or P - X R of the maximum
modulated peak.

RMS

Phase Modulation

2.4.1 Introduction

Phase modulation (PM) is used as the basis for almost all digital modulation in use today.
PM varies the instantaneous phase of an unmodulated RF carrier in order to modulate it
with a lower frequency analog (Fig. 2.23) or digital baseband signal (Fig. 2.24).

2.4.2 PM Fundamentals

When using analog baseband waveforms to phase modulate a carrier, the carrier is phase
shifted continuously through an infinite number of phase states. As soon as the analog-
modulated waveform moves positive, the RF or IF carrier will change phase in one
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Ficure 2.23 Analog PM modulation in the time domain.

Ficure 2.24 Phase modulation by a digital baseband signal (phase shift keying).

direction by lagging the phase of the unmodulated carrier by a phase angle magnitude
that is dependent on the modulation’s amplitude. And as soon as the modulation
waveform moves negative, the carrier will change phase in the reverse direction by
leading the phase of the unmodulated carrier by a phase angle magnitude that is
dependent on the modulation’s amplitude. Thus, the exact phase angle of the carrier at
any given time is dependent on the amplitude of the baseband modulation input.

The smooth analog-modulated phase transitions, when viewed in the time domain,
are virtually identical to regular analog frequency modulation. This is because, as with
both FM and PM modulation, the following peak of the modulated carrier will occur at a
different point in time than if the carrier were not phase or frequency modulated at all
(i.e., just a simple CW signal). So, FM modulation will cause a phase shift of the RF carrier,
while PM modulation will cause a frequency shift of the RF carrier. Both of these effects are
incidental, however, and are but an unavoidable result of the modulation itself.

The carrier’s phase is forced by the baseband modulation to change at the pace of
the lower baseband modulating signal’s frequency, and the extent of this phase shift, in
any direction, is equal to the amplitude of the modulating waveform. Thus, if we have
a 10-kHz modulating signal that has a 1 V amplitude, and this modulating signal causes
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Ficure 2.25 Phase modulation in the frequency domain.

the carrier to shift in phase by 10°, then the phase of the carrier will actually pass through
0° phase on its way to leading and lagging the phase angle at a rate of 10,000 times in
1 second, and the maximum magnitude of the leading and lagging phase-shift will take
place at the maximum amplitude point of the modulating signal.

Phase modulation, as in frequency modulation, has an infinite number of sidebands
in the frequency domain, and these sidebands are spaced evenly from each other at a
frequency that is the same as that of the modulating signal itself. In the frequency
domain, the only visible difference between PM and FM is that the power of each PM
sideband is dependent on the modulating waveform’s amplitude. Consequently, the
significant number of PM sidebands and their amplitude ratios are the same, no
matter what the modulating frequency (Fig. 2.25). This would also imply that as the
frequency of the PM modulation is increased, the bandwidth of the transmitted signal
increases. Therefore, the frequency deviation of the carrier during phase modulation
is dependent not only on the amplitude of the modulating signal, as in FM, but also
on its frequency.

2.4.3 PM Disadvantages

PM, when subjected to the rapid On/Off switching of the baseband digital modulation,
causes rapid phase changes that widen the signal’s bandwidth through the splattering
of RF energy over a wide spectrum. In digital radios, much attention and effort is

directed toward the filtering of the baseband signals in order to substantially decrease
this bandwidth.

Digital Modulation

2.5.1 Introduction

With the advent of digital modulation techniques, far higher data rates are possible
within constrained bandwidths, and at higher reliability and noise immunity levels,
than the older modulation methods of FM, AM, FSK (frequency shift keying), OOK (on-off
keying), PWM (pulse width modulation), PPM (pulse position modulation), PAM (pulse
amplitude modulation), and the like.
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Contemporary digital modulation have much in common with some of these older
discrete modulation techniques, such as OOK and FSK. Both old and new modulation
methods possess discrete states at discrete times, whether these particular states are
amplitude, phase, frequency, oramplitude/phase driven, and will define the information
being transmitted. Indeed, it is the number of these possible states that governs the
amount of data that can be transmitted across an RF link.

2.5.2 Digital Modulation Types

Modulation methods, in general, can most easily be viewed with a phasor diagram
(Fig. 2.26). I is the in-phase (0°) reference plane, while Q is the quadrature (90°)
reference plane, and in-between these two I and Q states is the signal (S), which can
vary in phase (6) and amplitude (A). Since any digital modulation will alter either the
phase or amplitude (or both) of a carrier, this is a very effective way to visualize
various modulation methods.

As an example of analog modulation versus digital modulation, Fig. 2.27 displays
the phasor diagram of analog phase modulation which, since it possesses no information
in the carrier’s amplitude, presents a full circle as the carrier rotates from 0° to 360°. On
the other hand, since analog AM modulation contains no phase information within its
carrier, its phasor will only vary in amplitude (Fig. 2.28).

More efficient digital-like methods of analog modulation are possible by using only
discrete states in the phasor diagrams. The simplest, as stated above, is OOK modulation
(Fig. 2.29), a type of ASK, which is commonly employed to send human-readable Morse
code. OOK can also be used to transmit machine-readable 1s and 0Os, permitting 1 bit of
data to be sent between each discrete amplitude transition.

Another basic digital modulation is noncoherent FSK, which involves shifting the
frequency of, typically, a voltage-controlled oscillator to two (or more) different discrete
frequencies (Fig. 2.30). FSK is not only extremely simple to implement at both the
receiver’s and the transmitter’s baseband sections, but can also take advantage of fully
saturated, and thus highly efficient, power amplifiers at the transmitter’s output stage.
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Ficure 2.26 A phasor diagram. Ficure 2.27 A phasor diagram of phase

modulation.
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Ficure 2.28 A phasor diagram of amplitude modulation.
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Ficure 2.29 A phasor diagram of OOK modulation with accompanying time domain sine
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Ficure 2.30 Frequency shift keying (FSK) in the frequency domain.
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Ficure 2.31 A phasor diagram of BPSK modulation with accompanying time domain waveforms.

However, it suffers from a demanding bit error ratio (BER) requirement and low spectral
efficiency. FSK can be found in many low-cost, low-data-rate wireless systems, such as
cordless phones, wireless audio speaker systems, and RF consumer telemetry systems.

Instead of varying the RF carrier’'s amplitude in discrete states to transmit
information while leaving the phase unaffected, as in OOK, we can reverse this concept
and ignore the amplitude of the carrier, while changing the phase of the signal in
discrete states. In order to decrease the effects of phase jitter, these phase states should
be as far removed from each other as possible, which is why 0° and 180° are commonly
used (Fig. 2.31). This type of modulation is the most basic of what is considered to be
“true” digital modulation, and is referred to as binary phase shift keying (BPSK), with a 0°
reference phase indicating a 1, and a 180° discrete state indicating a binary 0.

When we modulate the phase of a carrier into four discrete states, we have
quadrature phase shift keying (QPSK). As shown in Fig. 2.32, four discrete phase states

Q

11 10

Ficure 2.32 A constellation diagram of a QPSK signal.
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have been selected to convey information, unlike analog phase modulation, which has
infinite phase points as it rotates from 0° to 360°. These four discrete states for QPSK can
be 0°, 90°, 180°, and 270°, and are located on a constant amplitude carrier. The four
states supply 2 bits for each shift of phase (00, 01, 10, 11), instead of 1 bit (1, 0) as in the
above BPSK system. This technique would clearly contribute double the information
within the identical bandwidth and time period.

However, when we say that the carrier of a QPSK signal is of a “constant amplitude”
during modulation, this is not quite true. Amplitude variations may play no role in
actually transferring information across a QPSK-modulated wireless link, but amplitude
variations of the carrier do occur, since QPSK includes AM components within its
modulation envelope. We will go into this important issue in further detail below.

Quadrature amplitude modulation (QAM) is the most widespread digital modulation
method in use today for sending data at very high bit rates across terrestrial microwave
links, and employs a combination of amplitude and phase modulation. QAM utilizes
various phase shifts to the carrier, with each of these phase shifts having the ability to
possess two or more discrete amplitudes. In this way, every amplitude/phase
combination can symbolize a different and distinct binary value. As an example, if
working with QAM-8, a digital value of 111 could be represented by a carrier that
displays a phase shift of 180° and an amplitude of +2; or 010 can be symbolized if the
phase is shifted to 90° with a amplitude of —1. QAM-8 exploits four phase shifts and
two carrier amplitudes for a total of eight possible states, or 3 bits of 000, 001, 010, 011,
100,101, 110, and 111 that can be transmitted. Another example of quadrature amplitude
modulation, QAM-16, is shown in Fig. 2.33, and provides 4 bits per AM/PM change.

More data can be transmitted within an allocated bandwidth or time period as the
number of AM/PM states are increased, since more bits per change can now be encoded.
But as the number of the AM/PM states are increased, each state is forced closer
together, and thus noise will become more of a problem for the signal’s BER. This means

90°
° ° ° e — 2
0000 0001 0011 0010
° ) ° e — i
0100 0101 0111 0110
180° 0
° ° ° e —
1100 1101 1111 1110
° ° ° e — o
1000 1001 1011 1010
270°

Ficure 2.33 A constellation diagram for 16-QAM.
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that the higher the QAM state, the more it can be subjected to damaging interference
under comparatively low-noise conditions, since the signal’s signal-to-noise ratio
(SNR) must be increased for each increase in the number of states so as to maintain
the BER. For this reason long-range satellite communications, which is a high-noise
medium (due to low output powers), will normally use the simpler modulation
schemes, such as BPSK or QPSK. Low-noise terrestrial radio links can use 32, 64, 128,
and 256 QAM (or above) to send data at much higher rates than possible with the
older digital systems, and within the confined bandwidth restraints of most wireless
information channels.

Due to the noiselike nature of all true digitally modulated signals, viewing such
signals in the frequency domain will usually not tell us much about the complexity of
the modulation, such as whether it is QPSK, QAM-16, or QAM-256, but only the signal’s
amplitude, frequency, flatness, spectral regrowth, and the like. In fact, a digital signal
will normally appear the same whether or not it is transporting any data at all. This is
due to the coding and encryption added to the RF carrier signal.

2.5.3 Digital Modulation Power

In describing the digital modulation formats as shown above, we are displaying either
a static constellation diagram or a phasor diagram at a discrete point in time, and
completely ignoring how these transitions from symbol to symbol occur. These
transitions are especially important in the common four-phase state QPSK modulation
format and its variants, because this governs whether this particular modulation will
have a constant modulation envelope, or one that varies in amplitude. Indeed, a constant
amplitude modulation envelope will allow the use of an efficient, near-saturated power
amplifier that does not need to be backed off in its power output, while a QPSK
modulation with a nonconstant amplitude requires a highly inefficient, linear amplifier
that must be heavily backed off from its maximum power output in order to avoid
massive spectral regrowth. Excessive spectral regrowth, a form of intermodulation
distortion (IMD), will cause an otherwise legal signal to create interference to channels
on either side of its own channel, and with a bandpass that no longer fits within the
mandated federal communications commission (FCC) spectral limits.

The problem of a nonconstant amplitude RF carrier during QPSK modulation
occurs because the carrier of regular QPSK will sometimes pass through zero amplitude
on its way from one phase state to another, as displayed in Fig. 2.34, which causes the
QPSK modulation envelope to vary in amplitude, thus disallowing the use of a nonlinear
amplifier due to the excessive IMD production. This is not the same thing as in QAM,
in which much of the information to be conveyed is actually contained within the
amplitude variations of the signal. In QPSK, amplitude variations are but an annoying
side effect of this method of digital phase modulation.

Using amplifiers that do not have to be as extensively backed off in power can be
accomplished by employing a less bit rate—efficient modulation, such as offset QPSK
(O-QPSK). O-QPSK modulation allows only changes in phase states that do not pass
through the zero amplitude origin. Referring back to Fig. 2.32, this would mandate
symbol changes between 00 and 01, or between 10 and 11, but not between 11 and 00, or
01 and 10. Therefore, O-QPSK does not allow the carrier to be completely snuffed out,
and will undergo carrier amplitude variations of at most 3 dB. As stated above, this
permits the use of more efficient nonlinear amplifiers, with higher output powers
possible, and with less spectral regrowth.
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Ficure 2.34 A QPSK signal passing through zero amplitude, quenching the carrier.

Another similar QPSK modulation format, referred to as 7/4DQPSK, will also not
permit the carrier to be completely suppressed, and in addition, allows for easier clock
recovery during demodulation. Other modulation schemes have a modulation envelope
that is completely constant envelope, and can thus employ very efficient nonlinear
Class C amplifiers without producing any spectral regrowth. Two of these modulations
are minimum shift keying (MSK) and its derivative, Gaussian minimum shift keying
(GMSK).

Digital Power Measurement

The average power output of an analog amplitude-modulated transmitter will vary
depending on the baseband waveform. Its peak envelope power need not be averaged
over time, but can easily be measured over a single cycle of the signal’s waveform using
commonly available, low-cost test equipment. This is not quite the same situation with
digitally modulated signals. The peak amplitude of a digital signal is completely
unpredictable, and will vary dramatically due to its noiselike nature. To find the peak
amplitude of these erratic signals, the power measurement must be taken over time to
obtain a statistical peak amplitude, since there is only a statistical chance that a much
higher peak will come along at any instance in time. This peak reading is then compared
to the digital signal’s average power. The average power is the same power that a DC
signal would require to heat up a resistance element to the same temperature as the RF
signal. With this type of average power test, any variation in wave shape can be
measured.

If an RF signal did not vary its power over time, as it is with DC signals in which
Picppax) = Pocavey then the average power would be delivered constantly to the load,
with its peak power equaling its average power. But since RF signals do vary (as any
AC signal will), their peak power will be quite different from the average power. This
ratio between the peak and the average values of a modulated signal is referred to as
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the peak-to-average ratio. The less this ratio the closer to the amplifier’s P1dB an amplifier
can be driven without producing excessive IMD products, since the occasional
power peaks will be lower in amplitude with a modulation format that has a lower
peak-to-average ratio. Thus the amplifier will not have to possess as much of a power
margin to gracefully accept these higher amplitude power spikes, and so as not to create
inordinate levels of IMDs. A signal with very high absolute peaks, but a low average
power, will have a very poor peak-to-average ratio, forcing any amplifier that is working
with this type of signal to have a large amount of reserve power to amplify, without
excessive distortion, these occasional peaks. However, because these peaks are caused
by the modulation shifting from one constellation point to another, and therefore will
be erratic over time, the average power in a digital signal will be constant due to the
digital signal’s own encoding.

As stated above this peak-to-average power ratio, if high, can be excessively
inefficient, since it forces the amplifier to be designed for, and to run at, higher output
powers just to take care of these occasional peaks. The peak-to-average ratio, however,
will vary with the symbol patterns and clock speeds, as well as the channel filter and
bandwidth. General peak-to-average ratios, nevertheless, can be approximated to be
about 5 dB for QPSK, 8 dB for QAM-64 and orthogonal frequency division multiplexing
(OFDM), and up to 15 dB for code division multiple access (CDMA). This means that for
some QPSK modulations, the intermittent peaks will rise above the root mean square
(RMS) power by 5 dB.

To measure this peak-to-average ratio, first measure the power peaks with a
fast-acting, digital-modulation capable, peak-reading power meter (such as the
Boonton 4400), over a time of about 10 seconds. This will give a reasonably accurate
indication of the signal’s peak power. To measure the average power, see “Digital
Signal Power Measurement” in Chap. 12, or use a special digital-modulation compliant
average power meter. Now subtract the average from the peak, in dBm. This equals
the peak-to-average ratio in dB.

Therefore, digital signals, due to their nonrepetitive, random nature, as well as the
fact that all of their power is being spread out over frequency, rather than condensed in
sidebands on both sides of the carrier as they are in analog signals, have no predictable,
recurrent peak power points to measure. Since it is difficult to measure these peaks in a
nonstatistical manner, we are forced to take an average measurement of the digital
signal’s power over its entire bandwidth. But how much bandwidth does the normal
digital signal consume? It is considered to be the —30-dB bandwidth where most of the
power of the digital signal resides, rather than just within the —3-dB bandwidth used in
most analog signal measurements.

Any digital signal we work with will also have been filtered, since any unfiltered
(i.e., ideal) digital signal would theoretically take up infinite bandwidth. Filtering a
digital signal will force the signal to go from a square wave to a more rounded
waveform, which allows the signal to be inserted into a much narrower bandwidth.
But this also increases the required power that the power amplifier (PA) of the
transmitter must, occasionally, transmit. In fact, this filtering is mainly responsible
for the peak-to-average problem we just discussed, along with the signal passing
through the origin, so the more filtering of the digital square wave we employ to
decrease the transmitted bandwidth, the more we create a higher peak-to-average
ratio (Fig. 2.35). More details on the filtering of digital signals is explained in “Digital
Modulation Issues.”
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Ficure 2.35 Peak and average amplitudes of a digital signal.

2.5.4 Digital Modulation Issues

In portable digital communications, everything is geared to not only supplying reliable
communications at the lowest transmitted power and highest bandwidth efficiency
possible, but also by maximizing the data rate. In fact, bandwidth, power, noise, and
information capacity are all interrelated by Shannon’s information theorem, which states
that the speed of information transfer is limited by the bandwidth and the signal-to-noise
ratio of a communication’s channel:

S
C=W LOG, (“W)

where  C = capacity of the data link, bps (bits-per-second)
W =bandwidth of the channel, Hz
S/N = signal to noise ratio, not in dB

Indeed, Shannon’s information theorem makes clear the following:

A. As we increase the information rate while under the presence of noise, we can
avoid raising the BER by increasing the SNR.

B. We can increase the information rate by widening the bandwidth.

C. We can obtain an infinite information rate in a completely noiseless channel of
any bandwidth, since the SNR would now be infinite as well. This does not
infer that theoretically increasing our bandwidth to infinity would also permit
our data rate to become infinite, since the noise level would increase as well.

The Shannon’s theorem thus has a very practical application for any RF design
engineer, since it clearly demonstrates that we can juggle bandwidth for RF power, and
vice versa, in order to maintain a desired performance. It also clearly supplies us with
an answer to “what is the highest theoretical data bit rate that can be sent over a
communications channel of a specific bandwidth, under the influence of white additive
noise, with a small BER, using a limited average signal power, per second.”

Depending on error correction techniques, Table 2.2 displays different E,/N/’s
required of the various modulation formats to sustain a desired BER.
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E,/N, (SNR in Parenthesis, dB)

BER QPSK 16 QAM 32 QAM 64 QAM 128 QAM 256 QAM
10+ 8 (12) 13 (18.8) 15 17 (25) 19 21.5

10°° 10 14 16 18 20.5 23

10 11 (14) 15 (21) 17 19 (27) 21.5 24

10”7 12 15.7 18 20 22.5 25

108 12.5 (15.7) 16.2 (22.3) 18.5 21 (28.5) 23.5 25.7

10°° 13 16.5 19 21.5 24 26.2

1010 13.2 16.7 19.2 21.2 24.2 26.5

Approximate and calculated with no channel coding or channel fading.

TasLe 2.2 Graph of E,/N, vs. BER for QPSK and QAM

Since the symbol rate equals the bit rate divided by number of bits represented by
each symbol, then a modulation format such as BPSK would transmit at a symbol rate
that is equal to its bit rate, or bit rate = symbol rate. However, in modulation schemes
that encode more than 1 bit per symbol, such as QPSK (2 bit/baud), the baud rate will
be less than the bit rate (in this case, half). This, as discussed above, allows more data to
be transmitted within a narrower bandwidth.

The modulation index (h or bits/symbol), also referred to as bandwidth efficiency, is
measured in bits/s/Hz. The higher this modulation efficiency, the higher the data rate
that can be sent through a certain fixed bandwidth. For instance, BPSK has an % of one,
while QAM-64 has an h of six. However, a higher / comes at the expense of higher
equipment cost, complexity, linearity, and an increased SNR required to maintain the
same BER as the lower h systems. Table 2.3 displays the various common modulation
schemes and their /1 values, number of states, amplitudes, and phases.

Adaptive equalization will correct certain signal impairments in real time, such as
group delay variations (GDV), amplitude tilt, ripple, and notches. However, it will not
improve impairments created by a nonlinear amplifier, noise, or interference, but will
mitigate the sometimes massive multipath effects that can render a digitally modulated
signal unreadable. Indeed, adaptive equalization is basically a dynamically varying
adaptive filter that corrects the received signal in amplitude, phase, and delay, making

Type Bits/Sym(h) States Amplitudes Phases
BPSK 1 2 1 2
QPSK 2 4 1 4

8 PSK 3 8 1 8

16 QAM 4 16 3 12

32 QAM 5 32 5 28

64 QAM 6 64 9 52

TasLe 2.3 Common Modulation Schemes and Their Properties
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Ficure 2.36 A digital signal and the cliff effect.

high-density modulations possible over extended ranges. Virtually, all terrestrial
microwave communication systems employ some form of adaptive equalization located
right after the receiver’s demodulator.

Due to their nature, digital signals can maintain a relatively high quality at the
receiver, even when very close to becoming unreadable due to various impairments.
This makes the simple testing of a single digital signal at the receiver of little use, since
the signal may actually be only a few dB in signal strength from crashing the entire link.
This is referred to as the cliff (or waterfall) effect, and demonstrates why the BER of a
digital signal will lessen to unacceptably high levels quite rapidly (Fig. 2.36).

However, digital communication systems can be examined for proper operation by
sending and receiving certain digital test patterns that incorporate a recurring succession
of logical 1s and 0s. The test then compares the impaired received pattern to the perfect
transmitted pattern over time. The BER can then be established by contrasting the bits
received that were incorrect with the total number of actual bits received.

Degradation in digital signal quality can be caused by many things. Reflections off of
metallic surfaces (multipath), which produces amplitude ripple within the signal’s
passband; inadequate signal strength at the receiver, creating a decreased SNR, caused by
the transmitter power levels being too low, or a high receiver noise figure (NF), or signal
path attenuation caused by trees, weather, or Fresnel zone clearance problems; GDV and
amplitude ripple, which can be produced by improperly designed or implemented analog
filtering; increased noise floor under the desired signal caused by strong phase noise
components in the frequency synthesizers of the conversion stages (reciprocal mixing); or
noise and cochannel interference levels induced by interferers of all types.

Since many communications systems live or die by their BER figures, it is worthwhile
to not only summarize what the dominant causes of BER degradation are in a digital
communications system, but also to dig a little deeper into the reasons behind this
increase in bit error rate. Decreased signal-to-noise ratio is the main mechanism for
poor BER, since noise will smudge the symbol points, making their exact location hard
to distinguish by the receiver’s demodulator. Phase noise, another important contributor,
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will also cause an input signal into a radio’s frequency converter stage to be slightly
changed at its output, as well as the reciprocal mixing issue mentioned above.

Phase noise is introduced by real-world local oscillators, which are not perfect single
CW frequency sources. Since digital signals carry their information in the phase of the
signal, this insertion of phase variances will create increased BER, with the density of
the modulation affecting the severity of the bit error rate degradation. In other words,
the higher the order of the QAM constellation (such as QAM-256) the more sensitive it
is to relatively small levels of phase noise, since the constellation points are so densely
packed, causing the phase/amplitude points to bisect digital decision boundaries.
Another major impairment, IMD, will induce noiselike sidebands in a digital system,
increasing distortion and decreasing the SNR, which degrades the BER, as well as creating
adjacent channel interference (Fig. 2.37). Group delay variations, especially at the band edges
of the system’s analog filters, can add significant BER problems, since GDV forces the
digital signal to arrive at different times at the system’s output. Ripple, which are
amplitude variations in the passband of an analog filter caused by poorly designed or
implemented filter structures, can produce a high BER in many digital systems. Multipath
itself will also cause both amplitude impediments (ripple and notches) and phase
distortions of the signal through the process of phase cancellation, and decreases the
received signal strength, lessening SNR and therefore degrading the BER.

Consequently, so as not to adversely influence the BER of phase/amplitude
modulated signals, high density digital communications systems must be designed for
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Ficure 2.37 Digital signals as affected by IMDs, along with a standard CW two-tone display for
comparison.
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low levels of phase-noise, GDV, IMD level, amplitude ripple and shape, frequency
deviation, multipath, and for the highest possible signal-to-noise ratio.

Baseband Filtering

Another very important issue in digital modulation that has, as yet, only been touched
upon, is the effect that the baseband filtering has on the digital signals. Again, this
filtering is employed to limit transmitted bandwidth to reasonable or legal levels. Our
example for the following discussion will be with filtered QPSK.

As shown in Fig. 2.38, a quadrature modulator for QPSK transmitters receives a
data bit stream, which is then inserted into the bit-splitter. The bit-splitter sends the odd
bits to the I input of the quadrature modulator chip, and the even bits to the Q input.
However, before exiting the modulator, these bits must first pass through a lowpass
filter, which rounds off the bits’ sharp rise and fall times. This shaping of the digital
signal before it enters the 1/Q modulator chip helps to avoid interference to the
important central lobe of the RF or IF digital signals, and to specifically reduce the
bandwidth that will exit the modulator chip. Notwithstanding, band limiting can also
be added through a bandpass filter at the modulator’s output, after the I and Q are
linearly added in the combiner, along with the main lowpass filters in the I and Q legs.

Even at the receiver’s demodulator, filtering is taking place. In fact, the filtering and
band shaping is typically shared among the transmitter and receiver. The transmit filter
reduces the adjacent channel power (ACP) into nearby channels, while the receive filter
reduces the effect of ACP and noise on the received signal itself. This scheme is used in
order to obtain a low ISI and BER by allowing an almost zero group delay variation
from the input of the transmitter to the output of the receiver.

At the receive end, one method for demodulating an incoming received QPSK input
is displayed in Fig. 2.39. The IF or RF enters the demodulator’s input, where the signal is
split into two paths and enters their respective mixers. Each mixer’s local oscillator
frequency (LO) input is fed by the carrier recovery circuit, which strips the carrier from the
incoming signal at the exact frequency that the transmitted signal would be after going
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LPF |~ T
100 SIGNAL IN FREQUENCY
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ODD|BITS L DOMAIN
DATA 100110 - L.O. p4 \
TRAIN | spPLITTER g U BPF [—o IF OUTPUT
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— o [o]
110
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Ficure 2.38 A QPSK modulator.
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Ficure 2.39 A QPSK demodulator.

through the receiver’s conversion stages (if conversion stages are present). The output of
these mixers are fed into the lowpass filters, which eliminate the now undesired IF
signals. Some of this output from the LPFs is tapped and then placed into the symbol
timing recovery and the threshold comparison loop to judge whether a 1 or a 0 is present.
This also reshapes the digital data into a recognizable bit stream. If the SNR is high
enough to assure a low BER, the bits from both mixers are then combined in the shift
register as an almost exact replica of the originally transmitted binary signal.

However, the LPFs in the modulator and demodulator sections just discussed are
not just any breed of filter. The lowpass filters must be of a very special type that will
limit excessive intersymbol interference, since the demodulator would have great
difficulty in deciding whether an input signal was a 1 or a 0 if high ISI were present. A
raised cosine filter (a type of Nyquist filter) is commonly employed for this purpose. To
decrease the required bandwidth needed to transmit the desired information, raised
cosine filters slow the transitions of a digitally modulated signal from high to low and
from low to high, and without degrading the ISI and the BER at the symbol decision
times (as discussed above). These filters are usually matched, with one placed between
the incoming data and the DAC in the transmitter, and the other half placed in the
demodulator of the receiver. This replicates the response of a full Nyquist filter.

To compute the required bandwidth needed for a wide cosine filtered symbol rate,
the formula is BW = symbol rate x (1 + o), with an « (alpha) equal to a value between
zero and one. It would be very bandwidth efficient if the BW could be exactly equal to
the symbol rate, which is the same as an alpha of zero for a raised cosine filter. However,
this is not quite practical. Anything over this value of zero for alpha is referred to as the
excess bandwidth factor, because it is this bandwidth that is necessary beyond the symbol
rate = BW value. We will always require an excess bandwidth greater than the symbol
rate, or an alpha at some value that is over zero. Thus, if the alpha equaled one, the
bandwidthnecessary to transmita signal would be twice the symbolrate. Acontemporary
digitally modulated radio, though, will usually filter the baseband signal to a value
between an alpha of 0.2 and 0.5, with the corresponding decrease in bandwidth and
the increase in the required output power headroom as compared to an alpha of 1.
Figure 2.40 demonstrates the effect on the digital input signal’s rise and fall times, the
channel’s bandwidth, and the received constellations, as the alpha is varied.

Due to the increased cost and complexity of building sustainably accurate filters,
with high clock precision, in mass production environments, alphas lower than 0.2 are
very uncommon. Any attempts at using very low alphas will also increase ISI to
unacceptable levels, along with the added expense of producing amplifiers that must
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Ficure 2.40 Baseband filtering effects on a digital QPSK signal.

be capable of greater peak output powers. Power back-off is required of these amplifiers
due to the elevated power over-shoots (see Fig. 2.40) created by the increase in Nyquist
filtering that limits the transmitted bandwidth of the digital signals. For heavily filtered
QPSK, the excess peak power requires the solid-state power amplifier (SSPA) to have a
P1 dB that is atleast 5 dB over what would normally be required for an unfiltered signal
to permit the power overshoots of the signal enough headroom so as not to place the
SSPA into limiting, creating spectral splatter into adjacent channels. All signals that
have a modulation envelope, whether used to carry information or not, will be affected
by this Nyquist filtering, such as QPSK, DQPSK, and QAM modulations.

Gaussian filters are another method of slowing the transitions of the signal in order to
decrease occupied bandwidth in the modulation scheme GMSK. Unlike raised cosine
filters, there is a certain amount of unavoidable ISI created by this type of filtering.
However, there are no power overshoots, which allows the use of more efficient amplifiers,
with less power back-off required, than the raised-cosine filters discussed above.

It is important to note the difference between the filtering that takes place in each
modulator/demodulator leg, as opposed to the rest of the analog radio sections. Since the
I and Q signals at the input to the quadrature modulator are filtered separately in each I
and Q input leg, then each of the I and Q legs of the modulator will lowpass filter at
BW = symbol rate x (0.5 + o). But modulating the I/Q stream onto the IF, creating a
double-sideband signal, will cause BW = symbol rate x (1 + o). So the actual shaping of
the digital QPSK (or QAM) signal will take place in these modulator sections, comprised
usually of a modem, with the rest of the radio design merely used to maintain this
modulator-generated spectral shape while adding as little distortion and noise as possible
to the already predefined modem signal. Thus, the actual analog filtration that occurs
within the IF and RF sections of the analog transmitter and receiver units will be wider
than BW = symbol rate x (1 + o), especially in block-up and -down converter designs.
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2.6 Designing with Modulator/Demodulator ICs

2.6.1 Introduction

Quadrature (I/Q) modulators and demodulators are the most popular method today to
perform modulation and demodulation of digital, as well as analog signals. Since it
became possible to integrate them onto a single, low-cost chip, quadrature modulators
have become hugely popular. These devices solve the complicated problem of imparting
complex amplitude/phase information onto the RF or IF.

Any part of a signal’s parameters can be modified by the quadrature modulator,
whether it be phase, frequency, and/or amplitude, thus adding information to an
unmodulated CW carrier. Simply employing a single mixer for this role would be
unacceptable, since only one parameter (such as phase, for a BPSK signal) could be
modified at a time, making an efficient digital modulation scheme infeasible.

Figure 2.41 shows a quadrature modulator for digital signals that is capable of
varying two of the three modulation parameters. Typically, phase and/or amplitude
are chosen, such as when generating BPSK, QPSK, or QAM. Many quadrature
modulators are also proficient at generating AM, FM, CDMA, and SSB. The 1/Q
modulator shown will accept data at its I/Q inputs, modulate it, and then upconvert
the baseband to hundreds of megahertzs. There are some specialized 1/Q modulators
that are actually capable of functioning into the gigahertz range.

Many quadrature modulators will also be fed by digital-to-analog converters
(DACs) into their I/Q inputs (Fig. 2.42). The digital data is placed at the input to the
DAC, which outputs in-phase (I) and quadrature-phase (Q) baseband signals into the
I/Q modulator inputs. The I modulating signal enters the I input, where it is mixed
with the LO, which converts it to RF or IE. The Q modulating signal enters the Q input,
where it is mixed with the 90° phase shifted LO signal, which converts it to RF or IE.
Both of these signals are then linearly added in the combiner, with each mixer
outputting a two-phase state BPSK which, depending on the bits entering the
modulator, will be in any one of four phase states. This combining of the two BPSK
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Ficure 2.41 Simplified internal structure of a QPSK quadrature modulator.
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Fieure 2.42 Simplified structure of a quadrature modulator using a DAC.
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Ficure 2.43 A signal’s phase states through a quadrature modulator in the time domain.

MIXER 2 OUTPUT  MIXER 1 OUTPUT

FOR A BINARY 1

OUTPUT OF LINEAR
MIXER (COMBINER)

signals produces QPSK, which is shown in the time domain in Fig. 2.43. Since each
mixer’s output is 90° phase shifted from the other, the algebraic summing of the
combiner creates a single phase state out of the four possible. In other words, the
incoming baseband signals to be modulated are mixed with orthogonal carriers (i.e.,
at 90°), and consequently will not interfere with each other. When the I and Q signals
are summed in the combiner, they become a complex signal, with both signals
independent and distinct from each other.

Now, the quadrature demodulator will take this incoming RF or IF signal, demodulate
it, and then downconvert the signal to I/Q outputs into baseband for further processing
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Ficure 2.44 An |/Q demodulator for QPSK.

by digital logic circuits. An I/Q demodulator (Fig. 2.44) simply performs the reverse
operation as the I/Q modulator above. It accepts the amplified and filtered RF or IF
modulated signal, in this case QPSK, from the receiver’s front end or IF section. The
demodulator then recovers the signal’s carrier in order to maintain the original phase
information from the transmitter, and then splits it and inserted it in-phase into
MIXER 1, and out-of-phase into MIXER 2. A baseband signal in I/Q format is then
output at I, and Q, of the demodulator for processing.

Virtually, all high-speed digital communication systems will employ a predesigned
modem, or MODulator-DEModulator (MODEM), for the task of modulating and
demodulating the digital signal stream through the wireless system. Still, a methodology
for the design of a modulator/demodulator is included in this section to assist in the
construction of lower speed systems that may not have or need separate modems.

Another common digital demodulation technique is referred to as sampled IF
(Fig. 2.45), and involves using a very high speed, wideband analog-digital converter
(ADC) to seize the entire IF analog signal directly, rather than at baseband as the other
prior digital radio designs do, and changes it into a sampled digital representation of
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Ficure 2.45 Receiver using IF sampling for |/Q demodulation into a DSP.
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Ficure 2.46 A quadrature DDC for complex modulations.

the IF. This is then fed into a digital down converter (DDC, Fig. 2.46 ), which digitally
selects and mixes the sampled IF down to separate low frequency I and Q baseband
components, filters them to narrow the bandwidth to accommodate only our desired
baseband signal, and removes the sum frequency and any generated aliases. The circuit
then performs decimation by discarding every n samples out of every 10 in order to
reduce the huge ADC sampling rate. This decimation function has the positive result of
reducing the final data rate. Thus, after the ADC’s IF signal passes through the DDC
and has undergone down conversion, I/Q translation, filtering, and data reduction of
the desired and selected baseband portion of the IF, the now much lower baseband data
rate output can be sent into a low cost DSP chip which, with the appropriate
programming, can further process and demodulate the receiver’s baseband signal, and
output digital data to other sections of the receiver.

The transmitter section of this sampled IF system is shown in Fig. 2.47, and is
essentially the reverse of the receiver, but uses a digital up converter (DUC).

The digital IF sampling technique is superior to that of the older analog baseband
sampled architectures in that it avoids the analog circuit’s I/Q mismatch and
orthogonality impairments, as well as any DC offset and certain noise issues. However,
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Ficure 2.47 Transmitter using IF sampling for I/Q modulation.
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digital IF sampling does require a very high-quality, high-speed, wide-bandwidth ADC
to operate at the higher frequency and bandwidth levels of the IF chain, rather than at
the much lower frequency baseband stages.

2.6.2 Designing with the RFMD RF2713

A popular chip that can perform both modulation and demodulation is the REMD
RF2713. Depending on a few component changes, it can be adopted as a modulator
(Fig.2.48), or as a demodulator (Fig. 2.49). The RF2713 is a monolithic IC that can operate
with an IF from 100 kHz to 250 MHz, at a baseband frequency of anywhere from DC to
50 MHz, and witha V__.of3to 6 V.

In the modulator configuration, pins 1 and 3 are the single-ended I and Q inputs,
(which can also be driven differentially), while pins 2 and 4 are at RF ground. Since
pins 1 and 3 are at a high input impedance (1200 Q), 51-Q resistors are added for 50-Q
matching, while the capacitors, at less than 1-Q X, supply DC blocking. Pin 5 is at RF
ground through a 0.1-uF capacitor. In normal modulator operation, pins 8 and 9 are left
floating, while pins 10, 11, and 12 are direct-to-groundplane connected. Pin 13 is a high
impedance (500 Q) voltage-driven input, so a 51-Q resistor can be placed in shunt to
match to a 50-Q LO signal input, if desired.

Alow power LO with medium voltage outputs (0.1 to 0.8 V) is required, asis a LO
that is at twice the desired frequency of the carrier due to the internal divided-by-two
frequency divider for the chip’s 90° splitter, or LO =2 x IE. Pin 14 supplies DC power to
the chip, and must be adequately bypassed all the way from the lowest baseband
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Ficure 2.48 The RF2713 IC in its modulator configuration with support components.
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Ficure 2.49 The RF2713 I.C. in its demodulator configuration with support components.

frequencies to the highest LO frequency. Pin 6 should be tied to pin 7, while V. is
connected through an RFC to bias the internal open collector active mixers. However,
since this signal output at pins 6 and 7 needs to see 1200 Q to supply maximum P_ ,, and
gain, either a high impedance load or an LC-matching network that is tuned to the IF
should be used to obtain a good impedance match into a lower impedance load.

When the RF2713 is in demodulator configuration pin 1, with pin 3 tied to it, has the
IF injected into its high input impedance of 630 Q, which is shunted by 51 Q for
matching. Pins 2 and 4 are connected together and placed at RF ground. Pin 5 is at RF
ground through the 0.1 uF capacitor, while pins 6 and 7 are tied to VCC to bias the
internal active mixers. Pins 8 and 9 are Q and I out, with 50-Q outputs, but can only
drive a high impedance load (>> 2000-Q DC impedance), and are not internally DC
blocked. Pins 10, 11, and 12 are sent directly to ground. Pin 13 is the high impedance
voltage driven LO input, with 51 Q shunted to ground for a 50-Q oscillator, as desired.
Pin 14 is V., which must be adequately bypassed at all frequencies into, and out of, the
demodulator.
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Amplifier Design

both, at zero frequency (a DC amplifier), low frequencies (an audio amplifier),

or at high frequencies (an RF amplifier). Considering that power is P = VI, then
power amplification is only a normal outcome of this capability, since raising the current
and/or the voltage will create power amplification.

AC amplifiers, whether for high or low frequencies, operate by allowing a small
fluctuating external input signal to control a much greater DC output bias current. This
small input signal changes the amplitude of the larger bias current, with the varying
bias current then sent through a high-value output impedance or resistance component,
which creates an AC output voltage due to V = IR. Depending on the amplifier’s
designated purpose, these output components may be composed of a resistor, an
inductor, or a tuned circuit.

There are assorted circuit configurations to allow an amplifier to achieve different
frequency responses, input and output impedances, gains, and phase shifts. Various
bias circuits can be adopted to produce amplification at different efficiency and thermal
stability levels, while special matching networks and coupling methods can be applied
to match impedances and filter out undesired frequencies.

The most desirable specifications when designing an amplifier, such as a high P1dB,
low noise, maximum efficiency, high gain, and good return loss, can frequently be in
opposition with each other due to real-life internal transistor design limitations.

ﬁ n amplifier is an active device that has the ability to amplify voltage, current, or

3.1 Amplifier Circuit Configurations

3.1.1 Introduction

Amplifiers come in three different basic flavors, each with its own distinct application
and capability. They are referred to as common-base, common-collector, and common-
emitter amplifiers, depending on whether the base, collector, or emitter is common to
both the input and output of the amplifier circuit.

3.1.2 Common-Base Amplifier

With an input signal inserted at the emitter, and with the output taken from the collector
circuit, we have our first configuration, the common-base amplifier (Fig. 3.1). The
common-base (CB) canbe found operating as a voltage amplifier for low inputimpedance
circuits. It also possesses a high output impedance and a power amplification due to
P = V%R, but current gain will always be a little less than unity. However, even though
the CB amplifier has superior temperature stability and linearity, and can easily operate

9
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Ficure 3.1 A common-base amplifier circuit.

at very high frequencies, it is not nearly as common as the next two configurations—the
common-emitter and the common-collector amplifiers. This is due partly to the
common-base’s low input impedance (50 to 75 Q). Nonetheless, CB amplifiers can
occasionally be found at the 50-Q antenna input of a receiver, or as Class C high-
frequency amplifiers.

The JFET version of the BJT’s common-base, a common-gate amplifier, can be seen
in the IF of some receivers, with one such circuit shown in Fig. 3.2. C,, C,, R,, and the
radio frequency choke (RFC) are for decoupling; C, and C, are for RF coupling; C, can
be tweaked to obtain a flatter frequency response throughout its passband; T, is for
matching of its low input impedance, as required.
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Fieure 3.2 A common-gate JFET amplifier.
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3.1.3 Common-Emitter Amplifier

The most popular amplifier circuit arrangement in all of electronics is the common-
emitter (CE). A low frequency example is shown in Fig. 3.3. The bias circuit displayed in
the figure is only one of the many ways to bias common-emitter amplifiers (see Sec. 3.6).
A CE amplifier has a greater current and voltage gain combination than any other type.
In fact, common-emitter amplifier configurations are capable of increasing not only
voltage and current, but also make excellent power amplifiers.

A common-emitter amplifier functions when a signal is placed at the base of the
transistor, an amplified output is extracted from the collector’s output circuit. This
output voltage will have been shifted by approximately 180° in phase when compared
to the signal present at the amplifier’s own input, due to the following action: As the
signal at the transistor’s base turns more positive, an increase in current will flow
through the transistor. This decreases the transistor’s resistance, and thus the voltage
that is dropped across its collector-emitter junction, or from the collector to ground.
Considering that the output signal will be taken from the voltage that is dropped
across the transistor’s collector—and the load resistor (R.) will now be dropping the
voltage that was formerly available to the collector—a shift in the phase at the
amplifier’s output is created that is precisely the reverse to that of the input signal.

At RF frequencies a large difficulty in CE amplifiers is an effect called positive
feedback, which creates amplifier instability and oscillations due to the internal feedback
capacitance between the transistor’s collector and its base. This collector-to-base
capacitance can be as high as 25 pF or more in certain types of bipolar transistors. At a
specific frequency, this capacitance will send an in-phase signal back into the base input
from the collector’s output, which will create, for all intensive purposes, an oscillator. In
other words, to give birth to the undesired CE oscillations, the internal capacitance and
resistance of the transistor, along with other phase delays, must yield a powerful phase
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Ficure 3.3 A low-frequency type of common-emitter amplifier.
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Ficure 3.4 A phase-versus-frequency graph for a typical RF common-emitter unmatched
amplifier circuit.

shift to the normally out-of-phase 180° feedback signal. But only those phase delays
that are at a total of 360° (or 0°), furnishing the common-emitter with positive feedback
to its base, will bring about amplifier instability and oscillations. Figure 3.4 illustrates a
typical phase-versus-frequency response of a certain unmatched RF transistor in a
common-emitter configuration (180° phase shift of a common-emitter amplifier will
only have such a perfect 180° phase shift at 0 Hz (DC), and will rapidly decrease toward
0° phase shift as the amplifier’s operational frequency is increased).

3.1.4 Common-Collector Amplifier

Figure 3.5 demonstrates the basic bias circuit configuration of a common-collector (CC)
amplifier (also called an emitter-follower). The CC amplifier has the input signal inserted
into its base, and the output signal removed from its emitter, which gives a current and
power gain, but has a voltage gain of less than 1. This amplifier is used because of its
high input impedance and low output impedance, making it beneficial as a buffer
amplifier or as an active impedance matching circuit.

Unlike the common-emitter amplifier, there is no phase inversion between the CC’s
input and output, since as the input signal to the transistor’s base rises in amplitude,
the current through the active device will increase. This action forces a rise in the current
through the emitter resistor, which increases the voltage drop across R, resulting in a 0°
phase shift.

Most common-collector amplifiers do not possess any voltage robbing collector
resistor, nor do they use a R, bypass capacitor, which would also lower the output
voltage at V..



3.2

Amplifier Design 99

INPUT O

Vour

Ficure 3.5 A typical common-collector amplifier circuit.

Amplifier Matching Basics

3.2.1 Introduction

When an amplifier’s output impedance matches the load impedance, maximum power
is transferred to the load (Fig. 3.6), and all reflections are eliminated. Thus, when an
amplifier’s output impedance does not equal its load impedance, such as the extreme

SOURCE EQUALS 50 Q

POWER DISSIPATED BY THE LOAD (W)

0 20 40 50 60 80 100
LOAD ()

Ficure 3.6 Maximum power theorem example, showing a 50-Q source, with the load swept
from O to 100-Q.
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example when the load (R,) equals 0 Q, then no voltage, and thus no power (P=1 - V,
or P=I - 0, or 0 W), can be developed across it. (However, the current drawn from the
amplifier’s power supply would be at a maximum possible value, or V/R;) On the
other hand, when R, equals infinite ohms, then no current can possibly ﬂow through
such a load (I = V/R or [ = V/eo, or 0 A), and thus no power can be dissipated by
R, (P=1-V,orP=0 - V,or0W). However, the voltage drop across this R, load resistor
would be the entire value of V.. Therefore, between these two extremes there is a
perfect, happy medium where R, and R, will create the highest possible P_ ,, and is
shown below as P__, which is exactly the point where R, equals R,. (The voltage drop
across the matched load will only be half the total V, smce this entlre circuit now forms
a simple, evenly split voltage divider).

In spite of this perfect match, the point of maximum power transfer is not the same
point as the maximum amplifier efficiency since, as just stated, in order to develop
maximum power the Z_ . of the amplifier must be the complex conjugate of the Z  of
the load. But when Z ; does equal Z,, then exactly half of the power will be dissipated
and wasted in the amplifier, and the other half used in the load, or an efficiency of 50%.
This low efficiency level can be increased if the load has a higher input resistance, thus
dropping more power across the load than across the output of the amplifier.
Nonetheless, the total output power across the load will be less in this mismatched
condition than if Z  actually equaled Z_ . In other words, the transfer of maximum
power from a source to a load will not maximize efficiency, since maximum power
transfer only occurs when the source impedance equals the load impedance. Maximum
efficiency only occurs when the source impedance is zero and the load impedance is
infinite. We can easily calculate an amplifier’s efficiency in its DC case by:

ccr

EFF (%) =R_/R,_,+R_,.)x100

source:

To calculate the efficiency of a perfectly matched source to its load, we plug in the
two 50-Q values, or:

EFF (%) =50/ (50 + 50) x 100 = 50%

As discussed above, and as the formula clearly shows, we obtained a mediocre
efficiency of only 50% with a perfect conjugate match, yet this also supplies us with the
maximum possible power transfer to the load. Thus, using Ohm’s law for the 50-Q R,
circuit in Fig. 3.7, we find that if 10 mA is flowing through the series source and load
resistors (I - R), then 0.5 V will be dropped across each resistor, and a power consumed
inR_,of P=1 - V,or P=10 mA x 0.5V, or 5 mW, which is half the power of the
complete circuit comprising R+ R, ., or a total power dissipation of 10 mW.
However, the figure also shows that using any other load resistance, whether higher or
lower in value, will supply us with less output power.

Now, if we make R =1 Qand R, ,=1000 , which is an extremely poor match

source

for a good power transfer, we actually obtain this efficiency:

EFF =1000/(1000 + 1) x 100 = 99.9%

This is, of course, an extremely high efficiency; almost perfect, with little power
being wasted as heat in the driving source, yet the actual amount of power transferred
totheloadis I, , =099 mAand V., =0.999V, with the power consumed in R, of
P, .,=0998 mW or almost 100% of the total circuit power. But the total power of the

entire circuit is only 0.999 mW, as opposed to the perfectly matched condition above,
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Ficure 3.7 Three circuits with different load resistances, and the voltage, current, and power

within each circuit.

which had a larger total available circuit power initially of 10 mW, and with a much
greater resulting P, of 5 mW, yet with an efficiency of only 50%.

Reversing this circuit and making R

=1000 Q and R,=1 Q will degrade all

urce

parameters. We will now not only have very poor efficiency (0.099%), but also very
poor transfer of power to the load (0.998 uW).
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Therefore, we can quickly see that efficiency increases as we increase the load’s
resistance, and decreases with a decrease in a load’s resistance.

The above is used in audio amplifier design to maximize efficiency (and supply
higher fidelity), as the driving amplifier (the source) is designed to have as low a Z
as possible, while the input to the load will have a much higher Z . This will guarantee
that a significant amount of the audio signal is dropped across the load, and not across
the source.

Nonetheless, the importance of a great impedance match from one RF amplifier
stage to the next can readily be viewed by inspecting the formula below. Any impedance
mismatches will end in a loss of power, referred to as mismatch loss (ML), and can be
calculated by:

2
VSWR -1
ML =10 logyq [1 - (Wﬂ

where ML = mismatch loss, dB, VSWR = voltage standing wave ratio in dimensionless
units

3.2.2 Amplifier Matching Network Types

Matching allows the maximum power transfer and the attenuation of harmonics to be
achieved between stages. There are numerous RF matching networks that can be employed
to facilitate impedance matching and coupling between RF stages, as well as also supplying
a certain amount of filtering for the signal. Using one of the various topologies of LC circuits
within a matching network is far less expensive, and can reach far higher frequencies, than
lumped transformer matching, which was so popular in the past.

L Network
One of the most common LC matching topologies, especially for narrowband impedance
matching, is the simple L network, so named due to its L shape. With the appropriate
topology, the L network can also furnish lowpass filtering to decrease harmonic output.
Figure 3.8 shows a two-stage circuit without any matching network between the source
and load, while Fig. 3.9 demonstrates the same two stages with a simple lowpass
L network inserted, which is capable of matching a higher output impedance source to
a lower input impedance load. Conversely, the lowpass L network of Fig. 3.10 matches
a lower output impedance source to a higher input impedance load.

The loaded Q, which must be low for broadband circuits to obtain a wide bandwidth,
is not selectable in L networks. But we can typically cascade multiple L networks to
widen the bandwidth for use over a broadband, with a realistic number of cascaded L

Ziow POOR ZuiGH
MATCH

SOURCE LOAD

Ficure 3.8 No impedance matching used between two amplifiers.
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Ficure 3.9 A high-to-low impedance matching L network between two amplifiers.
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Ficure 3.10 A low-to-high impedance matching L network between two amplifiers.

networks being a maximum of five. This practical limit is imposed because each new
section we add will have less and less effect on improving the wideband match.

T Network

The T network (Fig. 3.11) is another popular impedance matching circuit, and can be
designed to furnish almost any impedance matching level between two stages, and at a
selectable loaded Q.

PI Network

The PI network is chosen for the same reason as the above T network, and can be found
extensively in matching applications of all types. As shown in Fig. 3.12, we can alter the
ratio between capacitors C, and C, so that the output impedance of the load can be
matched to the source, as well as decreasing the harmonic output.

While the PI network’s topology is as a lowpass filter, it can have a small resonant
bandpass-like S, gain peak, with an associated and excellent return loss (S,,), at a
particular frequency. This resonant peak will only be present if the unloaded Q of the
inductor and the loaded Q of the entire circuit is sufficiently high (Fig. 3.13).

Ficure 3.11 The impedance matching T network.
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Ficure 3.12 (a) The Pl impedance matching network and its (b) equivalent circuit.
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Ficure 3.13 The frequency response of the Pl matching network with resonant peak.

3.2.3 Amplifier Matching Network Issues

Two of the most important issues to keep in mind when designing microwave matching
networks is the ever-present device parasitics that are a part of any active or passive
component, and the effect that length has on RF circuit matching.

Designing RF matching networks in a spreadsheet program (or on paper) will
supply results that will not take into account the vital component’s parasitics, and will
completely disregard printed-circuit board (PCB) trace and pad reactances, and the
strong influence of circuit length. These issues will modify our expected RF circuit
performance. However, at lower frequencies, much of this can be safely ignored, and
the matching network design completed using the calculated ideal component values,
without even considering PCB parasitic effects or the distance between each matching
component and the source/load. At higher RF frequencies, where the distances between
components and circuits can be a significant portion of a wavelength, this simplistic
design methodology will adversely affect the expected performance of the matching
network (or, indeed, of any other RF circuit), with the exact results dependent on where
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Ficure 3.14 Voltage and current standing waves on a mismatched transmission line (one
wavelength), and impedance variations along different lengths of microstrip with an unmatched
load.

the circuit and individual components are located on the PCB. This is because on any
mismatched line that is a significant portion of a wavelength, the impedance will vary
along that line (Fig. 3.14). These variations on a mismatched line are due to the standing
waves that are formed by the reflected RF waves bouncing off of the mismatch load,
and then interacting with the forward wave, creating fixed peaks and valleys of voltage
and current at every half wavelength along the trace. Thus, while the discrete matching
component values are the exact same in Fig. 3.15 as they are in Fig. 3.16, and only the
distance between each circuit element has been varied, this distance will completely
destroy any predicted RF match.

We can use a rule of thumb, and say that when a trace or component reaches more
than /4 th of a wavelength in separation, then we must be extremely careful of all RF-
related issues, or our design will not turn out as expected. Indeed, as can be seen in
Fig. 3.14, even a minor distance of o th of a wavelength along a transmission line will
possess a slightly different impedance. This is why if we desire realistic, accurate
simulation results, we must always have the close equivalent of the final PCB layout
accurately duplicated within our final RF circuit simulation.

Even with accurate matching between two different circuits, certain practical
problems can be created when the two matched stages are cascaded together. This can
be the case, for example, when a 50-Q filter is placed at the output of a 50-Q amplifier,
since only within each other’s limited passbands will both stages actually “see” a pure
50-Q match. Away from the center of their passbands, especially within the stopbands,
these stages will start to become highly reflective, and are thus not at 50 Q across a wide
band. Further, even the passbands themselves will not be exactly 50 Q, especially toward
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Fieure 3.15 The match will be as calculated with zero microstrip length.
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Ficure 3.16 The calculated match will degrade with microstrip length.

the stage’s band edges. This means that neither the filter nor the amplifier of these two
stages will see 50 Q at both of their ports over an infinitely wide bandwidth, as was
assumed in the original filter or amplifier design. When separated by a certain length of
50-Q microstrip, this can strongly influence a stage’s expected response characteristic,
as there will now be some undesired interaction between each stage, caused by the
slight impedance mismatch in their passbands and the strong mismatch in their
stopbands. This non-50-Q nature of filters and amplifiers is created by their capacity to
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frequency discriminate, which they accomplish by reflecting the unwanted frequencies,
thus attenuating certain frequencies by a purposefully poor input/output impedance
match, and through the easy passing of the desired frequencies through a good match.
Depending on the length of the particular 50-Q transmission line connecting these two
stages, one stage’s output impedance will be at a complex conjugate to the other output
impedance, causing an almost perfect match at some specific frequency or frequencies.
And as we lengthen or shorten this intervening 50-Q microstrip, this matched condition
will shift in frequency, which can cause excessive VSWR changes, gain ripple, instability,
and/or loss of stopband performance at specific frequencies. So, unless we exactly
replicate the specific length and width of all PCB microstrips between all stages during
the RF simulation phase, we cannot tell what our true circuit performance will be like.

The above applies to any stage that will have frequency discrimination, such as: A
matched (i.e., narrowband) amplifier connected to a filter network; a matched amplifier
connected to another matched amplifier; an low-noise amplifier (LNA), in which we
cannot even attempt to always conjugately match its input; or in a PA design, in which
we do not conjugately match its output.

Even when we cascade two passive filters together for improved selectivity, it may be
prudent to place a wideband 50-Q matched amplifier, or a resistive attenuator pad,
between the two filter stages. Both the wideband amplifier and the attenuator pad will
supply strong isolation to each individual filter stage, as well as a wideband 50-Q match.

Distortion and Noise Products

3.3.1 Introduction

Two unavoidable, but distinctly undesirable, elements of any electronic circuit are
distortion and noise. Distortion can deform the carrier and its sidebands at the transmitter
or receiver, causing spectral regrowth and adjacent channel interference, as well as a
faulty, distorted replica of the original baseband signal, increasing the bit error rate
(BER). Any added noise products, which can be contributed from almost any internal
or external source, will also degrade the all important BER of the entire system.

3.3.2 Distortion

Distortion can form frequency intermodulation products by the internal nonlinear
mixing of any signal with one or more other signals, or create harmonic distortion
products when only one frequency is present. Distortion may have different causes, but
comparable results: a modulated or unmodulated waveform that is altered in shape or
amplitude from the original signal due to improper circuit response.

Frequency Distortion

Frequency distortion is produced when any passive or active circuit increases or
decreases the amplitude of particular frequencies differently than the other frequencies.
This is normally only a common problem in wideband IF or RF amplifiers if such stages
are pushed to their extreme frequency limits. The frequency limitations of amplifiers
have many causes, and mainly involve the active device’s transit time, the negative
effects of junction capacitance, and the reactive nature of the transistor’s matching,
filtering, coupling, and decoupling networks (which are all highly frequency-dependent,
and will naturally act as bandpass, bandstop, highpass, or lowpass filters).
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Amplitude Distortion

Amplitude distortion is a form of nonlinear distortion, and can be produced by the
incorrect biasing of an amplifier, causing either saturation or cutoff of the transistor.
This is extremely nonlinear behavior, generating harmonics and intermodulation
distortion products (IMDs). Overdriving the input of an amplifier (overload distortion) will
create this same effect, called flat topping, whether the bias is correct or not, causing both
saturation and cutoff conditions. The harmonics and IMDs generated will produce
interference to other services and/or to adjacent channels, as well as increase the system
BER in a digital data radio, while a voice-band device will have an output signal with a
harsh, coarse output.

Intermodulation Distortion

Intermodulation distortion (Fig. 3.17), quite similar to the amplitude distortion above, is
produced when frequencies not harmonically related to the fundamental are created
through nonlinearities in a linear Class A or a nonlinear Class C amplifier, or in a
nonlinear mixer’s output. IMD products can be formed by mixing together of the carrier
with interferers, harmonics, IMD products from other stages, other channels, or
sidebands, producing various spurious responses. And since these IMD products can
fall in-band, or cause other signals to fall in-band, they can swamp the desired signal,
creating severe interference. This also creates additional noise issues, which will degrade
system performance and BER.

Also, when another neighboring transmitted signal (and/or its harmonics) arrives
at a PA’s stage, it too can mix together with the transmitter’s carrier, causing IMDs to be
created. This can be particularly problematic in dense urban environments, as there are
many signals present that will modulate each other within the nonlinearities of a normal
power amplifier, producing a multitude of sum-and-difference frequencies.

In these transmitter-to-transmitter cases, the IMDs can be attenuated by
employing a wavetrap that is tuned to the interfering transmitter’s frequency, and/or
by shielding and proper grounding to prevent mixing within the other internal stages
of the transmitter.

In a communications receiver this nearby-transmitter-driven IMD effect can be
much worse, since the desired signal, along with a close-by transmitter’s undesired
signal, and/or its harmonics, may be allowed into the receiver’s front end, creating the
reception of unwanted signals and the obliteration of the desired frequency itself by
these self-generated IMDs. This can be somewhat mitigated at the receiver by using an
input notch filter, tighter bandpass filtering, amplifiers that are biased for maximum
linearity, and confirming that the RF amplifiers are not functioning in a nonlinear region
due to being overdriven by any input signal.

Because of its vital importance in the design of any amplifier, a more in-depth
explanation of “intermod,” is warranted. Intermodulation distortion is produced when
two or more frequencies mix in any nonlinear device. It causes not only numerous sum
and difference combinations of the original fundamental frequencies (second-order
products; f, +f, and f, — f,), but also intermodulation products of mf, + n and mf, f, - nf, in
which m and n are whole numbers. In fact, third-order intermodulation distortion
products, which would be 2f, + f,, 2f, - f,, 2, + f,, and 2f, - f,, can be the most damaging
of the higher or lower IMDs. This is because the second-order IMD products would
usually be too far from the receiver’s or transmitter’s bandpass to create many
problems (see “Second-Order Intermodulation Distortion” below), and would be strongly
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attenuated by a narrowband amplifier’s tuned circuits, the system’s filters, and the
selectivity of the antenna. As an example: Two desired input signals to a receiver, one at
10.7 MHz and the other at 10.9 MHz, would produce sum and difference second-order
frequencies at both 21.6 and 0.2 MHz. These frequencies would be far from the actual
passband of the receiver, and will be rejected by the receiver’s selectivity. But the third-
order IMDs formed from these same two signals would be at 10.5, 11.1, 32.3, and 32.5
MHz, with the most destructive frequencies being, of course, at 10.5 and 11.1 MHz. This
is well within the passband of this particular receiver. Much higher order IMDs are
created in receivers and amplifiers, so all IMDs up to the seventh order should be
accounted for and, if they do fall within the band, must be at such a low amplitude that

they cannot cause problems.

Third-Order Intercept Point
The third-order intercept point (TOIP or IP3) illustrates the entirety of third-order

spurious products that will be created within the nonlinearities of a particular device—
such as a linear amplifier, an active filter, or a mixer—when two different tones are
injected into the input, causing multiple mixing frequency products at the stage’s output

that were not placed at its input.
The IP3 point (Fig. 3.18) is the area that undesired third-order output products will

be at the same amplitude as the desired two-tone fundamental injected signals. However,
this output IP3 point can never actually be reached, since the amplifier will go into
saturation before this amplitude is ever truly attained. In fact, even though Fig. 3.18
does not show it, the third-order product’s output power will gain-limit, just as the
fundamental signal must, when the amplifier goes into saturation.
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Ficure 3.18 The third-order intercept and 1 dB compression points.
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IP3 is the best indicator of how well a receiver will operate in the presence of
powerful, close-in signals, and is a figure of merit that measures an electronic device’s
linearity. The linearity is tested by injecting two tones through the stage under test, with
the tones thus being subjected to a certain amount of nonlinear distortion inherent
within the DUT. This nonlinearity forces each tone to depart from a pure sine wave,
producing harmonics and intermodulation products of various orders, permitting the
IP3 to be measured (see TOIP (IP3) Test in Chap. 12). However, the value of the IP3 must
be measured only when it is in its linear operating range; that is, when the DUT is not
in compression.

Typically, an amplifier’s third-order intercept point is located approximately 10 to
15 dB (OIP3 = P1dB +10) above its P1dB compression point, but the output IP3 for a BJT
amplifier can generally be easily approximated by:

OIP3 =10 log(V-I.-5)
where OIP3 = amplifier’s output IP3, dBm
I = transistor’s collector current, mA
V= transistor’s collector-to-emitter voltage, V

This clearly shows that the higher the bias level, the higher will be the IP3 of the
amplifier. The I will normally be the easiest bias parameter to increase when we require
a higher IP3.

1-dB Compression Point

The near maximum output power possible in an amplifier is the 1-dB compression
point (P1dB), measured in dBm. This is the area where an amplifier begins to run out of
room for its maximum output voltage swing, and thus becomes compressed. P1dB can
be specified at the input or the output of a device.

Until this 1-dB compression point, which is reached when a high enough input
signal is injected into the amplifier’s input, an amplifier will have what is generally
considered as a linear power output. At the amplifier’s P1dB point the gain of the
amplifier stage will depart from its linear value, causing the gain to actually decrease by
1 dB when compared to its small signal, low amplitude, value. So, for every decibel
placed at the amplifier’s input, no longer will there be a linear amplification of the
signal; the output gain slope flattens, and soon no significant increase in output power
is possible. Thus, a higher 1-dB compression point specification for a particular amplifier
means it can output higher output power: If a particular amplifier has a P1dB of +30 dBm,
then it is capable of a maximum output power of roughly +30 dBm (the maximum output
power of an amplifier occurs a few decibels above this P1dB point, and is called the
saturated output power).

Further, the lower the amplifier’s RF power output is below its P1dB point, the
lower the signal distortion will be. So for every 1-dB decrease in the fundamental input
power, the second and third orders decrease in power by 2 and 3 dB, respectively. And
the reverse is also true: for every decibel increase in fundamental power into the amplifier,
the output second-order products will increase by 2 dB, while the output third-order
products will increase by 3 dB. However, by increasing the desired input signals, there
will be some point reached where the third-order products must (theoretically) be equal
to the fundamental outputs. This, as discussed, is the third-order intercept point.

m
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Second-Order Intermodulation Distortion

Second-order intermodulation distortion (IM2) has become an issue with the relatively
new proliferation of wideband communications systems, especially direct conversion and
low IF receivers, and includes the generation of spurious frequencies atf,+f,, 2-f,, 2 f,, or
f,—f, when two signals, f, and f,, are present within the receiver. These spurious frequencies
can be created by either the intermodulation distortion between an interferer (f,) and the
desired signal (f,), or by two interferers (f, and f,), falling in-band. For instance, if we had
two signals coming into a wideband receiver at 400 MHz (f,) and 401 MHz (f,), then one of
the IM2 products generated by the combination of these two signals would be located at
801 MHz (f, +£,). Due to their extreme distance from the typical receiver’s bandpass, these
second-order signals would be filtered out of any narrowband receiver. However, in a
modern wideband radio that possesses a very wide RF preselector (or no preselector at all)
one of these f,, f, frequency combinations may indeed create interference that falls in the
receiver’s IF bandpass. Such IM2 interference can be virtually eliminated if the receiver’s
RF front end can be sub-octave bandpass filtered.

These IM2 frequencies increase in amplitude versus the fundamental by a ratio
of 2:1. Therefore, if we increase the desired signal level by 10 dB, then the IM2
products will increase by 20 dB.

The measurement of the second-order intercept point itself is considered to be the
point where the two original signals and the spuriously generated second-order
products would theoretically meet on the device’s P versus P_ . curves (see “Third-
Order Intermodulation” above).

Harmonic Distortion

Harmonic distortion occurs when an RF fundamental sine wave (f) is distorted due to
nonlinearities within a circuit, generating undesired harmonically related frequencies
(2-f,3-f,and so on). Interference to receivers tuned to many megahertz, or even
gigahertz, away from the transmitter’s output frequency is possible when these
harmonics are broadcast into space (Fig. 3.19). The dominant cause of transmitted
harmonics is overdriving a poorly filtered power amplifier, with an extreme case of
distortion resulting in the sine wave carrier actually changing into a rough square wave.
These nonperfect square waves contain not only the fundamental frequency, but
numerous odd harmonics, as well as a certain amount of even harmonics.
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Ficure 3.19 Harmonics in the frequency domain.
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No active stage can be completely linear, with an inevitable number of harmonics
being produced within all amplifiers. In a transmitter, these harmonics must be
attenuated below the legal or system limits.

3.3.3 Noise

There are two principal classifications of noise: circuit generated and externally generated.
Both limit the possible sensitivity and gain of a receiver, and are unavoidable, but can
be minimized.

Circuit noise creates a randomly changing and wide frequency ranging voltage.
There are two main causes: white noise, created by a component’s electrons randomly
moving around due to thermal energy, and shot noise, caused by electrons randomly
moving across a semiconductor junction and into the collector or drain of a transistor.

External noise, produced by atmospheric upheavals like lightning, as well as space
noise caused by sunspots and solar flares, and cosmic noise created by interfering signals
from the stars, is exacerbated by man-made electromagnetic noise sources such as
dimmer switches, neon lights, car ignitions, and electric motors.

Small-Signal Amplifier Design

3.4.1 Introduction

Small-signal amplifiers, which are always biased in their linear region, are needed to
increase the tiny signal levels found at the input of a receiver into usable levels for the
detector, or into the proper levels required for a transmitter’s final power amplifier.

A microwave receiver’s first RF amplifier will be of the Class A small signal, high
gain type. It must not produce excessive noise, since any noise generated within this
first stage will be highly amplified by later stages, decreasing the signal-to-noise ratio
(SNR).

There are four vital considerations in any discrete RF amplifier design: the choice of
the active device, the input and output impedance matching network, the bias circuit,
and the physical layout. Each of these will be discussed in detail.

3.4.2 Small-Signal Amplifier Design with S-Parameters

Scattering parameters (S-parameters) characterize any RF device’s behavior at different
frequencies and bias points. With the information that S-parameters supply, the designer
can calculate a device’s gain, return loss, stability, reverse isolation, and its input and
output impedances. Indeed, by using a device’s S-parameters we can rapidly design an
RF transistor’s vital matching circuits.

Impedance matching of active devices is essential not only because the typical
transistor will not naturally have a 50-Q resistive Z, and Z , but its reactances will
also vary over frequency. This means that for maximum power transfer into the system’s
impedance, which is normally 50 Q, a matching network must be used to match the
active device, and sometimes over a very wide band of frequencies. Since utilizing
reactive LC components is the dominant matching technique, the match will only be
perfect over a very narrowband of frequencies. There are, nevertheless, techniques for
impedance matching that work quite well over a wider band of frequencies, and these
will be discussed. For an even more in-depth discussion on matching, consult the
influential work, RF Circuit Design, by Christopher Bowick.
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As mentioned above, an unmatched active device will usually not possess 50-€2
resistive port terminations. Further, these ports will also be inductive or capacitive. This
combination of a transistor’s Z and Z . having not only a resistive, but also a reactive,
element is referred to as a complex impedance. Thus, the matching network’s job is not
only to match the active device to the system’s resistive impedance, but also to cancel
the innate reactive elements within the transistor so as to permit a perfect 50 + ;O
match—or 50-Q resistive, with no capacitive or inductive reactances. This is called
conjugate matching, and supplies an ideal impedance match.

However, in order to decrease the gain of a linear-biased transistor at various
frequencies (called gain flattening), or to purposely design an amplifier with less gain, as
well as for optimal noise figure (NF), a perfect match may not be desired for certain
specialized applications.

When designing RF matching networks, we can take an S-parameter two-port file
representation of the transistor, and initially ignore any effects the added DC biasing
network may have on the active device in the final, physical design. This assumption is
valid if only small amounts of RF feedback are produced by high values of R, (Fig. 3.20;
the feedback resistor) in an amplifier’s bias network. In this way the S-parameters will
be quite satisfactory for synthesizing not only the matching networks, but also the
software simulations of the active circuit’s responses. However, if an amplifier utilizes
a low-value resistor for R, in order to employ heavy RF feedback, then the device’s
S-parameter file calculation for the matching networks may no longer be completely
valid for the transistor. In other words, the amplifier circuit’s attributes, as defined by
the device’s S-parameter file, are accurate only when the bias network employs normal,
high resistance values within its bias network.

S-parameter files (or *.S2P; Fig. 3.21) contain only the RF parameters for a few
frequencies (usually not more than 20). So, when reading S-parameters on data sheets,
or in the *.S2P text files themselves, we may find that our frequency of interest falls
between two published values. For accuracy at our desired frequency when designing

Ficure 3.20 Collector feedback bias for a BJT.
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| FILENAME (21bfg425.S2P)

! MODEL OF TRANSISTOR (BFG425 W)

! TRANSISTOR BIAS (V2=2.000 E+000 V, 12=1.000 E-003 A)

#GHz S MA R50

! Sy Sp1 Si2 Sao

IFreq(GHz) Mag Ang Mag Ang Mag Ang Mag Ang
0.040 0.950 -1.927 3.575 177.729 0.003 83.537 0.996 -1.116
0.100 0.954 -5.309 3.518 175.247 0.007 87.057 0.996 -3.082
0.200 0.951-10.517 3.504 170.441 0.014 82.341 0.991 -6.343
0.300 0.947 -15.891 3.496 166.534 0.020 78.681 0.988 -9.405
0.400 0.941-20.987 3.493 161.221 0.027 75.109 0.982-12.576
0.500 0.935-26.297 3.476 156.531 0.033 71.254 0.974 -15.593
0.600 0.928-31.508 3.433 151.954 0.040 67.636 0.965-18.605
0.700 0.919-36.669 3.384 147.515 0.046 63.875 0.954 -21.674
0.800 0.910-41.871 3.350 143.152 0.051 60.357 0.943 —24.600
0.900 0.898 -46.948 3.317 138.801 0.057 56.929 0.930-27.559
1.000 0.886-52.161 3.272 134.309 0.062 53.488 0.916 -30.396
1.100 0.874-57.181 3.223 130.114 0.067 50.181 0.903 —33.098
1.200 0.861-62.218 3.171 125.837 0.071 46.955 0.888 —35.859
1.300 0.849-67.154 3.119 121.786 0.075 43.791 0.873 -38.531
1.400 0.835-72.157 3.072 117.682 0.079 40.631 0.857 —41.151

11.500 0.845 -2.938 0.375-130.163 0.134-104.397 0.607 14.337
12.000 0.848 -9.981 0.326-139.789 0.124-115.184 0.658 4.326

IBFG425W_noise.xls IPhilips part #:BFG425W
! Bias condition: Vcg=2V, Ic=1mA # MHz dB Ratio deg Q

! Freq. Fmin Gmag Gangle Rn
900 0.7 0.67 19.1 0.40 2000 1.3 0.56 57.5 0.36

Ficure 3.21 +.S2P S-parameter file for set bias conditions and set frequencies. Text after “!”
are comments for the user, and are ignored by simulation programs.

the matching network by hand calculation, we can take the mean value between the two
closest frequencies within the file. As an example: S-parameters are given in a certain
#.S2P file for 3 GHz and 4 GHz, but our design requires a center frequency of 3.5 GHz.
To achieve an accurate design, take the mean value of each S-parameter at 3 GHz and
4 GHz. To compute S, at 3.5 GHz:

S,MAG(@3 GHz) + S, MAG(@4 GHz)
2

= 5,,MAG(@3.5 GHz)

and:

S,,0(@3 GHz) + S,,6(@4 GHz)
2

=5, 6(@3.5 GHz)

The analysis of a device’s S-parameters will furnish the designer with a lot of data
on the transistor, such as three different ranges of possible gains. These gains are: MAG,
or the maximum available gain that the transistor can attain when perfectly matched
(MAG is considered a figure of merit only); transducer gain, or the true gain of an
amplifier stage, together with the effects of impedance matching and device gain, but
not including power lost within the passive components; and transducer unilateral gain,
or the measurement, in decibels, of an amplifier’s power gain into an unmatched 50-Q
load (a worst case evaluation).
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Another very meaningful piece of information that S-parameters are easily able to
reveal is whether a particular active device will remain stable when presented with any
impedance at its input and output port, or whether the transistor may begin to oscillate at
some specific impedance combination. These stability calculations, using S-parameters,
are referred to as the Rollet stability factor, or simply K. A transistor with a K of over 1 will
be unconditionally stable at that particular frequency and DC bias point as chosen for the
transistor at any input and output impedance it may be presented with. In other words, it
will never begin to oscillate under (almost) any circumstance. However, if the value of K is
under 1, then there will be some value of input and output impedance that will cause the
amplifier to become potentially unstable. Thus, the amplifier may begin to oscillate. What
value of impedances that will cause this instability will not be disclosed by the formula,
and real-life feedback paths in the amplifier’s final board layout can also cause unexpected
stability problems with this simplistic, but very helpful, initial stability approach.

Linear Amplifier Design
In order to begin the design of any amplifier, we should first discover whether the
active device we have chosen will remain stable at our frequency and bias of interest
over all impedance variations. This stability should be maintained over a very wide
region of frequencies, both low and high, for wide ranging stability.

Using the K stability formula:

K= 1+(|DS|2 _|511|2 _|522|2)
2'|521|'|512|

where
DSJr =515, — 51,5,

Thus, if K > 1, then the active device will be unconditionally stable for all Z,,.and
Z s presented at its ports. This is by far the easiest transistor to design an amplifier
with. But if K < 1, then the device is potentially unstable. If this is so, Z,, and Z;, must
be very cautiously selected; or pick a different active device with a K > 1; or opt for
another transistor bias point that will give a K > 1; or use a neutralizing circuit; or place
a low-value resistor at the amplifier’s input or output (to decrease gain).

The following is an example of how to rapidly calculate whether our chosen

transistor will be stable at 1.5 GHz, witha V,=10 Vand an I.=6 mA.

1. The S-parameters at that particular frequency and bias point are found to be
(by looking at the transistor’s S-parameter text file):
S, =0.195 £167.6°
S,, =0.508 £ —-32°
S, =0.139 £61.2°
S, =25 £62.4°

#Do not use full vector algebra; employ only the S-parameter’s scalar magnitudes (e.g., S, = 0.35).
| S | means to ignore the sign of the magnitude, and always consider it positive.

*Use full vector algebra (Z £ £ 0°) in S-parameter calculations (e.g., S,, = 0.35 £—45°). How to multiply,
subtract, divide, and add vectors is explained below.

11
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2. First calculate D.;
D*=(0.195 £167.6°x 0.508 £ —32°) —(0.139 £61.2°x 2.5 £62.4°)

=0252-614°
3. Then calculate K:

_1+]0.25[ ~10.195" ~0.508]
N 2[2.5-10.139] -

K* 1.1

Since K is greater than 1, we see that we have a stable transistor at 1.5 GHz with the
transistor’s bias conditions as stated in the S-parameter file.

For the next calculation to be valid, K must be greater than 1, or unconditionally stable.
This calculation is for MAG, or maximum available gain. Thus, if Kis over 1 for a transistor,
we can proceed to the MAG calculation to check if the transistor will give us the gain
value we desire. MAG is never attained in practice, so only when the MAG is 20% or more
above our required gain would we want to design with that particular transistor.

To calculate the MAG of the transistor, or the maximum gain that the transistor can
attain when perfectly matched:

1. Calculate B' =1+|S,,[" =[S, [ | Ds[’

2. B, judges if + or — will be adopted in the MAG equation in step 3 below. If B,
returns a negative answer, use the + (positive) sign after K; if B, is positive, utilize
the — (negative) sign after K.

3. MAG' = 1010gl§21l +10log |k VK2 —1])
12

As an example of a MAG calculation:
L. B =1+|0.195" -[0.508[ +0.25" = +0.717

2. Since B, has returned a positive number, the sign after K (1.1) in the equation
below will be negative.

3. Complete for MAG:

MAG" = 10log |0|21§|9| +10log ([11- V1.1 ~1|) = 1256 + (-192) = 10.63 dB

Thus, the amplifier will supply a maximum available gain of 10.63 dB.

After finding the transistor with a K greater than 1 at our desired frequency, and
with a MAG greater than 20% of that required for our application, the actual Z, and
Z;; of the transistor can then be calculated. These calculations will take into account

ouT
the reflected impedances caused by S, which is the transistor’s value of isolation in the

#Do not use full vector algebra; employ only the S-parameter’s scalar magnitudes (e.g., S,,= 0.35). |S_ |
means to ignore the sign of the magnitude, and always consider it positive.
*Use full vector algebra (Z £ *0°) in S-parameter calculations (e.g., S, = 0.35 £-45°).

17
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reverse direction (only if S, had a value of zero would it have no effect on the transistor’s
Z,and Z .. However, this is never the case). So, we will want to perform a simultaneous
conjugate match to prevent the matching of the input port from changing the matching
of the output port, and vice versa.

To begin the calculation of the transistor’s input and output impedances:

1. Determine the value of C,, which is used in one of the following equations, by:
C'=5,-(Ds5,")

where

Dsf:Sn Szz_slzs

21

Norke: S.* equals the complex conjugate of S, . In other words, just change the sign of the
angle, but not the magnitude’s sign, of the S,, value (e.g., S, =+12 £ +18°,505,* =
+12£-18°).

2. Calculate B,, which is also used for a following calculation:

Bx=1+ s |2~ |s |2-ID,|2

3. Then calculate the magnitude of the load reflection coefficient (I',), which is the
value of the impedance that the transistor must see at its output to be perfectly
matched:

Pl Bt |B,[" - 4|C,
| L| - 2|C2|

|2

The sign used for B, * is the opposite as that obtained in the B, calculation of
step 2.

4. The angle is the same as that calculated in step 1 for the C, angle, but simply
reverse this answer’s sign.

Now, to calculate the output impedance (Z ;) of the transistor:

1. Follow the formula below [all signs (+) must be strictly maintained for all
calculated numbers. 1 — I', will subtract 1 from the real term of I, and will
simply change the sign of the imaginary term, while 1 + I', will add 1 to the real
term of I', and ignores the imaginary number completely]:

S o, (1 (r.")
our = “roap| 7 (FL\P)
#Do not use full vector algebra; employ only the S-parameter’s scalar magnitudes (e.g., S, = 0.35).

| S | means to ignore the sign of the magnitude, and always consider it positive.
*Use full vector algebra (Z £ + 0°) in S-parameter calculations (e.g., S,, = 0.35 £—45°).
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NoftE: 7, equals the transistor’s load placed at its output (typically 50 £ written as 50 +j0).
I, ¥ equals the complex conjugate of I',. In other words, just change the sign of the angle,
but not the magnitude’s sign, of the T', value.

To calculate the value of the transistor’s input impedance (Z,,) for the transistor’s
particular output impedance as calculated above:

S,-8, T, |
t_ PpOn i
1. T _I:Sll+1_(1"L.522):|

1+T.*
2. Zy" = Zgourer (ﬁ)
s

NoOTE: Z,,, equals the transistor’s source (the prior stage) placed at its input. Typically
50 Q; written as 50 +j0 for this formula.
I, ¥ or I'; " equals the complex conjugate of I', or I, respectively. If ¥ is outside a bracket,
then the answer to everything within the bracket must be converted into this complex
conjugate.

Now that we have discovered the input and output impedances of our chosen active
device, we can begin to impedance match its ports to obtain a simultaneous conjugate
match for the transistor’s required source and load. So the next step is to design the
matching networks for our circuit.

As an example, the active device, a transistor, has these S-parameters at 1.5 GHz
witha V=10V and an I.=6 mA:

S, =0.195 £167.6°
S,, = 0.508 £ —32°
S, =0.139 £61.2°

S, =2.5 £62.4°

We will want the amplifier to run between two 50-Q terminations. To design an
input and output matching network to maintain maximum amplifier gain:

1. Calculate for K. Confirm unconditional stability (K > 1) by calculation or look-
up table, if supplied. IMPORTANT: All negative real number results must be
used in all calculations as negative real numbers):

"Use full vector algebra (Z £ +0°) in S-parameter calculations (e.g., S, = 0.35 £-45°).
All signs () must be strictly maintained for all calculated numbers. 1 — ', will subtract 1 from the real

term of I, and will simply change the sign of the imaginary term.

19
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«Use full vector algebra (Z £ £ 0°) in S-parameter calculations (e.g., S
*Do not use full vector algebra; employ only the S-parameter’s scalar magnitudes (e.g., S
| S, | means to ignore the sign of the magnitude, and always consider it positive.

Chapter Three

a. D#=S§ 65,-5,5,=025/-614°

1 722 12 721

— 1 +|Ds |2 B |511 |2 _lszz |2

b. K'
2|521| ’ |Slz|
1+(0.25)° — (0.195) — (0.508)?
C. t = =
K 2(2.5)(0.139) +11
. Calculate for MAG:
a. MAG' =10log,, % +10log,, |[K VK — 1|
12

b. Bf=1+|S, [~ |S,} - D =+0.717

ol

25
c. MAG'= 1010g(m)+ 1010g(1.1— (1.1 - 1) =10.63 dB

Since B, = +0.717, then the sign between 1.1 and the square root in step C is
negative.

10.63 dB MAG is alright for our needs, so:

. Calculate I', required for a conjugate match for the transistor. As stated above,

L
the I'; and I', are the values that the transistor must have at its input and its

output for a perfect match:

a. C*=5,-(D,S,") = (0.508 £-32°) - [(0.25 £-61.4°) (0.195£167.6°)]
b. C,*=0.555 £-33.5°

c. B, =1+1S, =S, I* = |Ds* = 1 + (0.508)* — (0.195)* - (0.25)

d. B,=+1.157

e. Therefore, since B, equals “+,” the sign equals

“u

in the I', equation below:

B, +(B,? —4|C,[|  1.157 — J(1.157)% — 4(0.555)
rr B J(B,) |—2| B J(1.157)2 — 4( ):0.748

Lo 2|G,| - 2(0.555)

So the answer for the magnitude of T, is:

I, =0.748

f. Now find the angle of T';:

The angle equals the same value as C, = (0.555 £-33.5°), but opposite in sign.
Therefore, the angle of I', = Z+33.5°.

g. Our complete answer is I', = 0.748 £+33.5°

=035 £-45°).
= 0.35).

11
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TRANSISTOR
SOURCE INPUT
ZSOURCE Zin
790Q
50 Q 1240<R,
PRIOR STAGE TRANSISTOR
(LOAD)

Ficure 3.22 A transistor’s input at RF.

4.

. Now match Z_  to Z

Calculate the source reflection coefficient (T',):

_ 512 SZ] 1—‘L "

(0.139461.20)(2.5462.40)(0.748433.5°)]‘“

b. = o
Tg* [0'1954167'6 T T (0.748/33.5%)(0.508 7 —32°)

=[0.612160.8°]

c I';=0.61£-160.8°

. Calculate the input impedance of the transistor (Fig. 3.22):

: 1+(T") . (1+(-0.576 +j0.2)
Zin* = Zsource 1-(0%) ~ 0+ 0 10576+ j0.2)
B . (0424+70.2) .
where Z .. = transistor’s source (the prior stage) placed at its input (Typically
50 Q; written as 50 + jO for this formula)
. Now match Z_, .. to Z with the matching procedures presented further in
this chapter.

. Calculate the transistor’s output impedance (Fig. 3.23):

1+ (r;f)) 50 .0(1 +(0.624 - j0.413)

Zour* = Ziow (Tr;") T (0624 j0.413)) =70.5-j132

where Z . =impedance of the transistor’s load

LOAD

Loap With the procedures presented later in this

chapter.

. At this time it is possible to calculate the transducer gain (G,; the actual gain of

an amplifier stage, which includes the effects of impedance matching and

#Use full vector algebra (Z £ + 0°) in S-parameter calculations (e.g., S, = 0.35 £-45°).
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TRANSISTOR
OUTPUT LOAD

Zout 2 oaD

TRANSISTOR NEXT STAGE

(SOURCE)

Ficure 3.23 A transistor’s output at RF.

device gain, but does not include power losses in real-world components. G,
will be quite close to the MAG value):

5 (1= (1)) (1= (7. F))

G, =10] lo
! B |(1_ Snrs)(l_ Szer)_ Sn *521 *FL *1"5 *lz

NoTE: All signs (+) must be maintained for all calculated numbers. 1 — T, will subtract 1
from the real term of T'y, and will change the sign of the imaginary term (or 1 - (0.2 +j0.1) =
0.8 —j0.1).
T, ¥ equals the complex conjugate of T'.. If ¥ is outside a bracket, then the answer to
everything within the bracket must be converted into the complex conjugate.

3.4.3 Small-Signal Design and Vector Algebra
When required to utilize full complex numbers (Z £ * 6°) in our amplifier calculations,
we can perform the required mathematical functions by the following methods:

To multiply polar quantities:

First, multiply the magnitudes; then add the phase angles.

To divide polar quantities:

First divide the magnitudes; then subtract the phase angles.

To subtract polar quantities:

First, convert to rectangular notation (R + jX; see To Convert Polar Into Rectangular
Form below); then subtract R, - R, = R, and jX, - jX, = jX_; then convert the
rectangular answer back to polar.

«Use full vector algebra in S-parameters that are so marked. Employ only the S-parameter’s magnitudes
if not so marked.
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To add polar quantities:
Perform as in subtraction; but add the rectangular values (R, = R, + R,; jX =X +jX).

3.4.4 Small-Signal Amplifier Stability

A typical amplifier must be unconditionally stable across all frequencies and input/
output impedances. An amplifier may oscillate at anywhere from low frequencies
(where the port terminations are not matched to 50 Q, and the transistor’s gain is
naturally high, until it is limited by the matching/coupling network) all the way up to
the maximum frequency at which the amplifier still shows greater than unity gain.
Also, when the transistor is not stable and begins to oscillate, it can shift the bias point
of the stage, consuming more current and increasing internal device dissipation, and
possibly causing its destruction.

What does instability in an amplifier look like? Figure 3.24 displays an
oscillating amplifier as would be seen in the frequency domain on a spectrum
analyzer, showing the possible areas of oscillations. Normally only one or two of
these oscillations will “pop up,” but they can easily be distinguished from other
spurs by placing your finger in the area of the (low voltage and low current!)
circuit, and then closely seeing if these spurs begin to shift in frequency. If so, then
you are viewing instabilities in the amplifier, and these must be eliminated by
stabilizing the circuit. (Even though most unstable amplifiers will oscillate at where
the gain is highest, which is at the low frequencies, these low-frequency oscillations
will mix with the in-channel frequencies, causing visible oscillations at and near
our passband of interest.)

Some engineers erroneously believe that an amplifier need only remain stable
when presented with 50 Q, since that is what the input of the following stage will
be—or at least is expected to be. However, unconditional stability across all
frequencies and impedances is critical, since the next or prior stage, which would
normally be a filter or another matched (narrowband) amplifier, will be presenting

DESIRED
TONE -
0 REF /
-10
-20
&
> |30 OSCILLATIONS
T
Q
= |40 5
< specTraL | OSCILLATION C}((
-850 HUMP Va
| . <
-60 l
IRV 11 1 s AR -

FREQUENCY

Ficure 3.24 In the output of an unstable amplifier one or more of these spectra will be seen.
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anything but 50 Q when looking outside of their own passbands. This means that the
amplifier may actually be seeing a VSWR of 18:1, or even higher, at certain out-of-
band frequencies, and thus must be stable across the entire area that it possesses any
appreciable gain.

Conditionally stable transistors may still be used in amplifier designs, but only if
the amplifier stage is never presented with any impedance that would cause it to
become unstable. Nevertheless, selecting a transistor that is unconditionally stable will
give us one less thing to worry about. But since such a transistor may not be all that
common, wemay have to take a conditionally stable device and force it into unconditional
stability. Such a conditionally stable transistor will have some frequencies that have
conditional points of stability and, through inductive emitter degeneration, collector
and base resistive loading, or negative feedback, we can make this conditionally stable
transistor into a fully stable amplifier at all frequencies.

Stability of an amplifier stage is dependent on a transistor’s temperature, bias,
signal level, and H, spread, as well as the active device’s positive internal feedback
mechanism, excessively high gain outside of the desired bandwidth (usually at lower
frequencies), and external positive feedback caused by support components, PCB
layout, or an RF shield’s box modes (see RF Shielding Resonances, Sec. 13.3.2).

Since amplifier instability will be the number-one major headache of any circuit
design engineer, it will benefit us to delve back again into this important issue. As
stated, virtually all active devices are quite stable when presented with a perfect 50-Q
source and load over the entire frequency range that the device exhibits gain. Indeed,
most instability problems occur when the circuit designer does not take into account the
elevated low-frequency gain of a normal amplifier (Fig. 3.25), and the transistor’s possible
instabilities when presented with anything other than a 50-Q termination. This lack of
a 50-Q termination as the frequency is decreased can be due to two main causes: (1) The
amplifier’s matching circuits are good only for a narrow band of frequencies, so they

High Gain
26 x
'\\
22 \*
o \\
T
Z 18 \\
© N\
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14 ™
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\\‘
10 \\
0 1 2 3 4 5 6

Frequency (GHz)

Ficure 3.25 No gain compensation in an (unmatched) common-emitter amplifier.
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will present the desired impedance to the transistor over a relatively restricted range;
(2) The inductor adopted for decoupling of the low impedance power supply becomes
closer to a short circuit as this frequency is decreased. These issues can create instability
at low frequencies, as a low-value lumped or distributed inductor employed for RF
decoupling will only present a true RF choke response over a higher band of limited
frequencies. This means that as the frequency of the stage is decreased, the “open”
circuit of the RF choke will begin to look more like just a piece of straight, low impedance,
wire than a real choke, causing the amplifier to now possess a load that no longer
appears as 50 Q. This can create oscillations in a conditionally stable amplifier. One way
to lessen this instability is to add a high-value low-frequency choke in series with the
low-value (distributed or lumped) RF inductor. Such a high-value choke will be capable
of eliminating these lower frequencies.

Another technique used to ensure that no low-frequency oscillations are
created in an amplifier is to employ a 50-Q resistor at the DC end of the bias circuit
(Fig. 3.26). This allows the amplifier to operate into an excellent 50-Q termination
at frequencies so low that the distributed RFC would have little effect. The
termination resistor works to stabilize a conditionally stable amplifier, and is only
required if there is no other series-voltage-dropping resistor located between the
transistor’s collector and its V.. Looking at Fig. 3.26 again, we see that capacitor
C, also helps to shunt low frequency RF to ground, further decreasing the
disruptive low-frequency RF gain.

Figure 3.27 is another configuration that is capable of maintaining strong decoupling
from the power supply atlower frequencies, as discussed above. The circuitaccomplishes
this by using both a low- and a high-frequency choke to sustain a high impedance into

Vee
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HIGH FREQUENCY
DISTRIBUTED
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Ficure 3.26 Terminating low frequencies into 50 Q to prevent instability.
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Fieure 3.27 Low-frequency decoupling to prevent instability.

the power supply. A de-Q’ing resistor is sometimes required across the amplifier’s base
or collector bias choke in order to lower stage gain, and thus increase the amplifier’s
stability.

An amplifier can also be resistively loaded, either in series or in shunt, at its output
(Fig. 3.28), thus increasing stage stability, but at the cost of some gain. When this method
is used in an LNA circuit, the loading must only be employed at the amplifier’s output
so as not to degrade the noise figure, while a PA must only be loaded at its input to
maintain efficiency, unless absolutely unavoidable. A low-value series resistor of about
2 t0 20 Q is common, while in shunt a 200 to 500-Q resistor can be used. Most transistors
should only need a single stabilization resistor, while others may require two for both
high- and low-frequency stability.

Always carefully utilize a loading resistor that will balance the amplifier’s increased
stability versus the loss in stage gain, and if the instability is only at the lower frequencies,
then we may also bypass a series stabilization resistor with a low-value capacitor, and
thus gain will not be degraded at the higher, desired frequencies.

To completely maintain stability within an amplifier circuit it should always be
considered that the PCB’s circuit elements themselves may add a larger feedback path
for oscillations than even the transistoritself. Since Barkhausen’s criterion for oscillations,
even though not always infallible, is a loop gain of unity or higher and an in-phase
(regenerative) feedback from output to input, then we can see that at certain frequencies,
and with a high enough feedback path somewhere on the PCB board, oscillation can
become a problem if the layout is poor. This also means that the higher the gain of an
amplifier stage, the more likely it is that oscillations will begin to break out. For
predictable stability from a single stage, 25 dB is considered the maximum safe gain.
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Ficure 3.28 Possible locations for a shunt or series stabilization resistor to maintain a sufficient
K and B, . LNAs will demand only output stabilization resistors for an optimal NF, while PAs will
demand only input resistors for maximum efficiency and P, .

Amplifier feedback oscillations (comparable to “public address” speaker-to-
microphone feedback) is an avoidable, and quite common, source of amplifier instability.
It is strongly associated with common PCB layout issues, and can be suppressed by
proper RF decoupling in the V. circuit; by not permitting RF traces from the amplifier’s
output port from getting near and coupling into its input port; and by making sure that
the power supply line of some prior stage is not running under the RF or V_ line of the
current stage.

Further instability problems can be created if we permit a printed circuit board’s
groundplane to become excessively segmented, since amplifier oscillations may then
occur, especially in PAs. This segmentation, or breaking-up of the groundplane (Fig. 3.29),
can arise if any DC or RF board traces are placed on the dedicated groundplane layer of
the PCB. When laying out a two-sided board, where real estate is at a premium, this is
unfortunately relatively common. As with most instabilities, these oscillations may be at
a single frequency or at multiple frequencies, and can be strongly affected in amplitude
by touching almost any part of the top groundplane pour, as well as in amplitude and
frequency by touching the input or output matching networks of the oscillating stage.
With a segmented groundplane, amplifier operation will be unpredictable, and the
amplifier may sometimes oscillate, while sometimes it may not. As with any unstable
oscillator, this apparently intermittent oscillating issue can be caused by changes in
temperature, frequency, RF input power, output impedance, or V..

Even the small RF leakage that takes place in a time division duplex (TDD) system’s
receiver/transmitter RF switch can affect the stability of the transmitter section’s PA,
since the PA will still see some of the reactances within the receiver’s (off) input port.
Selecting a high isolation RF switch can decrease the importance of this issue.
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Ficure 3.29 Bottom of PCB, showing the copper groundplane unsegmented, and heavily
segmented.

When cascading multiple stages, we should always attempt to isolate the grounds
of each amplifier so as to decrease the chances of any positive feedback loops, as well as
strongly decouple each amplifier’s V. line from other stages. This isolation of the
grounds can simply involve each stage having separate vias to the PCB’s groundplane,
while the V. power supply that is providing for multiple amplifiers is an obvious
source of massive feedback if the decoupling is not excellent.

When cascading amplifiers that are not matched to each other, stability can be highly
affected if a transmission line of any significant length is added between these stages. This
is because the trace itself can obviously alter the phase angles of the interstage impedances
due to the varying voltage and current along any trace that is not terminated in 50 Q.
Nonetheless, unless poor layout causes RF feedback to be created, when all stages within
a cascade are unconditionally stable, then the entire cascade should be stable as well.

Since the Rollet stability factor, K, is not valid for amplifiers with more than a single
stage, we would have to employ what is called a Nyquist stability test in the form of an
S-probe analysis. In fact, even using both K and B, is not a 100% guarantee of a stable
circuit for even linear or nonlinear single stages, much less multistage amplifiers—and
especially not for a circuit with a feedback loop. However, a Nyquist stability test can
only be used when an explicit pair of source/load terminations are specified. Due to its
limited utility, this type of stability test will not be outlined here.

Frequency sweeping an amplifier with a vector network analyzer to check for any
excessive gain peaking (especially out of band) is a good way to test for instabilities,
since the frequency point of highest gain has the strongest probability for instability
and oscillations. However, a full mechanical load-pull test is the dominant way to vary
the stage’s VSWR and phase angles to check for unconditional stability at all supply
voltages, device and ambient temperatures, and various load impedances. Indeed, we
can perform a cursory check for stability by employing a simple slide-stub tuner, rather
than invest in a fully automated load-pull setup.
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While load-pulls are used routinely in power amplifier design, they should also be
exploited to test small-signal amplifiers for unconditional instability. Such load-pull
setups are extremely valuable, since a stability test between two ideal wideband 50-Q
terminations will not tell us if the amplifier will become unstable when a reactive circuit,
such as a typical filter or antenna structure, is actually attached to it. This is because an
amplifier, when placed in a real circuit cascade with other reactive circuits, will virtually
never see a perfect 50-Q resistance at all frequencies. The out-of-band impedance of the
next stage, whether it is a filter, antenna, mixer, or amplifier, will be anything but 50 Q,
and will have an inductive or capacitive reactance. This can, and does, lead to unexpected
instability in many realized amplifiers.

Neutralization (degenerative feedback) is sometimes used to stabilize a potentially
unstable amplifier. Nonetheless, the amplifier neutralization procedure will only be
successful if the positive feedback path that created the instability is internal to the
transistor, and cannot be guaranteed if poor layout or the lack of input or output
shielding creates the return feedback path. And due to the variations in input and
output capacitance of a bipolar transistor with changes in frequency and bias currents,
neutralization is also extremely problematic with wideband transistor amplifiers, as
well as the neutralization retuning requirements faced with transistor-to-transistor lot
variations. Nonetheless, using some out-of-phase feedback will help to improve stage
stability, as well as IMD performance.

3.4.5 Small-Signal Design Approximations

Due to time constraints when searching for a small-signal transistor with a specific gain
and stability, we may not want to be as formal with our calculations as we have been up
to now. Ballpark figures will suffice. In fact, there is a much faster S-parameter method
to obtain gain and stability figures called scalar approximations, and are utilized for
amplifiers to obtain approximate design values.

For the all following formulas, only the magnitude of the S-parameters are employed, and
not the phase angles:

1. G, (transducer unilateral gain) measurement, in decibels, of an amplifier’s power
gain into an unmatched 50-Q load, a worst case gain value, can be roughly
calculated by:

Gtu =10- loglo (|521|)2

2. Mismatch losses (ap) at the transistor’s input or output, in decibels, can be
calculated by:

ap,=-10-log, (1 -5
0Py, =-10-log, (1 -S5,?)
With the total mismatch loss for the entire unmatched transistor as:

OProraL = OPin T ®Pour

3. MAG (maximum available gain) is calculated by:

MAG = Gtu + (XPTOTAL
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4. Since designing for MAG is not recommended due to an amplifier being
potentially unstable at this high gain value, we would like to be able to compute
the MSG, or the maximum stable gain:

MSG =10 - log,, (IS, + [S,,])

Thus, if the MAG is smaller than the MSG, then the amplifier will be unconditionally
stable (unless poor circuit layout produces an external feedback path).

Employing scalar approximations is a more rapid technique than the methods
presented in the prior pages, since we are using only the magnitude of the S-parameters,
and not the phase angle. As an example, we are given a transistor with the following
S-parameters:

S, =0.195 £167.6°
S,, =0.508 £ -32°
S, =0.139 £61.2°

S, =2.5 £62.4°

Therefore S, =0.195;  S,,=0508; S, =25  S,=0.139
G,,=10-log,, (12.5))*=7.96 dB
0Py, =10 - log, (1 - 0.195% = 0.168 dB
0P, =10 - log, (1 - 0.5082) = 1.29 dB

out —

oP =0.168 dB + 1.29 dB = 1.46 dB (Which demonstrates that about 1.46 dB will be

TOTAL —
gained by proper impedance matching.)

MAG =7.96 dB + 1.46 =9.42 dB (10.63 dB was calculated for this same transistor with
the full MAG method described earlier.)

MSG =10 - log,, (|2.5 = [0.139]) = 12.55 dB

With the MAG < MSG by over 3 dB, even with our approximation methods, we can
see that this transistor will be very stable.

3.4.6 Small-Signal Matching Network Design
The most common amplifier matching networks are lumped LC type L, T, and PI circuits
(Fig. 3.30).

Once all of the information on the parameters of an active linear device are
assembled, we will need to design the stage’s matching network. This network is
required so the amplifier’s impedances will exactly match the impedances of the circuit
it will be inserted into (Fig. 3.31), so that we can obtain the maximum power transfer
from one stage to another, and with no power reflections, or:

Zourer =R +jXmustequal Z , =R -jX
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Ficure 3.30 Three popular matching networks: (a) L; (b) T; and (c) PI.
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= 50 Q§ R,
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Ficure 3.31 Canceling reactances along with equal resistances maximizes power transfer.

However, there is only one frequency which will be perfectly matched from source
to load, since X . and X, are frequency dependent, or:

X 1
[ ==—L - -
2zf ad C 27 /X,

Nonetheless, we may obtain a decentreturnloss over a very wide band of frequencies
by proper matching techniques with the correct matching network.

When performing interstage matching, it is possible to choose between two
methodologies: Match the output impedance of the first stage to the input impedance
of the second stage. This uses the fewest amount of components. Or, match everything
to 50 Q for standardization, which also permits the testing of each stage of the final
physical design with normal 50-Q test gear.

One of the most critical considerations at these frequencies is that the higher the
frequency, the physically closer we must keep our calculated matching network to the
actual device to be matched. At lower frequencies, this is not nearly as much of a
consideration. In other words, at the lower frequencies we can place our calculated
matching network components almost anywhere on the PCB’s microstrip and still
obtain a very good match, but at RF frequencies this practice will dramatically alter the
proper match. More on this important effect later.
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Fieure 3.32 An unmatched source and load.

Lumped L Matching
The simple, but very popular, L matching network has the disadvantage that the loaded
Q of the circuit cannot be chosen at the start of your calculations, as it can in the more
complex networks shown below. In many applications, a low-loaded Q is desired to
increase the bandwidth of a linear amplifier (as well as for nonlinear power amplifier
design to decrease lossy circulating currents). Still, the value of Q is usually naturally
low in an L network, and thus will suffice for most semi-wideband matching needs.
First, to design a basic resistive- matching-only L network, used for matching two
different value resistances of R and R, (Fig. 3.32), the network topology must be chosen.
For a high-to-low impedance transformation, choose Fig. 3.9; for a low-to-high
impedance transformation, choose Fig. 3.10:

1. Find the natural Q of the circuit by the formula:

R
a. Qs*zQP*z R_Z_l

58
b. QS=QP= ﬁ_l

¢ Q=0Q,=196%
2. Find the reactance of element X, of the L network (Fig. 3.33):

R
a. X,= Q—i
b. X, = %
c X,=296Q
3. Find the reactance of element X, of the L network:
a. X, =0QR
b. X, =1.96x12
c X, =235Q

*Must be a positive number.
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L-NETWORK

Xs e,
LYY °

15

GHz Xp 58 Q< Rp
—-J29.6
SOURCE LOAD

Ficure 3.33 Matching two different source and load resistances with an L network.

4. To convert the calculated X, reactance into an inductor value:

— XS
a. L= o
23.5
b L=2z15GHz
¢ L=25nH
5. To convert the calculated X, reactance into a capacitor value:
1
a. C= m
1
L
b 27(1.5 GHz) 29.6
c. C=3.58pf

The completed matching network is shown in Fig. 3.34.

When we are in a high-to-low impedance matching situation, simply change the R,
designation to R,, and R, to R,, and then use the same calculations as above. (This
switch is needed because the L network’s matching capacitor X, is now in parallel with

the source’s resistance, instead of the load’s resistance.)

L-NETWORK
Rs Xs
Y YY) oS

5 2.5 nH l
1.5 X R
P P
58 Q
GHz 3.58 p (Ry)
SOURCE LOAD
2Q

f
1 —

Ficure 3.34 The final L network component values for a matched source and load.
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Ficure 3.35 Circuit that requires the addition of components to absorb reactances.

When two different, but pure, resistances must be matched, the above technique
is easily and rapidly applied to perform this task. However, if reactances must also
be cancelled within one or both of these circuits—as well as each resistance matched—
then one (or both) of the two following methods may be employed.

Absorption uses the reactances of the impedance matching network itself to absorb
the undesired load and/or source reactances (Fig. 3.35). This is accomplished by
positioning the matching inductor in series with any load or source inductive reactance.
In this way, the load or source’s X, actually becomes a part of the matching inductor. The
same outcome can be attained by positioning a matching capacitor in parallel with any
load or source X, thus combining the two values into one larger value. This allows the
internal stray reactances of both devices to actually contribute to the matching network;
with these internal reactances now being subtracted from the calculated values of the
LC matching components. In other words, the transistor’s own stray reactances are
now becoming an additive part of the matching network. This method is only useful if
the stray internal reactances of the device are less than the calculated reactances required
for a proper match, which is normally the case.

The other technique is resonance, which is utilized to resonate out the stray reactances
of the device or circuit to be matched at our desired frequency, with a reactance that is
equal in value, but opposite in sign; and then continuing on as if the matching problem
were a completely resistive one (R + j0). This will make the internal stray reactances of
the two devices or circuits disappear, thus allowing only the pure resistances to be
easily dealt with.

The first approach, absorption, is demonstrated with the practical example of
Fig. 3.36a:

1. Disregard all source and/or load internal reactances.

2. Place an L network in series with the internal stray X, of the source, and the
capacitance in parallel with the internal stray X of the load (Fig. 3.36b).
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Ficure 3.36 (a) Circuit that requires matching, and (b) the addition of components to absorb
reactances.

3. While still neglecting all of the stray reactances, use the formulas and methods
under the resistive lumped L matching explanation, as outlined above, to
calculate and match R, to R .

4. Subtract the internal stray reactance values from the L network’s calculated
values of L, (2.5 nH) and C, (3.58 pF); which in this case willbe 2.5 - 1nH=1.5
nH=L;and 3.58 -1.5 pF=2.08 pF=C,.

5. The new L network component values are now the actual values required to obtain
the proper 12 - 9.4 conjugate match for the 12 + /9.4 source (or Z, =12 +0).

To design a matching network employing the second method, the resonance
approach, view the example circuit of Fig. 3.37:

1. Resonate out the 1.5 pF of stray capacitance within the load by employing a

shunt inductor with a value of [, = +, or L =7.5 nH (Fig. 3.38). The
|27Tf | Corray
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Ficure 3.37 Example circuit for the resonance impedance matching design approach.
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Ficure 3.38 Canceling the load’s stray reactance.

internal stray capacitance can now be considered as no longer existing within

the load.

single inductor by (Fig. 3.40):

1.5
GHz

. Since the source is purely resistive (Z;= R + j0), and the load is now as well
(Z,= R, + j0), we can utilize the formulas under the basic resistive lumped
matching techniques outlined above to design an L network to match the
source to the load.

. Simplify by combining both of the inductors we now have (Fig. 3.39) with a

L- NETWORK
Rs 4.52 pf
] ° °
I
L 1.5 pf
3.15 nH 7.5nH
SOURCE LOAD

COMBINE

Ficure 3.39 Adding the two inductors.
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12 + J0O

Ficure 3.40 Combining the two inductors into one for an L network.

LL
Lgw = ﬁ, or 222 nH = L,

The 50-Q source is now perfectly matched to the complex load.

Pl and T Network Matching

Three-element impedance-matching (Pl or T) networks are popular in many narrowband
applications. The narrowband popularity is due to the higher loaded Q over what the L
network possesses, yet PI and T network’s also permit almost any Q to be selected.
Nonetheless, T and PI circuits can never be lower in Q than an L network. The Q desired
for a particular application may be calculated with the following formula, assuming the
utilization of high-Q inductors:

Q zfc/(fz_fl)

where Q =loaded quality factor of the circuit
f.= center frequency of the circuit
f,=upper frequency that we will need to pass with little loss
f, =lower frequency that we will need to pass with little loss

Employ the guidelines below to design a PI network capable of matching two different
pure resistances (Fig. 3.41). With the following design methodology, consider the PI network
as two L networks attached back to back; with a virtual resistor (“R”) in the center, which
is used only as an aid in designing these networks and will not be in the final design.

1. Find “R,” the virtual resistance, as shown in Fig. 3.42. In this example, the
loaded Q of the PI network is chosen to be 10:

wpn_ Ry 58

RS I TS R

R, is equal to whichever source or load resistance is larger: R, or R..
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Ficure 3.41 A Pl matching network between a source and its load.
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) e |
Ficure 3.42 Using a “virtual resistor” to design a Pl network.

2. Find X, and X, by:
RL 58 " " 3
X,, = 010" 58Q and X, =Q-"R"=5.7Q for the load side values.

3. Find the value of X,, and X

Ry
Q

X5, =Q,-"R"=4.48-0.57 = 2.55Q

R, 12
Q=yr =13

f12
448 = W_l =2.68Q

X, + X,,) (Fig. 3.43).

5. One of four different PI matching configurations can be chosen, depending on
whether we must get rid of stray reactances, pass or block DC, or filter excess
harmonics (Fig. 3.44).

Xp =

4. Combine X and X, (

6. Convert the reactances calculated to L and C values by:

Xy and C

. 1
T 2m T 2mfX,

To match two stages with a PI network, while canceling reactances and matching
resistances (Fig. 3.45), observe the following procedures. Convert the load/source to/
from parallel or series equivalences as required to make it easier to absorb any reactances.
(These conversion equations are found later in this chapter).
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Ficure 3.43 Reactance values as calculated for Pl network.
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Ficure 3.44 Different legitimate Pl networks before and after combining components.
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SOURCE
Rs LOAD

YY) l
CstRav2 SQ R,

Ficure 3.45 A Pl network used in a resistive and reactive source and load.

s

50 Q

cSTF{AY1

|
I

1. Select a proper network topology that will absorb both stage’s reactances. In this
case, we would choose a PI network with two parallel capacitors (see above on
Absorption under “Lumped L Matching”).

2. Choose a desired loaded Q and frequency of operation.

3. Find “R,” the virtual resistance:

"n "no__ RH
R Qr+1

NortEe: R, is equal to whichever source or load resistance is larger: R, or R..

4. Find X ,and X , by:

X, = % and X,=Q-"R" for the load side values.

5. Find X, and X, by:

R; R, A npw
XCle_1 Q= W‘l and X=Q""R
6. Asshown in Fig. 3.46,add X , and X , to form X, NEWY combine X STRAYY) and X ;
then combine X STRAY) ar.ld X, (qu and X, must .be smaller than Xq ©TrRAY1) AN
X smavy Tespectively, since adding two capacitor’s reactances in parallel
involves:
X c X XC(STRAY) =X
XC + XC(STRAY) <
Thus, if X qpay, < Xcr then X ;) Will not be able to reach the proper X
value. Also, increase X, until:
Xc1 'XC(STRAYl) -X - X or Xc1 'XC(STRAYl) -X
XCl + XC(STRAYl) CTOTAD c XCl - XC(STRAYl) CONEW)
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Ficure 3.46 Pl network before combining calculated components.

This is so X, and X, in parallel, will still equal the computed value of X,

C(STRAY1)/
(XC(TOTAL))
7. Convert the reactances calculated to L and C values by:
X 1
L = — [
i f and C X

The completed network is as shown in Fig. 3.47.

T networks are required when two low impedances need to be matched with a high
loaded Q, and must be of a higher Q than that available with the L network type.

Follow this procedure to match two unequal and pure resistances, as shown in the
example of Fig. 3.48.

1. Decide on the loaded Q (in this case 15), and the frequency (in this case

1.5 GHz).
2. Find the “R” value by “R” = Roarn) (Q*+1); “R” =12(15*+ 1); “R” = 2712 Q.
RS(M ALL) is the smaller value of the two resistances, whether it is R, or R,.
SOURCE
Rq XLNEW LOAD
! AR -
50 Q
CsTRAY1 XCnewr XCNEWZ CstRav2
C =X pf C=Xpf
I I
XCTUTAL XCTOTAL

Ficure 3.47 Pl matching network after combining components.
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Rs
Xs1 * * Xs2
120 180 Q T § I 392 Q
15 i 58 Q
GHz Xp1 < 'R Xp2 (I;L )
2712 Q P
181 Q ~".' 401 Q

.....

Ficure 3.49 Values for a completed T network.

3. Find X, =Q-R;=15-12=180 Q
4. Find X, = “R"/Q=2712/15=181Q

5. Find
R" 2712
= —1=,5-1=676
2 \/ R, 58
6. Find
"R" 2712
XP2 = Q2 =m=401§2
7. Find

X, =0Q, R, =6.76-58 =392 Q

8. X,, and X, are combined by:

X, X, _ 181x401

Xrow =X, ¥X,, ~ 181+ 401

=125Q

9. The circuitis shown completed in Fig. 3.49. Other possible circuit configurations
can be used as required (Fig. 3.50). Figure 3.50a, b, and c are combined as in step
8 above, but the signs must be maintained for b and ¢ due to the opposite
reactance employed (“+” for inductors and “—” for capacitors).

Wideband Matching
Sometimes it may be necessary to design a low-loaded Q, and thus a very wideband,
matching network. This can be done as follows, using Fig. 3.51a for a pure resistive load
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180 Q 3920 180 Q 3920
| ]
SOURCE © 1 1 0 LOAD sourcEo——| F——o Loap
181 Q 401Q 1250
e e a- _:_
180 Q 3920

SOURCE F——oLoap
181 Q 401 Q

SOURCE 0—"Y Y Y\

||

180 Q 3920 180 Q 392 Q
Il .

SOURCE 0 I Y Y Y0 0AD SOURCE o—{ LOAD
181 Q 401 Q _ 3300

T
|

C.

Ficure 3.50 The T network and its various legal configurations before and after combination.

A 18.96 Q 3.28 0
s
T Xs1 e T Xs2
50 Q E 150Q
1.5 GHz 5 R
X g X, L
P1 SR P2 (R
2290 “ 3.97Q
a.
Rs 3.3Q 190
Xs1 * Xs2 ?
150 [ i [ 50 O
1.5 GHz XP1 f.:: . XF’2 RL
<R (Rp)
395 Q e 227 Q P
b.

Fieure 3.51 Two different configurations for a wideband matching network: (a) high to low;

(b) low to high.



144 Chapter Three

that is smaller than the pure resistive source; or by employing Fig. 3.51b for a pure
resistive load that is larger than the pure resistive source. X, and X, can be considered
as a separate L network from X, and X,,, so each L may be oriented any way that is
convenient. For instance, X, may be an inductor, so X,, must then be a capacitor;
however, X, may be the capacitor, with X, being the inductor.

1. Solve for “R”:
"R"= R R, =87 Q

"R "
= |5—-1=22
L Rayiarier

3. Complete for Fig. 3.51a above:

2. Solve for loaded Q:

X,, = Q% Q, = /I%_ 1=397Q (Q,=219)and X, =Q, xR, =3.28Q
R R
Xy = Q—j Q = \mgn-1=229Q (Q=218)and X, =Q,x"R"=1896Q

4. Or complete for Fig. 3.51b above:

X,, =%=22.7Q and X,=Qx"R"=19Q
R
X =-5=395Q and X, =QxR,=33Q

It is possible to match for increasingly wider bandwidths by adding sections as
shown in Fig. 3.52:

1. Maximum bandwidth is always achieved if the ratios of each of the two ensuing
resistances are equal, or:

R R R R
RSMALLER R 1 R 2 Rn
Rs
Xs1 1 . Xs2 ! : Xs3
X B X g AL
P1 | 'Ry P2 | "Rp (Rp)

Ficure 3.52 Matching for very wide bandwidths.



Amplifier Design

2. Design as in Fig. 3.51b above for this circuit if R, > R; or adopt Fig. 3.51a design
procedure and circuit elements if R, < R..

Impedance Matching with Distributed Circuits

In certain high-frequency microwave applications, using distributed matching
elements may be a lower cost and higher performance alternative to using lumped
parts.

One limitation when using distributed matching elements is the inability to easily
create series capacitors. Even though it is possible to design low-value distributed series
capacitors into a microwave circuit, it is ordinarily too difficult and inaccurate a
procedure to be truly practical. This means that, wherever possible, we should employ
shunt distributed capacitors when matching impedances in our microwave designs.
But what is the alternative if, for instance, we find that the series input impedance of a
device is inductive, and we would like to tune it out? This would generally require a
conjugate series capacitance to cancel the transistor’s series input inductance. However,
since we would like to get away from using a lumped series capacitor, we can convert
the series input impedance (Fig. 3.53) of the device into an equivalent parallel input
impedance (Fig. 3.54), which will now permit us to exploit a shunt distributed element to
resonate out the input reactance of the device. The formulas to accomplish this
conversion are:

X2 R, R
R,=Rg+~ and X, = S
S

where R, = equivalent parallel resistance, Q
R, = series resistance, Q

X, = series reactance, €2

X, = equivalent parallel reactance, Q

Indeed, we could design the distributed matching circuit as we would the lumped
type, and simply substitute the equivalent distributed components as explained under
Microstrip as Equivalent Components, Sec. 1.3.1. owever, we may find that the calculated
L and C values may be beyond the recommended maximum 30° per wavelength length

Ls
Xg=+9.4Q Rs
1nH 3.6 Q

o— Y AAA—o

1.5 GHz

1

Ficure 3.53 Series input Ficure 3.54 Parallel input
impedance. impedance.
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W

"R," 50 Q 316 Q

Ry
LOAD
20 Q

Ficure 3.55 Using a distributed transformer to match a 50-Q resistive source to an unequal
resistive load.

limit imposed on accurate equivalent distributed components, thus being either
unrealizable, or inferior to a lumped part. In that case, it may be far easier to utilize
microwave quarter-wave line matching.

For small (and large) signal devices, quarter-wave line transformer (Fig. 3.55)
matching can be accomplished as follows:

1.

2.

Calculate the input/output impedances of the device to be matched (a series
impedance, or R % jX); or obtain these values from the data sheet.

Convert series R jX to parallel as required. Whether we elect to utilize parallel
or series will depend on whether it would be easier, with microstrip, to resonate
out the reactance in series, or in a parallel equivalence. (If a distributed part
must be used for this purpose, a shunt capacitor is always desired).

. Calculate the required microstrip width and length, at the frequency of

interest, to simulate a lumped value that will cancel out the reactive component
of the device being matched, making the input or output R + j0. Lumped
microwave capacitors and inductors can also be utilized if the microstrip part
is unrealizable due to being inordinately over 30° in length.

. Then, match the now real (resistive) part of the transistor’s input or output by

employing the microstrip transformer. The microstrip transformer section is
placed between the two mismatched impedances (in this case, 50 Q for the system’s
transmission line impedance, and the 20 Q for the transistor’s input resistance).
The transformer segment will be A/4 - V, long (V,, = propagation velocity; see
Microstrip as Transmission Line, Sec.1.3.2), and as wide as a microstrip transmission
line would be with an impedance of Z = /R,R, which, in this case, is 31.6 Q).

Reflection Coefficients
The magnitude of the reflection coefficient (signified by p or I") of a circuit or transmission
line is simply the ratio between the reflected wave and the forward wave of a signal, or:

B _ VSWR-1
Py, @d  PEYSWRT1
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The reflection coefficient will always be some value between 0 and 1, since the
reflected wave’s amplitude will never be higher in amplitude than the height of the
forward wave. Most values of p, however, will contain both magnitude and phase,
instead of simply magnitude as above. These reflection coefficients are an indicator of
the quality of the match between one impedance and another, or V.. /V,,., with a
perfect match equaling zero, and the worst match equaling 1. They can be expressed in
rectangular (I' = R +jX) or polar (I'= P£ £ 0) forms.

Nevertheless, calculating just the magnitude ratio will allow the computation of the
return loss and mismatch for any circuit.

Return loss: RL(in dB) = 10log,,(p?)
Mismatch loss: ML(in dB) = 10log,,(1 - p?)

Conversions

There may be occasions when we must convert from the old Y-parameters (another way
to characterize a transistor) into the newer S-parameters for our matching needs; this is
rarely required today.

(1+5,)A-5,)+5,5, Xi
(1+511)(1+Szz) (5,5,)

[ —2X(Sy,) :|><l
(1+5,))1+S5,)-(5,5,)| 50

—2x(5,,) 1
~|@+5,)1+5,)-(S, Sﬂ)

v =[ (1+5,)(1=5,) + 5,5, ]xi
2 (1+5,)(A+5,)=(5,5,) ] 50

However, there will be many instances when we must convert from rectangular
(Z = R % jX) to polar (Z = R £6) notation, or vice versa, when designing matching
networks. The manual technique outlined below, which is good only for positive real
numbers, is but one method. A simple scientific calculator performs the job much faster
and more accurately.

1. To convert rectangular into polar form (R £ jX to Z £0):

a. Z=+R*+X?

b. 6=tan % (tan™ = arc-tangent)

«Use full vector algebra (Z £ £ 0°) in calculations (e.g., S,, = 0.35 £-45°).

KA
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2. To convert polar into rectangular form (Z £0to R + jX):
a. R=2Z (cosb)
b. X=Z (sin6)
There will also be many times when we must convert a series resistance and reactance
into a parallel resistance and reactance in order to make a certain impedance matching

problem easier to solve. Below is another technique for doing this.
To convert from series to parallel, using the examples of Figs. 3.53 and 3.54 (f. = 1.5 GHz):

1. Find the Q of the series circuit:

Q:% or Q=262
S

2. If Q <10, use R,= (Q*+1) - R,;=28Q
3. IfQ>10, use R,=(Q?) - R,
4. X,=R,/Q,=108Q (Q=0Q,=Q,)
5. C,=U2nfX,)
6. L,=2afX,
To convert from parallel to series, also using Figs. 3.53 and 3.54:
1. Find Q =R, + X,
2. Ry=R,+(Q*+1) [if Q <10]
3. R,=R,+Q?[if Q >10]

— XPRP
4, Xs = RP (W)

5. C=1+27X,
6. L= 2nfX,

Selective Mismatching
Designing an amplifier for a specific gain can be accomplished by selective mismatching
at either its input or output port. This is an important technique, since we may not always
require all of the gain that can be supplied by a particular transistor. A stage can thus be
designed for an explicit gain by not matching the load to the source by some amount.
This technique can be quite useful, but it is wise to attempt it only when we are using an
unconditionally stable transistor circuit. Even so, fixed PI or T pad attenuators can be
adopted safely for this purpose within the amplifier design, if NF is not a large concern.
To carry out selective output mismatching of a transistor to lower its gain by
mismatch losses is demonstrated below (Fig. 3.56):

1. Choose the desired gain (G zsp)
2. Calculate M, =G,,,, (dB) - G

for the amplifier.
(dB)

MAX DESIRED

where M, = mismatch loss, dB
Gyyax = gain from the transistor’s data sheet, or use MAG, dB
G = gain desired from the amplifier, dB

DESIRED
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z || z Zn | TRAN- | Zout | zmis- | | 2z
SOURCE[ |MATCH SISTOR MATCH| | LOAD

Ficure 3.56 Selective output mismatching of an active device to lower stage gain.

3. Calculate “RATIO,” which is the ratio between the transistor’s real output

impedance, RQ(OUT), and the matching network’sinput, R (MATCH) (tobe calculated
in the next step):
1+y1- (l 0%)
RATIO =
M,
1-y1- (10 10 )
4. Find the R \/\1cyy) (RV) Of the matching network:
Rv =R, /RATIO
where R, our) = real part of the transistor’s Z
Rv or Ry jarcp = virtual resistance at the matching network’s input (Rv is
used in calculations only, and is not a real circuit
element)
RATIO =ratio between the transistor’s real output impedance,
RQ(OUT), and the matching network’s input, RIN(M ATCH)

5. Cancel the reactance of the transistor’s output by placing a reactance of the
opposite value in series (Fig. 3.57; X, ). Now design the transistor’s T matching
network of Fig. 3.58 (L, L,, C)) to cancel all reactances in the load, but
designed as if the transistor’s true output impedance was now the new value
of Rv.

6. Remove Rv from the design (it is only used for the initial calculations). Combine
all series reactances.

THIS PART IGNORED NOW <¢——T——» THIS PART USED IN CALCULATIONS
|

TRANSISTOR OUTPUT |Ry USED AS NEW Zy;r OF
TRANSISTOR FOR
Xc X, ! MATCHING ,
l__fY'W\ .
CANCELS X, ; MISMATCH LOAD
WHEN X,= X |
Zout ;
! Ry
|
|

1

Ficure 3.57 Using a virtual resistor (R ) as the active device’s temporary output resistance.
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19.2 nH 15.2 nH
181Q 143 Q
| |
-
! e OAD
TRANSISTOR )C()UTPUT jany 516 nH 125 nH 27 nH
sea)C || #1320 . 4860 1180 +25 -25
X, i Ly Lo XL X,
R | 366 CANCELS X, c A,
70.5Q R, Ci=Fogpr  WHEN X =X; 560
Zour ! 7.420
TRUE Zoy7 NOT :
— USED IN DESIGN -+
CALCULATIONS e e -
f.= 1.5 GHz =
Q=10 Ry, USED AS Zoyr
FOR DESIGN
PHASE ONLY

Ficure 3.58 Combining the calculated values for a T matching network for selective
mismatching.

7. An impedance mismatch is now formed, creating a drop in amplifier gain. This
is due to mismatch losses caused by designing the transistor's output T matching
network, as if the transistor had an output impedance of Rv instead of its true
value. The completed mismatched output impedance amplifier is as shown in
Fig. 3.59.

8. When using an active device that has high reverse isolation, design the
input matching network for the transistor normally. (Use active devices
that have a low S,, gain, and decrease the transistor’s stage gain to a
maximum of 25%. Some tuning will be involved due to the fact that no
transistor has S, = 0).

As an illustration, follow Figs. 3.56 to 3.59. Design a transistor amplifier with a gain
of 6 dB at 1.5 GHz with the following device S-parameters:

Ve =10V;1.=6 mA; S, = 0.195£167.6% S,, = 0.508£-32°; S,, = 0.139£61.2% S, =
2.5£62.4°; MAG =10.63 dB; MSG =12.55 dB

TRANSISTOR OUTPUT NOW MISMATCHED LOAD
TO DROP ABOUT 5 dB OF GAIN AS
250
_1329” 1810 1430
19.2 nH 15.2 nH |
Xc
705 Q 36.6 Q i
50 Q
Zour | RyNOW REMOVED| 29 Pf
FROM COMPUTED
| CIRCUIT

Ficure 3.59 The completed mismatched amplifier with our desired gain.
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1. Choose G ¢ s = 6 dB (or whatever value you would like the gain to be).
2. Calculate M, = G,,, [dB] — G g per [dB] = 10.63 - 6 = 4.63 dB
3. Calculate
1+41 (104153)
RATIO = — V= =95
—4.63
1-y1-107)

4. Calculate the virtual resistance (Rv) required at the input to the impedance
matching network:

Rv=R,, /RATIO=70.5/9.5=7.42 Q

ouUT)

where R, = real part (resistance) of the transistor’s output

OUT)

5. Design matching network to cancel all reactances at the transistor’s output
and the load’s input, while employing Rv as the new Z . of the transistor for
the impedance matching network. Remove Rv, and combine all series
reactances.

6. Design input matching network for a conjugate match to the transistor’s input.
To minimize the transistor’s output reflected impedance from modifying its
input impedance, and thus the calculated input matching circuit values, this
last step is completely valid only if S, , is low.

LNA Matching Design

The LNA is the most vital stage of a typical microwave receiver. To safeguard a system’s
SNR the LNA must not contribute excessive noise, it must have high gain to minimize
the noise contributions of all other succeeding stages, and it must have a high IP3 to
minimize distortions (and thus minimize the received channel interference and improve
the system’s dynamic range).

Since modern system requirements demand that an LNA meet multiple, complex,
and very challenging and interdependent specifications of low NF, high gain, good
return loss, low current draw, high IP3, total stability, low voltage supply, small physical
size, low cost, and low parts count, LNA design must be performed with care. Following
all of the design information presented below will permit such an advanced LNA to be
created.

Locate a transistor with a low NF at the desired frequency. The minimum NF for an
LNA can be obtained from any transistor by carefully choosing its source load and bias
point. The optimum source load and bias point can be found by looking at the transistor’s
source resistance (R,) versus collector current (1) and I versus NF charts. Both charts may
be available, at a limited number of frequencies, on the active device’s data sheet. The
optimal combination of R, versus I for certain frequencies can also be found on a small
Smith chart that may be printed on the transistor’s sheet. The important LNA
specification of I'y_, the optimum source reflection coefficient for the lowest possible
NF, can also be found on low noise transistor’s data sheets.

Now, design a bias network to give the selected I, and match for the optimal source
impedance of Rs at the transistor’s input (instead of at the conjugate source impedance
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value). In other words, if we match the low-noise active device to I'y by forcing the
LNA to “see,” for instance, the antenna’s 50-Q output impedance as this particular
desired I'y  value, we can make the LNA transistor supply its lowest possible NF (but
at an increased VSWR over the perfect conjugate source match). We then terminate the

transistor’s output by:

) S, S, | I ¥
FL*:|:SZZ+—11 Sl Pt)

_( 117 S(opt)

where I, =load reflection coefficient
T opy = Optimum source reflection coefficient for the lowest NF (as found on the
transistor’s data sheet)
Y = take the complex conjugate of the result
However, T’y willnormally be close to the complex conjugate of the device’s input
impedance and will, at times, be so close to S, * as to be almost identical. This would be
the optimal situation, since both NF and VSWR will then be optimized, and will be
more common in GaAs FETs that are operated above 2 GHz (GaAs FETs can be employed
in the microwave regions above 3 GHz if BJTs cannot furnish the necessary gain and
noise performance).
When the S ¥, the perfect input impedance match for maximum power transfer,

1’/
and I' the perfect NF input match, diverge excessively from each other, system

perfo;ggnce may suffer with an increased mismatch loss. (An LNA’s input
impedance should be as close as possible to 50 Q so as to properly integrate with
any input filter, without degrading the filter’s performance characteristics, such as
ripple.) A method we can use to compromise between a good VSWR and our
desired NF is to employ a small amount of emitter or source lead inductance. If
used under 2.5 GHz, where it is most needed in both B]Ts and FETs, S, * and Fopt
will draw closer together, thus maintaining NF and improving VSWR, as well as
enhancing the third-order intercept and gain compression points, while slightly
decreasing gain and with a minimal impact on stage stability. The increased
inductance need only be added in the form of slightly longer emitter or source
leads that are used between the transistor’s package pins and the PCB’s groundplane
(Fig. 3.60). The length of these emitter leads must be found empirically, or
approximated with RF software packages that are using transistor models with the
appropriate noise data.

Stability under 2.5 GHz will not be dramatically affected by this slight increase
in source inductance, but at higher frequencies this may not be the case, and
instability of the LNA may result. Indeed, excessively high source inductance will
create amplifier instability at both high and low frequencies, so the best inductance
value should be chosen carefully. A compromise between stability, NF, S, , and gain
must be reached with both BJT and FET wideband low-noise amplifiers, since
inductance at the emitter or source will, as stated, lower gain and increase stability
at low frequencies, but can actually increase gain and decrease stability at high
frequencies.

«Use full vector algebra (Z £ £ 0°) in S-parameter calculations (e.g., S,, = 0.35 £—45°).
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Cut traces to lengthen
emitter leads

o
o
o

]

clelelels)

CACACACACAC

Ficure 3.60 Adjustable trace lengths for an LNA’s emitter leads.

If LNA stability is still a concern, adding a very low-value series resistor of 2 to
15 Q between the transistor’s collector and its output matching network will decrease
stage gain, forcing LNA stability over a very wide band of frequencies. In fact, safety
from oscillation in high gain amplifiers from VHF upward will normally demand some
small value of LNA resistive collector loading, with higher values of the series resistor
being more stable, but with smaller amplifier gain.

Thus, to recap a major LNA concept: Increasing LNA emitter lead length
excessively, therefore adding too much emitter inductance, may severely degrade
higher frequency LNA stability; there is, nonetheless, an ideal emitter lead length
that will be a perfect compromise between the stability of the high frequencies, the
in-band frequencies, and the lower frequencies. And if any of the lower frequencies
are still shown to be unstable, we can try increasing the series collector stabilizing
resistor, even though both gain and P1dB will be compromised whenever we improve
stability resistively in this way. However, unconditional and wideband stability is by
far the most important, and the most difficult to achieve, parameter in all of RF
amplifier design.

As an example of BJT LNA design (also see Sec. 3.4.7), we find that the ideal bias
point for the lowest NF for a certain low noise transistor is found to be V_, =10 V and
I. = 6 mA on the device’s data sheet. Also found on the data sheet, we see that the
optimal I’y for low-noise operation is I'y _,, and equals 0.65 £138° for this particular
transistor for the frequency and bias of interest (I'y may be referred toasI' and T’ ).
Along with I'y . we will find the G, (the associated gain at the minimum NF, in dB
expected of the transistor at our desired operating frequency. The S-parameters of the
transistor at the above bias conditions are also found to be S, = 0.35£160°; S,, = 0.37
£-36°5,=0.05£61° S, =3.4 £62°. Therefore, design a stable LNA that can be placed
within a 50-Q receiver system at 500 MHz, and calculate the required impedance
matching networks and gain.

1. Confirm that the transistor is unconditionally stable (K > 1). If not, stabilize
with a small-value series resistor at its output port.
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2. The Fs(opt) for optimal NF, as stated on the data sheet, is 0.65£138°, which equals

—0.48 +j0.43.
3. Find the input matching network’s optimum NF match from the source to the
transistor’s input using this T, of step 2 (i.e., make the transistor’s input

“think” it is seeing I'; _ as its source impedance).
(opt)

4. Find
$,8, T, .
FL* _ Szz + 12 921 1 S(opt)
1- Sll rS(opt)
where T, =load reflection coefficient
[y opy = value as shown in step 2 above

Y = take the complex conjugate of the resultant

5. Match the transistor’s output conjugately to the next stage, as presented earlier
in this chapter.

NotEe: An LNA can also be noise matched at its input port, and gain or 1P3 matched at its
output port. During simulation we can then tweak the stability, S_,, noise, and gain for
the best compromise.

17’

When designing LNAs, we can also increase the collector current draw of the
transistor to improve its vital IP3 (and gain) performance. This will obviously raise
the stage’s NF, as well as its current draw. Higher levels of collector-emitter voltage
will also supply higher linearity, since there will now be more voltage swing
obtainable at the LNA’s output. This ability to improve the LNA’s linearity is limited
not only by the available supply voltage as set by the bias network, but also by the
RF transistor’s collector-emitter’s limited breakdown voltage (BV(BR)CEO). In fact, the
BV grycro €an be surprisingly low in some RF microwave transistors, and nearing or
exceeding this point will start to increase the stage’s NF, and may damage or destroy
the transistor itself.

We can further improve the LNA’s IP3 by up to 12 dB by attenuating the lower, or
video, frequencies, which are the frequencies between DC and 40 MHz. This IP3
enhancement approach is sometimes referred to as the envelope termination technique.
This will not improve a stage’s P1dB, so the typical 10 dB difference between the IP3
and the P1dB specifications will no longer apply.

The video frequencies, if not removed, modulate the LNA’s base and collector bias
voltages, degrading the stage’s IP3/linearity. The mixing products of the two injected
test frequencies f1 and fz, which are used to perform the two-tone IP3 test, will be well
within this video frequency range as f, - f,, with the degradation of the stage’s IP3/
linearity caused by the fact that any decrease in the collector voltage of an amplifier
forces it to saturate earlier, and since the bias Q-point of the stage will be shifted by a

«Use full vector algebra (Z £ £ 0°) in S-parameter calculations (e.g., S,, = 0.35 £—45°).
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Ficure 3.61 A complete LNA amplifier optimized for high IP3.

change in the base voltage, linearity is strongly affected by these low-frequency products
of f, and f,. Shunting f, — f, to ground by simply using high-value bypass capacitors (C,
and C, of Fig. 3.61) will therefore significantly lessen any variations of the LNA’s
sensitive base and collector voltages.

Video frequency base bypassing has a large effect on improving IP3; collector
bypassing a much smaller one. The shunting of the video frequencies becomes less
successful with any amplifier that has a high collector current bias, which is why this
technique is typically used only with low current amplifiers, such as LNAs. Also, there
is a major caveat to this particular IP3 improving technique: When turning the Vcc to
the stage On/Off, we must always take into account the much longer time constant
added to the switching time by these high-value capacitors, which obviously take time
to charge up before the LNA will be able to operate properly.

There are further LNA design considerations that should be brought into play to
optimize stage performance. As opposed to low-frequency amplifiers, an emitter bias
resistor and its bypass capacitor are not used at these frequencies. This is because of the
instability that can be created by the capacitor itself, and the increase in NF and the
decrease in gain created by the emitter resistor if it is not fully and effectively bypassed
across the entire passband. The capacitor and resistor also contain a certain amount of
unavoidable series inductance (> 0.3 nH for SMD types), which may cause instability as
well. For all of these reasons, there must be as little series emitter impedance as possible,

135



156

Chapter Three

which demands that a direct and short emitter-to-ground connection take place between
the transistor and the PCB.

So that we may insert a 50-Q bandpass filter at the LNA’s input port without
degrading the BPF’s ripple characteristics in receiver applications, it is important that
an LNA'’s input impedance should be as close as possible to 50 Q, as stated above.
Therefore, we should design the LNA to possess an input return loss of approximately
10 dB, or better, even when matched for the amplifier’s (almost) optimal NF. Normally,
the amplifier’s S,, will be significantly better than this, so adding an output BPF directly
after an LNA will not be challenging.

If the LNA’s collector-to-base DC bias resistor value of R, is too low, the negative
feedback contributed by this resistor can sometimes degrade the stage’s entire NF,
as well as stability. Thus, if the amplifier’s bias circuit design demands a low value
of R, then an RFC should be placed in series with the resistor to eliminate this
problem.

When selecting a particular transistor to be used in an LNA design, we must keep
in mind that the final implemented LNA will never supply quite the quoted NF or
gain as promised in the device’s data sheet. This is because of the unavoidable
matching circuit and trace losses, the (usually) slight noise or gain mismatches, the
use of consumer-grade PCB substrates, the bias current that is not exactly optimized
for NF or gain, the use of stabilization loading resistors (either series or shunt), and
the active and passive part-to-part tolerance variations of all circuit components.
These real-life impediments will all negatively affect the quoted transistor’s data
sheet specifications.

When an LNA is biased for a minimum NF at 25°C, a temperature-induced increase
in collector current of 50% may increase the stage’s NF by 1 dB. For instance, let’s say
we have just designed a 900-MHz LNA with a 25°C NF, when biased at 10 mA, of 3 dB.
If this collector current increases to 15 mA due to an ambient temperature rise, the LNA
noise figure may then increase to 4 dB. If during this particular temperature change,
however, we use a more complex and costly temperature-resistant bias network that is
able to maintain the bias currents to much tighter tolerances, then both gain and NF of
the LNA will be little affected.

The complete LNA stage, as shown in Fig. 3.61 above, employs all of the circuits and
components as discussed in the above paragraphs: C, and C, are matching, blocking,
and low-frequency gain rolloff capacitors; L, is the input matching/blocking inductor,
which can be used to assist in the input match, as well as block RF from being shunted
to ground through C, (L, has little affect on the low video frequencies); L. is the output
matching/blocking inductor used to perform a match of the output, as well as block RF
from being shunted to ground through C, (L. also has little effect on the low video
frequencies); L, is a printed microstrip inductance used to optimize the S, and gamma
opt points, as well as to force improved high-frequency stability and better IP3 (at the
expense of some gain); R, is a small-value resistor (< 15 Q) used to stabilize the stage
over a broad band, and helps to improve S,, (but will degrade P1dB and IP3 somewhat;
R, is also less important for low-frequency stability when R, is used in circuit); C, and
C, are the RF decoupling capacitors with an X of <5 Q; C, and C, are the actual IP3-
improving video frequency decoupling capacitors used to shunt the low f, and f, mixing
products to ground; R, and R are the DC bias resistors and RF blocks; R, and R, are
the 50-Q resistors used to supply proper low frequency termination to significantly
improve stage stability; and C; is a low-value capacitor that is series resonant at some
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undesired high frequency/high gain point, which is employed to improve stability at
that specific frequency (C, resonates with L., and should be utilized only if needed. It
may also be exploited as part of the Z . matching network).

3.4.7

Small-Signal Amplifier Class A Design Procedure

The complete step-by-step design method for a linear Class A amplifier is outlined
below (Fig. 3.62).

To Design

1.

50 Q

Select the appropriate transistor for the desired frequency range, gain, NF, cost,
package, and the availability of S-parameter files at different bias levels.

. Select the appropriate bias for the transistor in your application by studying the

transistor’s data sheet. For instance, an LNA transistor may need a collector current
of 5 mA, while a transistor for other uses may require a higher level of bias.

. Insert the transistor s S-parameter model, which should be at the closest expected

bias level of the device to be used, and check for stability all the way from the
lowest to the highest frequencies available within the S-parameter file.

. If there are any frequencies that have a Kless than 1, or a B, below 0, then stabilize

the transistor, while sacrificing gain and NF as little as possible. We may also
want to check out other bias level S-parameter files for the same model transistor.
(Figure 3.63 illustrates the exact same model transistor, but at three different bias
levelsof 5 mA, 10 mA, and 20 mA, and the resulting variations in K with collector
current.) We may even exploit a transistor that has only conditional stability, but
we would then need to guarantee that it would never see any impedance that
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Ficure 3.62 A complete small-signal Class A amplifier circuit, with RF matching, DC bias, and
stability networks.
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Ficure 3.63 One example of the change in a transistor’s stability with a change in bias level
(stable above 1, unstable below 1).

was within its unstable region. (An amplifier can be considered as stable if K> 1,
and both the input and output return losses are negative; however, also having
a B, > 0 will then virtually guarantee complete stability.)

. To stabilize the transistor, follow this procedure in the linear simulator: Insert
and vary the value of a resistor that is first placed in series, and then in shunt,
at the transistor’s collector output port. Perform the same action at the device’s
input port (if NF does not matter), all the while checking for improvements in
K across the widest frequency range available in the S-parameter file. This
empirical manipulation of stabilizing components is the only method of
improving the stability while minimizing any undesired gain reductions. To
decrease these gain losses, the series resistor must be adjusted to the lowest
possible value, while any shunt or feedback resistor must be optimized to be at
the highest possible value. The resistor need only just barely force K and B,,
with about 10% stability margin, to indicate full wideband frequency amplifier
stability. The shunt resistive components will typically range between 100 and
500 Q, while the series resistors will extend from 2 to 15 Q. Many active devices
will be well stabilized with a single series output resistor, or a single output or
input shunt resistor. In order to achieve complete wideband K >1 and B, >0
stability, other transistors may require a combination of methods. (As stated,
for lowest noise, an LNA design will demand that there not be a series input
resistor of any kind.)
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Ficure 3.64 An RCL stabilization network.

There may be times when reactive stabilization circuits will meet our demanding
requirements (Fig. 3.64), since they may be the only networks that can stabilize
the transistor without unacceptable losses. The stabilization network’s LC tank
will be tuned to the amplifier’s resonant frequency, with a high L/C ratio to
maximize bandwidth, while the tank’s series resistor will be tuned up and
down between 30 and 100 Q for optimum K/S,, performance.

Any shunt stabilization circuit, either resistive or reactive, must have a DC
block inserted in that leg if it will short the amplifier’s bias to ground to an
unacceptable level.

6. We can now take the complete S-parameter file for the transistor, along with its
stabilization components, and perform a simultaneous conjugate (or noise)
match on the combination. As stated, we must include the actual stabilization
components as part of the transistor during this matching, as these components
would alter the match. Indeed, if these stabilization components must be
modified in value to optimize K/S, after the matching circuit is designed, then
the input and output match itself must also be recalculated, or at least slightly
retuned.

7. When the stabilization resistors are part of the amplifier circuit, the only way to
quickly and easily perform such a simultaneous impedance match is by means
of the included Qucs simulator program:
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. Open Qucs, locate and open the included project file “RF-TEMPLATE”, then

open the “RF-TEMPLATE.sch” file.

. In the open RE-TEMPLATE.sch schematic, double click on the TRANSISTOR

file block, and browse for and select your desired transistor S-parameter file.
Insert all required R or LC stabilization components.

. In the schematic’s workspace window, double click on the “S-Parameter

Simulation” block, located just below and to the left of the circuit itself, and
set its sweep frequency values to the minimum and maximum values that
are available within your transistor’s S-parameter file.

Run the simulation and go to the Smith chart thathas S, plotted. Place a Marker
on the desired frequency. Now, select the Marker’s display box with a single
right mouse button click. In the menu that opens, select “Two-Port Matching”. A
“Create Matching Circuit” dialog will open. Select “Create”. A matching network
will immediately be positioned at the end of the mouse cursor. Press the left
mouse button to drop this circuit into any open space of the schematic. Press
your Esc key. Drag this new network into the stabilized S-parameter circuit.
Confirm that the stabilized match was created successfully by pressing F2 to
simulate. Inspect all parameters to make sure that the amplifier’s passband
return loss and gain are as designed, and that there is no frequency within the
wider frequency sweep that has a positive return loss, or a K of less than 1.

8. Design the DC bias network for a stable temperature operation of the transistor
over its specified temperature range, and then confirm that the bias network
has not modified the impedance match in any way. (If it has, investigate whether
the collector bias resistor is of too low a value. If R is <600 Q, insert a series
REC in series to block any conducted RF.)

9. Add all the appropriate lumped and distributed component models, substrate,
and microstrip to the circuit. Due to component and PCB parasitics, the amplifier
may need to be extensively retuned for proper operation, especially when
designed for elevated frequencies.

A Quick Example Design a Class-A RF Amplifier (Fig. 3.65)

Goal: Create a stable Class-A RF amplifier with collector feedback bias and 50-Q matching. The
complete specifications and parameters for the amplifier are:

V=5V
f=24GHz
NF=28dB
I.=10mA
V=2V
S, =19dB

Transistor = NEC NESG2021M05 (H,

Solution:

FE(LOW) — 130, HFE(MID) =190, HFE(HIGH) =260)

1. For the DC bias circuit with collector feedback:

a. [[=53uA

b. R, =247 kQ

c. R.=300Q



Amplifier Design

Vee
5V

O AC DECOUPLING

Rc
300 Q
Cs
|
22 pF JT_
Rg Lour
24.7KQ 3.5nH
CC RF cOUT
I | s
Co i 22 pF 22KQ 5&82 0.7 pF
22 pF 1.6MH
500 ) | fF—— Q,
Cn
2.4 pF =
25 — e ——. 2 1
e L] /
20 0\2.4 GHz, 19.427 dB —10 f-/
1.5 / 0.5
15 \ -20 o f
—_ ) ~T N1 ]
% \ Y ; \‘,Z/-/ ~——1 | .
= %) -
Z ’ =¥ o
g 10 -30 &
0.5 0.5
5 —40
| |/ — GAIN =
—_— S;; —e— B1
0 — -50 0 1
1 13 16 19 22 25 28 31 34 37 4 0.1 1.8 35 5.2 6.9 8.6 10.3 12
Frequency (GHz) Frequency (GHz)

Ficure 3.65 A complete worked example, with part’s values and simulation results, of a Class A
amplifier with bias, matching, and stabilization circuits.

2. For the amplifier’s stabilization circuit (one solution):
a. R;=2Q
b. R, =22kQ
c. C.=22pF

3. For the amplifier’s RF matching circuit (one solution):
a. C., C,=22pF

b. C, =24 pF
¢ L, =16nH
d.L,,=35nH

out

e.C . =07pF
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NortEe: With this particular bias and a 5V . and a 2V , the transistor’s 1 . will change by only
+/-1 mA across a wide =25 to =65 °C deviation, which will force only minimum changes in
the amplifier’s RF characteristics over temperature. Also, its 1. will be limited to no more
than a further +/~1 mA change over the transistor’s full H__ production variations at 25°C.
Due to the value of R being under 500 Q, an RFC must be added in series with the bias
supply, unless the matching network will be using a collector matching inductor of sufficient
value in series with R ..

3.5 Power Amplifier Design

3.5.1 Introduction

RF power amplifiers come in many common flavors, such as Class A, B, C, D, E, and F.
Class A is the only amplifier type that is considered fully linear, and has the highest gain
of any other class of large signal amplifier. Both the linearity and gain are due to the
Class A amplifier’s ability to fully amplify both the positive and negative alternations
of an input signal. Class A can also effectively operate at higher frequencies than any
other class (very near the f, ,, of the transistor itself) due to its lower level of output
harmonics. Its overwhelmingly negative attribute is its very low efficiency, which can
be critical in large-signal applications. Thus, Class A amplifiers are normally only used
as PAs when the wireless system’s modulation scheme will demand a very linear level
of amplification, or if only low RF output powers are required. Nonetheless, in order to
accommodate modern linear digital modulation schemes, many of the PAs designed
today are Class A.

Class A power and small-signal amplifiers can be designed using S-parameters.
Nonlinear, Class B and C power amplifiers cannot reliably exploit these parameters, but
instead must depend mainly on large signal input/output parameter design. These large
signal parameter values can be found in the power transistor’s data sheet in rectangular
notation (such as 1.1 —j3.2), and are available for both the transistor’s input and output
series impedances at a number of frequencies, V_.'s, and P_s. The large signal
impedances can also be made available as a Smith chart representation, or in the much
easier to read tabular format, on the part’s data sheet. If so desired, the series impedance
values can be converted to a shunt impedance (as presented earlier in this chapter), if
this information is not so provided. When provided, these numbers may be in the form
of a separate graph of input and output parallel equivalent resistance versus frequency,
and a graph of input and output parallel equivalent capacitance versus frequency, at a set
Vecand Py

Designing Class C power amplifiers with small-signal S-parameters will result in a
circuit that is not optimized, and will not function as intended. This is because any
transistor’s input/output impedances, capacitances, and gain will be significantly
different when run as a large-signal amplifier, as opposed to a small-signal, Class A stage.
(Sometimes S-parameters were seen in power metal-oxide-silicon field-effect transistors
(MOSFET) data sheets, but were only meant to be utilized in order to approximate a
beginning design, which must then be tweaked in software, then hardware.)

Impedance matching, especially in RF power amplifiers, is required so that the
transfer of energy to the next stage is accomplished with as little wasted power as
possible. Matching (and biasing) permits any active device to perform as desired,
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Ficure 3.66 The complex input and output series impedance of a power transistor.

optimizing the output power, gain, return loss, NF, distortion, stability, and prevents
ripples in the passbands of adjacent filters.

Since the inputand outputimpedances of a power transistor are compleximpedances
(Fig. 3.66), and this impedance can be at very low values, which can necessitate an
impedance transformation ratio of up to 20 times for a BJT, it can be seen that the
efficient matching of a power amplifier to its source and load is anything but trivial.
And the higher the desired output power of the large-signal transistor, the lower will be
its output impedance. In fact, the design of power amplifiers of just a few years ago
involved much trial and error, accomplished solely with physical bench tweaking of its
matching and bias networks to obtain an efficient and workable amplifier, and one that
possessed viable component values, and that did not self-destruct on start-up. To a
lesser extent, this is still the case, but bench tuning is now used mainly to fine tune the
PA for a low VSWR, high gain, maximum efficiency, and greatest output power after
full nonlinear simulations have been performed.

The transistor’s input and output impedances will also decrease with an increase in
frequency, which further complicates the design of a PA’s matching networks, especially
since these impedances can be as low as 0.5 Q. Thus, when matching a discrete driver
stage to its PA with maximum efficiency, we would normally want to implement a
direct match from the true output impedance of the driver to the true input impedance
of the PA, instead of first forming a 50-Q match at the output of the driver, and then
another 50-Q match for the input of the power amplifier, as this would needlessly
transform the impedances from low to high, and then back from high to low.

By selecting a transistor with a high collector voltage requirement, we can increase
its output impedance over a transistor that operates at lower values of collector
voltage, or:

V.2

out — 2P,

Z

where Z .. = output impedance of the transistor, Q

V. =DC voltage at the collector, V

P ;= transistor’s output power, W

O
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There is, of course, a practical limit to this high collector voltage concept due to the
available on-board (PCB) voltages, as well as internal transistor design issues at
microwave frequencies.

When selecting the proper power transistor for a design, certain factors and
specifications must be taken into consideration. The most important of these are
maximum rated power output P V.. range, packaging types, cost per device,

our CcC
saturated gain, frequency of operation, maximum power input P recommended

class(es) of operation, device ruggedness, ease of matching, wideblelzl\lr(i/lczlAx >gtability, thermal
issues, and so on.

The gain of the power transistor at the frequency of operation must, of course, fit
the specified requirements, but selecting an active device with an excessive f, will result
in a much more delicate device. This is because one major method for the transistor
designer to increase the operational frequency of the part is by making it physically
smaller. However, a smaller device lowers its maximum safe power dissipation levels.

Most power transistors will also be specifically characterized for different bias
Q-points (Class A, Class AB, Class C, and so on). If used at another Q-point, the
transistor’s parameters, such as gain, impedance, and even device lifetime, will change.
Indeed, power gain is ordinarily at its peak with Class A amplifiers, and begins dropping
as the forward bias is decreased, with Class C having the lowest large-signal gain of any
common amplifier type. This change in bias will also affect the transistor’s tolerance to
impedance mismatches, which will be the greatest for Class C biased amplifiers,
decreasing as the device gets closer to Class A.

As most modern low and medium output power PAs must run at small supply
voltages, current draw can become quite high, which demands chokes and inductors
capable of handling these increased currents. Another concern with power amplifiers
over small-signal types is that any high-Q circuits located at the amplifier’s output can
result in high circulating tank currents, causing high dissipative losses and lower
amplifier efficiency. Unfortunately, in many applications this is in direct conflict with
the need to attenuate output harmonics with a high-Q output network.

Choosing the Q of the matching networks to be either high or low will depend on
whether the amplifier itself will be operated in a broadband application. If it is, then the
Q should be as low as possible to pass as wide a band of frequencies as possible, while
also enhancing the amplifier’s stability. Stability should not be compromised if we do
not permit the matching network’s loaded Q to exceed 5, even when designing for
narrow bandwidths.

Indeed, power amplifier stability can become an almost impossible task if the
transistor is operated significantly below its own power or frequency rating. This is
caused by the increased gain over a safe, stable value when the transistor is not operated
closer to its design specifications.

The physical PCB layout of power amplifiers must also be carefully watched.
Excessively long emitter leads, which add undesired inductances, can cause severe
degeneration, which willlower stage gain, or instability in higher-frequency applications.
In Class C, common-base power amplifiers, the effects can be even more pronounced,
and can rapidly lead to complete circuit instability.

Many power transistors today are protected against instant destruction, which can
be caused by brief intervals of mismatch and instability, by modern fabrication
techniques. This protection is important, since oscillations will create high peak voltages
and collector currents, producing damage to an unprotected device.



Amplifier Design

3.5.2 Power Amplifier, Class C

Due to their use as highly efficient PAs and as frequency multipliers in nonlinear
systems, we will delve a bit further into Class C amplifiers, and review some of the
critical design issues not seen with most other types of transistor amplifier designs.

In order to survive Class C operation, the transistor should have a collector voltage
breakdown that is at least three times the active device’s own DC voltage supply. The
reason: Class C amplifiers have low average output power (since the transistor conducts
only for short, pulse-like periods), but demand very high input drive levels. Thus, the
transistor’s main Class C failure mode is the low value of the active device’s own reverse
breakdown voltage, which is unfortunately exacerbated by the RF input signal voltage
going negative just as the transistor’s collector voltage reaches its positive peak. This is
especially problematic and dangerous if the load changes from design expectations,
such as occurs if the system sustains a damaged or missing antenna or feedline during
operation. In many cases this will cause a high voltage to form in the transistor collector’s
output tank, and any such device that is subjected to a higher than rated breakdown
voltage may then start to conduct a very high current, destroying the transistor
immediately, or damaging it so much that it suffers an immediate and permanent
decrease in gain. Unfortunately, this particular BJT failure mode is very common when
the transistor is in Class C bias.

One way we may lessen this voltage strain on a B]T is to decrease the chances of
excessive reverse voltages from ever actually forming. We can do this by employing a
low-Q inductor at the transistor’s base and collector, or by using a ferrite bead in series
with the base’s normal or high-Q RFC, as opposed to using just a simple high-value
resistor (Fig. 3.67). This low-Q circuit will suppress any high voltage ringing from
occurring, which could possibly destroy the transistor. If the PA supplies under a few
watts of RF output power, and its collector matching network starts with a shunt
capacitor (such as in PI networks), none of this may be an issue.
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Ficure 3.67 A Class C amplifier showing de-Qing ferrite bead at base of input inductor, as well
as de-Qing resistors across all inductors (if needed).
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Ficure 3.68 A Class C amplifier showing diode, which is used for stabilization and to suppress
high spike voltages.

Another technique that can be used to safely employ a BJT in Class C operation is
shunting the transistor’s base with a diode, as in Fig. 3.68. This method restrains any
spurious oscillations from forming across resistor R, while also eliminating any chance
of transistor failure caused by excessively high voltages that are above the maximum
permitted base voltage. The diode D prevents any voltage over and above that which the
transistor can survive, and prevents excessive forward bias, and thus destruction, of the
transistor. The inductor is used to shunt low frequencies to ground, acting as a filter.

R, . is normally used as the input component for many low-powered Class C

shunt

amplifiers (Fig. 3.69), since it is very effective in suppressing oscillations caused by
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Ficure 3.69 A Class C amplifier, showing the standard shunt input resistor topology used for
stabilization.
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variations in the amplifier’s load, changes in input signal amplitude, or excessive
frequency deviation. However, when the amplifier is being tuned, or if the load’s output
impedance varies, this simple Class C resistor shunt input can cause a breakdown of the
transistor’s collector-to-base diode, even when used in low power RF applications,
which then strongly forward biases the transistor into destruction—or permanently
reduces its performance.

3.5.3 Power Amplifier Design with Equivalent Impedances

The dominant procedure for high-power design of nonlinear amplifiers is the large-
signal series equivalent impedance method, which characterizes a common-emitter
Class AB or C power transistor’s equivalent input and output impedances (Fig. 3.66
above). The large-signal series equivalent impedances can normally be found in the
part’s data sheet, and merely represents the active device’s input impedance and its
load’s impedance at a specific frequency, RF power output, and bias condition in
which the matched transistor will supply maximum stable gain. To clarify: These
large-signal series equivalent impedances will specify the transistor’s own input
impedance, but not the device’s own output impedance. Instead, these data sheet values
indicate the load impedance that the amplifier wants to see for maximum gain and/or
power.

In wideband power amplifier design, such a match would not guarantee that
maximum efficiency would result, since the lower frequencies, where gain is naturally
at its highest level, would be purposefully mismatched, while the higher frequencies
will be matched to peak their gain.

Some power amplifier data sheets may also present the transistor’s input and
output impedances within separate graphs in parallel form, in which the device’s
resistance versus frequency and capacitance versus frequency are displayed at a specific V..
and RF output power. This will simply indicate that the transistor should be visualized
as having an internal resistance that is in parallel with its input capacitance, rather than
in series as described above, at both its input and output ports.

Still other high-powered transistor data sheets may only supply the designer with
an active device’s parallel output capacitance. This will force the engineer to calculate
the transistor’s desired optimum collector load resistance that the transistor would like to
see, at a particular RF output power and supply voltage, by using one of these basic
formulas:

— (Ve = Vear)®
2P

2
or R, = (VZCIC)) (with less accuracy)

RL

where R, =required load resistance, Q
V. = supply voltage, V
V., = transistor’s saturation voltage, V

P =RF output power level needed, W.

Armed with any of the above impedance information for the transistor, we can then
conjugately match the transistor to its (normally 50 Q) source and load, just as with the
small-signal amplifiers earlier in this chapter. Due to real-life parasitic reactances
inherent in all circuit components, pads, and traces, the PA will have to be bench tuned
for optimal operation.
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Even though it is transparent in the above power amplifier design information, it is
still important to keep in mind that a large signal power transistor’s output port is not
truly conjugately matched to its load, but the port is instead presented with a specific
load impedance, through the output matching network, that it needs to see in order to
supply either maximum gain, maximum power, or maximum efficiency.

Matching for most high-powered amplifiers should normally consist of the T type,
rather than the PI type, network. PI matching networks for high-powered amplifiers
sometimes result in unrealistic component values when matching for the higher
operating frequencies encountered into a 50-Q2 load. Indeed, T networks are capable of
much higher-frequency operation before this becomes a major problem. Both T and PI
networks can be used, however, if the output impedance of the transistor is higher than
its load, or the power output of the amplifier is under 15 W.

3.5.4 Power Amplifier Design Issues

When matching a discrete driver stage to its PA, we would normally want to implement a
direct impedance match from the true output impedance of the driver to the true input
impedance of the PA, instead of first forming a 50-Q match at the output of the driver and
then another 50-Q matching network for the input of the PA. This would needlessly transform
the impedances from low to high, and then back from high to low, decreasing efficiency
through the already low port impedances involved at each of the nonlinear transistors.

When utilizing two identical power transistors as both our driver and PA, which
can be a common situation in many sub-1-W RF amplifier designs, we can bias the PA
stage at a higher collector current than the driver stage. This will permit the PA to handle
the higher RF power levels, while we are then using only a single active device model
number in our bill of materials.

Reflected power caused by a high VSWR condition between a PA and its load does
not, in and of itself, cause a transistor’s destruction or damage. Rather, a PA can be
damaged or destroyed in a high VSWR environment simply because it is now looking at
a completely different load impedance than it was designed for. This can cause damaging
instability, excessive current draw, low efficiency, and decreased output power. High
device power dissipation can then produce elevated heating of the transistor and/or
excessively high voltages. These are the effects that can trigger transistor output stage
damage, not the reflected power from the load itself destroying the output of the PA.

Another critical reason why we want low VSWR at a PA’s output is to present a
suitable input termination for the final output filter, which will preserve the filter’s
desired frequency response.

Heavy dissipation losses can occur in the finite Q of the inductors and capacitors at
a PA’s output, which decreases its RF output power and power added efficiency (PAE).
This is because some of the RF energy produced by the transistor is given up as heat in
the output matching circuit, with these resistive losses being as high as 1 dB for any PA
in our power range of interest (under 36 dBm). Therefore, we should employ the lowest
loss output network possible, using only high-Q components. High-Q components also
naturally aid the inductors and capacitors in surviving the high DC and RF power
levels that they may be subjected to, as there will be much less of an internal dissipative
resistance to heat up the components themselves. Further, some of the DC bias voltage
would be wasted if the resistance in the chokes were too high, since part of the power
supply’s voltage will be dropped across this undesired parasitic resistance, leaving less
for the active device.
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A similar issue, and still due to the high currents entailed in the operation of a PA,
is to always utilize high-value, low-ESR electrolytic capacitors at the PA’s power supply,
as this type of capacitor can immediately supply the needed current to the amplifier
stage, and without pulling down the entire voltage supply during this critical transient
turn-on time. This will prevent all other circuits that are attached to the same power
supply from being adversely affected by the PA’s high-current turn-on. As well, this
high-value capacitor must be supplied with the Vcc voltage at all times, which means
that the capacitor must be placed before any On/Off switch. If not, then during the
transient turn-on period, it too will need to charge up and draw current, just as the PA
will, which will only make matters worse.

Amplifier collector chokes not only demand a very low series DC resistance as
mentioned above, but also must supply a very high impedance to the RF. If this
impedance is not high enough, then some of the valuable RF output power generated
by the PA will be wasted. Additionally, some of the RF signal will now feed into the bias
voltage supply lines, causing possible oscillations of not only the power amplifier, but
also to any other active stage with RF gain in the system. Therefore, the RF impedance
from the PA stage to its DC power supply is kept high by employing a series inductor
between these two points, and with enough inductive reactance to effectively choke off
a very wide band of frequencies. A ceramic shunt capacitor is also placed between this
inductor and the power supply to “short out” any RF that may have made it past the
RFC. However, this simple arrangement may cause instability at low (video) frequencies,
since this RF inductor will become, essentially, just a low impedance piece of wire, no
longer acting as a choke at decreased frequencies. This cause of instability can easily be
cured by adding a 50-Q resistor in series with the inductor (Fig. 3.70), which forces the
amplifier to always see a solid 50-Q termination, even at the lowest of frequencies.

To go into more depth on a PA’s input and output impedances, because of the
confusion it can cause, a microwave power transistor’s output impedance is actually

Fieure 3.70 Forcing amplifier stability at low frequencies with a series stabilization resistor.
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the conjugate of the load impedance that is necessary to realize the desired device
performance within the PA circuit, and consequently the optimal load impedance for a
PA is not the complex conjugate of its output, as it is in small-signal design. Indeed, the
optimum load impedance (Z, ,, ) is the impedance of the load that the power amplifier
would like to “see” to obtain optimum gain, output power, IMD, output match, or
efficiency. Thus, we can readily see that the “output impedance” of a PA will rarely be
a perfect conjugate match to the load, and that the output impedances as published in
a power transistor’s data sheet are normally the output impedances as specified for the
active device, rather than the complex conjugate of the device’s own impedances. In
fact, these impedances are determined from the complex conjugate of the load’s
impedance that supplies the PA with the highest gain, while also maintaining complete
PA stability, at a specific P, and P, frequency, collector current, nominal supply
voltage, and class of operation (i.e., Class A, AB, or C). As a result, it is rarely advisable,
or even possible, or even necessary, to measure the output impedance of a nonlinear PA
directly. We may even damage the front end of our vector network analyzer during this
particular process, since we must measure such nonlinear power amplifiers with the
full input power applied in order to force the transistor into its true class of operation.
The resultant high RF output power of the PA may instantly damage the VNA's front
end during this “hot” measurement of return loss or impedance (the average VNA must
not be hit with more than 1 W, or 30 dBm, of RF input power).

It should also be kept in mind that there is no way to maximize all of the important
parameters of a PA design with a single “perfect” input/output matching network or
ideal DC bias level. We can only perform the best compromise in our selection of which
parameter we need to optimize, and efficiency, output power, power gain, return loss,
or linearity must all be played against the other.

When in saturation, a nonlinear PA’s gain, PAE, and linearity are most affected by the
reflections of its own harmonics back into its output port. These reflections are caused by
the next stage, which will normally be a bandpass or lowpass filter, as well as an antenna.
Both the filter and the antenna will naturally be a poor match for the fundamental’s
harmonics, and therefore reflect them back to the PA. For this reason, designing a nonlinear
PA that will be used with some form of output filter network, or a narrowband antenna,
must be simulated and tuned together. The filter structure can drastically affect the initial
tuning of the PA’s input and output matching networks, as well as almost every other
major amplifier parameter. This is because nonlinear PAs will always react somewhat
differently when taken from the wideband 50-Q terminated world of the RF simulator or
load-pull station, and placed into an environment where the PA sees a relatively
narrowband load, such as an output filter and/or antenna element. Indeed, a full RF
nonlinear PA simulation must be performed using the exact filter design, with the exact
same layout, as will be employed on the physical PCB of the completed wireless system.

After the PA /filter combination is actually built on the PCB, we are ready for bench
testing to optimize the PA’s gain, P, PAE, linearity, and stability. The more nonlinear
the device, the more critical is this final step.

When we cannot afford to lose either PA efficiency or DC bias temperature stability,
we may need to go to a discrete active bias method for low voltage, high current power
amplifier applications, as described in Sec. 3.6.5 There are also fully integrated bias
controllers available that will be able to operate at even lower voltages than the discrete
active designs, and have less of a wasted internal voltage drop across them. For very
low V. applications, they would be almost ideal, except for their increased cost.
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However, the typical discrete passive collector feedback bias is normally sufficient for
most low powered (less than 2 W) PA requirements.

3.5.5 Power Amplifier Load Pull

Load-pulling is a method that continually modifies the PA transistor’s load impedance,
during which we are continually measuring its performance characteristics. Source
pulling, on the other hand, is used to continually vary the transistor’s source impedance.
In tuning of a design, the source input of a PA is usually presented with the impedance
that will provide the amplifier with maximum gain, while the PA’s output load
impedance is varied around the Smith chart for optimal output power.

As stated, since the optimal load impedance for a PA is not the complex conjugate of its
output, little good would come from directly measuring its Z,  with a VNA. What we need
to do is discover the exact load that the PA would like to see at a specific input power level in
order to supply maximum gain, output power, and efficiency. This can be accomplished on
the bench by employing either manual or automatic load pull methods. Critically, a load pull
setup will also assist us in confirming that a PA is capable of maintaining full stage stability
over all input/output impedances, frequencies, and bias voltages.

Automatic load/source pulling equipment, referred to as ATS (automated tuner
system), requires a full automated load-pull instrument, such as that sold by Maury
Microwave. This complex device will automatically step through a huge number of
input/output impedances across most of the Smith chart.

Manual load pulling involves a simple and low-cost slide-stub tuner, a signal generator,
power supply, spectrum analyzer, VNA, and a bias-T. Performing a manual load-pull
involves biasing the amplifier under test through the bias-Ts that are placed at both the
transistor’s input and output ports (Fig. 3.71). These slide-stub tuners are then connected
to the output and input of the bias-Ts. Next, a 30-dB 50-Q pad attenuator is placed on the
stub tuner’s output, which is then connected to the signal generator and spectrum analyzer.
(The 30-dB pad is used to protect the front end of the spectrum analyzer against damage
or overload, as well as to supply a precise broadband resistive 50-Q termination for the
tuner’s output). Now, while injecting the RF signal at the exact required input power (this
exact injected value of P, must be known in order to not only tune the PA for the proper
power level match, but also to accurately calculate the power gain of the device), adjust
the slide-stub tuners at the device’s input and output ports while looking for the highest
stable RF power output from the transistor, as well as its lowest current draw (i.e., highest
efficiency). The input of the amplifier is normally presented with the impedance that will
provide the PA with maximum gain, while the PA’s output load impedance is varied
around the Smith chart for a maximum performance characteristic, such as maximum
output power. Remove the active device and measure the input and output impedance of
the bias-Ts and stub tuners. Now, these exact impedance values must be duplicated with a
discrete or distributed matching and bias network when designing the final PA.

A point to keep in mind when measuring a tuner’s impedance after it has tuned the
input/output of the PA, is that there can be a certain amount of inaccuracy introduced
when the VNA must measure very low impedances, which can be typical of many high
powered active devices. The VNA inaccuracy is due to the measurement uncertainty
inherent in all such test and measurement equipment, and can be an issue if the active
device’s real impedances are under 2 Q. Extreme inaccuracies will also occur as the
wavelength shrinks at high frequencies versus circuit length.
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Fieure 3.71 Manual load-pulling setup for an amplifier.
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3.5.6 Power Amplifier Design Steps

We can design and tune an RF power amplifier (Fig. 3.72) with either of three methods:
(1) Find the necessary PA circuit values by using a nonlinear RF simulator; (2) By
empirically determining the PA’s optimal design values through physical, on the bench,
load-pull methods; or (3) By using a combination of software simulation and physical
bench optimization.

We can further break down software simulation by whether we design the PA’s
matching circuits by making use of any of the transistor’s specified input and output
impedances on the part’s data sheet (if available), or by employing software load-pull
(if available in your nonlinear software package). Bench optimization/design may also
follow two paths: by either employing physical manual /automatic load-pull equipment,
or via empirical circuit component substitutions.

To Design

1. Select the proper active device that fits the requirements of frequency, gain,
P1dB, V., cost, package, availability, and so on. It should also have (accurate)
nonlinear models available.

2. At the desired frequency of operation, look through the transistor’s data sheet
for the output power versus Input Power graph (or an output power versus frequency
graph) to find the level of RF input power needed to drive the transistor to a
specific RF output power. Or only the power gain (G,) at a specific output power,
V. and frequency may be given, in which case subtract the G, from the P,
value to obtain P.

Vee

RFC I
CRF (o]
I I > Port_2

50 Q

L
Port 1y I /IZ

50Q 7 I 1
+8 dBm INPUT c

Ficure 3.72 A complete Class AB power amplifier, with matching, active bias, and decoupling.
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10.

. Inthe transistor’s data sheet look for its Series Equivalent Impedance, either found

onaSmith chart, graph, or table, to obtain the transistor s series inputimpedance
Z,, and its desired load impedance Z, (Z, ) at the desired frequency, P,
and V. This may also be specified simply as the transistor’s input impedance
and output impedance across a specific frequency range. Either way, this is
normally, but not always, specifying the transistor’s own input impedance (Z
or Z), but not its own output impedance. Instead, Z, (or Z)) is indicating the
load impedance that the PA’s transistor wants to see for maximum gain or power.

. Now, as for small-signal amplifiers, follow the same RF matching network design

procedures while using the above Z and Z, impedance data to obtain a separate
match at each port. Depending on the particular matching network selected, any
matching inductors may be able to be used in place of the RFC bias chokes.

. Design the bias network for the particular class of amplifier needed, as presented

under Sec. 3.6.5. Normally this will be the diode or transistor Class AB bias
topology. To instantly supply the high collector current required by the transistor
as it pulses on, use a high-value electrolytic “storage” capacitor placed above
the collector’s RFC.

. Use nonlinear simulation as recommended under the Sec. 11.1, RF Simulator

Design Software, tuning the circuit for optimum power, gain, stability, efficiency,
and input return loss. Now, replace all ideal components, and insert accurate
passive models and PCB microstrip into the simulation, and retune.

. Layout the printed circuit board as recommended under the EMI Control and

PCB Layout in Chap. 13, and have the board fabricated and assembled.

. On the bench, further tune the physical PA’s matching and bias networks for

optimal P, gain, PAE, linearity, and stability.

. To check for proper PA stage stability over temperature and impedance, use a

manual or automatic load-pull procedure to vary the PA’s load impedances, as
well as bias supply voltages, while the circuit is heated/cooled (see Sec.3.5.7).

Perform a final test of all appropriate PA parameters at low, mid, and high
frequencies, as described under the RF Testing chapter. Record the amplifier’s
current draw, fundamental output power, harmonic power levels, saturated
gain, stage stability, and all other desired parameters.

NorE:

When the transmitter’s PA stage is connected to a filter network and/or narrowband

antenna, then the stability, IP3, PAE, as well as the level of the RF power output itself, may
change drastically. This is caused by the nonlinear transistor’s generated harmonics being
reflected off the filter’s and/or antenna’s stopbands, and being returned, at various amplitudes
and phases, back into the amplifier’s output port. The more nonlinear the device, the stronger
the harmonics, and the more the PA will be affected by this. Harmonics at the PA’s input port
will also have an influence. Thus, after an initial tune of the PA alone as a single stage, it is
always wise to perform a complete PA tune with any filter inserted at the amplifier’s output,
in the exact PCB layout of the final and completed circuit. Further, due to a PA’s output rarely
being at a perfect 50 Q, any filter at its output will be strongly influenced by this poor
termination, shifting the filter’s amplitude and frequency response away from the as-expected
design values.
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Ficure 3.73 An example design of a complete Class AB power amplifier with active bias and
matching, showing the Agilent Genesys nonlinear simulation of its RF output power and large

signal S-parameters.

A Quick Example Design an RF Power Amplifier (Fig
Goal:
specifications and parameters for the circuit are:
V=36V
f,=19GHz
Ga=13dB
P, =8dBm
P,y =>21dBm
Transistor = NXP BFG480W (IC(M ax =250 mA, hFE(MlN)

.3.73)

Create a stable Class-AB RF power amplifier with diode bias and 50-Q matching. The

= 40)
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One possible solution:
1. Ry =464 Q
2. D, =any small-signal diode capable of dissipating the maximum power required
3. L,=19nH, C,=4.15 pF, C, =3.64 pF, L4 = 4.19 nH (BFG-480W’s data sheet states that it has
an input impedance of 8.5 +j1.4, and wants to see a load of 25 + j2 when at 3.6 VCE, 1.9 GHz,

100 mW. The L,/C, and C,/L, input and output L networks are designed to satisfy these
requirements.)

4. RFC=42nH,C,, =84 pE, R.=5Q

NOTE: When PA is modeled and/or built with real, nonideal passive parts, all of the above
84 pF RF decoupling capacitors would be replaced by approximately 18 pF (for 0402 case
size) values to take advantage of their series resonance frequency (SRF). This applies
equally to the 42 nH RFC inductors for their parallel self resonant frequency (SRF). R, is
used to minimize undesirable parallel resonant interactions of the large value C, s with the
RF decoupling capacitors C’s. Use a ferrite bead for improved performance.

3.5.7 Power Amplifier Stability, Tests, and Cures

Instability in RF amplifiers can take the form of oscillations at almost any frequency,
and may even damage or destroy the transistor. These spurious oscillations will arise at
specific, or very wide ranging, frequency or frequencies, and over a particular bias,
drive level, temperature, or output load impedance. Eliminating this instability will
normally require a reduction of stage gain or output power through the complete
retuning of the PA, or by the application of negative feedback—all of which will reduce
the PAE. Indeed, a particularly poor RF layout may, in rare cases, demand a completely
new PCB design and board fabrication due to electromagnetic, magnetic, or capacitive
coupling from the PA’s output port to its input port. This can cause positive feedback,
resulting in oscillations (as can a transistor’s own interelectrode capacitance feeding an
in-phase signal back from its collector to its base).

Apower amplifier, when properly biased and matched, must be stable across all output
impedances that it expects to see, especially if connected to an antenna that is directly
interfacing with the outside world. Testing this type of stability is fairly rapid with the use
of an automated load-pull station. However, if an automated load-pull station is not
available, a quick and dirty method of impedance-based stability analysis of a low power
(< 3 W) PAis by attaching the appropriate antenna to the amplifier’s output port and, over
various supply voltages and temperatures, place your hand near, around, and at various
distances from the side and top of the antenna. If the amplifier does not oscillate during this
procedure, as checked with a sniffer probe or a 20-dB coupler attached to a spectrum
analyzer set for a wide sweep, then the stage can be considered sufficiently stable, unless
component-to-component tolerances are excessively poor with succeeding PA builds.

Stability testing over temperature is critical, as the stage may only oscillate when
thermally hot due to the typical changes in transistor parameters with temperature.
This is referred to as thermal feedback.

Class C power amplifiers, too, must remain stable under any load or V., since
instability can destroy the transistor because of the increased collector currents and
high voltages created while oscillating. One way to rapidly test Class C amplifier
stability is to place its output port into a slide-stub tuner, and drive the stage’s input at
its design frequency. If, while varying the amplifier’s RF input drive power level, the
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slide-stub tuner’s impedance values, and the V_.s amplitude, the amplifier remains
stable under these diverse conditions, then there is a good likelihood that it will not
oscillate under almost any adverse real-life situation that it may be subjected to.

Another oscillation mechanism in some strongly nonlinear saturated PAs, particularly
Class C’s, is caused by variations in the internal instantaneous collector capacitance of the
power transistor versus its changing voltage levels. This particular mechanism is actually
modifying the value of one of the transistor’s own reactive elements over time, and can
cause what is referred to as parametric oscillations. These parametric oscillations can
normally be diagnosed rapidly, since they will most often be seen on a spectrum analyzer
at frequencies that are at one-half or at one-third of the PA’s own design frequency.

It may be necessary to de-Q a Class AB power amplifier’s base and/or collector bias
inductor with a parallel resistor to force its stability. This empirically derived resistor
should be of the highest possible resistance value so as not to decrease the PA’s
performance needlessly. Still, these resistors may not be necessary, but since this form
of self-oscillation is relatively common, it is prudent to leave a set of unstuffed pads
available on the PCB for possible resistor placement in parallel with the RFCs.

Decreasing the low-frequency gain of a PA stage, which is naturally at an increased
level, will assist in amplifier stability. This is discussed further under Sec. 3.5.8.

The proper RF grounding of the transistor’s emitter leads will help in both maintaining
gain and avoiding oscillations, since even the smallest amount of inductance in this path to
ground can prove disastrous to a power transistor. In fact, even the naturally occurring
parasitic inductances and capacitances in the passive elements that are used for the PA’s
biasing, coupling, and decoupling must be modeled during the software simulation phase to
prevent unnecessary and expensive tweaking of the completed physical power amplifier.

When a PA is tested alone on the bench for stability it may not oscillate, but when
placed in circuit on the system’s PCB, and attached to its driver amplifier, it may. This
effect is caused by the increased RF feedback paths on the system board, especially
those contributed by the common DC bias lines and ground returns, as well as the
complex interaction mechanisms between all stages and their components. The cure for
these feedback paths is better general RF decoupling, by identifying and eliminating
any parasitic effects created by paralleled RF decoupling capacitors (see anti-resonance
discussionin Sec. 1.1.3), and by removing any component-to-component electromagnetic
(EM) coupling issues by physically separating all “RF hot” parts by distance.

The unavailability of a sufficient groundplane, or a groundplane that is excessively
segmented, can create uncontrollable instability in a PA. The cure is a new layout, with
a large, dedicated groundplane that is not broken up by any traces, and that has a large
number of vias from the top ground pour, where the PA itself is located, down to the
next layer of the PCB, which is where the main groundplane should be located.

Indeed, any power amplifier must, especially in today’s competitive market, not
self-destruct if placed in a shorted or opened state. If the power transistor has the
appropriate heat sinking, it will have a much stronger chance of withstanding very
poor return losses caused by missing or shorted loads.

3.5.8 Power Amplifier Gain Flattening

All wideband RF power amplifiers should incorporate some type of compensation to
maintain a flat gain to within 2 dB or better across their entire bandwidth. This is needed
due to a transistor’s inclination to possess a higher gain of 6 dB per octave at its lower
frequencies than at its higher frequencies. The increased gain can cause low-frequency

1
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Ficure 3.74 Gain flattening with an LR losser network.

instabilities, with possible transistor damage. By far the simplest method to suppress
this excess gain is by adding a losser network (Fig. 3.74) between the PA’s driver and the
power amplifier itself. This will send the higher low-frequency power output to the
resistor R at an almost perfect amplitude compensation value of 6 dB per octave, thus
flattening the power amplifier’s gain response.

The losser network is merely a highpass circuit with a built-in load that is designed
to pass, without attenuation, the highest RF frequency of interest, and with a natural
frequency rolloff that continues to flatten the lower-frequency gain. However, these low
frequencies may begin to display an increasingly degraded return loss, so some
empirical tweaking may be required in the RF simulation software, and on the lab
bench, to optimize the values of L, C, and R.

Another common method is presented below, and employs a parallel bandpass
resonant network also comprised of an L, C, and R. This circuit is tuned to the highest
frequency of the passband, where the gain is low, in order to maintain its S,, in our band
of interest, while decreasing the gain at the lower frequencies.

Frequency Compensation for Operation up to 1.6 GHz (Fig. 3.75)
To Design

1. Calculate an LC tank to resonate at exactly the highest frequency of the desired
passband, and with a high L/C ratio for a low Q and a wide bandwidth. Start
with the highest practical value of inductor that is still far below its SRF, and
then calculate the required capacitor to meet tank resonance. Normally the
widest obtainable passband for this circuit will be 25% of the center frequency.

2. Starting at a value of 50 , adjust R up and down until the passband is as flat as
possible, with little or no loss in amplitude at the tank’s resonant frequency. If
required, tune L lower in value, while increasing C, until all parameters are
optimized. However, the tank’s resonant point should never be moved away
from the highest frequency in the desired passband.

A Quick Example Design an Amplifier Frequency Compensation Circuit (Fig. 3.76)

Goal: Create a lumped-frequency compensation circuit for an amplifier. The specifications and
parameters for the circuit are:
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Ficure 3.76 Example amplifier circuit with and without an LCR frequency compensation network, and
the graphed simulation results: (a) before and (b) after passband responses. Gain has flattened from a
1.4 dB variation across the passband to 0.28 dB.
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froay=14102.0GHz

Z,=50Q

Zor=50Q

Passband flatness = 0.3 dB

MMIC = Mini circuit’s ERA-50SM

Solution:
1. R =170Q
2. L,=4nH
4. C,=16pF

3.6 Amplifier Biasing

3.6.1 Introduction

A transistor amplifier must possess a DC biasing circuit for a couple of reasons. Foremost,
we would require two separate voltage supplies to furnish the desired class of bias for both
the emitter-collector and the emitter-base voltages. This is in fact still done in certain
applications, but biasing was invented so that these separate voltages could be obtained
from but a single supply. Secondly, transistors are remarkably temperature sensitive,
inviting a condition called thermal runaway. Thermal runaway will rapidly destroy a bipolar
transistor, as collector current quickly and uncontrollably increases to damaging levels as
the temperature rises, unless the amplifier is temperature stabilized to nullify this effect.

3.6.2 Amplifier Bias Classes of Operation

Special classes of amplifier bias levels are utilized to achieve different objectives, each
with its own distinct advantages and disadvantages. The most prevalent classes of bias
operation are Class A, AB, B, and C. All of these classes use circuit components to bias
the transistor at a different DC operating, or “Q”, point (Fig. 3.77).

Ficure 3.77 The locations of various bias Q-points for different amplifier classes.
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Ficure 3.78 A Class A amplifier’s output waveform.

As shown in Fig. 3.78, Class A bias permits a signal’s amplified current to flow for
the entire cycle, or 360°, of the input signal. This allows the amplified output signal to
never reach saturation or cutoff, and thus stay within linear operating parameters. The
output will be a relatively accurate amplified representation of the input signal.

Due to their low efficiency, Class A single-ended amplifiers are ordinarily used only
in small-signal non-power applications, especially as low distortion linear RF and IF
amplifiers. The lack of efficiency is caused by the large amount of continuous DC supply
power required at all times, with or without any RF input signal present, to produce the
constant current that is always flowing through this type of amplifier.

Simply by decreasing the Q-point of the amplifier by a small amount, Class AB
operation can be reached (Fig. 3.79). This class of operation has a little higher efficiency
than Class A, as the static output current (I.) through the amplifier will be smaller, and
will flow for something less than a complete cycle; or normally around 300° in power
amplifier applications. It is a very popular RF power amplifier bias method. But any
Class AB single-ended power amplifier will create more output distortion than a Class
A type due the output clipping of the signal’s waveform.

Class AB is also a common bias for push-pull audio power amplifiers, as well as
linear RF push-pull power amplifiers.

Class B stage efficiency is very high. With no input signal, nearly zero power
dissipation occurs within the amplifier. This is due to the almost complete absence of
collector current flow, since the bias is just barely decreased to overcome the 0.6 V of the
base-emitter junction. When any RF signal is placed at its input, the amplifier’s output
current will flow for approximately 180° of a full cycle (Fig. 3.80). This conduction will
only occur when a half cycle of the RF signal actually forward biases the base, while the
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Ficure 3.79 A Class AB amplifier's output waveform.
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Ficure 3.80 A Class B amplifier’s output waveform.
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Ficure 3.81 A Class C amplifier’s output waveform.

other half cycle will reverse bias the emitter base, creating a complete lack of an output
signal. However, considering that a Class B amplifier acts as a half-wave rectifier and
amplifies only half of the incoming RF signal, it is normally found only in two-transistor
push-pull power amplifier arrangements, but can also be used as a substitute for full
Class C-biased single-stage PAs and multipliers.

Class C amplifiers are even more efficient than Class B bias, since they consume only
a small leakage current when no RF input signal is present. When an input signal is
inserted, a Class C stage will amplify for less than half of the input signal’s cycle, and will
really only supply a pulse at the output port. This conduction angle will be for 120° or less
(Fig. 3.81), because the emitter-base junction is, in fact, slightly reversed biased. Many Class
C schemes, however, may not use any bias at all, since silicon transistors, due to their 0.6
V emitter-base barrier voltage, will not conduct until this voltage is overcome by a high-
level input signal. But, as a pulsed output is unusable for many wireless purposes, this
pulse can be changed back into a sine wave by an output tuned tank circuit or filter
network, which also naturally decreases the harmonic output level. With the tuned tank’s
flywheel effect reconstructing the missing alternation, the output of a Class C amplifier
will also have a peak-to-peak voltage that is double that of the power supply.

RF Class C amplifiers are found in FM driver stages, single-ended PA stages,
frequency mixers, and frequency multipliers.

3.6.3 Amplifier Bias Circuits

The most predominant biasing schemes used to obtain both temperature stabilization
and single-supply operation are base-biased emitter feedback, voltage-divider emitter feedback,
collector-feedback, diode-feedback, and active-feedback bias. All five are found in Class A and
AB operation, while Class B and C amplifiers can implement other methods. Which
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Ficure 3.82 A C-E amplifier with base-biased emitter-feedback biasing.

bias circuit to adopt for a particular amplifier depends on the desired circuit costs,
complexity, stability, and other considerations.

Base-biased emitter feedback (Fig. 3.82) works in the following way: The base resistor
(R,), the 0.7 V base-to-emitter voltage drop (V,,), and the emitter resistor (R,), are all in
series; as well as being in parallel with the power supply (V_.), as shown in Fig. 3.83.

OUTPUT

TTILIT INPUT O o

Ficure 3.83 A C-E amplifier displaying its VCC connection.
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As the collector current (I ) increases due to a rise in the transistor’s temperature, the
current through the emitter resistor will also increase, which increases the voltage
dropped across R,. This action lowers the voltage that would normally be dropped
across the base resistor and, since the voltage drops around a closed loop must always
equal the voltage rises, this reduction in voltage across R, decreases the base current,
which then lowers the collector current. The capacitor (C,) located across R, bypasses
the RF signal around the emitter resistor to stop excessive RF gain degeneration in this
circuit. The higher the voltage across R, (V,), the more temperature stable the amplifier,
but the more power will be wasted in R, due to V,*/R,, as well as the decreased AC
signal gain if R, is not bypassed by a low reactance capacitor. Standard values of V,
for most HF (high frequency, or amateur band) designs are between 2 to 4 V to stabilize
AV,.. However, UHF amplifiers and above will normally completely avoid these
emitter resistors.

One voltage source is also supplying all the biasing required for the base-biased
emitter-feedback circuit for proper operation of the negative-positive-negative (NPN)
transistor, since R, and R are accurately allocating the suitable voltages to both the
collector and the base, with the appropriate polarity, through a single power supply.
This is accomplished due to the following: the collector resistor, the collector-emitter
junction, and the emitter resistor are all in series with each other, and share V_.'s
voltage. Thus, the collector-to-emitter voltage is equal to V., minus the voltage drop
across the collector and emitter resistors of R. and R,; forcing the collector to be
correctly reversed biased. The base circuit is also properly forward biased by the
following action: The base resistor, the emitter-base junction, and the emitter resistor
are in all in series and share the V.. power supply’s voltage. So, the voltage drop across
R, will be equal to V. minus the normal emitter-base voltage drop of 0.7 V and the
voltage drop across the emitter resistor. Since the voltage drop across the emitter base
and the emitter resistor are kept relatively low, most of the power supply’s voltage is
dropped across R,, properly forward biasing the transistor’s base. In fact, this base
current, and thus the collector current, can be increased by decreasing the value of this
base resistor. However, because of the inclusion of the emitter resistor R, and the emitter
resistor’s bypass capacitor C,, and their small, but unavoidable, values of stray
inductance, the base-biased emitter-feedback circuit is not normally employed in
microwave amplifiers due to the associated gain reduction and possible instability
problems caused by these reactances.

One of the more common of the low cost, low-frequency biasing schemes, and with a
higher temperature stability than the above method, is the voltage divider, emitter-feedback
biasing circuit of Fig. 3.84. This circuit is temperature stable because the current through
the voltage divider of R, and R, is significantly higher than the base current, and any rise
in the device’s temperature, which will increase the base current, will not substantially
vary the voltage across R,, which is equal to the voltage at the base in respect to ground,
thus maintaining a constant voltage from base to ground. As well, just as in the base-biased
emitter feedback discussed above, when the emitter current rises with an increase in the
transistor’s junction temperature, the top of the emitter resistor will turn more positive.
But as the base is always around 0.7 V more positive than the emitter itself, the base-
emitter junction will now have an actual decrease in the voltage dropped across it when
referenced to the common-emitter lead, reducing the I . to its desired amplitude.

For sensitive amplifier applications, we can proceed even further to increase
temperature stabilization. The most common method is diode temperature compensation,
shown in Fig. 3.85. Two diodes, D, and D,, attached to the transistor’s heatsink or to
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Ficure 3.84 A voltage divider, emitter-feedback biased C-E amplifier with current flow.
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Ficure 3.85 A diode temperature compensated C-E amplifier with voltage divider.
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Ficure 3.86 A common-emitter amplifier with collector-feedback bias.

the device itself, will carefully track the transistor’s internal temperature changes.
This is accomplished by the diode’s own decrease in its internal resistance with any
increase in heat, which reduces the diode’s forward voltage drop, thus lowering the
transistor’s base-emitter voltage, and diminishing any temperature-induced current
increase in the BJT. Employing only a single diode, or compensation by means of
transistors or thermistors, may also be found in some amplifier temperature
compensation circuits.

A prevalent and very low-cost biasing scheme for RF and microwave circuits,
but with less thermal stability than above, is called collector-feedback bias. The circuit,
as shown in Fig. 3.86, employs only two resistors, along with the active device, and
has very little lead inductance due to the emitter’s direct connection to ground.
Collector-feedback bias temperature stabilization functions so: As the temperature
increases, the transistor will start to conduct more current from the emitter to
the collector. But the base resistor is directly connected to the transistor’s collector,
and not to the top of the collector resistor as in the above biasing techniques, so any
rise in I . permits more voltage to be dropped across the collector resistor. This forces
less voltage to be dropped across the base resistor, which decreases the base current
and, consequently, I .

The next method, active bias, is a common way to bias microwave power amplifiers,
and the full discussion on this circuit can be found under Sec. 3.6.5, Amplifier Bias
Design.

Common-source FETs can utilize a common Class A biasing technique called source
bias, a form of self bias (Fig. 3.87). With field effect transistors, unlike bipolar junction
transistors, no gate current will flow with an input signal present, so the drain current
will always be equal to the source current. However, source current does flow through
the source resistor R,, creating a positive voltage at the top of this resistor. Now, since
the FET’s source is shared by both the drain and the gate circuits, and the gate will
always be at 0 V with respect to ground (since no gate current equals no voltage drop
across R), then the gate is now negative with respect to the common source. This allows
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Ficure 3.87 Class A source-biased FET amplifier.

the FET to be biased at its Class A, AB, or B Q-points, depending on the value chosen
for R,, while a capacitor can be inserted across R, in order to restrain the bias voltage to
a steady DC value.

For bipolar transistors, Class C amplifiers permit the use of three biasing techniques:
signal, external, and self bias. Nonetheless, the average Class C transistor amplifier is
normally not given any bias at the base whatsoever (Fig. 3.88), but in order to lower the
chances of any BJT power device instability the base should be grounded through a
low-Q choke, with a ferrite bead on the base lead’s grounded end (Fig. 3.89). These
biasing techniques will still require an RF signal with a high enough amplitude to
overcome the reverse (or complete lack of) bias at the Class C’s input.

INPUT O ® i)

Ficure 3.88 A Class C BJT Ficure 3.89 Class C power amplifier with ferrite bead
amplifier showing lack of bias. on ground-end of base lead.
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Ficure 3.90 A Class C amplifier Ficure 3.91 A Class C amplifier
with signal bias. with external bias.

Signal bias (Fig. 3.90) actually makes use of the RF signal itself to obtain the negative
bias at the base required for Class C operation: When a strong signal reaches the input
of the transistor it begins to conduct, charging up the series capacitor, C. However,
when the signal’s voltage does not possess the amplitude required to turn on the
transistor, or when the signal creates a reverse bias, C will then discharge through the
shunt resistor, R. When this discharge occurs, a negative potential will form at the top
of R, which produces the negative bias necessary for Class C operation of the amplifier.
By manipulating the RC time constant of R and C, we can increase the negative bias so
much that only the highest peaks of the input signal will actually turn on the
transistor.

Aless common method is external bias, shown in Fig. 3.91. This circuit uses a negative
bias supply to bias the base, and a standard positive supply for the collector circuit. The
RFC acts as a high impedance for the RF frequency itself so that it does not enter the
bias supply.

Self bias (Fig. 3.92) uses the emitter current to form a voltage drop across the emitter
resistor and, due to the direction of the current flow from emitter to collector, makes the
top of the emitter resistor positive. With the emitter positive (which is the common
element of the entire circuit), then the base, being at DC ground through the radio
frequency choke (RFC), is now negative in respect to the emitter. This action creates
Class C operation. The capacitor, C,, placed across the emitter resistor, also has the same
voltage across its terminals as R, and stops the bias voltage from being affected by the
RF signal’s amplitude swing.

INPUT O ®

RFC

Ficure 3.92 A Class C amplifier with self bias.
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Ficure 3.93 A Class B push-pull amplifier.

Class B biasing is normally utilized only with push-pull amplifiers, such as that
shown in Fig. 3.93, to obtain linear amplification characteristics. Any scheme that biases
the amplifiers at just above cutoff can be used for Class B operation, as in the push-pull
amplifier circuit of Fig. 3.94 that utilizes biasing stabistors. (Stabistors are two series
diodes adopted to maintain an even 0.7 V on each of the transistor’s emitter-base
junctions, while also helping to protect against the destructive effect of thermal
runaway). But for nonlinear operation, Class B can employ single-ended amplifiers fed
into RF high-Q-tuned circuits, along with any biasing arrangement that sets the
transistor at approximately 0.7 V above cutoff.

3.6.4 Amplifier Bias Circuit Issues

To reiterate some of the more important aspects of high frequency bias design: Any
emitter bias resistor and emitter capacitor can create low-frequency instability and bias
oscillations, as well as increasing the NF and decreasing the gain of an amplifier. This
demands that RF transistors have a directly grounded emitter lead, with no emitter
feedback caused by the lead wire inductance.

A transistor bias circuit must not only supply bias voltages to the collector and to
the base, but it must also control the affects of the amplifier’s temperature variations,
since DC current gain & (8, which is I /I,) of a transistor will increase by about 0.5% for
every degree Celsius in an un-temperature stabilized circuit, as demonstrated in
Fig. 3.95. This graph shows the typical temperature versus / of a standard silicon
transistor. Moreover, RF transistors can change their S,, (RF gain), stability, and NF
quite dramatically as the bias varies due to this temperature sensitivity. In fact, bias has
a very large effect on all S-parameters, as evidenced by S2P S-parameter files being
taken at a certain collector-to-emitter voltage and collector current. This places special
demands on LNAs, which must have a very stable bias arrangement so that NF is not
degraded along with temperature. However, if the transistor is expected to operate

189



190 Chapter Three

<
—03g

AAAY

[ NPN

)
=

Dy

|—o OUTPUT

INPUTO

D,
||
I

Ficure 3.94 A Class B push-pull amplifier stabilized with stabistors.
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Ficure 3.95 Temperature change versus hFE of a bipolar transistor.

only in slightly elevated room temperature environments, then relatively primitive and
simple temperature stabilization bias schemes are all that may be required for most
LNA and general RF amplifiers.

Looking further into amplifier temperature effects, since the two transistor
characteristics that have such a large consequence on an amplifier’s DC operating point
over temperature are AV and AB, any adept temperature-stable bias design will
obviously need to decrease these variations, as discussed above. With normal transistors,
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changes in beta with temperature can be quite drastic, and will vary the I_ by as much
as + 25% for each temperature variation of + 50°C. In addition, part-to-part variations in
beta for even a single transistor model can be in the 10 to 1 range, with beta variations
of 40 to 400. Thus, in a large manufacturing atmosphere, a method must be found to
design an amplifier that ignores beta variations from transistor to transistor, as well as
over temperature. The following formula can be adopted to calculate the change that
can be expected in the I of a transistor, and to give us an idea of a proper bias design
that will stabilize these beta variations. Refer to Fig. 3.96:

(BB )1 R
Al = 161( h ﬁz)(n =)
where . =1.(at =f), A

B, = B, expected of the transistor

B, = B, expected of the transistor
R, =R, and R, in parallel,

R, = transistor’s emitter resistor value

AB=p, - B,

We can clearly see that the entire domination over these beta variations, which
strongly affects I , is only in the ratio of R /R, or:

RlRZ
R, +R,

1

Ficure 3.96 Basic C-E circuit for bias stabilization calculation.
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Ficure 3.97 Class A transistor amplifiers with (a) inductor load and (b) tank load.

As this ratio decreases, the beta variations stabilize (but the gain of the amplifier
will also decrease). A R,/R, ratio of 10 or less will usually give a very stable beta
design.

Class A amplifiers with either inductor or LC resonant tank collector loads (Fig. 3.97)
are able to have a lower V., and less power losses, than circuits employing a resistive
load at the collector. This is because the DC voltage drop across the collector load that
uses an inductor is at a very low value, and is equal to the inductor’s DC resistance. Since
the inductor or inductor/capacitor combination “forces” the average voltage to be
approximately V.. at the transistor’s collector, instead of around half the V.. when using
a collector resistor, the RF output will swing 2 x V. above, and approximately 0 V below,
this average V. when the amplifier’s input is driven hard. This doubles the available RF
voltage at the output of the transistor.

In designing small-signal amplifiers, the transistor’s collector current does not
necessarily have to be at the middle of its I, since the stage will only be amplifying
low signal levels. The I . can be chosen to be in the most linear part of its characteristic
curve, and at a low enough amplitude that DC power dissipation is at a minimum, but
not so low that any RF signal will be too near cutoff, or at excess distortion levels, or
where the stage gain will suffer. However, most I values, as well as V, values, will be
chosen to conform to the S-parameter files available for ease of design and simulation.
(It must also be kept in mind that after calculating the matching network of an amplifier
with existing S-parameters, we must calculate the bias components with the exact same
V., and I that were used to originally measure those S-parameters, and as are shown
in the *.S2P text file, or the active device’s port impedances will not be correct, since
ZJ/Z 5, vary with changes in I_and V...)

Some lower-frequency RF amplifiers will split the single emitter feedback resistor
into two separate emitter resistors (Fig. 3.98), with only one of these resistors having an
AC capacitor bypass, while the other one is providing constant degenerative feedback
to enhance amplifier stability, reducing the chance of oscillations. This also allows the
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Ficure 3.98 Split emitter feedback for bias and gain stabilization.

designer to solidly set the gain, irrespective of the transistor’s varying batch-to-batch
tolerances, to:

R
20log (R_C) = gain in dB
4

3.6.5 Amplifier Bias Design

There are many different ways to bias an amplifier, depending on the required
temperature stability, efficiency, cost, device, power output, linearity, and so on. The
following are the most popular bias circuits and design methods. Matching circuits not
shown.

Class AB Diode or Transistor Bias for Microwave Power Amplifiers of up to 3 W (Fig. 3.99)
Because of the huge amount of wasted power caused by high PA currents that would be
dissipated across any collector resistor, standard bias techniques cannot be used for
most power amplifiers. While there are highly complex active biasing schemes available,
the two presented below are the most common and lowest in cost for < 3 W microwave/
RF power amplifier designs.

To Design

1. R,=50Q
2. Cp=<2Qatf
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Ficure 3.99 Diode and transistor bias for power amplifiers.

3. RFC=>500Q X,

4. C,.=>1uF
5. D,, Q,= general purpose diode or transistor
6 R = Vee —0.7

vico™ IC(MAX) +H FE(MIN)
where  V_.=supply voltage, V
I = RF transistor’s (Q,) maximum rated collector current, A

(MAX) R , o
reomy = RE transistor’s (Q,) minimum rated H,

NorEe: Whether employing diode (D)) or transistor (Q,) bias, it is essential to thermally
connect these components to the RF transistor itself. This allows the semiconductor bias
components to track the power amplifier’s temperature variations, and thus increase/
decrease the 0.7 V placed across Q,’s base, maintaining the PA’s collector current at a
steady DC level. (As the temperatures rise, a silicon semiconductor junction’s voltage
decreases from its room temperature value of 0.7 V.) Since the bias components can only
react to Q,’s case temperature, and not its die temperature, the bias will not be completely
responsive to these temperature variations, nor will the thermal bonding to the PA be
100% efficient. However, this simple bias topology will be more than adequate for low
power microwave PA’s, as typically found in consumer wireless equipment. Further, in
order to force PA bias stability no matter what the input and output RF power levels
may be, the standing current through the diode or transistor bias components must be
high enough to permit a steady voltage to be maintained across the PA’s base. We can
guarantee this by following the above design procedure.
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Ficure 3.100 Class A diode temperature stabilized amplifier for bias calculations.

Class A Bias, Highly Temperature Stable Diode BJT Amplifier for HF and Below
(Fig. 3.100)

Design By

1.

Choose the transistor’s operating point. Example: V ,.=12V;[.=10mA; V_=6V;
B=50. (I. and V_should be the same as the available S-parameter files for the
active device, as found in its *.S2P text format).

. R,=R,=10kQ
R
4 :(RITZRZ)'(VCC_Z V,)+2V, [V, =V, =0.65V]
I I
R. = E = E =
¢ VB _VBE Rz Vv [IE IC]
R, +R, ) "¢
v,
V=¥
Vee =V,
RC= CCIC C
. V.=07V

8. D,, D, =silicon, small-signal general purpose diodes
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Fieure 3.101 Class A HF, VHF, and UHF moderately stable amplifier design with voltage
feedback.

Class A Bias, HF, VHF, UHF Temperature Stable BJT Amplifier
Design (Fig. 3.101)

Design By

1. Choose the transistor’s operating point. (Example: V. =12 V; I.= 10 mA;
V.=6V; B=50.I.and V_should be the same as the available S-parameter
files for the active device, as found in #.S2P format).

2. Use a value for V,and I, to supply a constant stabilizing current (I,): V,=2V;

I,=1mA
3. 1,=1.+f
4. RB VBBI_VBE
B
5 RI:VBB/IBB
_ Vc _VBB
6 RF B IBB+IB
Ve =V
7. Rc cc c



Amplifier Design 197

||}—<h

Ficure 3.102 A low-frequency Class A amplifier for bias design example.

Class A or AB Bias, HF Temperature Stable Amplifier (Fig. 3.102)

Design By

1.

Choose the transistor’s operating point. (Example: V.= 12 V; I.= 10 mA;
V.=6V; B=50.1.and V_should be the same as the available S-parameter files
for the active device, as found in *.S2P format).

. Give a V, value of 2 V for bias temperature stability.

3. Give I, = I.. for typical or high beta transistors.
4. R =V, /I,

Vcc — Vc

R. = i

C

6. 1,=1./pB
7. V=V, + Vi

8. Give a value for I ;of 1.5 mA (The larger in value ],

10.

11.

the higher the stability; but

BB/
power dissipation increases).

: Rl = VBB/IBB

_ Ve = Vi
R, = Iy + 1,

Xp<1Q
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Ficure 3.103 A Class A high-frequency amplifier with collector feedback.

Class A or AB Bias, Moderately Temperature Stable Collector Feedback Amplifier
for HF, VHF, UHF, and Above (Fig. 3.103)

To Design

1. Choose the transistor’s operating point. (Example: V=12 V; [.=10 mA; V_=
6V, =50.1 c and V. should be the same as the available S-parameter files for
the active device, as found in *.S2P format).

2. 1,=1./B
V.-07
3. RF=ﬂ~CI—
C
V.-V
4 R.=—t< c
¢ I, +1,

5. X=X =<1Q

Alternatively

1. Selecta V, of V./2 and an I.. that is shown by the transistor’s data sheet to be
at maximum gain, NF, or P1dB. Or choose a V. and an I that is the same as the
S-parameter file available for the active device (Do not confuse V. in S-
parameter calculations with Ve Ve can be as high as desired, but V must be
as stated in the S-parameter file that is available for the selected transistor in

order to obtain an accurate design and RF simulation).

Vcc — VCE

I

2. R.=
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Ficure 3.104 An integrated buffer amplifier for 50 Q.

Ve, —0.6
3. R, = e

C

4. X ;=X =<1Q

Class A Bias Buffer Amplifier, Integrated (Fig. 3.104)
To Design

1. An easy to implement Maxim MAX2473 integrated buffer amplifier is available
for low to medium RF output powers, and was created specifically for voltage
controlled oscillator (VCO) buffer use. The chip comes as both a single buffer
and as a splitter type buffer that permits a VCO to feed two other circuits (as the
MAX2472).

2. The MAX2473 can be used as a high input impedance buffer for discrete VCOs
designed from this book, or for any prepackaged 50-Q VCO. The MAX2473 will
function with a V. of between 2.7 and 5.5 V; has a wideband RF frequency
range of 0.5 to 2.5 GHz; very high reverse isolation of almost 50 dB at 1 GHz;
adjustable P, of between ~10 to -2 dBm (dependent on R, ,.); has a small
signal gain of 12 dB (at 1 GHz, and dependent on R, ,.); has a current draw of
approximately 5 mA (dependent on R;,.); an unmatched input impedance of
250 Q at 1 GHz (with external matching, 50 Q); and a 50-Q output when used
with a simple L network.

3. At 900 MHz and 3 Vcc select an R, of 11 kQ for a P1dB of 0.9 dBm, an I . of
48mA,and an S, of 12.5 dB; select an R, . of 23 kQ for a P1dB of —6.0 dBm, an
I.of 2.7 mA, and an S, of 8.5 dB.

BIAS
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Ficure 3.105 Class A lumped linear amplifier without a bias circuit.

Class A Active Bias, Highly Stable, for Microwave Amplifiers

Both the lumped amplifier of Fig. 3.105 and the distributed amplifier of Fig. 3.106 can
function as linear Class A amplifiers. They can perform with high temperature stability
without the assistance of the gain reducing and stability robbing emitter resistor. (The
emitter resistor possesses a small value of inductance, which is an issue in high VHF and
above amplifier applications). No bias resistors are required due to the inclusion of the DC
active bias circuit of Fig. 3.107, which includes a positive-negative-positive (PNP) biasing
transistor and its associated diode. Figures 3.108 and 3.109 show the completed and biased
amplifiers, both lumped and distributed. Below demonstrates how to design the active
biasing network for a high-frequency Class A lumped or distributed amplifier.

To Design

1. Select a I, through the diode of 2 mA.

2. Select an appropriate I. for Class A bias of the RF transistor amplifier of
Fig. 3.105 or 3.106.

RF CAP
INPUT

Ficure 3.106 Class A distributed linear amplifier without a bias circuit.
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Ficure 3.107 Class A active bias circuit.

3. Select a V. for the active bias network that is approximately 2 or 3 V greater
than the V, required for the RF transistor of Fig. 3.105 or 3.106.

4. Select an RFC for the active bias circuit with the appropriate SRF (self resonant
frequency) that is greater than the frequency of operation.

5. Select both a silicon PNP transistor with a beta of at least 30 and a low-frequency
silicon diode (a PNP transistor is used so that the V. may be a positive

voltage).
6. R = —+VCCID_ Ver
7. R, = +VchC‘ Ver
8. R, = VCEI 0.7
D
Ve —1
9- R, = B %
C
. . 1 RV =0.7)
10. Collector current of biased device will be: I. = R,QR, ¥R

11. Collector-to-emitter voltage of biased device will be: V. =V_. —(I.-R;)
12. C,=<1QX,
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Ficure 3.108 Class A lumped linear amplifier with active bias.

Class A JFET Self-Bias, Common-Source Amplifier for VHF and Below (Fig. 3.110)
To Design
1. Selecta V, and an appropriate V_for Class A operation from the data sheet for
the JFET selected and note the I, for this chosen V
\%

2. R, = e

3. Selecta V_of w fora V, of %

Vdd - Vds - ‘/gs
=T (If R, computes to lower than 1 kQ, an RFC must be used
d
between the top of R, and the V, in order to sustain a minimum RF impedance

into the power supply).

4. R,
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Ficure 3.109 Class A distributed linear amplifier with active bias and matching circuits.

5. Place a high impedance RFC (with an appropriate SRF) or a high-value resistor
(1 MQ) from the FET’s gate to ground.

6. C.=C,<1Q

NoTES: a. Always confirm that the FET will safely dissipate the power required, which is P =1, -

vV,

b. Since V for a specific 1, is not always available, use the following equation to find
V, when T, and Vv, are known ( look in the JFET data sheet for 1, and V. ):

I,
I

dss &

Vgs:VP(l_ J (V Vsoff and VS=—V )

c. Thel and V will normally be chosen as a duplicate of the values used in any available
S-parameter file for the device to be modeled. In fact, many manufacturers of FET5 will have
S-parameters that are taken at different values of V,_and 1. The I, can be quoted as a percent of

1. (the maximum 1)) such as “50% of 1, ", which would “work well for Class A bias.
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Fieure 3.110 JFET biasing up to medium frequencies.

Class A Bias, JFET HF Stable Amplifier (Fig. 3.111)
To Design

1. Select a Q-point (V,, [, and V,=V ,/2).

dd’

V.-V \%
2. R, =%(Id =Idss(1—

Ficure 3.111 A low-frequency Class A JFET bias circuit.
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3. Find Vp and I, _from data sheet.

Id
4. vgs=vp(1— ; ]

dss

. Select V,tobe20r3 V.

RS = VS/Id

V=V, +V,

. Use an R, value of 220 kQ (this effects the DC input resistance).
_ Rl(Vdd B Vq)

2 V.

8

® N o’

NOTE: Thel, and V  will usually be chosen as a duplicate of the values used in any available
S-parameter file for the device to be modeled. In fact, many manufacturers of FETs will have
S-parameters available taken at different values of V,_and 1, (1, is usually quoted as a percent
of 1. (the maximum 1) such as “50% of 1, ,” which would work well for Class A bias).

Class C Bias, BIT Power Amplifier (Fig. 3.112)

To Design

Since the average silicon transistor will naturally run in Class C mode if no base bias at
all is supplied, the bias network for such an amplifier is quite simple. In order to
minimize the chances of instability, the base of this BJT Class C amplifier should be
grounded through a low-Q choke, or a ferrite bead that is operational at the frequencies
of interest should be attached to the ground end of an average RFC. An RFC or resonant
LC circuit is then placed at the collector. However, certain design complications that are
inherent with transistorized Class C operation are explored in depth in the Class C
power amplifier design section.

RF
INPUT

Fieure 3.112 A high-frequency Class C power amplifier.
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3.7 MMIC Amplifiers

3.7.1 Introduction

MMICs are monolithic microwave integrated circuits, typically comprising 50-Q small-
signal amplifiers that require very few support components for biasing, and none for
impedance matching.

Figure 3.113 illustrates two very common MMIC packages, with integral microstrip
leads, for high-frequency operation. Some MMICs may have a separate DC power input
pin on the package itself, which may be of the eight pin DIP package variety.

Taking a simple example of a high quality and stable MMIC is the classic Agilent INA
series of radio frequency integrated circuit (RFIC) gain blocks, with the internal structure
shown in Fig. 3.114. This design employs a single transistor driving a Darlington pair,
with a small resistive feedback to set the RF parameters. The single transistor has only a
small amount of negative feedback for low noise performance, and with high gain into
the DC coupled input of the Darlington pair. The Darlington pair has strong degenerative
feedback, and sets the gain and matching of the RFIC, as well as the gain flatness.

GND

IN ouT
A47

[ A

GND

Ficure 3.113 Standard MMIC amplifier packages.

RF OUTPUT
4 o AND
RF o Ty DC INPUT
INPUT =

Ficure 3.114 Internal circuit arrangement of an average MMIC.
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Even though the majority of amplifier MMICs are unconditionally stable, it is wise
not to assume that all MMICs are. However, the amplifier manufacturer will usually
warn you of this fact, even if this warning is somewhere at the bottom of the data sheet.

3.7.2 MMIC Amplifier Biasing

The current-biased MMIC (by far the most common type), will attempt to draw more
current as the temperature rises. To preserve a MMIC’s drain current (I)) so that its
Q-point bias does not vary with temperature or large input signals, the DC bias circuitry,
consisting of R, (Fig. 3.115), must maintain a constant I, to the MMIC under all
conditions. This bias stabilization will lower the MMIC’s DC voltage (V) with higher
device temperatures, and increase the voltage with lower device temperatures, thus
preventing the bias current from decreasing; or from increasing to a level that can
actually destroy the MMIC. (Any changes in I, will vary both the gain and the P1dB of
the device). However, the R, in the DC bias line will drop more of the MMIC’s V,
voltage from the V.supply (since V=1 - R), which decreases V, and, consequently, the
device’s bias current to the desired levels. Since the effectiveness of this temperature
bias control is dependent on the voltage drop across R;,., a value of up to 4 V may
be required for proper stabilization across a minus 25°C to a plus 100°C temperature
range. By using a higher-value resistance of R, along with a higher supply voltage,
stabilization is improved. Nevertheless, R, . itself should not have such poor
temperature stability that it varies its resistance dramatically over temperature.

If the R, does not add up to 600 Q or more, then the gain of the MMIC stage will
suffer. This is because all properly decoupled power supplies are virtually a short to RF,
and R, ,; will decrease this gain “shorting” effect on the output of the MMIC by being
at a high resistance value. However, if R, , . does not compute to be at or over 600  (and
it very rarely is), then an RFC should be added in series with R, . to increase the output
to this value, or approximately R, ,.+ X, > 600 Q.

BIAS

BIAS

O RF
OUTPUT

Cc :I
"4
RF o II d

INPUT

Ficure 3.115 Standard MMIC gain block with biasing.
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Ry, since it drops the excess voltage from V__, also smoothes out any voltage
fluctuations to the MMIC, which could cause an unstable bias point, by acting almost
as a constant current source. As well, the added RFC blocks most of the RF from entering
the bias V. line by behaving as a high impedance to RF, while the two C,_bypass any
further RF to ground.

The manufacturer’s approved DC bias current for the MMIC should be followed
closely due to problems with decrease gain and improper matching at lower I, levels,

and device damage at the higher I, levels, or:

I, = (Vcc — Vd)
a RBIAS
Agilent, through empirical studies, recommends placing the R, . resistor at the
output to the MMIC, followed by the RFC for improved RF performance. The bypass

capacitors, of course, should always be placed after the RFC, and not before, or the gain
of the MMIC will decrease severely.

3.7.3 MMIC Biasing Procedure

To Design

1. Choose a V. that will allow at least 2 V, and preferably 4 V, to be dropped
across R, for stability (Fig. 3.115), while also supplying the MMIC with the
proper V, level. (If R, does not reach 600 Q, use an RFC for a combined
additive impedance of 600 Q for both R, and RFC):

Ryas = Yee = Vs
I d
where V, =DC voltage at the MMIC’s power pin, V
I, =DC current into the MMIC’s power pin, A
Vee = power supply voltage, V

2. Check the power dissipation within the bias resistor R, . to allow for the
appropriate safety headroom of at least double the calculated R, , . wattage, or

BIAS
P=2(P - R).
3. Use coupling capacitors at the MMIC's input and output as described under
Sec.3.7.4.

NOTE: The above describes biasing and operation of the most prevalent MMIC, the current-biased
MMIC. However, some MMICs, such as Agilent’s MGA-85563 LNA MMIC (Fig. 3.116), are
voltage biased. This type of MMIC operates quite well when only low values of V .. are available,
since no Ry, is required, at low current draw levels, making it perfect for portable battery
powered applications (see Sec. 3.7.5).

Some MMICs can be adopted to limit output signal amplitudes for modulations
that employ a constant modulation envelope, like common FM. A MMIC with a hard
saturating characteristic, as well as high gain, is required for this application (such as in
the INA series of MMICs). Since almost all MMICs will vary in both gain and saturation
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Ficure 3.116 Voltage-biased LNA MMIC.

level depending on current draw, the bias point of these MMIC limiters must not be
allowed to vary with large RF drive transitions, and the factory recommended bias
current levels should be maintained to limit harmonic output. Maintaining this constant
bias point in limiter applications can best be accomplished by using the biasing circuit
as shown in Agilent’s application note AN-5003.

3.7.4 MMIC Coupling and Decoupling

MMIC coupling and decoupling is just as important as it is in discrete amplifier circuit
design. As shown in Fig. 3.115, two C_s are utilized at both the input and output of the
MMIIC to not only couple RF with no voltage drop, but also to block DC from reaching
any other device, which would disrupt the biasing of the next stage (or simply be shorted
to ground). The capacitors are typically chosen to supply 1 to 5-Q X at the lowest
frequency to be passed, while the highest desired frequency should not be close to
the capacitor’s parasitic parallel resonant frequency (PRF). For narrow frequency
use, the capacitor’s own series resonant frequency (SRF) is sometimes chosen to be the
same as the amplifier’s RF signal frequency, thus allowing lower-value capacitors to be
selected for microwave coupling, while also minimizing undesired lower frequencies
from passing to the next stage.

Any RF that is permitted to enter the MMIC’s bias power supply can cause various
circuit instabilities throughout the system. To decouple, or stop, AC from entering the
supply (while permitting DC an unimpeded flow) we can use the RFC and the C, of
Fig. 3.115. Normally more than one value of C, will be selected so that a wide band of
frequencies will be blocked (shunted to ground), while also filtering any power supply
ripple or EMI from entering the MMIC stage itself.

As stated, it is important that decoupling and coupling capacitors not be near their
parallel resonant mode, or they will act as a high impedance to the RFE, instead of as an RF
short. Further, any decoupling inductors should not be close in frequency to any series
resonant modes, or they will begin to function as shorts and not as high impedances.
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Ficure 3.117 Decoupling of a MMIC at both high and low frequencies.

When a MMIC (or discrete) amplifier must be capable of operating properly across a
very wide bandwidth, two RFCs may be required in its decoupling circuit (Fig. 3.117): A
low impedance coil (L,) that functions suitably at very high frequencies, without hitting
any series resonances, and a high impedance coil (L,) used to block lower frequencies.
The high impedance coil will begin to lose its ability to block the upper frequencies of the
passband due to its inherently high turn-to-turn capacitance in such a large-value coil. In
fact, at elevated frequencies this high impedance coil begins to look more like a short.
The smaller in value, but much higher frequency, coil of L, now takes over. An added
bypass capacitor (C) to ground may also be placed between the large coil and ground to
further decouple any RF from the supply. These precautions will permit a very wide RF
passband for a relatively flat gain over a large frequency area.

3.7.5 MMIC Amplifier Circuit

The Agilent voltage-biased MGA-85563, as shown in Fig. 3.116, is capable of operation
from 800 MHz to 5.8 GHz, with a V.. of 3V at 15 mA and an NF of approximately 1.6 dB.
It has 18 dB of gain with unconditional stability.

Looking at the MGA-85563 circuit, we find at the RF input a DC blocking capacitor
C_, which is required only if DC is present at the input from the prior stage, while the
inductor L__ , is chosen to cancel the natural capacitive reactance of the device’s input
in order to give a 50 + jO input. However, if the MMIC will be used in receiver front-end
applications, then the match should be chosen to supply an optimum source impedance
for the lowest possible NF. For optimum NF, some simulation runs and tweaking on the
prototype PC board is usually required for any matching network. Agilent’s
recommended L__ . value for 800 MHz is 22 nH; 900 MHz is 18 nH; 1.5 GHz is 8.2 nH;
1.9 GHz is 5.6 nH; and 2.4 GHz is 2.7 nH. Above 3 GHz no inductor at all is required.
The RF output of the MGA-85563 is 50 Q, so no matching network is required at
that port. Pin 6 outputs the RF through the DC blocking capacitor C., while the DC
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(voltage-based) bias is also injected into pin 6. The RFC blocks the RF from entering V.,
and the two capacitors, C,, bypass any RF that makes it through the RFC, while also
filtering power supply EMI from entering the MMIC. Pin 4 of the MGA-85563 can be
utilized to increase the IP3 at the RF output by increasing the MMIC’s bias current
from its normal 15 mA up to 35 mA. Since this mode obviously consumes more current,
it is only used when higher output powers are required. With pin 4 left floating, the
device will have an IP3 of +12 dBm, while an R, of 15 Q will cause an I, of 30 mA, and
raise the IP3 to +17 dBm.

3.8 Wideband Amplifiers

3.8.1 Introduction

A wideband amplifier is designed to have an extremely broad band of frequencies that
it can pass with flat gain and a good return loss response, along with perfect stability.

3.8.2 Wideband Amplifier Stability

To properly design a wideband RF amplifier we must suppress the lower frequencies
where the gain is the highest (Fig. 3.1184). One way to do this is by showing these low
frequencies a poor impedance match, while with the higher frequencies, where the gain is
much less, we can supply a perfect match. Using these methods will flatten the gain of the
amplifier (Fig. 3.118b), but will not provide a high return loss at all frequencies. In other
words, matching the transistor at high frequencies will supply more gain at these particular
frequencies, while mismatching at the lower end of the spectrum will decrease their gain
due to mismatch losses. However, stability is always of prime importance, and since we
now have various impedance mismatches across a very wide bandpass, we will want to be
assured of stability at all frequencies. We can do this by checking with our supplied
S-parameters, and see if the small-signal active device will be unconditionally stable at all
measured frequencies. This will not, however, include the very lowest of frequencies, since
these may well be below the measurements available within the S-parameter files.

20 20
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a. b.

Ficure 3.118 Gain flattening of an RF amplifier: (a) not compensated; (b) compensated.
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Huge instability problems internal to a wideband amplifier can occur at frequencies
between 1 and 20 MHz, where the transistor’s gain may be as high as 40 dB. When
combined with even the slightest of internal or external in-phase feedback, this level of
gain is an obvious recipe for instability and oscillations. These oscillations are viewable
on a spectrum analyzer as a single carrier surrounded by sidebands, with the injected
carrier modulated by the low-frequency oscillations. We must find a way to lessen
either the gain or the feedback, or both, of the unstable power amplifier at low
frequencies. Two helpful methods of accomplishing this are by selecting a transistor
with a low /1, and/or by using the lowest value of output collector choke we can that
will still supply a short for low-frequency AC, but a virtual open to RF (Fig. 3.119). The
choke itself should be paralleled by a low-value resistor Rp of between 300 to 600-ohms
for de-Q’ing purposes, which will help prevent parasitic oscillations. Either a high-
value capacitor must be attached to the top of the choke, or to the top of a low-value R,,
to shunt any of these lower frequencies to ground.

Another extremely potent method of decreasing low-frequency gain, which is
especially suitable for wideband power amplifiers, is by negative feedback (Fig. 3.120).
The capacitor C in this circuit is adopted to block the DC bias, while easily allowing the
dangerous low-frequency AC to pass back to the base. The resistor R element controls
the amount of feedback to the base, and must be found empirically (50 to 500 Q will be
the typical values). The inductor L is the vital component that actually controls the
feedback. It functions by having a very high reactance to the amplifier’s desired
frequencies, so as not permit degenerative feedback that would lower the gain levels at
higher frequencies. However, as the frequency is decreased, the reactance of the inductor
will, of course, also decrease. This action increases the level of degenerative feedback to
the transistor’s base, decreasing the gain of any low-frequency signals.

Feedback of any kind may sound dangerous, but a common-emitter amplifier will
have a perfect 180° phase shift at its lower frequencies of operation (<<f,), thus assuring
that regenerative, or oscillatory, feedback will not occur there. The only caution would be

(@)
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o

Ficure 3.119 A collector inductor load for decreasing low-frequency oscillations.
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Ficure 3.120 A negative feedback circuit.

to confirm that the inductor is actually capable of blocking the RF at its highest frequency,
and without allowing the RF to pass through due to its internal parasitic capacitances.

If we keep in mind that almost any amplifier will be completely stable if all of the
frequencies it passes will see a perfect 50-Q resistive impedance at both the input and
output of the stage (a difficult objective with many power amplifiers), then we can use
this knowledge to our advantage. Excellent stability, even at frequencies above or below
our interests, can be assured by supplying the active device with a good 50-Q source
and load. This can be in the form of a 51-Q resistor that will only be seen by the unwanted
lower frequencies through a one-pole lowpass filter, or by the use of a diplexer, or by
employing a 2-dB 50-Q pad at the amplifier’s output.

Another viable wideband amplifier design technique is by utilizing resistive
components to create a match over the entire bandwidth. This design is referred to as a
resistive negative feedback amplifier, and can be exploited at almost any frequency, but is
more common at 600 MHz and below where gain is relatively inexpensive. This
technique has the disadvantage of producing much lower gain as compared to the
typical LC matching method, along with supplying less reverse isolation and a higher
NEF. But its greatest advantage is that it has a very wide bandwidth, with a decent return
loss, and much increased stability. As shown in the wideband design example, L, is a
peaking coil that decreases the negative feedback at higher frequencies, holding up the
gain of the amplifier just as it begins to fall. However, the insertion loss will not be quite
as good at these particular peaked frequencies.

Another technique to increase the stable high-frequency gain, while maintaining a
flat, wide bandwidth, is to use a low value of bypass capacitor that in parallel with the
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amplifier’s emitter resistor. This will increase the emitter resistor’s degenerative
feedback as the frequencies are decreased, leveling out the gain. The application of
emitter components of any kind is viable only up to 2 GHz and below, due to the
stability-robbing presence of their added lead inductance.

3.8.3 Wideband Amplifier Design

A stable wideband Class A amplifier can be quickly designed by following these simple
steps.

Wideband Resistive Feedback Small-Signal Amplifier (Fig. 3.121)
To Design

1. Select a suitable transistor for the desired frequency range, gain, NF, cost,
package, and the availability of S-parameter files at different bias levels.

2. Select the appropriate bias for the transistor in your application by studying the
transistor’s data sheet. For instance, a transistor for an LNA may need a collector
current of 5 mA (or less), while a transistor for other uses may require a higher
level of bias.

3. Insert the transistor’s S-parameter model, which should be at the closest
expected bias level of the device to be used, into the simulator.

Vee
Cg low Cp
+]/ | |
ik —
Lc
Rc
L G
R Cc
RF e Ve | \ OUTPUT
I 750 Q

Cc
R.
INPUT - | (v STAB

50 Q

Ficure 3.121 Resistive wideband RF amplifier with 50-Q input and output.
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- Design C, and L, to be series resonant at, or just below, the lowest frequency in

the band of interest.

- R, will be adjusted empirically for the appropriate feedback to optimize gain,

return loss, and stability.

. All coupling (C.) and RF bypass (C,) capacitors will have a reactance across

the entire band of less than 3 Q. L_ is an RF choke, required only if R_ is less
than 500 Q.

. Design the amplifier’s DC bias network for a stable temperature operation of

the transistor over its specified temperature range, as detailed elsewhere in this
chapter.

. Run the circuit in the simulator, and check for stability all the way from the

lowest to the very highest frequencies available within the S-Parameter file. If
there are any frequencies that have a K that is less than 1, or a B, below 0, then
stabilize the transistor, while sacrificing gain and NF as little as possible. We
can accomplish this by inserting and varying the value of a resistor that is first
placed in series, and then in shunt, at the transistor’s collector output port.
Perform the same action at the device’s input port, all the while checking for
improvements in K. In another window, confirm that gain and return loss are
nor being too adversely affected, but only across our band of interest. The shunt
resistive components will typically range between 100 and 500 €, while the
series resistors will extend from 3 to 10 Q. Most active devices will be stabilized
with a single output resistor. (Any shunt stabilization circuit must have a DC
block if it will short the bias to ground).

A Quick Example Design a Wideband Feedback RF Amplifier (Fig. 3.122)

Goal:

Create a stable wideband 50-Q Class A RF amplifier with LCR feedback and collector bias. The

specifications and parameters for the amplifier are:

V=33V

I.=12mA

V=2V

S, =21dB

Transistor = NXP BFG425 (H
Passband =430 to 930 MHz

FE(LOW) — 50, HFE(MID) =80, HFE(HIGH) =120)

One possible solution:

® NSO w N e

C,,C,=100 pF
R,=82kQ
R.=110Q
R,=960 Q
Ry =130 0
L,=150 nH
L.=160 nH

C,=14pF
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Ficure 3.122 A complete example Class A wideband amplifier with bias, matching, and stabilization
circuits.

3.9 Parallel Amplifiers

3.9.1 Introduction

Single-ended amplifier configurations cannot always supply us with all the RF power
we need, since we may require up to several hundred watts of output power for certain
applications. This can be accomplished with RF parallel amplifiers (Fig. 3.123). While
the design of such ultra high-powered amplifiers is beyond the focus of this book,
lower-powered MMIC and discrete amplifiers are relatively easy to realize (<4 W).
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Ficure 3.123 A parallel amplifier circuit without bias components.

With twin parallel amplifiers, each transistor is either on or off at the same time
period, unlike push-pull, which sequentially distributes the power back and forth for
equal, but different, time periods. Since the output current of a parallel amplifier circuit
is shared evenly between the transistors when they are perfectly matched, this action
will double the amplifier’s power handling capabilities (P = I - E) as compared to a
single-ended configuration. Parallel amplifiers allow the entire circuit to function as if
it were a single high-powered transistor, and at any bias desired (Class A, AB, B, and C).
Figure 3.124 demonstrates one type of parallel amplifier circuit, along with impedance
matching and Class C biasing.

Gain will stay the same whether a single power amplifier or a parallel power
amplifier configuration is used. The real advantage of paralleling amplifiers is that the
RF output power capability (P1dB) will increase by 3 dB for two stages (Fig. 3.125), and
by 6 dB for four. However, the input drive power into these paralleled stages must also
increase to take advantage of this attribute. Also, each amplifier must have excellently
matched active devices, and the input and output capacitances of two paralleled
amplifiers will be double that of a single device, which can be problematic with high-
frequency operation.

Directly paralleling discrete high-frequency power transistors makes their already
very low input/output impedances even lower, so effective low-loss matching can
become a problem. With these types of discrete designs, it is better to first match each
active device, preferably to 100 Q in a twin parallel amplifier, and then directly combine.
Or, we can match each active device to 50 Q, and then utilize a combiner to blend the
single amplifiers into a complete parallel amplifier stage.

Formerly, indiscriminant direct paralleling of active devices would lead to uneven
current distribution among the transistors, and the thermal destruction of the transistor
with the most current draw. Due to emitter ballast resistors that are placed internally
within the semiconductor die itself, this is not a problem with the vast majority of
modern power transistors.

3.9.2 Parallel Amplifier Design with MMICs

The input and output impedances of the combined amplifiers will decrease as more
devices are paralleled, as stated above. Therefore, when working with 50 Q@ MMICs, the
Z, and Z . of the total paralleled stages can be computed by 50/n, with # being the

21



218 Chapter Three
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Ficure 3.124 A parallel power amplifier with bias components, Class C.
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Ficure 3.125 The output power of a single MMIC as compared to two paralled MMICs.
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number of amplifiers in parallel. As a result, a matching network for the MMICs would
be necessary if we must integrate them into a 50-Q system.

Paralleling two MMICs will increase their P1dB by 3 dB as compared to a single device,
and will maintain the MMIC's input and output impedances by using a lumped Wilkinson
power divider/combiner network, along with a single DC bias line. The Wilkinson network,
unfortunately, will also make the amplifiers much more narrowband, which may not be
desired in very broadband applications. And since MMICs are not always completely
resistive, and each lumped circuit element and layout has its own parasitic reactances, some
tuning will be required in order to peak the gain at the desired frequency of operation.

A Parallel MMIC PA Amplifier Circuit (Fig. 3.126)

To Design

1. Bias as instructed under Sec. 3.7.2.

2. Couple as in Sec. 3.7 4.

50
3. L=T4z7
1
4 C=28ar50
5. C,=2-C
6. R=2X Zpo = 100Q
7. C.=<1Q

ZooRT Cc Ce ZSPOOST
50 Q
o R § % R —— OUTPUT

INPUT

Ficure 3.126 Paralleled MMIC amplifiers with splitter and combiner.
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3.10 Audio Amplifiers

3.10.1 Introduction

To maximize the output voltage of a cascaded system, many non-RF, low-frequency
circuits need to be terminated in a high-load impedance. We also speak of voltage or
current gain, instead of power gain, in such applications, since the cascaded impedances
are rarely the same.

Many non-power audio amplifier stages need not be matched to their source nor to
their load, since conjugate matching is used to maximize power transfer between stages
and to reduce standing waves, audio amplifiers are much more concerned with reducing
distortions and isolating each stage from the effects of the next. An acceptable single
stage audio voltage amplifier can be designed using the low-frequency bias design
formulas as presented under Sec. 3.6.5.

Operational amplifiers are far more common for voice frequency amplification for
both low-level voltage signals, as well as high-level power signals. They can be selected
from many manufacturers, and are obtainable in an optimized single-voltage supply
package for ease of biasing.

3.10.2 Audio Amplifier Design

The National LM386 is a low-voltage audio amplifier that is perfect for low-frequency
amplification. In voice-band radios this IC can amplify the input signal all the way from
the detector stage to the 8-Q speaker or headphones. This device has very low quiescent
current drain (4 mA), accepts a wide variation of V.’s (4 to 12 V), has adjustable voltage
gain (20 to 200), adequate distortion levels (<10 THD), and a output driving power of
700 mW with a 9-V supply into 8 Q.

IC Audio Amplifier (Fig. 3.127)
To Design

1. C, will bypass any RF that escaped the detector, while it can also be chosen to
limit the audio frequency response of the amplifier. (Many demanding cases
will require either an active op-amp or a passive RC lowpass or bandpass filter

Vee

AUDIO INPUT Co
FROM o 1
DETECTOR

250 uf 8Q
+

10K

CB:L 1 uf
R

Ficure 3.127 An integrated circuit audio power amplifier.
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placed before the amplifier in order to limit the frequency response and noise
even further, since voice should be band-limited to between 300 and 2500 Hz
and will improve the higher-frequency noise and heterodyne outputs, as well
as any low frequency 60 and 120 Hz hum.)

2. The gain for the amplifier as shown will be 200, but can be adjusted downward
by the addition of a resistor in series with the capacitor between pins 1 and 8
(e.g., a 1.2-kQ resistor will set the gain to 50). Removing the capacitor, and
leaving pins 1 and 8 open entirely, will decrease the gain to 20.

3. Adjusting the pot at the input to the LM386 will alter the amplitude of the
output signal into the speaker.

3.11 VGA Amplifiers

3.11.1 Introduction

VGAs (variable gain amplifiers) can be created in one of two ways: either by varying a
transistor’s bias voltage to its base, which controls its collector current, and thus the gain
of the device (see Sec. 8.3, Automatic Gain Control ); or by placing a voltage or current
controlled variable attenuator at the input to a fixed gain amplifier. Since the latter circuit
usually results in a more linear amplifier response over gain, especially with large input
signals, it is preferred over the variable bias design in many applications. An added
disadvantage to the variable bias type is that any modification to the bias of a transistor
will also alter its S-parameters. This means that not only will the gain be varied, but so
will the return loss and stability of the amplifier. Any loss of stage stability is simply not
an option, while the change in return loss can prove problematic if the VGA is attached to
a filter circuit, since a filter’s response is dependant on its source and load impedance.

3.11.2 VGA Amplifier Design

The following are three simple designs for RF variable gain amplifiers, the first being a
positive intrinsic negative (PIN) diode attenuator type, and the second a stage bias-
control type, and the third a MMIC type.

A VGA with Low Distortion for 10 MHz and Above (Fig. 3.128)

A non-reflective type of VGA is designed by employing an absorptive attenuator design in
front of a fixed gain discrete or MMIC amplifier. An automatic gain control AGC voltage of
zero at the attenuator’s DC control input will result in low gain (even a negative gain), while
a control voltage of greater than zero results in a steadily increasing gain. The return loss will
remain quite usable up to very high attenuation levels. However, a rise in the NF of the VGA
circuit (Whether bias or attenuator controlled) is unavoidable as the gain is decreased.

To Design

1. Bias the transistor as described in Sec. 3.6.5.
2. Match the input and the output of the transistor as described in Sec. 3.4.6.

3. Design the 50-Q attenuator pad as described in Sec. 8.4.2. (Whether the
attenuator is placed at the amplifier’s input or output port depends on the
required NF for an LNA, or the saturated drive requirements of a PA).
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Ficure 3.128 A simple and stable VGA circuit.

Low-Cost Variable-Bias VGA, Reverse Gain Control (Fig. 3.129)
To Design

1. Choose R. to drop half the V. when the transistor is at its desired gain:

R. =
C IC
Vee
Rc
2 KQ
MATCH —OIF
IF o—— MATCH
Rs
10 KQ
AVC

0.5V (LOW GAIN) TO
5V (HIGH GAIN)

Fieure 3.129 A circuit for a variable bias gain amplifier.
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2. Choose an R, of 10 kQ.

3. Find the voltage required at the AGC (AVC) port of the amplifier that causes
the base current (I,) to create a collector current for the desired full gain. The
transistor’s characteristic curves in its data sheet will contain the information on
I, versus I, while the current gain graphs will show the I versus h_:

AVC = (I, - 10K)+ 0.7

4. Choose the limits of AVC voltages that will supply the required range of gains
by substituting the desired I, in the above equation with the minimum and
maximum I, related gain values.

5. Design the transistor’s input/output matching networks for the desired bias at
maximum gain and for the frequency of operation.

6. The gain of the circuit is now controlled completely by the AGC voltage at the
transistor’s base. But since gain is managed by altering the I . through this AGC
at the transistor’s base, then the input and output impedances, as well as the
stage’s stability, will also vary. Distortion and gain compression may also occur
with strong input signals.

MMIC VGA (Fig. 3.130)
To Design

1. Most MMIC gain is moderately affected by a change in I,. By looking at the
device’s I, versus S, (dB) curves, this susceptibility can readily be seen, and
offers an easy way to operate some MMIC’s as variable gain amplifiers. Gain
variations of 5 to 15 dB are possible, depending on the MMIC and the frequency,
by varying I, through an AGC circuit.
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Ficure 3.130 A MMIC based variable gain amplifier circuit.
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2. Utilizing a MMIC as a VGA should be adopted only for low-level signals, since
the P1dB will decrease along with the I, and gain of the MMIC. The exact value
of the overall circuit gain variations obtained will differ with input frequency.

3. Design the MMIC stage as described under Sec. 3.7.3, and then permit the AGC
circuit to control the MMIC’s V..

3.12 Coupling and Decoupling of Amplifiers

3.12.1 Introduction

To prevent one stage’s DC biasing from affecting the next stage, a method of coupling an
AC signal into or out of an amplifier, while blocking DC, must be employed. The actual
type of coupling for discrete circuits, sometimes combined with impedance matching,
will depend on the sort of signal being amplified: DC, (low frequency) AC, RF, or
wideband amplification.

To prevent unwanted amplifier oscillations and/or RF contamination of the system
power supply, decoupling components, such as capacitors and chokes, that are capable
of shunting the entire spectrum of RF and AC frequencies should be used for all active
devices.

3.12.2 Coupling and Decoupling Circuit Design

Decoupling

Heavy decoupling of a power supply is not only required in order to prevent RF energy
from entering the supply, but also to provide a reservoir of energy that may be instantly
used by any active circuit on the PCB, especially high current stages such as a PA. This
requirement can be better appreciated if one understands that when a 2.4-GHz power
amplifier is in operation, it is actually drawing DC current directly from the power
supply at a frequency of 2.4 GHz. This alternating current draw must be filtered before
it can adversely affect other stages, as well as to provide instant current smoothly to the
PA stage. Thus, the decoupling capacitors themselves will act as a vital charge supply
for the PA, as well as function as an RF bandstop filter for any conducted EMI.

Decoupling networks must not only be comprised of RF ceramic capacitors that are
capable of attenuating higher frequencies, but also of the electrolytic type, which possess
a much higher capacitance value for the filtering of extremely low frequencies. In other
words, so that we may send all frequencies to ground that may attempt to enter, or to
exit, the DC power supply, the supply must be strongly RF isolated (decoupled) from
the PA by a wide frequency band of various shunt capacitors of different values. Series
inductors and resistors help in this filtering action as well, and can be used in concert
with the decoupling capacitors.

To function as desired, decoupling capacitors must not be used near their parallel
(high impedance) resonant mode, while decoupling inductors must not be used near
their series (low impedance) resonant modes. If they are, then they may literally
“disappear” from the decoupling circuit, and become completely ineffective.

Inductors are far from perfect components, and possess parasitic capacitances. So
when an amplifier must function properly across a very wide band of frequencies, two
decoupling RFCs may be required; a low inductance coil that works at very high
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frequencies (without encountering any series resonances), and a high inductance coil
used to block the lower frequencies. The use of two chokes can be necessary because the
low frequency, high impedance inductor will begin to pass the high RF frequencies
through the natural turn-to-turn capacitance inherent in any coil, but it will do so far
earlier than the smaller, minimal parasitic RF choke.

To minimize the lower-frequency inductor’s (L,) significant parasitics from
adversely affecting the MMIC’s output, the first choke up from the amplifier stage
should always be the RF inductor (L,), followed by L,. An additional small value RF
bypass capacitor to ground can be placed between L, and L, to further decouple any RF
from the power supply.

This type of wideband decoupling will permit the amplifier’s complete passband to
enjoy a nearly flat gain response over its entire frequency range.

Coupling
There are various coupling techniques that can be used between stages, depending on
frequency, cost, performance, and impedance matching needs.

Capacitor coupling (Fig. 3.131), also referred to as RC coupling, is found in AC and RF
amplifiers only, and is capable of amplifying over a very wide bandwidth (the amplifier’s
required impedance matching circuit will limit this bandwidth, however). As shown in
the figure, the series coupling capacitor C_ blocks the DC bias to the next stage, but
allows the RF signal to pass through unattenuated. C. and R, form a voltage divider,
allowing most of the RF signal to be dropped across the high resistance of R located at
the input to the next stage. The voltage divider functions as described because the
capacitor has a much lower impedance to the RF than does the resistor. This signal across
R, will then add to or subtract from the second stage’s emitter-base junction, forcing its
collector current to vary through R , producing an amplified output voltage.

RC coupling is a simple method to transfer energy from one circuit to another, but
has great difficulty matching the stage’s impedances and, unless we employ a low-value
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Ficure 3.131 Capacitive coupling between two stages.
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series resonant coupling capacitor at the stage’s input and output, this coupling method
does not help to attenuate harmonics from being transferred from stage to stage, and
from being further amplified. The small, series resonant coupling capacitor will also
assist in stabilizing the amplifier chain, which it accomplishes by somewhat attenuating
the lower and higher (undesired) RF frequencies with its low capacitance value and
series resonance operation, while easily passing the frequencies of interest. AL, T, or PI
network is normally added for harmonic attenuation and impedance matching
requirements. The coupling capacitor can be part of the matching circuit itself.

Inductive coupling (Fig. 3.132), also referred to as impedance coupling, is found in AC
and RF circuits, and is comparable to RC coupling. However, instead of exploiting a
resistor in the collector circuit, it uses a collector inductor.

Inductive coupling has the advantage in that the collector inductor wastes little DC
power due to its very small DC series resistance, thus permitting for more efficient
amplifier operation. This high-value inductor works as a transistor’s collector load
because of its high reactance to the alternating collector current, which produces an AC
voltage drop. This action will subtract from or add to the voltage from the transistor’s
emitter-collector.

Inductive coupling is only practical over a relatively narrowband of frequencies,
since X, changes directly with frequency, and stage gain would vary as well.

Direct coupling (Fig. 3.133), also referred to as DC coupling, is valuable for very low
frequency and DC amplification. R, functions as a collector resistor for Q,, and as a base
resistor for Q,, and must be carefully chosen to function in both roles, since a small
temperature induced current change in Q, is directly amplified by Q,. Precision
components and tight placement of parts to allow each component the same changes in
temperature must be used to stabilize this circuit.

Low-frequency transformer coupling (Fig. 3.134), employing laminated iron cores, can
be adopted for low-frequency AC amplifiers. This method, due to the interstage
transformer, will not pass the DC bias, and can be used to match the relatively high
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Ficure 3.132 Inductive coupling between two stages.
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Ficure 3.133 Direct coupling between two stages.
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Ficure 3.134 Low-frequency transformer coupling between two stages.

output impedance of Q, to the low input impedance of Q,. One end of the transformer’s
secondary is connected to the base of Q,, while the other end is connected to the top of
Q,’s bias resistor R,. The signal being amplified by Q,, and being output from T, will
then subtract-from or add-to the base bias. This results in a varying base current, which
causes a much higher in amplitude collector current; creating amplification at the
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Fieure 3.135 High-frequency transformer coupling between two stages.

output of Q,. However, since a low-frequency iron-core transformer is both expensive
and heavy, this coupling method is rarely found today in most consumer-grade audio
applications.

High-frequency transformer coupling (Fig. 3.135) with RF tuned circuits, employing
ferrite, powdered iron, and air cores, is not nearly as popular as it once was due to the
expense and size of the transformer, but can still be found in some RF and IF amplifiers
up to a maximum frequency of 250 MHz.

Transformers provide the required impedance match for the efficient and maximum
power transfer between amplifier stages, as well as block the DC bias from stage to
stage. These transformers function the same as the low-frequency iron-core transformers
above, except for the frequency selective narrowband resonant tanks formed by C, and
the primary of T,, as well as C, and the secondary of T,.

The degree of coupling between a tuned transformer’s primary and secondary,
which is mainly governed by the distance between the windings, will affect the signal’s
amplitude and bandwidth as it passes through the transformer. Indeed, as the coefficient
of coupling increases (over coupling, Fig. 3.136a) or, in other words, as the windings are
brought closer together, more flux lines from the primary will cut the secondary. This
will produce a higher output voltage and a wider bandwidth over that of the loose
coupling of Fig. 3.136¢c. The wider bandwidth is caused by the high capacitance now
present between the closely spaced primary and secondary, while the high signal
amplitude is due to the increased flux lines that cut the secondary. However, as the
coefficient of coupling is decreased toward loose coupling, the amplitude and the
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Ficure 3.136 The degree of coupling and the effect on the output signal.

bandwidth of the signal diminishes. Nonetheless, loose coupling can be used to lower
the capacitive coupling into the next stage, thus lowering harmonic output, and give a
narrower bandwidth that may be required for certain applications. For typical
narrowband uses, optimum coupling (Fig. 3.136b) will be found as a good compromise
between bandwidth and amplitude.
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CHAPTER 4
Oscillator Design

engineering in general, next to RF filter design, and is considered to be among
the most complex. Indeed, until Randall W. Rhea released his groundbreaking
book Oscillator Design & Computer Simulation in 1990, oscillator design was strictly a hit
or miss affair for many engineers. And as anyone in the field of RF is well aware, it is
quite easy to design an oscillator; just design a poor amplifier and turn on the power,
and it will probably begin to oscillate. The real problem, however, is to design an
oscillator that will not only oscillate at a desired frequency and amplitude, but that will
start reliably and not wander, that will not be plagued with various spurious responses
and harmonics, that will not be excessively affected by normal changes in temperature,
and that will be consistent in operation when built during a long production run.
This chapter will concentrate on the design, simulation, and verification of LC,
crystal, and VCO oscillators over a wide range of frequencies.

Oscillator design is perhaps one of the least understood practices of wireless

4.1 Oscillator Basics

4.1.1 Introduction

Below is a quick refresher on basic LC and crystal oscillator theory, oscillator starting,
noise, components, and decoupling, as well as general oscillator design considerations
and the importance of bias and loaded Q.

4.1.2 Oscillator Operation

When a pulse is applied to a tank circuit it will ring at the tank’s resonant frequency,
creating a decaying sinusoidal wave (Fig. 4.1). But if amplification from an active device,
such as a transistor, is used to amplify and sustain this output, then an oscillator can be
formed. The natural resonant frequency of the tank circuit is established by the tank’s L
and C components, or:

[ ——
" 2rJLC

Thus, oscillators will use a small part of their output signal from the active device
in order to send a regenerative, or in-phase, feedback signal into their own input. This
will create a continuous oscillation, with the transistor constantly amplifying its own
feedback.

Considering the typical oscillator functions by feeding a 180° out-of-phase signal
back to its input, with this phase shift caused by the common-emitter configuration of
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Ficure 4.1 A damped sine wave output of a tuned tank after insertion of a single pulse.
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Ficure 4.2 An amplifier with degenerative feedback cannot oscillate.
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Ficure 4.3 An amplifier with regenerative feedback can oscillate.

the oscillator’s own amplifier (Fig. 4.2), we will obviously require a method to shift this
out-of-phase output signal back to 0°, in order to obtain the necessary regenerative
feedback (Fig. 4.3). Utilizing the reactance of inductors and capacitors to carry out this
phase shifting, which sets the frequency of oscillation, is the easiest way to construct an

RF oscillator.

An oscillator is self starting, and must be very reliable in this regard. A typical Class A

sine wave oscillator starts by the following mechanisms:

1. Power is applied to the oscillator’s active device.

2. Noise or transient turn-on voltages cause the oscillator to start, beginning the
low-power output of sinusoidal waves, after which an oscillator is just

translating its DC input power into output sinusoidal oscillations.

3. The sinusoids build to a very high level, which cause saturation of the active

device and surplus loop gain is then dissipated.

4. The oscillator generates sinusoidal waves of a stable frequency and amplitude.
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The output power of most such oscillators will be around 0 dB to 10 dBm, and will
be biased at Class A or AB in common-emitter configuration (some higher frequency
oscillators are common-base, however), though a few may be biased at Class C.

4.1.3 Oscillator Design Issues

Oscillator biasing of its amplifier section is employed for multiple reasons: To allow the
use of a single V.; to positions the bias point for a certain class of operation; to swamp
outany device variations in beta; and to stabilize the active device over wide temperature
variations.

A vital parameter of any oscillator circuit will be its loaded Q. A high-Q feedback
oscillator (such as the crystal or SAW types) will have a much more frequency stable RF
output than a simple, low-Q LC oscillator. This is because variances in the transistor’s
reactances, triggered by a changing V.. and temperature as well as lot variations from
transistor to transistor, will cause far higher frequency shifts in a low-Q (LC) oscillator
than an oscillator with a high-loaded Q. Thus, improving the loaded Q of an oscillator
improves its frequency stability and phase-noise performance over temperature, V..
variations, and changes in load impedance.

An oscillator is started by the voltage “kick” introduced by the act of simply turning
on the oscillator’s power supply, and not necessarily by noise. The speed at which an
oscillator actually starts and produces a stable output frequency is much more dependent
on the time it takes to charge up its bias capacitors, as well as the RC time constant of
the V. supply itself, than on the loaded Q.

The proper choice of each component in an oscillator is very important, since even
the passive components can have a significant impact on proper oscillator operation.
Thus, unless frequency compensation is desired, the oscillator’s feedback network
capacitors should be of the NPO type for minimum frequency drift under normal
temperature variations. The proper choice of the active device is also critical. Transistors
with a very high f, as compared to the oscillation frequency work much better in
oscillator circuits than active devices with marginal f, specifications. This is due to the
transistor’s ability, at a high f. (>5 xf ), to not only maintain its 180° phase shift at
higher frequencies—since an amplifier’s phase shift begins to drop from 180° as
frequency increases—but to also have a higher feedback gain at f.

A shunt-C-coupled first-order bandpass filter (or resonator, Fig. 4.4) will supply a
180° phase shift and bandpass filtering, and so it is capable of forcing the LC oscillator’s
frequency of operation (Fig. 4.5) to a specific value. In other words, the resonator
supplies a peak S, and 180° phase shift for the desired oscillation frequency, and by
using only a single inductor and three capacitors.

RESONATOR
N

( BPF w
o° 8 e 180° (1)
INPUT 000 QUTPUT
I CSHUNT I CSHUNT

Ficure 4.4 A resonator circuit, with the proper 180° phase shift from its input to output port.
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Ficure 4.5 The resonantor circuit keeping oscillations on frequency.

Without the shunt capacitive coupling on either side of the series L and C elements
of the resonator circuit, such a filter would simply be series resonant (X and X, would
cancel), and there would be no phase shift possible. This is not what we require.

Most oscillators should be heavily decoupled from any general noise and intermittent
voltage variations of the power supply, and to avoid the injection of the oscillator’s own
RF into the system’s common power supply.

Oscillator Simulation Methods

4.2.1 Introduction

The following oscillator design and simulation procedures, as popularized by Rhea and
Matthys, have made oscillator design a simple and far more repeatable process than in the
past. Formally, it was either an unpleasantly mathematically intensive procedure, with an
uncertain outcome, or simply involved copying another particular oscillator design and
empirically, via educated guessing, continually swapping out the LCR components until
the oscillator functioned as close as possible to the desired specifications.

As with any design of nonlinear circuits, such as PAs and mixers, much of the final
design phase must be optimized on the bench, since the simulations alone will rarely be
exactly spot-on due to nonlinear active device model inaccuracies—or the models
themselves may be completely unavailable.

If simulating in Berkeley Spice, instead of using the more expensive and effective
RF harmonic balance or linear simulation programs, all component, trace, and general
PCB parasitics will not have been accounted for, nor will the various critical phase shifts
caused by trace lengths. Indeed, any S-parameter RF program, such as Qucs or Eagleware,
will normally have the proper (linear) models available for most passive parts, as well
as for the active small-signal devices; and with the added advantage over regular
Berkeley Spice programs in that a linear simulator will immediately indicate whether
the open loop of the oscillator’s input and output ports are properly matched to each
other. They can do this by displaying a Smith chart tool, which will confirm that both
the input (S,,) and the output (S,,) impedances of the open loop are matched at the
frequency of interest, which is critical to the accuracy of oscillator open-loop design.

A quick breakdown of the normal procedures in designing an oscillator in open loop
are outlined below, and will be discussed in much more detail within this chapter:

1. Design the oscillator on paper following the specific equations given.

2. Optimize the oscillator circuit in an RF linear simulator as an ideal open-loop
circuit, and without using any microstrip or passive S-parameter models.
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3. Insert all of the microstrip traces and S-parameter models for all active and
passive parts, duplicating all of the above tuned values, and optimize oscillator
again as an open-loop circuit.

4. If a nonlinear simulator is available (if not, skip to step 5) duplicate the exact
circuit layout and passive values as found in step 3, optimizing the oscillator in
the nonlinear simulator as a closed-loop circuit, and by using the appropriate
nonlinear transistor model. (Some harmonic balance software may require a
technique to kick-start an oscillator design for a successful simulation, since
harmonic balance simulators are used to display a steady-state condition only.
This start-up technique may involve injecting a low-amplitude pulse into the
oscillator’s resonator, at a very high impedance, at near the frequency we expect
the oscillator to operate.)

5. Lay out the oscillator’s PCB with the appropriate software, and have the board
fabricated and the oscillator assembled.

6. Perform physical bench tuning and testing on the fully realized circuit for final
optimization of all oscillator parameters.

Can we skip any of these above steps and still be successful? Certainly: Before
computers became widely available to the average engineer, oscillators were designed
with paper, pencil, and slide rule, and then fabricated, assembled, and forced into
submission using only the test bench. Obviously, the simulation phase of the design
process was skipped entirely.

4.2.2 Oscillator Open-Loop Design and Simulation

In order to oscillate, a circuit must:

1. Have a net gain around the loop that is equal to 1 or more (or 0 dB).
2. Have a phase shift around the loop that is equal 0°.

We can validate both these requirements in our design by using open-loop linear
simulation techniques, as completely described in this section.

Software open-loop design of an oscillator involves cutting the feedback loop of
the oscillator from the transistor’s output back to the resonant phase-shifting network
(Fig. 4.6). We then insert a software tool called a Bode plotter within this open loop, tune
the circuit for optimal performance, close the loop, and a fully functioning oscillator
will now have been completed.

Indeed, much of the preliminary design optimization of an oscillator can be assisted
by RF software programs, such as the included Qucs linear simulator, or the high-end
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Ficure 4.6 The open input and output ports of a feedback oscillator as required for simulation.
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Ficure 4.7 Bode plot of oscillator gain and phase.

Genesys simulator available from Agilent. Within either of these two programs, we can
display the gain and phase of a signal as it passes through the oscillator’s open-loop
circuits (Fig. 4.7) by inserting a reference signal into the input of the circuit while
sweeping through a range of frequencies. This reference signal is considered to be at
zero gain and zero phase shift. Therefore any gain, either positive or negative, or any
phase shift that occurs to this input frequency after it passes through the circuit, will be
read in the RF software graphing window, and displayed as frequency versus gain and
frequency versus phase shift in decibels and degrees. This permits us to view what happens
to an RF signal at the output port of the circuit at the same instant that the input of this
same circuit is swept in frequency at a constant amplitude and phase. In a nutshell, we
can now see the circuit’s effect on the gain and phase of a signal after it passes through
an amplifier, filter, or open-loop oscillator.

With an S-parameter linear software program, we cannot only view the effect a
particular circuit has on the gain (S, ) and phase (ANGI[S,,]) of an inserted RF signal, but
we can also observe the input (S,,) and output (S,,) return losses, the reverse gain (S,,),
and the input and output impedances.

For accurate gain and phase responses under open-loop linear simulation, the input
and output impedances of the circuit should be at some common, but real, value such
as 50 Q. This is an important concept, since it is not always possible to obtain a common
input/output impedance at each port of an open-loop oscillator. And so that we may
equal the true and actual input/output impedance of the open-loop oscillator circuit if
we do find we have a common impedance at each port, then we must set the linear
program’s S-parameter impedances to duplicate this value. (The oscillator’s projected
open-loop input and output impedances will always be indicated in the design
procedures of this book). If these terminating port impedances of the oscillator circuit
and simulator were not taken into account, the gain and phase margins displayed on
the simulator’s graphs would be incorrect, as would the Q, but the resonant frequency
peak shown would remain relatively unaffected.
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Ficure 4.8 Virtual Bode plotter inserted into an oscillator’s open loop.
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The effective methods commonly used to shift the oscillator’s ports to a common
impedance is by using a small value of un-bypassed resistor in series with the emitter,
by changing our collector-to-base RF feedback part’s values, or by employing LC port
matching networks.

Figure 4.8 demonstrates how to best analyze an open-loop oscillator with a linear
simulator. By injecting a signal into the oscillator’s input and checking the phase and
gain at the oscillator’s output, we will have a very good indication that our particular
design is valid. This is accomplished, as described above, by breaking the feedback loop
of the oscillator, and attaching the software’s 50-Q ports between the broken input/
output points of the oscillator. To obtain the proper results, set the frequency and phase
of the software’s graph to linear, adjust the magnitude to display a gain of —20 to +20 dB,
set the display to show phase values from —180° to +180°, and adjust the frequency
sweep to approximately £25% of the expected oscillation frequency (narrow or widen
as necessary to achieve the display as shown in the figure). This open-loop response test
is a good indication that the oscillator will function as intended, since the RF software
is outputting a 0° phase-angle signal, at the frequencies of interest, directly into the
input of the oscillator’s resonator, which then changes this 0° phase by 180° before it
even reaches the input of the transistor. The transistor, being in common-emitter
configuration, changes the phase by another 180°, making for a total change of 360°, or
0°, for regenerative oscillatory feedback. The proper phase change, at the appropriate
amplitude, can be confirmed on the graph as shown in Fig. 4.9. The graph is displaying
the maximum gain peak at the frequency of the desired oscillation, which should occur
at the same frequency as the phase trace when it crosses 0° from the output to the input
of the oscillator (in order to sustain oscillatory feedback). To minimize noise, the S,
peak and the 0° phase crossing should correspond closely.

The gain trace, at its maximum amplitude, is called the gain margin when it is
located at the same frequency as the point that the phase trace crosses the 0° phase point
on the graph, and is measured in decibels.

The higher the gain margin the more tolerance the oscillator will have and still be
able to start (or continue to oscillate) when components on the assembly line vary in
tolerance, or the load varies in impedance. Temperature will also have far less of a
deleterious effect with this higher gain margin, with 6 dB being considered optimal.
The loop gain should be no more than this, however, for harmonic minimization, as
well as for minimizing the phase-shift change that occurs when the oscillator is finally



238 Chapter Four

20 ‘ 180
16 % GAIN PEAK 144
12 pHase N 108
8 72
& 4 - Y, 36 9
s b =
z 0 ~ AN o u
<
G 4 N 36 %
8 0° IS IN \ 72
CENTER OF
-12 ——— PHASE SLOPE -108
-16 T——GAIN ‘ 144
20 PHASE 180
21.99 21.995 22 22.005 22.01
Frequency (MHz)

Ficure 4.9 Perfect Bode plot of a correctly designed 22-MHz oscillator.

run closed loop in nonlinear mode. However, a value of no less than 3 dB should always
be used to ensure reliable operation, or oscillator start-up over temperature, load, and
part’s variations will become erratic and/or slow for the completed closed-loop
oscillator. In fact, if an oscillator has a sufficiently high gain margin, closing the loop should
only cause a minor shift in the RF design frequency, with the high open-loop gain being
reduced to unity when the oscillator actually reaches its steady state.

When simulating the open-loop oscillator, not only should the gain peak be at
the point where the phase is zero, but it should also be as close to the center of the phase
slope as possible in order to maintain the oscillator’s long-term stability and low-
noise characteristics. The amount of excess phase above or below this center of the
phase slope is referred to as the phase margin, and is as important as the gain margin.

To adjust the zero crossing point of the phase to be more centered in the middle of
the maximum phase slope, try varying the series V. inductor’s value, or swap out the
Ve resistor with an inductor. The zero crossing point of the phase is critical in an
oscillator, since it is not the gain peak itself that sets the oscillator’s frequency, but this
transmission phase zero crossover point which, in the real world, may not always be at
the exact same spot as the maximum gain peak.

After the linear S-parameter open-loop simulation procedure is successfully
accomplished, then the oscillator’s loop may be closed (Fig. 4.10), and RF energy may
then be tapped from the oscillator and placed into a load. This tapped energy, however,
will decrease the oscillator’s own available loop feedback.

Figure 4.11 is shown using a series C_,; to remove energy from the oscillator’s
output port and into the load. Coupling out the oscillator’s RF energy, without
decreasing its feedback to excessively low levels, will be discussed later in this chapter.
Ceoup e May be either a series X. or X, of approximately 100 Q that is placed at the
oscillator’s output, with a 50-Q load attached, and a simulation attempted with the
Spice oscilloscope and FFT tool. These software tools are connected across the 50-Q load
to confirm proper oscillation frequency, amplitude, start-up, harmonics, and so on.
[Sometimes a Spice frequency source must be included somewhere within the Spice
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Ficure 4.11 A high impedance output capacitor, C . ., Used to extract energy from the
oscillator circuit and into a load.

simulation, or the oscillator may not start. If so, simply attach the Spice frequency
source to the input of the oscillator through a large-value (1 MQ) series resistor to “fool”
the simulated circuit into starting. Also, some Spice simulators on older machines may
take 5 to 20 min of computer time for the oscillator to start and reach full amplitude, so
be patient when employing such time-domain software].
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Since the loaded Q of an oscillator will govern its phase noise and frequency drift,
then we see that the higher the Q the more stable the oscillator is over temperature,
along with possessing lower phase-noise figures. The loaded Q of an oscillator can be
measured by employing the open-loop simulation method as outlined above, along
with the following formula (this formula is only accurate if the phase slope crosses zero
at the center of its drop, which is an optimum, or high phase-margin condition):

__k
Q=3aBBW

where Q, =loaded Q of the open-loop oscillator, in dimensionless units
f, = center frequency of the oscillator, Hz
3 dB BW =bandwidth of the oscillator’s gain (S,,) at its half-power points, Hz

For a high quality and stable oscillator design, it is evident from this formula that
the highest loaded Q depends on the bandwidth of the open-loop oscillator being
narrow within the gain response plot.

The loaded Q must never be permitted to degrade below 5 or 10, and should
preferably be much higher, in order to stabilize the LC oscillator and to lower its phase
noise. By increasing the oscillator’s RF power output, with a higher transistor bias
current, we can also decrease these phase-noise levels, since the carrier will now be at a
higher relative amplitude above the noise.

Because open-loop oscillator design accuracy depends on both ends of the oscillator
loop being at the same impedance, as well as both of the resistive (real) terminating
impedances in the linear simulator being equal to this same value, then ignoring the
cascaded input and output impedances of the oscillator will result in a non-optimized
circuit design, as discussed. Yet the input and output port’s open-loop impedances need
only have a return loss of 8 dB or so for an acceptably accurate open-loop analysis
result. Indeed, even lower return loss values will still give us relatively accurate results,
with gain and resonant frequency values being off by only about 5% for frequency, and
a few decibels for gain, when the return losses are as low as 2 dB.

Norte: When utilizing open-loop oscillator design, it is assumed that the open loop is
stable. In other words, the amplifier section (with bias) should not be unstable, since it
is only when the loop is closed from input to output that our desired oscillations are
meant to occur. Proper frequency stability may become quite erratic with an unstable
amplifier section.

Crystal Oscillator Simulation Issues

When simulating a crystal RF oscillator, we must first select the proper crystal by
obtaining certain vital parameters (Fig. 4.12) from the crystal manufacturer, such as its
motional capacitance (C,,), motional inductance (L,,), series resistance (R,,), and parallel plate
capacitance (C, or C ) for the desired frequency of operation, holder type, and quartz cut
(typically AT). The manufacturer will also need to be informed if the crystal is to be
utilized in a series or parallel resonance oscillator (see Pierce Oscillator Design for 600 kHz
to 30 MHz under Sec. 4.5.3), whether the crystal is to be run on its fundamental or on
one of its overtone frequencies, the crystal’s required aging specification in ppm/year,
initial frequency accuracy in ppm, and frequency accuracy over temperature in ppm.
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Ficure 4.12 Equivalent internal structure of a crystal.

Since many RF linear simulation software packages may not necessarily have crystal
models available, we can model the crystal as shown in Fig. 4.12, and place it where the
crystal would be within the oscillator circuit. This equivalent LCR model, while
simplistic, is more than adequate to effectively represent a typical crystal using the
manufacturer’s above motional specificationsof L ,C ,R ,and C .

Note that if a crystal’s holder or its package are changed, as might be required when
redesigning for a smaller oscillator, it may have an effect on the motional properties of the
crystal, and a new simulation will then have to be performed with these latest values.

Low Phase-Noise Oscillator Design Techniques

4.3.1 Introduction

We can internally minimize all-important phase noise in an oscillator’s output (Fig. 4.13)
by following the guidelines below. Some of these guidelines may conflict with other low
phase-noise design techniques presented, or diverge from the required oscillator
specifications, so a compromise will have to be made.
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Ficure 4.13 A single CW tone both without and with phase noise.

21



22

Chapter Four

4.3.2

1.

Low Phase-Noise Oscillator Guidelines

Use the least sensitive (MHz/V) varactor that will work in the particular
application to lessen varactor noise modulation (see also item 7).

. When an oscillator must function below 40 MHz, use only BJT transistors, as

opposed to GaAs FETs, since BJT’s will produce extremely low flicker noise.

. Output the highest RF power possible from the oscillator, without damaging

the transistor or excessively violating item 11 or 13 below.

. Use only very high unloaded-Q capacitors and inductors in a VCO’s resonator

circuit.

. Force the VCO oscillator tank resonator’s loaded Q as high as possible by using

the highest unloaded-Q varactors that are practical for the application.

. Further increase loaded Q of the resonator circuit by using a high L/C ratio for

series resonant VCOs, and high C/L ratios for parallel tank VCOs.

. Strongly LC filter the varactor’s DC control line in order to minimize noise

modulating the varactor, and to minimize any noise coupling from anywhere
into this very sensitive control line. (Any noise, glitches, or ripple on the VCO’s
voltage control line will cause the VCO’s frequency output to vary, losing
frequency stability and creating FM noise.)

8. Use only low noise figure (NF) transistors.

9. To extract the oscillator’s RF energy, place its L or C output tap between the

10.

11.

12.

13.
14.

15.

resonator circuit and the input of the transistor. (This helps to reduce phase
noise due to the resonator’s bandpass filtering action.)

To prevent reflections from entering the oscillator’s output, the oscillator must
only be permitted to see its own particular design impedance, and must also be
fully isolated from any impedance fluctuations within the oscillator’s load.
(This specific effect can be one of the major causes of phase noise.)

Minimize the oscillator’s transistor bias current as much as possible, since this
can substantially lower the 1/f (flicker) noise frequency of the active device, as
well as optimize the BJT’s noise figure.

Flicker noise, and thus some of the close-in phase noise, can be further mitigated
by adding a small value negative feedback resistor of around 10 Q in series with
the emitter lead, which must not be bypassed by a emitter capacitor. (However,
to decrease the oscillator’s other noise outputs irrespective of 1/f noise, a
transistor should have a biasing network that does not use any emitter resistor—
similar to standard LNA design procedures. Test the circuit with and without a
resistor to see which offers less noise for your particular application.)

Avoid driving the oscillator’s transistor too far into compression.

Pay particular attention to the oscillator’s PCB, since poor general board layout
and inferior oscillator isolation from other circuits can cause noise energy to
couple into these sensitive circuits.

Keep the varactor’s input V_ . voltage as high as possible, since the Q of the
varactor diode is higher at an increased bias tuning voltage. (The Q of a varactor
drops at lower bias voltages due to increased resistances of the diode at its
maximum capacitance.)
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16. Maintain very strong LC noise filtering at the VCO’s own power supply, and across
a very wide range of frequencies from low AC to high RF. (Also see item 7.)

17. If VCO output buffers are required, use only low noise types.

18. Decrease the value of the varactor’s high value 10 to 50 kQ bias resistor down
to 100 €, and only employ a decoupling series inductor and shunt capacitors
as the bias line’s major noise and RF filters. (The change to LC filtering for
low-noise VCOs is because any varactor bias resistor can be considered as a
very real noise source that is being placed at the input terminal of the extremely
sensitive tuning diode, which causes the oscillator to be frequency noise
modulated, thus producing phase noise due to the varactor’s MHz/V
sensitivity.)

NOTE: Another noise source that afflicts VCOs is caused by the tuning varactor’s own inherent
equivalent noise resistance. This particular noise contributor, out of the many that plague
VCO’s, is unfortunately little affected by improving the resonator or varactor’s Q values.
Therefore, a varactor diode will not only increases the phase noise of a VCO through its own
low Q, but also due to the diode’s own internal generation of noise voltages that modulate
the VCO's RF output, creating further phase noise, with the severity of the phase noise being
dependent on the VCO’s sensitivity (in MHz/V; with the precise diode sensitivity value
reliant on the particular DC tuning voltage present). Thus, high VCO tuning sensitivity
results in high phase noise owing to this mechanism, as well as due to the externally coupled
EM energy and the DC varactor control line noise voltage contributions. Depending on
many factors, this can contribute as much as 25 dBc/Hz (measured at 20-kHz offset from the
carrier) degradation in a VCO's phase noise between using extremely low sensitivity
varactors and using a very high sensitivity varactor.

Flicker noise increases the phase noise of a VCO by FM’ing its carrier through the
effect of AM-to-PM conversion, and is increased in frequency via nonlinear mixing to the
VCO'’s RF frequency, causing close-in phase noise. Flicker noise is a very low-frequency
phenomenon, and is rarely an issue significantly above 5 kHz in a BJT, but GaAs FET’s
flicker noise can easily reach into the megahertz regions.

Our desire to lower the BJT’s bias current to improve its overall noise performance
(flicker and noise figure) is in direct opposition to our desire to maximize the oscillator’s
output power to improve its signal over its noise amplitude (i.e., its SNR) by increasing
the stage’s bias currents. Nevertheless, if possible within the constraints of the system’s
power supply voltage and the stage’s general bias stability over temperature, we can
still safely increase the transistor’s V. without adversely affecting either the BJT’s noise
figure or the 1/f.

LC and VCO Oscillators

4.4.1 Introduction

Today, LC oscillators are normally variable frequency oscillators (VFOs) of the voltage-
controlled oscillator (VCO) type, since they can readily be tuned by adjusting the
capacitance of a varactor diode in order to set the frequency of oscillation. Still, very
low-cost products that utilize fixed-frequency LC oscillators can be found, sometimes

23
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up to 2.4 GHz. But they will have very poor frequency stability over temperature, and
poor phase-noise specifications—all of which is due to their very low loaded Q.

Indeed, for any LC oscillator to be even remotely frequency stable or to possess
respectable phase-noise characteristics, it will require a high capacitance-to-inductance
ratio within its LC tank (for a high Q), as well as a steady and clean power supply, stable
temperature conditions, and strong isolation from its load. Nevertheless, LC oscillators
will still drift in frequency by up to 1% or more due to aging of its components, or when
conductive surfaces are in close proximity (if the oscillator is unshielded). Unless some
form of frequency regulation circuit is employed, this would be considered unacceptable
for any quality wireless device.

The main LC oscillator, the VCO mentioned above, is heavily utilized in frequency
synthesis for phase-locked loops (PLLs), and in any application where a DC control
voltage is required to alter the output frequency of an oscillator.

4.4.2 LC and VCO Oscillator Topologies

There are numerous kinds of LC oscillators. However, both the Hartley and the Colpitts
oscillators are quite common, and an understanding of their function will permit a good
grasp of most other LC topologies.

Hartley Oscillator

The Hartley oscillator, as shown in Fig. 4.14, exploits a tapped coil in its tank circuit,
made of L, and C,, to change the phase of the feedback to the transistor’s base into a
regenerative signal, and to set the frequency of oscillation. C, and C, block the DC, but
couple the AC feedback, while L, and C, decouple the oscillator output from being
injected into the power supply. L, also functions as the transistor’s collector load, and R,
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Ficure 4.14 A type of LC Hartley oscillator.
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Ficure 4.15 A tapped coil showing the phase relationships.

and R, supply the forward bias. R, and C, further increase the temperature stability of
this circuit, while not allowing the AC gain to be decreased by simply using R,.

The LC tank of the Hartley furnishes the required 180° phase shift for regenerative
feedback, thus allowing oscillations. This is because L,’s tapped coil forces the signal
between the center tap and the top of the coil (due to the current flow with respect to
the grounded tap; Fig. 4.15) to be opposite in polarity as compared to the center tap and
the bottom of the coil. The location of the tap on the inductor sets the amplitude of the
positive feedback.

Colpitts Oscillator

As an alternative to a tapped coil, we can use twin tapped capacitors with a parallel
inductor (T1), as in the Colpitts oscillator of Fig. 4.16. This circuit performs the same
function as the tapped coil by creating a 180° phase shift across each capacitor, thus
furnishing the positive feedback into the transistor’s base required for oscillations.
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Ficure 4.16 A type of LC Colpitts oscillator.

25



216

Chapter Four

Considering the capacitance ratio changes the feedback voltage, the two capacitors
should be ganged to alter the frequency by more than a few percent of its center
frequency; or a tunable inductor may be used, with the capacitors at fixed values.

VCOs are simply LC oscillators, of almost any topology, that can vary their output
frequency with a DC input control voltage. We can accomplish this frequency changing
task by using varactor diodes. These diodes, in step with a DC voltage, vary their
capacitance up and down. When placed in the resonator of an LC oscillator, the resonant
frequency of the resonator—and thus of the oscillator itself—can be made to change
either above or below a rest, or center, frequency. The rest frequency is established by
the DC bias across the varactors, normally setting their initial capacitance at some
intermediate value. So, by adding to or by subtracting from this rest bias value, the
frequency of the oscillator can be altered over a wide range.

As an example of a VCO, we see in Fig. 4.17 that Q,, and its associated components,
are designed as a Hartley oscillator, with Q, acting as a buffer at the output to prevent
the Hartley from being loaded down by the low input impedance of the next stage. The
back-to-back varactors shown are commonly employed in a VCO so that, at low bias
levels when one varactor is being affected by a strong RF signal, the other is actually
being reversed biased, thus decreasing distortion products. However, this will cut the
varactor capacitance values in half.

There are two different types of varactor diodes utilized in VCO circuits. The abrupt
form, which have a high Q and thus low phase noise, and can take a wide input voltage
tuning range (from 0 to 50 V) in order to travel through their full capacitance values.
This means they possess low tuning sensitivity. In addition, abrupt diodes have a low
capacitance range, but also have low distortion characteristics.

The hyperabrupt varactor type, on the other hand, has a complete tuning range of
approximately 0 to 20 V (this varies with model) for increased sensitivity, so it is the
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Ficure 4.17 A type of Hartley VCO circuit.
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varactor of choice for wideband and low voltage applications. But hyperabrupts have a
lower Q, and thus more phase noise, than the abrupt type.

Both varactors types may havea0-V capacitance specification, but due tononlinearity
and Q problems, at least 0.1 V should always be placed across any varactor, and
sometimes much more.

4.4.3 LC and VCO Oscillator Design

Designing LC oscillators and VCOs with the following procedures, while verifying
their operation as per Sec. 4.2.2, will permit the engineer to design and build stable and
reliable circuits for a variety of requirements.

Back-to-Back Varactors

High RF voltages across the varactor diode of the VCO’s resonator can create excessive
output harmonics and distortion (similar to a varactor frequency multiplier) by
modulating the diode’s DC voltage, perhaps even forcing a single tuning varactor into
forward conduction, with DC rectification, during low bias levels. This effect can also
shift the expected output frequency of the VCO, even making it impossible to tune the
VCO to any real extent. Therefore, using back-to-back diodes (see Fig. 4.17) will cut the
voltage seen by each such varactor in half, reducing distortion levels and other negative
issues when RF signal amplitudes are high, but giving us the disadvantage of halving
their effective capacitance over a single diode. As a result, if a single varactor had a
capacitance swing of 5 to 50 pF, then the swing for two such diodes in series would be
only 2.5 to 25 pE. In other words, the single diode gave us a total capacitance change of
45 pF (50 pF minus 5 pF), while we now have only a 22.5-pF change when using two
diodes. During VCO design, this must obviously be taken into account. Any DC blocking
capacitor that is in series with the single or double varactor will, of course, also decrease
the total available circuit capacitance, but by a much smaller amount if the capacitor is
selected properly (i.e., has a much larger value versus the varactor capacitance).

Loaded and Unloaded Q

Since phase noise of an LC oscillator is controlled heavily by the loaded Q of the
resonator tank, it is critical to employ only high unloaded-Q varactors within the
resonator circuit. The Q of the varactor is given in the part’s data sheet, and is normally
specified at the reverse bias and frequency at which the Q is at its peak. However, the
varactor’s Q will vary dramatically over frequency and bias, decreasing drastically as
the frequency increases or the reverse bias voltage decreases. This degradation can take
one particular type of varactor’s unloaded Q from, as a general example, a value of 3000
at 50 MHz, down to a Q of 40 at 6 GHz. At very low frequencies, typically well below
the RF frequencies of interest, the Q will also drop rapidly.

To further increase the loaded Q within a VCO's series resonator, and thus improve
resonator selectivity and phase noise, we want to maximize the inductance over the
capacitance (called the L/C ratio) as much as possible within the size and parasitic constraints
of the inductor, and within the minimum feasible value of the varactor’s capacitance versus
the stray real-life capacitance effects that influence its lowest realistic, and repeatable,
value. For a practical inductor value used to maximize the L/C ratio when in a series 50-Q
terminated LC circuit, an X, of 500 to 1000 €2 is considered optimum.

The reason for this selectivity improvement with high L/C ratios is because both the L,
which is at an increased inductance value, and the C, which is at a decreased capacitance
value, are at a higher level of X, and X . than if the ratio were reversed (i.e., a high C/L ratio).

247



218 Chapter Four

However, the system’s normal 50-Q resistive terminations, which are in series with the series
LC components of the resonator, are pulling down the unloaded Q of the L and C, causing a
loaded Q of decreased value as compared to the individual component’s unloaded Q.

Consequently, we see that the impedances that the oscillator’s own resonator sees
at both its input and output ports will be the dominant lossy element in the series
resonator cascade, since these terminations will actually load down the unloaded Q of
the inductor and capacitor, creating a lower-in-value loaded Q for the complete oscillator.
Again, this is why we want a high L/C ratio, so as to make both the L and C impedances
as high as possible above these two input/output terminations at the series resonant
frequency, since a series LC circuit with resistive input/output terminations is really
just a series RLC circuit.

As an example of the benefits of a high L/C ratio: If we have a series LC circuit with
ideal components (infinite Q) placed between two 50-Q ports, with an L/C ratio of
35600, then our loaded Q will be only around 1.9, and our frequency response will be
very broad. But if we increase the L/C ratio to 39.5 million (as an example only; not
feasible in real life due to component and PCB parasitics), then our loaded Q will
increase to 63, and our frequency response would be much narrower.

We can drastically increase the resonator’s loaded Q, as well as add the appropriate
180° phase shift needed for the oscillator’s transistor, by adding input and output shunt
coupling capacitors (Fig. 4.18), which will help isolate the series LC resonator circuit
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Ficure 4.18 Input and output shunt coupling capacitors used with a series LC circuit.
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from much of the de-Q’ing (loading) effects caused by the 50-Q input and output
resistive impedance terminations.

When using a parallel LC tank circuit as the oscillator’s resonator, we can also
significantly increase its loaded Q by employing a series capacitor at both its input and
output ports (resembling a top C-coupled bandpass filter). The smaller the value of these
series capacitors the better the resonator isolation will be from other Q-lowering circuit
elements, but this will also increases resonator insertion losses.

Packaged VCOs

Most off-the-shelf VCO modules are designed to function properly only when they
see a decent wideband 50-Q match, with required return losses of better than 10 or
12 dB. Since many such oscillators will be looking directly into a highly nonlinear
element (such as a mixer stage, which is one of the worst possible loads for a VCO),
we must add RF isolation to the oscillator module’s output. We can effectively do
this by inserting a 50-Q attenuator pad of 10-dB value at the module’s output port.
If the oscillator’s output power is decreased too far, we can follow the pad by using
a (preferably) high isolation 50-Q RF buffer amplifier. A common MMIC or discrete
transistor amplifier stage will normally suffice as a buffer, especially if the reverse
isolation is better than 18 dB.

The use of an attenuator pad for prepackaged VCO'’s, as well as for most of the
VCOs we may design, will alleviate an oscillator’s poor phase-noise performance,
frequency pulling due to a varying load impedance, and unnecessary RF output
power variations. In fact, the sensitivity of the oscillator’s own active device is
responsible for most of these problems, in that the reflected power from a poorly
isolated and matched load, along with a possibly varying load impedance, causes
the oscillator’s transistor to experience bias point variations, which alters its V.,
voltage. This then modifies the BJT’s internal collector-to-base capacitance value,
which modulates the resonator’s center frequency by the shifting its LC tank’s
capacitive reactance, directly influencing the oscillator’s own frequency and phase
noise.

BIT LC Oscillator Design for 25 to 500 MHz (Fig. 4.19)

To Design
1. Choose a proper high frequency transistor with an f, that is much higher than
the oscillation frequency (5 to 10 times is a good choice).
2. Bias the active device as Class A by the following procedure:

a. Choose the supply voltage. Select the Q-point for the transistor that is consistent
with the available S-parameter file for I. and V.. Example: I.=5mA; V.= 3V;
V. =5 V. Find transistor’s typical beta, such as 8= 80.

b. Calculate R, = 8 x Ve I_ 07
C
c. CalculateI, =1/
VC

V. -
d. Calculate R = ICCT
B C
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Ficure 4.19 An LC oscillator design good to 500 MHz.

3. Calculate the values for the LC resonator and other components by:

190 1 1

hWarp ST amp G dny
1 2500
C3=W CC<IQ(XC)Rf=—

0.025
IC
E

closer to the same real impedance value).
4. Check Z; and Z

ouT

R.= <15 Q (as required to force the oscillator’s open-loop input/output ports

for equality when performing the preliminary open-loop

S-parameter analysis. Both R, and R, can then be tuned, if needed, until both
the oscillator’s input and output impedances are closer to the same real value,

preferably 50 Q.
5. CCOUP

simulating the oscillator into a 50-Q load, and then use the lowest C_ .,

= 50 to 200 Q (X_) for a 50-Q load. Find the necessary value of C_,,, by
reactance

value that will still allow the oscillator to maintain a decent gain margin (> 3).

(If a high input impedance buffer amplifier follows C__ , then C ,=C.)

6. Simulate and optimize as explained in Sec. 4.2.
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NOTE: Increasing C, and C,, as well as L,, while decreasing C,, will increase the loaded Q of
the oscillator. However, if the L, to C, ratio is too high, the frequency tuning of the oscillator
via C, can become excessively sensitive.

A Quick Example Design a Discrete LC BJT Oscillator (Fig. 4.20)

Goal: Create a discrete LC oscillator for RF frequencies. The specifications and parameters for the
circuit are:

P =+1 dBm (The DC bias can be raised to higher levels for more P,

V=5V

f, =400 MHz

V=2V

I.=10 mA

Transistor = NXP BFG-425W

our)

Solution:

1.RFC =200 nH
2.R.=296Q
3.R,=104kQ
4. Rf: 500 Q (tuned to 260 Q)
5.C.=398 pF
6. Cooyp = 7.96 PF (50 Q at 400 MHz)
7.C,C,=33.1pF
8. C, = 2.65 pF (optimized to 2.374 pF)
9.L,=756nH
10. R, = 10 Q (for gain reduction, improved impedance match, and a closer 180° phase shift)

11. Tune for optimal response, as required.

LC (Rhea Type) MMIC Oscillator Design for up to 900 MHz (Fig. 4.21)
To Design

1. Calculate a T network resonator as shown in the Chap. 3, or use the online Java
matching calculator by John Wetherell, called Impedance Matching Network
Designer (available at multiple Web sites). Select a Q of greater than 13, an
input/output impedance of 50 , and the desired oscillation frequency. A high
loaded resonator Q is critical for proper operation of the oscillator and for low
phase noise, so select a high-Q inductor and capacitor, as well as making sure
that the T network has a high L/C ratio (which will be guaranteed by choosing
a high loaded-Q for the above calculations).

2. AV . should be selected for the MMIC that will permit at least 2 V (preferably
4 V) to be dropped across R, for proper stability:

BIAS

R _ Vcc — VMMIC
BIAS — I
MMIC

= DC voltage required at the MMIC’s power pin, V, I,

where V, MMIC
required into the MMIC's power pin, A.

MMIC =DC current
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Ficure 4.20 An LC oscillator design example showing excellent: (a) gain/phase response
and loaded Q; (b) open-loop port-to-port matching; (c) startup; (d) output power.
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T-NETWORK
RESONATOR

Cs Cs Ccoup

(s o

LP =

Ficure 4.21 A MMIC Rhea type LC oscillator circuit.

NorE: So that a proper resistor can be selected with at least double the expected dissipation,
the power within the Ry, resistor should be checked by P =12- R . Also, if R, does
not reach 600 £, employ an RFC for a combined impedance for both R, . and the RFC
of > 600 £

3. Ceopp = 50 to 200 Q (X ) for a 50-Q2 load. Find the necessary value of C_,, by
simulating the oscillator into a 50-Q2 load, and then use the lowest C_,,
reactance value that will still allow the oscillator to maintain a decent gain
margin (>4). (If a high input impedance buffer amplifier follows C then
C =C,).

COUP —

couM

4. Simulate and optimize as explained in Sec. 4.2.

MMIC LC Oscillator for up to 900 MHz (Fig. 4.22)
To Design
1. A V. should be selected that will permit at least 2 V (preferably 4 V) to be

dropped across R, for stability. (If R ,. does not reach 600 €2, use an RFC for
a combined impedance of 600 €2 for both R, and the RFC):
Ve =V,
R. . =—cc” mmic
BIAS IMMIC
where V.. = DC voltage required at the MMIC’s power pin, V, I, . = DC current

required into the MMIC's power pin, A.
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MMIC

Ccoup

180° |F—0fuu

I

Ficure 4.22 Another type of MMIC LC oscillator.

2. Calculate the component values for the LC resonator of the oscillator:

190 1 1
= — = — C = "1 -7
L=orr G5 7 > 24nf
C = 1
3= W C, <1Q(X.)
3. Ceoup= 50 to 200 Q (X)) for a 50-Q2 load. Find the necessary value of C__ , by

simulating the oscillator into a 50-€2 load, and then use the lowest C_, , reactance
value that will still allow the oscillator to maintain a decent gain margin (> 4).
(If a high input impedance buffer amplifier follows C,, then C. .= C.).

4. Simulate and optimize as explained in Sec. 4.2.

NOTE: Increasing C, and C,, as well as L,, while decreasing C,, will increase the loaded Q of
the oscillator. However, if the L, to C, ratio is too high, the frequency tuning of the oscillator
via C, can become excessively sensitive. And the power dissipation within the R, resistor
should be checked by P =1 - R, so that a proper resistor can be chosen with at least double
the dissipation expected.

A Quick Example Design an LC MMIC Oscillator (Fig. 4.23)

Goal: Create a hybrid MMIC oscillator for high RF frequencies. The specifications and parameters
for the circuit are:

P,y =+7 dBm
V=9V
=800 MHz
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Ficure 4.23 A MMIC LC oscillator circuit example showing excellent: (a) gain/phase
response and loaded Q; (b) open-loop port-to-port matching; (c) startup; (d) output power.
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V,=47V
I,=35mA
MMIC = Avago MSA-0311 (Gain = 11 dB; P1dB = 9 dBm)

Solution:

. RFC = 100 nH (+500 at f)
. R, .=1230Q

BIAS
. C,=200pF (<1 Q X_atf)
- Cooup=40pF (50 Q X_atf)
. L, =378 nH; C, C, = 1658 pF; C, = 1.32 pF (which was optimized to 1.183 pF during
simulation)

Tl = W N -

6. Tune for optimal response, as required.

NOTE: Decrease L,: C, ratio for less tuning sensitivity, as required.

JFET LC and VCO Colpitts Oscillator for up to 50 MHz (Fig. 4.24)

This oscillator has a loaded Q from 20 to 25, and can tune to over 100% of f0 .« L, should
be as high an unloaded Q as possible to maximize gain and phase margin. VCO circuit
can easily be made into a low-cost LC oscillator by replacing the varactor D, with a
capacitor of similar value, and removing the varactor’s bias network of R, both C/s,
and L,.

RFC

Ficure 4.24 A JFET Colpitts VCO.
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The oscillator’s open-loop Z . and Z  will be around 150 €, so the terminating
impedances of the S-parameter linear simulation program should be changed to this
value to obtain the proper open-loop gain and phase. However, when the mismatch is
slight, the actual loop gain of the final closed-loop oscillator will be negligible. If the
active device does not have S-parameter files available due to its low frequency of
operation, then employ Spice models in a Spice or other nonlinear simulator.

To Design

1. Self-bias the oscillator:

a.

f.

g

h

i

. Compute R, =
. Choosea V_ of

. Calculate R, =

Choose an appropriate V_ for Class A operation of the active device, and
note the I, for the selected V.

Ves

I

Vdd - (2 ) Vcs) Vdd
f fOI' a Vd Of T

Vdd — Vds — VGS
Id

Since V for a specific I, is not always available, use the following equation
to find V when [, I, , and V, are known (look in the JFET’s data sheet for

these values):
Id
Vgs = Vp(l_ L. J

RFC =1000 Q
C.=<1Q
R, =5k, or use an RFC.

R,=100 kQ, or use an RFC.

2. Confirm that the JFET device will safely dissipate the power of P=1 x V.

3. To design the resonant LC network:

L,=258/27f C,, = 1/480nf C,= 1/24nf

4. Couple the output of the oscillator to its 50-Q load through a 200 to 600-€2

reactance (C

coup)» Which can be either inductive or capacitive.

5. Simulate and optimize as explained in Sec. 4.2.

BIJTVCO for up to 500 MHz (Fig. 4.25)

1. Choose a proper high frequency transistor with an f, that is much higher than
the oscillation frequency (Q, is normally selected to have an £, of 5 to 10 times
that of £ ).

2. Bias the active device Class A:
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Ccoup
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Ficure 4.25 A complete bipolar VCO circuit.

a. Choose the supply voltage. Select the Q-point for the transistor that is
consistent with the available S-parameter file for I. and V.. Example: I. =10

mA; V.=6V; V. =12 V. Find transistor’s typical beta, such as = 50.
b. Calculate I, =1./8

V.-0.7
c. Calculate R, = -—= i
C

Vee = Ve
I, +1.
e. R, R,=50kQ, or use an RFC.
f. RFC=600Q X,
3. Calculate the component values for the LC resonator of the oscillator:

190 1 1 .
T 2nf C = 24nf G = 2anf C.=C, =<1Q(X.)Cp, = 300nF

d. Calculate R, =

Ll

R,= <15 Q (as required to force the oscillator’s open-loop input/output ports
closer to the same impedance).

4. Calculate R = _ 2500

0.025
IC
5. Check Z and Z . for equality when performing the preliminary open-loop
S-parameter analysis. Both R, and R, can then be tuned, if needed, until both

the oscillator’s input and output impedances are closer to the same value,
preferably 50 Q.
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6. Cooyp = 50 to 200 Q (X ) for a 50-Q load. Find the necessary value of C_, by
simulating the oscillator into a 50-Q load, and then use the lowest C_ , reactance
value that will still allow the oscillator to maintain a decent gain margin (>4).
(If a high input impedance buffer amplifier follows C then C_, = C)).

cour cour

7. Simulate and optimize as explained in Sec. 4.2.

NoOTES: a. The inductance of L, and the capacitance of D, are near series resonance, while C,
and C, act as coupling capacitors to obtain 180° phase shift with L, and D, (with a high Q).
R, with its DC decoupling capacitor C, feed back some of the RF into the oscillator’s input
in order to diminish low-frequency gain for stabilization of the BT, as well as to lower both
the input and output impedance of the oscillator closer to 50 Q. This not only makes it easier
to simulate in a 50-Q environment, but also in a real environment with a VNA (vector
network analyzer). R, and R_ are the BJT’s bias components, and the C,,_ are bypass
capacitors chosen to decouple all frequencies from 60 Hz all the way to f  and beyond, with
an X of less than 1 £2. This necessitates using various types of capacitors, such as electrolytic
for the audio frequencies and two different value ceramic (or porcelain) capacitors for low
and high RF frequencies.

b. The varactor bias voltage, selected from the varactor’s data sheet for the cap acitance
desired, employs R and R, to block RF, but pass the DC control voltage (V ). Since a
varactor is reversed biased, very little leakage current will flow through R, and R, so the voltage
dropped across these resistors will be quite small. For lower noise design, replace R and R, with
RFCs (see Sec. 4.3).

c. Q, will have an f_that is 5 to 10 times above the f_ frequency so as to closely maintain
the common emitter’s 180° phase shift across the oscillator’s entire tuning range.

d. The C_.,_are placed to block DC, but to easily pass f_ . C..,, will have a high X . (50 to
200 £), and can be readily replaced by an equally hzgh reactance inductor for harmomc
suppression.

e. Depending on the frequencies of oscillation chosen, a varactor of sufficiently high value
may not be available. This can be overcome by increasing L, which will allow D, to be
decreased in value.

f- With the proper wide tuning varactor for D,, a tuning bandwidth of 100% can be
accomplished by employing a 10 to 1 capacitance hyperabrupt varactor, along with the
proper tuning voltage range for V ... However, when the VCO is used in this wideband
mode, its output power will begin to decrease as the £ increases. This is not a problem in
less demanding VCO applications, or in a more narrowband (< 50% tuning range) mode.

g. A MMIC version of this oscillator is shown in Fig. 4.26, and utilizes the same design
equations for the resonator and varactor sections as does the above BJT design. The
transistor’s bias network and the BT are simply replaced by a high frequency MMIC, along
with its own bias network. The MMIC must, however, supply a 180° phase shift from its
input to its output (which is the most common MMIC configuration).

h. Adding a 6 to 10-dB pad between a VCO-coupled output and its amplifier, filter, or
mixer stage is normally required to prevent reflections from reaching back into the oscillator.
The pad will decrease phase noise and load pulling, which are critical parameters in most LO
applications.
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Ficure 4.26 A complete MMIC VCO circuit.

A Quick Example Design a Discrete LC Voltage-Controlled BJT Oscillator (Fig. 4.27)
Goal: Create a discrete VCO for RF frequencies using a BJT. The specifications and parameters for
the circuit are:

P, =0dBm

V=5V

Venmr, = 02t05V

ﬂ =340 to 460 MHz

V=2V

I.=25mA

Transistor = NXP BFG-425W (A transistor with a lower f. may easily be used at these
frequencies.)

Diode = Zetex ZV950
Solution:

1.RFC =200 nH

2.R.=118Q

3.R, =416 kQ

4.R =25 kQ (optimized during simulation to 540 Q)

5.C. =398 pF

6. Coup = 7-96 PF (50 Q at 400 MHz)

7.C,C,=33.1pF

8.C, = 6 pF (added to decrease the varactor’s tuning capacitance for higher frequency
operation)

9.L, =756 nH

10. R, =7.5Q (optimized value: used for gain reduction, improved port-to-port impedance match,
and a closer 180° phase shift)
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Ficure 4.27 A BJT VCO oscillator example showing excellent: (a) gain/phase response and

loaded Q; (b) open-loop port-to-port matching; (c) start-up; (d) output power.

(Excess gain will

decrease when Q is added to components, especially the varactor).

11. R, R, = 50 kQ (bias resistors used to isolate varactors from other circuit reactances, and to

12. PAD, 6 dB = 50-Q 6-dB attenuator pad of R,, R, = 16.6 Q; R, = 66.9 Q. (used for VCO isolation

découple noise and RF)

and to permit the LPF to see a good match)
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13. LPF = fifth-order lowpass filter of L,, L, = 23.98 nH; C,,C, = 8 pF; C, =13.8 pF (used to decrease
output harmonics)

14. Tune oscillator for optimal response, as required.

NortE: If employing a nonlinear simulator to verify the accuracy of the linear open-loop
simulation, and we see that the VCO is now either tuning improperly, or not within its
proper frequency range, or jumps to incorrect frequencies as compared to the linear simulation,
then we must add unloaded Q to the resonator’s ideal L and C components. This lack of any
real-life resistance in the simulation of these particular parts causes high voltages to form
within the resonator circuit, which then impinges on the varactor diode, producing these
flawed tuning symptoms. Therefore, adding unloaded Q is not only a more realistic preliminary
RF simulation technique, but will also obviously decrease the loaded Q of the entire resonator,
and thus decrease the excessively high voltages that are present within the circuit.

Be aware that in going from a linear to a nonlinear simulation, the two different
methods will generally vary by a few percent in the resultant output frequency results.
This is due to the transistor now running in its more accurate nonlinear mode, rather
than with the original linear assumptions required for open-loop simulation.

Integrated LC and VCO Oscillator for up to 1050 MHz (Fig. 4.28)

Integrated circuits are now being manufactured that will function as an LO or as a VCO
by simply attaching a few external components. One such oscillator is Maxim’s
MAX2620, which can operate anywhere between 10 and 1050 MHz, and with low phase

Vee Veo
MAX2620 -
O
{1} i— 1] Voey OUT ot our

Vrune

| 2| TANK  Veeo

8
Vee
T
3| FDBK GND E'i{h

Il

ON/OFF T

Vee

Ficure 4.28 The Maxim oscillator integrated circuit with support components.
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noise (-110 dBc/Hz @ 25-kHz offset). It has a built-in integrated output buffer, and
requires only a low-voltage power supply (+2.7 to +5.25 V) for decreased power
consumption (27 mW at 3 V..). The MAX2620 can be employed differentially to offer an
IC mixer an LO signal, or as an unbalanced oscillator to feed a double-balanced mixer.

4.4.4 LC and VCO Oscillator Bench Testing

After any of the above oscillators have been built as physical prototypes, the following
steps are helpful to confirm proper circuit operation:

1. Supply the oscillator with its nominal V.. Viewing the oscillator’s output, only
the fundamental frequency and its harmonics (at 10 dBc or less) should be
present. Small amplitude spurii from any external EMI entering the oscillator
may be present, and are usually acceptable in most applications. In a
fundamental (non-multiplied) oscillator, there should be no subharmonics at
the output port nor spurii located at 0.25 x f, or 0.5 x f, which if present are due
to undesired parametric oscillations.

2. Smoothly vary the oscillator’s supply voltage V.. from 0 V to the maximum
safe operating voltage, and then back down, while confirming that there are
only uniform frequency and power output variations with no unexpected
jumps in either parameter (except at some low V. value, where oscillations
will then naturally cease).

3. Smoothly vary the VCO’s control voltage V., across its entire range, while
confirming that there are only even and continuous output frequency changes
across its entire monotonic tuning range, and with no severe RF power dips or
peaks.

4. The oscillator should be tested over wide temperature and load variations to
check that it remains within proper frequency, power, and harmonic
specifications.

4.4.5 LC andVCO Output Coupling

Adding a load to the output of an oscillator can drastically affect its frequency and
power, or indeed whether it will even start or not. Therefore, an appropriate RF output
coupling method is important, as is the exact location within the circuit that we should
be removing this power. The RF power can be coupled out of the oscillator circuit by a
directional coupler, a power divider, or a reactance that is placed either before or after
the oscillator’s resonator.

A compromise must be reached between tapping too little or too much RF power
from the feedback loop of the oscillator, since we must not load down the oscillator so
much that it stops functioning, becomes unreliable in starting or during operation, or
shifts its performance parameters; yet we must also provide enough RF signal to the
load to meet our desired specifications.

In order to confirm that the proper gain margin will still exist within the oscillator
after we place a load at its output port, it is recommended to insert the desired series
output coupling circuit, along with the output load itself, into the final open-loop
simulation run. Using an appropriate coupling capacitor or inductor with a high enough
X or X, in series with the load is recommended due to the low cost and simplicity
(Fig. 4.29) of such an output coupling method. A capacitive or inductive reactance tap
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Ficure 4.29 Comparison between a high and a low coupling reactance on the output
power of an oscillator.

of 200 Q, as an example, should not degrade the oscillator’s vital feedback amplitude
excessively, while minimally decreasing the effective RF power output of the oscillator.
However, if simulations predict that a lower reactance of 60 Q or so is possible while
still maintaining the proper gain margin, then more RF power can then be safely output
into the load. Therefore, within the linear simulator we must optimize the reactance of
the oscillator’s inductive or capacitive coupling element until the oscillator’s gain
margin is at a level of between 3 and 6 dB. (Adding passive circuit components with
real-life unloaded Q will decrease this oscillator gain margin, sometimes severely). This
means that a true conjugate match directly from the oscillator output to its load is
generally not possible, as this would excessively load down the oscillator stage,
preventing it from starting or running properly.

To reiterate and clarify this important point: During RF simulation, always attach the
oscillator’s expected load (normally 50 Q), along with the oscillator’s output coupling
reactance (normally C_, ;) to the oscillator’s open-loop output port as a final test that the
loop gain will not be degraded excessively. However, only attach the RF simulator’s
50-Q ports between the transistor’s collector and C and not between C__,,, and the
oscillator’s load.

For insertion into a load, there are multiple methods of tapping into an oscillator for its
RF output signal, with different power, phase noise, stability, and matching consequences.
In view of the fact that, as stated above, it is impossible for most oscillators to supply a
perfect 50 + jO match directly into the next stage without decreasing the oscillator’s gain
margin to dangerously low levels, even to the point of quenching oscillations completely,
a compromise must be found. The following examples are all viable options for coupling
RF power out of an oscillator, depending on the specific requirements:

couM cour

1. Tapping the output of an oscillator with a directional coupler is relatively
straightforward when used for narrowband LC and VCO oscillators. This
method will permit only low RF oscillator output powers (depending on the
decibel output of the coupler chosen), great phase noise, and an excellent 50-Q
match at the coupler’s output.
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2. Tapping the output of the oscillator with a high reactance capacitor or inductor
(60 to 200 Q for a BJT), followed by a 50-Q 10-dB pad into a discrete common-
emitter or MMIC amplifier, will supply medium to high powers, respectable
phase noise, and a very good 50-Q match at the amplifier’s output.

3. Tapping the oscillator’s output with a low reactance coupling capacitor (X. <1 Q)
into a high impedance common-collector buffer amplifier will supply medium RF
powet, medium phase-noise performance (phase noise can be created by complex
interactions between the oscillator and its less than perfect match to its buffer stage),
and a very good 50-Q match at the buffer’s output.

4. Tapping the oscillator’s output with a high reactance capacitor or inductor
(60 to 200 Q for a BJT) into a 50-Q 6-dB pad, will supply low output power,
good phase noise, and a medium 50-Q match at the pad’s output. This is a low
cost and simple solution that is popular for many consumer applications.

4.4.6 LC and VCO Oscillator Harmonics

Depending on loop gain and where the RF output itself is taken, harmonics from an
oscillator’s output can reach high levels. The higher the loop gain, the deeper the
oscillator travels into saturation and cutoff, and the higher in amplitude will be the
harmonic outputs. However, since a decent loop gain is vital for dependable operation
over temperature and part’s variations, a compromise must be made. Removing the
power at different oscillator circuit locations will make a large contribution to the stage’s
final RF output power and harmonic generation because, as shown in the standard LC
feedback oscillator of Fig. 4.30, tapping the circuit at Point A will supply the highest RF
output power, but will also result in significant harmonics. This is due to the resonator
not having the chance to filter the RF of the amplifier before it is tapped off into the
load. Taking the power at Point B, as shown in Fig. 4.31, will result in a filtered output,
with the harmonics considerably lower than at Point A. But to prevent frequency
changes and an excessively decreased gain margin, the oscillator circuit tap (whether
located at Point A or Point B) should load the oscillator’s resonator as lightly as possible.
This can sometimes be a more challenging goal to accomplish if selecting Point B.

The attenuation of harmonics will also be assisted by coupling the energy out of the
oscillator’s output with an inductor rather than a capacitor, since the inductor’s reactance
will increase with frequency, thus decreasing the harmonic output. If an inductor is chosen
for the output tap, then a series capacitor of X . < 1Q will be required in most applications
to prevent DC from entering or exiting the stage. However, a single RF output coupling
capacitor is cheaper and smaller than the required inductor/capacitor combination, and
so this simple topology is much more common within low-cost applications.

L Cs Ce

X — .

101 CI

Ficure 4.30 Point A of the oscillator results in high harmonic (and fundamental) outputs,
but is easy to implement.
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Ficure 4.31 Point B of the oscillator results in lower harmonic (and fundamental) outputs,
but can perturb the resonator circuit.

4.4.7 LC andVCO Oscillator Output Power

The RF amplitude of an oscillator is mainly dependent on its total loop gain, the
compression level of the active device, the V. voltage, and the RF output coupling. We
can quickly discover the approximate output power of an oscillator by employing the
oscilloscope tool in Spice, or any other nonlinear simulator.

Place the simulator’s test ports across the oscillator load, and then use the following
formulas:

V2 oo B P .
pP= % (inwatts)  or  P=10log y v (in dBm)

Or, the RF output power of a Class A oscillator can be approximated by taking the
transistor’s maximum peak voltage swing of the V., and subtracting the minimum
peak V, swing, then multiplying this by the maximum I. peak minus the minimum I,
peak, and then dividing by 8:

( VCE(MAX) - VCE(MIN) ) X (IC(MAX) - IC(MIN) )
8

Py (inmW) =

This formula demonstrates that the wider the voltage swing between the collector
and emitter, and/or the wider the collector current swing, the higher the RF output
power in any Class A biased active device.

Since an oscillator rarely encompasses just an oscillator circuit alone, the coupling
and any attenuator pad and/or buffer amplifier’s located at the output must, of course,
be added or subtracted from the above calculated RF output amplitude value.

Indeed, when the DC bias is set for maximum RF output power, an oscillator will
output close to the transistor’s full P1dB specification. Although the power that can be
tapped from the oscillator will be approximately the P1dB value of the transistor, the actual
RF output power that is truly available to a load will be decreased by the attenuation of
the oscillator’s tapped output netwo