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Foreword

The reliability of electronic/photonic components, modules, and systems has been a
critical issue in the microelectronics industry for decades. Although tremendous efforts
and resources have been spent on this subject in the past, it continues to be a very
active research area in academia and industry due to the endless demands for higher
performance and better reliability from applications and markets. The main drivers
include more complicated operating environments, more mobile consumer electronics,
and tighter government legislation on lead-free electronic devices. I have been study-
ing microelectronics reliability for almost 20 years. I am very pleased to see Dr E.-H.
Wong and Prof. Y.-W. Mai, who are my long-time friends and colleagues in the same
research area, publish their book on Robust Design of Microelectronics Assemblies
Against Mechanical Shock, Temperature, and Moisture. This is a timely technical
monograph on its intended subject for both scientific researchers and engineering prac-
titioners. The readers of this book will benefit from the fundamental theories and the
case studies provided by the authors. Through the introduction and propagation of this
book, I look forward to seeing more robust microelectronic products with better
reliability in the market.

S.W. Ricky Lee, PhD
Fellow of IEEE, ASME, IMAPS

Professor of Mechanical and Aerospace Engineering
Hong Kong University of Science and Technology

Junior Past-President of IEEE Components
Packaging and Manufacturing Technology Society



Preface

Unlike the cautious design practices of aircraft, the automotive industry, buildings,
bridges, and machinery, microelectronic assemblies are designed to the very limit of
the strength of their constituting materials. Failures of microelectronic assemblies
are not uncommon and they offer good learning opportunities. Scientists and engineers
in the microelectronic assembly community are presented with numerous opportuni-
ties to test the limit of their designs and learn from the failure analysis, aided by test
structures built into miniaturised electrical circuitries to provide continuous monitoring
of structural damage as it occurs. At the same time, being a relatively young engineer-
ing field, the design of microelectronic assemblies for robustness can tap into the vast
wealth of knowledge accumulated in the other traditional fields of engineering.

The first idea for this book was conceived soon after EHW completed his PhD at
the University of Sydney in 2006. Sizable materials for this book were the result of
research activities performed while EHW was with the Institute of Microelec-
tronics, Singapore. While the intent of this book is primarily for the benefit of prac-
ticing engineers, it is also a valuable textbook for graduate students who are
interested in the detailed elaboration given to the theories and the derivation of ana-
lytical solutions.

The presentation of this book reflects the philosophy of the authors in addressing
engineering problems: that it is essential to develop a profound understanding of the
science behind a problem; examine critically the current practices, be ready to chal-
lenge them and, whenever possible, develop more precise solutions; the best solution
is the one that is consistent with the science and can be easily understood and used by
the practicing engineers.

This book offers a number of improved solutions to existing problems in the micro-
electronics assembly industry. Chapter 2 presents an improved analytical solution for
describing thermoelastic stresses in the bonding layer and in discrete solder joints.
Chapter 3 provides a unified equation that presents a simple and consistent method
of modelling the creep-fatigue of solder joints. Chapter 4 summarizes a number of
advanced techniques for characterizing moisture diffusivity. Chapter 5 offers advanced
techniques for modelling moisture diffusion in microelectronic assemblies using the
thermal-mass modelling analogy. Chapters 6 to 12 present a comprehensive approach
to investigating a new damage driver – the drop impact. In the process, new testing
techniques are established, new material characteristics are generated, and new analyt-
ical solutions are developed. Chapter 7 describes the development of micro-impacting
and the high speed cyclic bending test techniques; the former has been incorporated



into an industry test standard, while the latter has been shown to offer faster testing.
Chapter 8 and Chapter 9 describe the generation of fatigue strain-life characteristics
of solder joints and the in situ measurement of crack-growth in solder joints, respec-
tively. Both experiments were performed at high cyclic frequency. It is noted that
such experimental techniques and data are scarce in the literature. Chapter 10 offers
a series of analytical solutions for the dynamics of mechanical shock. Chapter 11
presents a sophisticated analytical solution for describing the stresses in the bonding
layer and in discrete solder joints when microelectronic assemblies are subject to bend-
ing. Chapter 12 describes the generation of the stress–strain characteristic of solder
joints at high strain rates.

The authors would like to express their gratitude to their many collaborators who
helped make this publication possible. In particular, EHW would like to thank his for-
mer management (or managers) Thiam-Beng Lim for the conducive research environ-
ment and for being a mentor in life, and Mahadevan Iyer for his continued support.
Much of this research would not have been possible without the support of colleagues
in the Institute of Microelectronics; notably, Ranjan Rajoo, Cheryl Selvanayagam, and
most notably, Simon Seah, whose contribution in the ‘drop-impact induced damage’ of
electronic assemblies is especially profound. The materials on ‘vapour pressure mod-
eling’ in Chapter 5 are attributed to the brilliance of K.H. Lee and K.M. Lim and the
dedication of Sau-Wee Koh, all from the National University of Singapore. The exper-
imental data for Chapter 6 was generated under the collaborative project between Insti-
tute of Microelectronics, National University of Singapore, and the University of
Cambridge.

The experimental data for Chapters 7–9 and 12 were generated in collaboration
with industry partners; sincere thanks are due to the supports of Jo Caers (Philips),
William van Driel (NXP, Philips), Yi-Shao Lai (ASE), N. Owens (Freescale), and
Daisuke Watanabe (Nihon Superior). The experimental work for Chapter 7 would
not have been possible without the unyielding support of Kuo-Tsing Tsai from Instron,
Singapore, who was instrumental in the development of the micro-impact tester and
the high-speed cyclic bend tester.

Finally, the authors would like to dedicate this book to K.H. Lee, who was a mentor
and a friend to EHW, and whose demise was a great loss to the scientific community
and to those who knew him.

E.-H. Wong and Y.-W. Mai
Christchurch and Sydney

December, 2014
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Introduction 1
1.1 Introduction to microelectronic packaging

A typical semiconductor wafer is made out of extremely pure silicon that is grown into
monocrystalline cylindrical ingots up to 450 mm in diameter. The semiconductor is
doped with either boron or phosphorus, which is added to the molten intrinsic material
in precise amounts in order to change the silicon crystal into n-type or p-type extrinsic
semiconductor. These ingots are then sliced into wafers to predefined thicknesses and
polished to flat and parallel surfaces. Using photolithography, multiple layers of
integrated circuits (ICs) are embedded on one of the surfaces of the wafer.

The process of converting the semiconductor wafer into individual components that
are electrically functional and ready to be assembled onto a printed circuit board (PCB)
is known as IC packaging (Tummala, Rymaszewski, & Klopfenstein, 1997); the indi-
vidual components are referred to as IC components or microelectronic assembly.
Figure 1.1 illustrates a typical IC packaging process flow that consists of (1) singulat-
ing the IC wafer into multiples of IC chips, each embedded with identical ICs;
(2) attaching the IC chip onto the interposer, which may be a single layer of metal
(lead frame) or a multilayered organic substrate; (3) electrically interconnecting the
IC chip to the interposer using either wire bond or solder joints; (4) encapsulating
the IC chip for mechanical protection; and (5) applying solder to the interposer, pre-
paring it for mounting onto the PCB.

IC packaging has the important functions of (1) providing paths for external
electrical current to power the ICs on the chip; (2) providing paths for transmission
of electrical signals between the ICs on the chip and between the IC chip and the
PCB; (3) removing heat generated by the ICs; and (4) providing mechanical support
and protection to the delicate ICs.

SingulationWafer Attach to  interposer

EncapsulationBall attachment Electrical interconnection

Wire bond

Figure 1.1 Integrated circuit packaging process flow.
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Figure 1.2 shows the schematics of two major classes of IC packaging: leaded pack-
aging and ball grid array (BGA) packaging. Figure 1.3 shows a picture of a PCB
assembly with multiple BGA packages. The interposers used for the leaded and the
BGA packaging are leadframe and multilayered substrate, respectively. The former is
made of copper alloy, while the latter ismade ofmultiple layers of glass-reinforced com-
posite impregnatedwith thermal setting plastic and separated by planes of copper traces.
This shall henceforth be referred to as ‘substrate’. In view of the very different sophis-
tication of the fabrication equipment and processes used in fabricating the IC wafer and
the PCB, the resolution and accuracy of the inputs/outputs (I/Os) on the IC chip are at
least an order finer than that on the PCB. The interposer serves to ‘fan out’ the I/Os
on the IC chip to a larger dimension and pitch to match the I/Os on the PCB.

The IC chip comes with I/Os along the periphery of the chip. For IC packaging that
uses a leadframe interposer, the IC chip is first attached to the interposal using adhesive
(the process is referred to as ‘die attach’ and the adhesive is generally referred to as
die-attached adhesive) with its active surface facing up; wires made of gold or

Wire

Printed circuit board
Leads

Encapsulation

Die attach

Chip

Leaded IC packaging

Chip

Interposer

PCB

Solder joints

Flip chip ball grid array (FCBGA) packaging

Underfill

(a)

(b)

Figure 1.2 Schematics of (a) leaded integrated circuit (IC) and (b) area array IC packaging.

Figure 1.3 Ball grid array packages on the board assembly of a mobile device.
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aluminium are used to interconnect the individual I/O along the periphery of the IC chip
to the corresponding I/O (lead) along the periphery of the leadframe. This is known as
wire-bond interconnection. Encapsulation is applied to provide protection to the ICs and
the I/Os. The leads of the leadframe are shaped to correspond with the metal pads on the
PCB. The leads are coated with a layer of solder preparing them for assembly to the cor-
responding metal pads on the PCB (Figure 1.2(a)). The peripheral layout of the leads
limits the number of I/Os possible for the leaded packaging.

For IC packaging that uses a substrate interposer, the I/Os on the IC chip may be
interconnected to those on the interposer through wire bonding, as in the case of the
leadframe interposer, or through solder joining. In the latter, the I/Os along the periph-
ery of the IC chip must first be rerouted to form area array of I/Os on the active surface
of the chip, thus allowing greater numbers of I/Os. Individual I/O is then deposited (via
screen printing) with a tiny volume of solder; this is followed by raising the tempera-
ture slightly above the melting temperature of the solder to reflow it and form a metal-
lurgical bond with the under-bump metallisation on the I/O, forming a solder bump.
The interposer is prepared with a corresponding area array of I/Os on its front.
When interconnecting the IC chip with the interposer, the IC chip is ‘flipped’ such
that the active surface is facing down and the I/Os on the IC chip are aligned and in
physical contact with the corresponding I/Os on the interposal through the solder
bumps. The IC chip and the interposal are then heated to reflow the solder bumps to
form solder joints that interconnect the I/Os on the IC chip to the interposer. The space
between the solder joints is then ‘underfilled’ with nonconductive adhesive to protect
the ICs and also serve as a structural reinforcement to the solder joints (Figure 1.2(b)).
The I/Os on the front of the interposer are routed to the back of the interposer and
arranged in an area array. Solder balls are reflowed onto these I/Os forming a BGA.
For this reason, IC packaging using substrate interposers is generally referred to as
BGA packaging. The area array arrangement is capable of handling a higher number
of I/Os for the same I/O pitch. IC components are assembled onto the PCB to form
PCB assembly. In assembling to PCB, the solder balls are reflowed to form solder
joints that interconnect the I/Os on the IC component to the PCB. These are generally
referred to as board-level solder joints. The PCB and the microelectronic assemblies
are collectively referred to as electronic assemblies.

In view of the worse compliance of solder joints compared to the leads of the lead-
frame interposer, the solder joints of the BGA packaging experience higher stress/
strain whenever there is mismatched deformation between the IC component and
the PCB. The trend toward higher density of I/Os leads to reduced feature size of
the solder joints, rendering the solder joints increasingly vulnerable.

The drive toward ever more functionality without increasing the size of electronic
products can only be supported by ever increasing densities of the transistors, but more
critically, the ever increasing density of the I/Os. This has been achieved through
reducing the pitch between the I/Os and by transitioning from peripheral to BGA
interconnections. Beyond these, the industry has resorted to advanced microelectronic
packaging, including:

Wafer-level packaging: the footprint of an IC packaging is typically larger than that
of an IC chip. By using silicon crystal as the interposal for redistribution of circuitries,
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the footprint of the IC packaging becomes the same size as the IC chip e a truly
chip-scale packaging. The redistribution, encapsulation, and solder bumping processes
are carried out at the wafer level; hence, the term wafer-level packaging. The final pro-
cess involves singulating the wafer-level assembly into individual IC components.

3D packaging: there is a limit to increasing the area density of the I/Os; this leads to
the 3D packaging in which the I/Os are added along the z-axis. The simplest
3D-packaging technology is package-on-package (Tummala, 2008) in which multiple
IC packages are stacked on top of each other and are interconnected through the inter-
posers using solder joints. The next simplest technology is stacked die in which mul-
tiple chips are stacked on each other using adhesive and are interconnected to the
common interposer. The numerous wires in the stacked die present significant electri-
cal inductance resulting in transmission losses and delay. By remedying the inductance
from the numerous wires, the through silicon via (TSV) technology, in which the
stacked dies are interconnected using via that runs through the thickness of the silicon
chip (Yoon et al., 2011), offers excellent electrical performance. The combination of
TSV and wafer-level packaging leads to TSV wafer-level packaging.

1.2 Introduction to robust design

1.2.1 Robust design and challenges

The quest for lighter, stronger, safer and more durable designs has been propelling the
advancements of engineering and technologies and improving the quality of our lives.
These advancements are reflected in the changing faces of our modern world in terms
of taller buildings, longer bridges, larger airplanes, faster trains, stronger machine
tools, and not the least, cheaper, lighter and more compact electronic products that
are enabled by the cheaper, higher-density and robust microelectronics and assemblies.

The concept of robust designs is not new. Conventional robust designs are stuffed
with layers of excessive fats, known as safety factors, or more cynically, ignorance
factors. However, robust designs that are relying on excessive fats are inefficient
and uncompetitive. Modern planes are ever lighter, larger and capable of flying further;
modern buildings are ever taller, and bridges ever longer. Fats have been trimmed, yet
these modern structures are no less safe. All these are attributable to the continuing
advancement in predictive robust design.

Predictive robust design is described by a simple inequality:

Failure driving force

(
< material resistance ðrobustÞ
> material resistance ðunsafeÞ

(1.1)

On the left is the failure driving force, and on the right the material resistance.
A design (structure) is safe and robust if the failure driving force is smaller than the
material resistance and unsafe otherwise. The critical factor in predictive robust design
is to define as precisely as possible the magnitudes of the failure drive force (or forces)
and the material resistance.

4 Robust Design of Microelectronics Assemblies



Equation (1.1) is deceptively simple. Many forces could induce failure in a design
(structure): temperature, moisture, magnetic and electromagnetic forces, electromigra-
tion, electrochemical, radiation and mechanical loadings. These forces could act singly
or in a combination. In the latter, the resultant forces would not be a simple summation
of the combined forces. The definition of material resistance is much more complex
than the failure driving forces. Many forms of material resistance have been proposed:
principal stress, principal strain, von Mises stress, maximum shear stress, maximum
shear strain, fracture toughness (of different modes), interfacial fracture toughness
(of different modes), stress range, strain range, creep strain, etc. Moreover, the material
resistance is a function of environmental factors such as temperature, humidity, chem-
icals, radiation, etc.; and at small feature size, such as microelectronics and microelec-
tronic assemblies, the material resistance can also be a function of the geometrical size
of the structure.

1.2.2 Unique features of microelectronic assemblies

The predictive robust design of microelectronic assemblies has some unique features:

1. the assemblies are made of layered structures and are particularly susceptible to delamination;
2. compared to the conventional structures, microelectronic assemblies are very small in feature

size, which implies: (1) the material resistance obtained from a large specimen may be
invalid; and (2) conventional practice of damage monitoring by strain gauging the critical
structural element is infeasible;

3. structural health of constituting elements can be very conveniently monitored electrically,
which offers a unique opportunity that is not available to other structures for studying
damages; and

4. there is no mandatory safety factor in the robust design of microelectronic assemblies for
commercial electronic products.

Failures of real-life structures such as buildings, bridges, spacecraft and airplanes
have disastrous consequences; failures are rare as these structures are protected by
layers of ‘fats’. Many scientists and engineers in these professions have never seen fail-
ure. By contrast, failures of microelectronic assemblies are common. Failure offers a
wonderful learning opportunity. Thus, scientists and engineers in the microelectronic
assembly community are blessed with numerous opportunities to test the limits of their
designs, analyse failure and learn from failure. This is helped by the ease of continuing
monitoring of structural damage.

1.2.3 Principal forces of damage for microelectronic assemblies

1.2.3.1 Temperature

The PCB and the microelectronic assemblies undergo thermal excursion during the
assembly processes, the accelerated test, and while in service. The PCB and the micro-
electronic assemblies are made of multilayer structures made of different materials
with different coefficients of thermal expansion. The individual layers undergo
different magnitudes of thermal expansion during the temperature excursion. The
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mismatch in the expansion that leads to internal stresses and failure along the bonding
interfaces is not uncommon. More common than interfacial delamination is the creep
fatigue of solder joints due to the combined action of creep, which is induced by the
elevated temperature, and fatigue, which is induced by the cyclical mismatched
thermal expansions.

The investigation of analytical equations for describing the interfacial stresses in a
multilayer structure arising from mismatched thermal expansion has a long history, but
the first investigation on electronic packaging was probably in the 1970s. The creep
fatigue of solder joints has been a subject of keen investigation since then.

1.2.3.2 Moisture

Since the transition from ceramic packaging to plastic packaging in the 1980s, the
microelectronic assembly has become susceptible to the ingression of moisture during
storage. During the subsequent reflow of solder, the moisture turns into high-pressure
vapour within a delamination, resulting in violent cracking of the IC component. This
is frequently referred to as ‘popcorn cracking’. Hygroscopic swelling accompanies the
absorption of moisture; differential hygroscopic swelling between the constituting
materials of the microelectronic assembly results in interfacial stresses. Absorption
of moisture is usually associated with reduction in adhesive bond strength, possibly
due to the degradation of the hydrogen bond. More subtle effects of moisture absorp-
tion are the change in the instantaneous and relaxation modulus of the polymeric ma-
terials that leads to plasticising and hence a redistribution of stresses in the
microelectronic assembly. Less violent, but no less damaging, is increasing the dielec-
tric constant of the dielectric layers in the microelectronic assembly, resulting in
increased delay in signal propagation. Similarly, the presence of moisture increases
the optical index of optical coupling adhesive leading to increased transmission losses.

1.2.3.3 Drop impact

Since the emergence of affordable cell phones in the 1980s, mobile electronic de-
vices have become essential tools for communication and entertainment. The wide-
spread use of portable electronic devices (PED) has given rise to a new reliability
issue for electronic packaging e that of the robustness of electronic assemblies
within a PED experiencing drop impact. The miniaturisation of the product housing
has resulted in its reduced capacity to absorb and dissipate the energy of the impact
before transferring the residual energy to the electronic components within, resulting
in high magnitude of deceleration of the PCB assembly. The inertia of the PCB
assembly during deceleration leads to its bending; and the differential flexural defor-
mation between the IC package and the PCB leads to severe deformation of the inter-
connecting solder joints.

The miniaturisation of electronic devices was accompanied by miniaturisation of
the electrical interconnections and accompanied fragility. But it was not until the early
2000s, concurrent with the introduction of lead-free solders, that widespread failures of
solder joints during drop impact were reported.
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1.2.4 An overview introduction to robust design against
drop impact

Compared to robust designs against temperature and moisture, robust design against
drop impact is relatively recent and has received much less attention. In reality, the
subject is much more complicated to deal with and deserves much more discussions.
While the robustness of the microelectronic assemblies against temperature and mois-
ture could be established independent of the eventual electronic devices that the
electronic assemblies will be attached to, the robustness of the microelectronic assem-
blies depends heavily on the mechanical design of the PED. The propensity for brittle
fracture of the solder joints demands a more sophisticated method for assessing the
manufacturing quality of the solder joints. While the electronic packaging community
has accumulated vast experience in modelling thermal stresses, including the advanced
topic of viscoplasticity and the associated constitutive equation such as Anan’s equa-
tion, the community is much less familiar with transient dynamics and the rate-
dependent constitutive equation. Similarly, while the community is familiar with the
reduced fatigue resistance of solders due to creep, it is relatively alien to the reduced
fatigue resistance of solders at increased strain rate. For these reasons, the major con-
tent of this book is dedicated to the robust design of microelectronic assemblies against
drop impact, and this section is dedicated to providing an overview introduction to this
subject.

A typical drop impact of a PED is shown in the high-speed video sequence of
Figure 1.4, where the device impacts upon a rigid surface after a brief period of free
fall under gravity. Upon impact, a large portion of the kinetic energy is converted
into elastic vibrational energy of the mechanical elements of the device, including
the housing, the liquid crystal display and the PCB assembly. Figure 1.5 shows an
example of PCB assembly, which is made up of electronic components, viz the IC
components and the passive components, assembled onto a PCB using solder joints.
In case the strain energies experienced by the mechanical elements exceed their
material strength, then some of these strain energies would be converted into plastic
work and even work of fracture.

The failure of LCD was the main concern in the early days of PED, however, the
recent concern has been with the failure of the solder joints that interconnect the IC
components to the PCB. The increased risk of failure of the interconnecting solder
joints to the drop impact of PED is attributable to two factors. The first is the

Figure 1.4 High-speed camera sequence of drop impact of a mobile phone. The high degree of
dynamic flexing is discernible even in the exterior housing of the phone.
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miniaturisation of PED despite their increased functionality. A chain of conse-
quences follows this, starting with the miniaturisation of the product housing,
which results in its reduced capacity to absorb and dissipate the energy of the
impact before transferring the residual energy to the electronic components within.
The PCB assembly has to be minimised to fit the miniaturised product housing.
Conversely, the number of electronic components has to be increased to support
the increased product functionality, and these components have to be assembled
onto the reduced footprint of the PCB. This is only possible by drastically reducing
the footprint of the IC components. This necessitates the switch from the leaded IC
package, where interconnections are positioned along the perimeter of the IC pack-
age, to the area-array IC package, where the interconnections are distributed over
the entire face of the IC package. This reduces the footprint of the IC component
on the PCB for the same number of interconnections and for the same spacing
(pitch) between the interconnections. Compared to the lead in the leaded packages,
the solder joints in the BGA packages have considerably reduced compliances and
are therefore more susceptible to the mismatched deformation between the PCB and
the IC component.

The second factor contributing to the drop-impact problem is the recent industry-
wide adoption of lead-free solders, a move driven by the 2006 Restriction of
Hazardous Substances Directive (RoHS) that bans the use of well-established
tinelead solders in consumer electronics. Several lead-free solder joints that
performed well under thermocyclic loading were found to be extremely fragile
under the high strain rates associated with drop-impact loading. Figure 1.6 contrasts

Figure 1.5 An example of printed circuit board assembly.

8 Robust Design of Microelectronics Assemblies



(a) the crack that runs in the ductile bulk solder of the tinelead solder joint with (b)
the crack that runs along the brittle intermetallic compound (IMC) interface of the
lead-free solder and the metal pad. The transition from ductile fracture in the
tinelead solder to brittle fracture in the lead-free solder is attributable to the higher
flow stress of the lead-free solders that has resulted in a more rigid solder joint
which has in turn elevated the stresses in the solder joint; brittle fracture occurs
when the elevated stresses exceed the fracture strength of the IMC.

Future generations of PED are expected to be increasingly fragile against drop
impact due to the simple fact that the dimensions of the solder joint will continue to
shrink, resulting in reduced ability to accommodate the differential bending between
the IC component and the PCB, in order to support the increased density of intercon-
nections that is required to support the ever-increasing thirst for increased functionality
of the PED.

The failure of solder joints in the drop impact of PED was not expected and
caught the original product producers and the supply chain e the product assemblers,
the PCB assemblers, the IC component manufacturers, the PCB manufacturers and
the solder materials suppliers e by surprise. The biggest challenge was to find a com-
mon test method that would allow qualification of the design of the IC components
and the solder joints, which includes the shape and size of solder joints, the solder
alloys, and the surface finishes on the metal pads on which the solder joint is formed.
The obvious solution is to drop test the PCB assembly in the particular PED to which
the PCB assembly is to be attached. However, such a test is not possible for the sim-
ple reason that IC components and the associated solder joints are not designed for a
specific PED but are intended for generic PED, including those products that are yet
to be designed. Therefore, a realistic qualification test should be one that is indepen-
dent of the design of the portable product. The establishment of such a test requires
an understanding of the exact physics of failure of the solder joints interconnecting
the IC component to the PCB. The suspected physics were: (1) overstress of solder
joints due to the inertia force of the IC component; (2) overstress of solder joints due
to differential bending between the IC component and the PCB; and (3) impact stress

Figure 1.6 Cross-sections of solder ball joints damaged by drop impact. (a) Sne37Pb ball on
Cu pad with crack in bulk solder. (b) Lead-free Sne1.0Age0.1Cu ball on Cu pad with crack
along bonding interface.
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induced in the solder joints due to knocking of the IC component against the product
housing and against other components.

An industry-wide effort led by Amkor led to the July 2003 publication of the
JEDEC standard, JESD22-b111 “board level drop test method of components for
handheld electronic products”. The test attempted to duplicate the drop-impact
nature of a portable product by subjecting the PCB assembly to multiple mechan-
ical shocks induced by drop impacting the holding fixture against a rigid target. A
high-speed video sequence of the JEDEC test, showing dynamic bending of the
board assembly subjected to a mechanical shock, is illustrated in Figure 1.7. The
test reproduces (though inadequately) the high strain rate experienced by
the solder joints in a drop impact of the PED. The standardisation of test board
and test methodology offered by the JESD22-b111 test standard has facilitated
industry production of IC components and solder joints destined for mobile
applications.

It is worth highlighting that the lack of quantitative correlation between the
JESD22-b111 test condition and the product-level drop test limits the applicability
of this JEDEC test to evaluating and comparing the designs of IC components and
the associated solder joints, but not qualifying the designs of IC component and solder
joints. That is, an IC component and solder joint system that passes the JESD22-b111
test condition may not survive a product-level drop test and vice versa.

Probably the main criticism of the JESD22-b111 test method is the high magni-
tude of the generated noise and ground shock and the poor controllability of the pre-
scribed acceleration shock applied to the bolting sites on the PCB. These limitations
have catalysed significant research efforts aimed at improving the test standard, one
of which is the high-speed cyclic bend test.

The intrinsic fracture strength of the solder-pad IMC depends on the solder alloy
and the preservative finish on the copper pad. However, the actual fracture strength
of the IMC varies significantly with manufacturing process. The control on
manufacturing process that is required to produce IMC of consistent fracture strength
is significantly more stringent than that required to produce bulk solder of consistent
creep-fatigue strength. While it is possible to use a board-level test method such as
JEDEC standard JESD22-B111 for assuring the manufacturing quality of the IC
components and solder joints, it would be extravagantly expensive. A great deal of
research effort had been directed at developing a quality assurance test method
that does not require the assembly of an IC component to a PCB e a component-
level test method in a nutshell. In a component-level test, a single solder ball that
has been reflowed onto the metal pad of an IC component is mechanically detached

Figure 1.7 High-speed video sequence of the JEDEC board-level drop test, showing the dy-
namic bending of the board assembly after impact.
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from the IC component at relatively high speed to simulate the strain rate experienced
by the solder joints in a product-level drop test. The force and energy of separation
are registered and the brittle/ductile mode of fracture are analysed to provide a qual-
itative assessment of the manufacturing quality of the joining between the solder ball
and the IC component. Despite the initial apprehension with the component-level test
methods and in interpreting the test results, the effort has led to a new JEDEC test
standard, JESD22-B115 ‘ball pull test’, and a revised JEDEC test standard,
JESD22-B117A ‘ball shear test’, credited to Keith Newman of Sun Microsystems.
A high-speed ball shear test set-up and a series of high-speed images of solder
ball shearing are shown in Figure 1.8.

The establishment of the board-level and the component level test standards/
methods were important milestones for the industry; however, while the board-level
test could be used to evaluate the robustness of a design, further understanding of
the mechanics of drop impact is needed to establish a predictive robust design capa-
bility. The fundamentals of predictive robust design is the quantification of failure
driving force and the material resistance. A priori quantification of the failure driving
force is its definition, which requires an answer to the question: ‘in the drop impact of a
PED, do the board level solder joints fail through overstress in a single bending cycle
or through fatigue after multiple bending cycles?’

The evidence of fatigue as the mechanics of failure for solder joint is presented in
Figure 1.9 that shows fatigue striations on the fracture surface of a solder joint in a
PCB assembly of a PED that has experienced several drop impacts. The parallel stri-
ations are a classic indicator of cyclic fatigue, where each striation indicates the incre-
mental advance of the crack for one cycle of load e bending of PCB in this case. The
number of drops of the PED and the associated number of bending of the PCB required
to cause complete electrical failure of the solder joints is much less than the number of
temperature cycles as specified in JESD22-B104D to cause complete electrical failure.
This is attributed partly to the higher amplitude of stress experienced by the solder
joints for each drop impact of the PED and partly to the more rapid crack propagation
rate of the brittle fracture of the IMC.

Figure 1.8 Component-level high-speed shear. (a) Shearing blade next to ball-on-substrate
samples (Instron MicroImpact tester). (b) High-speed video sequence of test.
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Equation (1.1) may now be written more specifically for the drop-impact failure of
solder joints as:

Fatigue driving force

(
< Fatigue resistance of solder joints ðrobustÞ
> Fatigue resistance of solder joints ðunsafeÞ

(1.2)

The fatigue resistance of solder joints on the PCB assembly may be expressed in the
conventional form of a power law equation:

Ds ¼ CoN
bo (1.3)

where Ds is the peeling stress range in the solder joints. The minute feature size of
solder joints denies experimental instrumentation, and it is experimentally much more
convenient to measure the fibre strain of the PCB; the fatigue resistance of solder joints
may be expressed as

Dεpcb ¼ CoN
bo (1.4)

A relevant stress-life relation must be established at a strain rate that is representative
of that experienced by the solder joints in a typical drop impact of PED. In contrast to
creep fatigue, the fatigue life of solder joints decreases with increasing strain rate as
shown in Figure 1.10. More insights into the fatigue resistance of solder joints at
high strain rate may be gained by studying the growth characteristics of fatigue cracks.
Through the use of a high-sensitivity voltmeter and the specially designed test board,
the fatigue crack growth in a critical solder joint could be monitored through the change

Figure 1.9 Parallel striations (crack propagation is from the left to right) on the fracture surface
of a joint that has failed under drop impact.
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in electrical resistance. Figure 1.11 shows the fatigue crack growth characteristic of the
SnPb_OSP solder joint.

The fibre strain range on the PCB, Dεpcb, may be treated as the indirect fatigue
driving force as suggested in Eqn (1.4). An analytical equation has been derived for
Dεpcb as a function of mechanical shock. The peeling stress range in the solder joints,
Ds, is the direct fatigue driving force as suggested in Eqn (1.3). An analytical equation
has been established between Ds and Dεpcb assuming a linear system, which facilitates
the robust design analysis of solder joints against drop impact. In practice, the solder
joints are highly nonlinear, and their flow stress increases with increasing strain rate;
hence, the magnitude of Ds increases with increasing strain rate. Accurate modelling
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of the magnitude of Ds using numerical analysis requires knowledge of the
stressestrain relations of solder joints over the relevant range of strain rates as shown
in Figure 1.12. Such information is not readily available and must be characterised us-
ing specialised experimental techniques.

1.3 Organisation of the book

This book is organised into three parts:
Part One, consisting of Chapters 2 and 3, is dedicated to advances in robust design

against temperature.
Chapter 2 describes advances in the analysis of mismatched thermal expansion in

microelectronic assembly and in PCB assembly. The analysis of mismatched thermal
expansion of layered structure was first reported by Timoshenko (Timoshenko,
1925). In view of the frequently observed interfacial failure of microelectronic assem-
bly, there has been extensive interest in formulating analytical solutions for thermal
stresses in layer structure (Chen, Cheng, & Geerhardt, 1982; Chen & Nelson, 1979;
Heinrich, Shakya, & Lee, 1997; Jiang, Huang, & Chandra, 1997; Kuo, 1989; Lee &
Jasiuk, 1991; Pao & Eisele, 1991; Suhir, 1986, 1988, 1989; Taylor & Yuan, 1962;
Wen & Basaran, 2004; Willams, 1985; Wong, Lim, & Mai, 2009), culminating in a
few dedicated books (Suhir et al., 1988, Chapter 5; Lau, 1993; Kelly, 1999; Wild,
1973). The layered construction of the electronic assembly may be viewed as a sand-
wich structure; for example, IC chip bonded to interposer or IC component bonded
to PCB. In most of the published articles, these were modelled as a beam that is

120

100

80

60

40

20

0
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

0.005 s–1

0.5 s–1

6.0 s–1

200 s–1

100 s–1

ε

σ
(M

P
a)

Figure 1.12 Stressestrain characteristics of Sne37Pb solder expressed in curves of initial
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adhesively bonded to another beam. These analytical solutions have consistently found
shearing stress to be the predominant stress, while the peeling stress is of negligible
magnitude; this does not agree with numerical analysis that suggests the peeling stress
to be the dominant stress (Wong, Kim, et al., 2009). The deviation is attributable to the
overly simplified interfacial shear-stress function assumed for the beameadhesive
interface and the overly simplified transverse-stress function assumed for the adhesive
layer. This deviation has severely limited the applicability of the existing analytical
solutions for robust design. While numerical analysis may be used for robust design
analysis, it has a limited range of validity and suffers from stress/strain singularity.
An accurate analytical solution of the peeling stress is thus essential. Chapter 2 intro-
duces an advanced analytical solution in which the interfacial shearing stress is
prescribed with a more sophisticated stress function, while the transverse stress in
the adhesive layer is prescribed with a stress function that is consistent with the theory
of elasticity. This has led to analytical solutions of the interfacial shearing and peeling
stresses that are consistent with the numerical solution. Design analysis using the
advanced solution has led to many useful insights for robust design of microelectronic
assembly against thermally induced failure.

Chapter 3 is concerned with advances in the creep-fatigue modelling of solder
joints. Even more extensively researched and published than interfacial stresses is
the creep fatigue of solder joints that has led to a number of dedicated books on the
topic (Engelmaier, 1989; Frear, Burchett, & Morgan, 1993; Kelly, 1999; Lau, 1991,
1993; Liu & Liu, 2011; Perkins & Sitaraman, 2008; Madenci, Guven, & Kilic,
2002; Suhir et al., 1988, Chapter 5; Tu, 2007; Wild, 1973). The main subject of interest
has been the life prediction of solder joints. A number of life prediction models have
been proposed and a few of them are heavily used by the IC packaging industry.
These models typically come with a number of fitting parameters. In view of the
highly empirical nature of the models, the fitting parameters tend to have a limited
validity window; for example, different sets of parameters are needed for different
timeetemperature profiles of temperature cycling even for the same solder joints. It
is a daunting task to characterise the fitting parameters for different temperatureetime
profiles for the many lead-free solder alloys.

The dependence of fitting parameters on the temperatureetime profile is indeed
evidence of incorrectness of a life prediction model. Metals are known to exhibit a
well-defined timeetemperature creep characteristic cummulating in a timeetempera-
ture transformation relation. Thus, the contribution of creep damage in creep fatigue
can be captured through a ‘creep function’ that is independent of the timeetemperature
profile of temperature cycling. Based on this concept, a unified equation for creep
fatigue has recently been proposed (Wong & Mai, 2014).

Part Two, consisting of Chapters 4 and 5, is dedicated to advances in robust design
against moisture.

Chapter 4 focusses on the techniques of characterising solubility, diffusivity and
hygroscopic swelling. Unlike temperature-related properties, moisture-related proper-
ties of microelectronic materials are difficult to come by and techniques for their char-
acterisations are much less established. The characterisations of solubility and
diffusivity are complicated by the presence of non-asymptotic saturation, believed
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to be attributable to chemisorption. Organic laminated substrate exhibits transversely
anisotropic diffusivity, whose characterisation has so far eluded published standards.
This is also true for hygroscopic swelling.

Chapter 5 is concerned with advances on diffusion modelling. Fundamental to the
analysis of moisture-induced failure in microelectronic packaging is knowledge of the
distribution of moisture within the microelectronic assembly. This can be analysed
through transient-diffusion modelling. A diffusion problem can be analysed just as a
heat-conduction problem using heat-diffusion analogy (Crank, 1980). Through the
introduction of ‘wetness fraction’, defined as w ¼ C/Csat, which overcomes the discon-
tinuity of concentration, moisture diffusion in multimaterial microelectronic assembly
can be modelled using the heat-conduction module of commercial finite element soft-
ware (Wong, Teo, & Lim, 1998). At its conceptualisation, fundamental proof of the
continuity of ‘wetness’ was not presented. Thus, a fundamental proof of the continuity
of wetness based on the continuity of chemical potential is given in this chapter. The
fact that Csat, the saturate concentration of moisture in an absorbent, is a function of
temperature renders wetness discontinuous whenever a microelectronic assembly ex-
periences a temperature variation with time. The continuity of wetness can be over-
come using the ‘internal source’ technique.

The last section of Chapter 5 discusses advances in the modelling of vapour pres-
sure in the delamination of a microelectronic assembly due to the rapid rise of temper-
ature during solder reflow. With the ‘wetness’ defined, the upper-bound estimation of
the vapour pressure in a cavity (delamination) in a microelectronic assembly can be
readily established using a simple equation. A more elaborate solution requires a
coupled analysis of moisture diffusion and structural deformation.

Part Three, consisting of Chapters 6e12, is dedicated to robust design against drop
impact, whose organisation is presented in Figure 1.13.

Chapter 6 describes the physics and mechanics of electrical failure when a PED
experiences a drop impact. The ever-higher performance of PEDs is accompanied
by the ever-delicate product housing and the ever-smaller feature size of microelec-
tronic assembly. The delicate housing lacks the ability to dissipate the kinetic energy
of impact, transferring most of the kinetic energy to the ever-delicate microelectronic
and PCB assemblies within the product housing. Electrical failure was almost inevi-
table, and this was triggered in the early 2000s. In order to understand the relation be-
tween the design of a PED housing and the layout of the PCB assembly within the
housing, extensive product-level drop-impact testing was carried out on more than
20 PEDs at various impact orientations. The PCB assembly within the PED was
instrumented to extract the resultant acceleration and strain. Section 6.1 reports the
drop-test experiments, the instrumentation and the resultant acceleration. The resultant
high magnitude of impact force sets up high magnitude of acceleration and hence high
magnitude of inertial force in the PCB assembly, especially in the interconnections
(more specifically, the solder joints) of the microelectronic assembly of large mass;
the inertia of the PCB imparts differential flexural deformation between the PCB
and the surface-mounted microelectronic assembly, putting severe strain on the solder
joints that interconnect the microelectronic assembly to the PCB; the close packing of
components within the housing leads to knocking of the components against the
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housing and the inter-knocking of these components, thus inducing high magnitude of
impact force, which in turn causes local bending of the PCB assembly. Section 6.2 in-
vestigates these failure mechanisms using a combination of experiments and simple
analytical equations.

Chapter 7 is dedicated to investigating the subsystem and the sub-subsystem test
methods for microelectronic assembly. In early 2000, the electrical failure of mobile
phones upon drop impact caught the microelectronic assembly and the PCB assembly
industries by surprise and evolved into a small crisis: how should a microelectronic
assembly provider evaluate its component for drop-impact application? It was decided
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Figure 1.13 Organisation of Part Three.
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that testing of microelectronic assembly should be independent of the design of the
PED since the microelectronic assembly industry has no control over the design of
the product. The subsystem test must be capable of replicating the key failure mech-
anism observed in a product-level drop test. A number of subsystem test (generally
referred to as board-level test) methods have since been reported (Goyal, Buratynski,
& Elko, 2000; Hirata, Yoshida, & Morisaki, 2001; JEDEC Standard JESD22-B111,
2003; Kim et al., 2001; Marjam€aki, Mattila, & Kivilahti, 2006; Mishiro et al., 2002;
Nakado, Yaguchi, Terasaki, & Yamamoto, 2006; Peng et al., 2001; Qiang et al.,
2002; Reiff & Bradley, 2005; Seah, Wong, Mai, Rajoo, & Lim, 2006; Sogo &
Hara, 2001; Varghese & Dasgupta, 2003; Yaguchi, Yamada, & Yamamoto, 2003;
Zhu, 2001). The JEDEC standard JESD22-B111 (2003) involves mounting the micro-
electronic assemblies of interest onto a specified PCB and mounting the PCB assembly
onto a rigid fixture and dropping the fixture against a target to a specified
accelerationetime pulse. This is technically a board-level drop-shock test (BLDST).
While the JEDEC BLDST is credited for standardising the test standard among the in-
dustry, it is susceptible to inconsistency (because of the difficulty of reproducing the
accelerationetime pulse) and is not necessarily the most efficient test procedure.
Fundamentally, the BLDST sets up flexural oscillations of the PCB assembly, and
the resulting differential bending between the microelectronic assembly and the
PCB leads to fatigue deformation of the interconnecting solder joints at high strain
rate. The mechanics of failure can theoretically be replicated by bending the PCB as-
sembly statically and cyclically at high speed (Seah et al., 2006) e a high-speed cyclic
bending test (HSCBT), which is far more consistent and efficient. Section 7.1 describes
the design of a specialised high-speed cyclic bend tester and reports the benchmarking
of the HSCBT against the JEDEC BLDST.

The subsystem board-level test has been used to evaluate the design of the micro-
electronic assembly, which includes the layout of the solder joints, the dimensions of
the solder joints, the selection of the solder alloy and the metal pad finishing on the
microelectronic assembly and the PCB, etc. Once the design has been selected, it is
uneconomical to use the system test as a quality test method. A sub-subsystem test
method that evaluates the quality of solder joints without assembling the microelec-
tronic assembly onto a board is highly desirable; this has been generally referred to
as a component-level test method. The component-level test must be capable of repli-
cating the experience of solder joints in a subsystem board-level test, namely, the
brittle-prompt failure of solder joints at high strain rate. A number of component-
level test methods were proposed (Date, Shoji, Fujiyoshi, Sato, & Tu, 2004a,b; Lai,
Chang, & Yeh, 2007; Newman, 2005; Ou, Xu, Tu, & Alam, 2005; Shoji, Yamarmoto,
Kajiwara, Morita, Sato, & Date, 2002; Song et al., 2007; Song, Lee, Newman, Clark,
& Sykes, 2007; Song, Lee, Newman, Sykes, & Clark, 2007; Valotaet, Losavioa,
Renarda, & Vicenzob, 2006; Wong et al., 2005, 2006, 2008; Yeh, Lai, Chang, &
Chen, 2005, 2007; Zhao, Caers, de Vries, Wong, & Rajoo, 2007), and the ball-
impact shear method has been incorporated into the JEDEC standard JESD22-B117A
(2006). Section 7.2 presents a review of these test methods, including a comprehensive
benchmarking of the ball-impact shear test method with the subsystem board-level test
method.
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The robust design of a mechanical structure, such as a microelectronic assembly,
depends on the tussle between the material resistance to failure and the forces that
are driving the materials to failure. The board-level solder joints have been identified
as the weakest link in the drop impact of PEDs, and low-cycle fatigue has been iden-
tified as the mode of failure. Chapters 8 and 9 are dedicated to the fatigue resistance of
solder joints, while Chapters 10 and 11 are focused on the failure driving forces in the
solder joints.

Chapter 8 is concerned with establishing the fatigue resistance of solder joints
through a strain-life equation. Solder joints, which are formed by solder alloys
and the metal pad finishing, that are robust against creep fatigue may not be robust
against high-strain-rate fatigue. The strain-life characteristic of a combination of
leaded and lead-free solder alloys and pad finishing at elevated strain rate have
been characterised, which not only facilitates the selection of material system for
solder joints but also enables quantitative fatigue life design. The strain life of sol-
der joints is a function of strain rate and temperature e at increasing strain rate and
decreasing temperature, the fatigue failure mode of the solder joints transits from
ductile failure of the bulk solder to brittle failure of IMC, accompanied by
decreasing fatigue life (Wong et al., 2009). The effect of strain rate has been incor-
porated as a rate function into the strain-life equation, similar to the creep function
in creep fatigue, to form a unified equation that facilitates design analysis (Wong,
Seah, Caers, & Lai, 2014).

Chapter 9 investigates the fatigue resistance of solder joints through fatigue crack
growth. While the expression of fatigue resistance in the form of strain-life facilitates
fatigue design, the study of fatigue crack growth in solder joints provides valuable in-
sights that could aid robust design of solder joints. Through the use of a sophisticatedly
designed test vehicle and delicate instrumentation, the electronic resistance across a
critical solder joint could be monitored to nano-ohm resolution, which translates to
micrometer resolution for fatigue crack growth. Fatigue crack in the solder joint was
observed to have formed within a single board-level drop shock without a period of
crack initiation. When cycled at constant strain range at elevated strain rate, the fatigue
crack path in most solder joints tends to cut through a mixture of bulk solder and IMC,
resulting in mix-mode fracture, though the ductileebrittle mixity differs between sol-
der joints of different material system. Significantly lower fatigue crack growth rate
(da/dN) was observed when the crack was propagating within the ductile bulk solder;
solder joints with higher fatigue resistance generally have a longer fatigue crack prop-
agation path within the bulk solder. The fatigue resistance of a solder joint can be
significantly improved by deflecting the fatigue crack into the bulk solder, away
from the IMC.

The rate of fatigue crack growth (da/dN) increases at small crack length and peaks
before declining gradually. Analysing numerically using 3-D fracture mechanics, the
magnitude of J-integral around the crack tip has been found to correspond with the
observed rate of fatigue crack growth. The declining J-integral at longer fatigue crack
length is attributable to the increased compliance of the solder joint. Thus, fatigue
resistance of a solder joint can be improved by increasing the compliance of critical
solder joints.
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Chapter 10 establishes analytically the dynamic response of the PCB assembly due
to a board-level drop shock, with the ultimate intention of establishing the maximum
magnitude of PCB strain, which is used in Chapter 11 for evaluating the resultant
stresses (failure driving force) on solder joints. The PCB was first modelled as a
springemass system, then as a beam supported at its two ends and subjected to a
half-sine shock. The analytical solution for damped vibration was provided. The
analytical solutions provide many insights into the shock response of the PCB assem-
bly such as that specified in the JEDEC standard JESD22-B111. For example, the PCB
assembly would exhibit transient response followed by harmonic vibration upon being
subjected to a shock; however, with the choice of appropriate frequency ratio (the ratio
of the natural frequency of the PCB assembly to the shock frequency), the PCB assem-
bly could be made to exhibit almost only transient response without harmonic
response. Probably more useful is the insight that the magnitude of response of the
test board in the JEDEC standard JESD22-B111 increases linearly with the shock
impulse e the area under the accelerationetime curve, independent of the shape of
the shock pulse.

Given a prescribed forceetime or accelerationetime profile, the boundary condi-
tion for a transient dynamic problem is fully described; such problems can be modelled
numerically and (for a simple flexible system such as a PCB assembly) even analyti-
cally. This is not the case for an impact event with an unspecified impulse. The resul-
tant force time or acceleration time is a function of many parameters. Such problems
are usually treated numerically. For reason of comprehensiveness, Chapter 10 provides
an introduction to the numerical algorithms for transient dynamics used in the com-
mercial finite element software.

Chapter 11 focusses on establishing analytically the stresses acting on the solder
joints interconnecting the microelectronic assembly to the PCB when a PCB assembly
undergoes flexural deformation. The differential flexural deformation between the mi-
croelectronic assembly and the PCB has to be taken up by the interconnecting solder
joints leading to high magnitude of stresses in the solder joints. The analytical solution
of stresses in the solder joints is an extension of the advanced model presented in
Chapter 2 for the modelling of interfacial stresses due to mismatched thermal expan-
sion, with an additional term that describes the bending of solder joints. Design anal-
ysis using the advanced solution has led to many useful insights for robust design of
solder joints against mechanically induced PCB bending. For example, design analysis
using the analytical solution has suggested the peeling stress in a critical solder joint
can be reduced by increasing its cross-sectional area and its flexural compliance. By
reducing the volume of the critical solder joint during solder printing, and hence
shaping it into hourglass, it has been shown experimentally that its fatigue life at
high strain rate has been doubled.

Chapter 12 develops the dynamic stressestrain characteristics of solder materials.
The solder joints experience extensive plastic deformation during the flexural deforma-
tion of the PCB assembly in the JEDEC BLDST and in the HSCBT. The plastic strain
of metals is highly rate dependent and its evaluation requires good description of
the stressestrain characteristic at appropriate strain rates. This chapter describes the
experimental characterisation of a number of leaded and lead-free solders using the
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drop-weight tester. Due to the reducing velocity of the drop weight and the reducing
length of test specimen with increasing deformation, it is impossible to maintain a con-
stant strain rate in the specimen during the characterisation; analytical equations have
been established that enable the transformation of engineering strain rate to true strain
rate. Using regression analysis, the rate-dependent stressestrain equations of the
leaded and lead-free solders have been established.
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Robust design of microelectronic
assemblies against mismatched
thermal expansion

2
2.1 Introduction

Microelectronic assembly is made up of a multilayer structure. The integrated circuit
(IC) component is made of a silicon chip that is interconnected to the substrate through
either the die-attach adhesive for wire-bonded packaging or the solder joints reinforced
with underfill for flip-chip packaging. The printed circuit board (PCB) assembly is
made of IC components that are interconnected to the PCB by solder joints. The layers
are made of different materials with different thermal expansion coefficients. As the
microelectronic assembly undergoes thermal excursion during the assembly processes,
or the accelerated test, or field use, individual layers undergo different thermal expan-
sion. The mismatch in the expansion leads to internal stresses, and failure along the
bonding interfaces is frequently reported. An IC component can be modelled most
simply as a trilayer structure. The analytical solutions for thermal stress in a trilayer
structure are presented herein.

The simplest method for estimating the interfacial stress in a trilayer structure is
to assume that the layers are absolutely rigid such that each layer will experience
expansion given by a$DT$L, where L is the half-length of the assembly. The
differential expansion leads to interfacial shear stress. However, this approach is
obviously too simplified. Reviews of various studies in thermoelasticity and appli-
cations to microelectronic packaging have been reported by Suhir (1988), Wen and
Basaran (2004) and Jiang, Huang, and Chandra (1997). The problem of thermoelas-
tic stresses was first addressed by Poisson in 1829. However, it was Duhamel who
presented the equations of thermoelasticity in their modern forms in 1838. Thermo-
dynamic theory was used to evaluate thermal stress by Kelvin in 1878. General
methods for the solution of two- and three-dimensional problems of thermoelastic-
ity were developed by Borchardy in 1873 and Rayleigh in 1901. The earliest treat-
ment of bimetallic structure can be traced to Stoney (1909, p. 172). The problem of
thermally induced deformation arising in bimetal thermostats subjected to uniform
temperature loading was addressed by Timoshenko (1925). He used the elementary
beam theory to obtain the curvature of a bimetallic beam due to a uniform temper-
ature change. A more advanced treatment was provided by Aleck (1949), wherein
the bi-material structure, bonded along the edges, was modelled using the
two-dimensional theory of elasticity. The first analysis of the trilayer structure, in
which the middle layer was an adhesive, was performed by Volkersen (1938) for
a mechanically loaded single lap-shear joint. The trilayer structure was assumed
to experience no bending and the adhesive was modelled as a distribution of shear
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springs, experiencing only uniform through-thickness shear stress. Improved anal-
ysis of the single lap-shear structure incorporating bending effects was developed
by Goland and Reissner (1944) who performed analysis for two cases of adhesives
of two extreme compliances: flexible and inflexible. The adherends were modelled
as beams. In the case of a flexible adhesive, the adhesive layer was modelled as a
system of infinitesimal coil springs capable of transferring both shear and normal
stresses, which were assumed to be uniform in the through-thickness of the adhe-
sive; the condition of zero shear stress at the free edge was not satisfied. In the
case of an inflexible adhesive, the adhesive layer was modelled using the elaborate
theory of two-dimensional elasticity and the condition of nil shear stress at the free
edge was satisfied.

The analysis of interfacial thermal stress in a tri-material structure in a semicon-
ductor device subjected to temperature loading was first performed by Taylor and
Yuan (1962), following the lap joint theory of Volkersen e the bonding layer was
assumed as a distribution of shear springs and the structure was assumed to experi-
ence no bending. Chen and Nelson (1979) extended the thermal stress analysis, using
Volkersen’s theory, to more general sandwiched structures typical of microelec-
tronics, including the penta-layer structure of three elastic layers with two bonding
layers and circular trilayer structure with the middle layer as a bonding layer. Suhir
(1986, 1988, 1989) improved upon Timoshenko’s bi-thermostat beam theory with
relatively simple calculations using longitudinal and transverse interfacial compli-
ances. Pao and Eisele (1991) extended Suhir’s model to multilayered thin stacks
without imposing any additional assumptions on the interface. Jiang et al. (1997)
improved the solution of the transverse interfacial stress by Suhir. Wong, Lim,
and Mai (2009) incorporated the contribution of the adhesive thickness to in-plane
compliance of the system and hence improved the accuracy of the shear stress solu-
tion. (See the Appendix at the end of this chapter for a summary of the major prior
studies.)

The analysis of thermal stresses can be categorised into two approaches. In the
first, pioneered by Timoshenko (1925), each layer is treated as a beam. Examples
of this approach are Chen and Nelson (1979), Suhir (1986, 1988, 1989), Pao and
Eisele (1991), Jiang et al. (1997), Heinrich (1997) and Wong et al. (2009), among
others. This approach has the advantage of providing a simple solution. In the second
approach, the layered structure is modelled as a continuum. Examples of this
approach are Chen, Cheng, and Gerhardt (1982), Willams (1985), Kuo (1989) and
Lee and Jasiuk (1991), among others. This method is more elaborate but does not
provide a simple, easy-to-use analytical solution needed by engineers for design
analysis.

The sandwiched (or intermediate or interconnecting) layer in the three-layer struc-
ture of a microelectronic assembly may be a continuous layer such as die-attached or
underfilled flip-chip solder joints. The sandwiched layer may also be a discrete layer
such as in non-underfilled board-level solder joints. In the former case, only shear
and peeling stresses can be transferred across the interface. In the latter case, shear
force, peeling force and moment are transferred across the interface. Analytical solu-
tions for these two cases are presented.
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2.2 Fundamentals

The theories of bending of a simple beam with and without a sectional force are
revisited and analytical equations for simplified bilayer structure are developed in
this section as foundations for the more advanced analysis in later sections.

2.2.1 Bending of a homogeneous beam

2.2.1.1 Pure bending (plane remains plane)

We have learnt from elementary strength of materials that the conditions for compat-
ibility require that a beam which experiences pure bending will have its plane cross-
sections remain plane and perpendicular to the longitudinal axis (Figure 2.1). The con-
sequences of these conditions are:

• a beam that is deforming in the xez plane must have its cross-section symmetric about the
plane y ¼ 0, where the y-axis passes through the neutral axis of the beam;

• the beam deforms into a perfect arc in the xez plane with a radius of curvature r; and
• the strain of an element at distance z from the undeformed neutral axis is: εzðzÞ ¼ �z=r:

The constitutive equations are

εx ¼ sx � n
�
sy þ sz

�
E

; gxz ¼ 0

εy ¼ sy � nðsz þ sxÞ
E

; gyx ¼ 0

εz ¼ sz � n
�
sx þ sy

�
E

; gzy ¼ szy
G

(2.1)

The condition gzy ¼ szy=G suggests that the beam could experience pure torsion about
its x-axis. However, this is provided the condition ‘plane remains plane’ is not violated.
Assuming sz is negligible, then

θd

σx y 
= 

0

zz

yx

dx = ρdθ

ρ

ρ( –z)dθ

Figure 2.1 Plane remains plane and perpendicular to the longitudinal axis.
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sx ¼ Eεx ¼ �Ez

r
for plane stress when sy and syz ¼ 0 (2.2)

sx ¼ Eεx
1� n2

¼ � Ez

ð1� n2Þr for plane strain when εy and gyz ¼ 0 (2.2a)

We shall henceforth write in the form of Eqn (2.2) for both plane stress and plane
strain, but bearing in mind that:

E ¼
E for plane stress

E

1� n2
for plane strain

:

8<
:

The equilibrium of forces in the x-direction defines the position of the neutral
axis:

Z
Area

sxdA ¼ �
Z

Area

Ez

r
dA ¼ �E

r

Z
Area

zdA ¼ 0 (2.3)

The neutral axis, the longitudinal axis that experiences no deformation, passes through
the centroid of the cross-section of the beam.

The equilibrium of moment for the differential element about the y-axis defines the
momentecurvature relation:

M ¼ �
Z

Area

zðsxdAÞ ¼ E

r

Z
Area

z2dA ¼ EI

r
(2.4)

Thus, the following relations are obtained:

M

I
¼ E

r
¼ �sx

z
(2.5)

2.2.1.2 Bending in the presence of sectional force (plane does
not remain plane)

In the presence of a nonzero force in the z-direction, the beam experiences a sectional
force Q and an accompanying shear stress sxz. The condition of pure bending is strictly
invalid because plane section will not remain plane; however, the magnitude of out-of-
plane deformation is generally very small, and the momentecurvature relation of
Eqn (2.5) may be assumed valid. Referring to Figure 2.2, where the only unbalanced
forces and moment are shown, the equilibrium condition of moment about the y-axis
for the differential element h$dx gives

dM ¼ �Qdx (2.6)
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The equilibrium of forces in the x-direction for a differential element dx$dz gives

dsxz þ vsx

vx
dz ¼ 0 (2.7)

Substituting Eqns (2.5) and (2.6) into Eqn (2.7) gives

dsxz þ Q
zdz
I

¼ 0 or sxz ¼ �Q

I

Z
zdz (2.8)

Using the boundary condition sxzjz¼z ¼ 0 for Eqn (2.8), the shear stress at distance
z from the neutral axis is

sxzðzÞ ¼ Q

2I

�
z2 � z2

�
(2.9)

Thus, the beam experiences maximum shear stress in the cross-section along its neutral
axis. The rotation of the neutral axis due to shearing is given by

f ¼ sxz
2G

���
z¼0

¼ Qz2

4GI
(2.10)

where G is the shear modulus. This is superimposed onto the rotation of the neutral
axis of the beam due to bending, q. Notice that (1) the cross-section of the beam is now
at an angle 2f from the normal to the longitudinal axis; and (2) dus=dz ¼ dw=dx ¼
εxz ¼ sxz=2G; and the x-direction displacement of the cross-section with respect to
the neutral axis becomes

½us�z0 ¼ 1
2G

Zz
0

sxzdz ¼ Qz3

4GI

�
Z � Z3

3

�
(2.11)

where Z ¼ z/z. This is illustrated in Figure 2.3. It is hence clear that the conditions that
plane remains plane and normal to the neutral axis are strictly invalid. However, the
magnitude of deviation is usually too small to exclude the applicability of Eqn (2.5).

h

dz
z

dx

Q
dMNeutral axis

dτxz
dσxζ

Figure 2.2 Equilibrium of a differential
element with sectional force.
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2.2.2 Stretching of a bilayer (material) structure of absolute
flexural rigidity and assuming no interfacial shear stress

The case of a bilayer structure experiencing mismatched thermal expansion is
examined. It is assumed that the structure has absolute flexural rigidity and experiences
no interfacial shear stress. The only mode of deformation is stretching. The free-body
diagram of such a bi-material structure is shown in Figure 2.4.

The mismatch between the two members leads to traction Fi, which acts along the
centroid (longitudinal) axis of the member. The forceestrain relation is given by

Fi ¼ 1
lxi

�
dui
dx

� aiDT

�
(2.12)

where ui is the x-direction displacement of the longitudinal axis of member #i; ai is the
thermal expansion coefficient of member #i; lxi is the stretch compliance of the

z

x

#1

#2

ℓ

h2

h1

ℓ

F2

F1

x

u2

u1

Figure 2.4 A bi-material structure with absolute flexural and shear rigidity.
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Figure 2.3 Shear-induced rotation and deformation.
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member defined as the force (per unit width) required to cause unit mechanical strain in
the longitudinal axis and

lxi ¼

1
Eih1

for plane stress

1� n2

Eih1
for plane strain

8>>><
>>>:

(2.13)

In the absence of external forces, the condition of equilibrium gives

1
lx1

�
du1
dx

� a1DT

�
þ 1
lx2

�
du2
dx

� a2DT

�
¼ 0 (2.14)

The condition of compatibility gives

u1 ¼ u2 ¼ u (2.15)

Substituting Eqn (2.15) into Eqn (2.14) yields:

du
dx

¼ lx2a1DT þ lx1a2DT

lx1 þ lx2
(2.16)

Inserting Eqn (2.16) into Eqn (2.12) gives the traction force as

F ¼ a21DT

lx
(2.17)

where a21 ¼ a2 � a1 and lx ¼ lx1 þ lx2. Thus, the beams experience a uniform
magnitude of traction along their length, except at x ¼ 0 and x ¼ L.

2.2.3 Bending of a bilayer (material) structure assuming no
interfacial shear stress (planes remain planes)

If we assume that the plane cross-sections of a bilayer structure remains plane and
perpendicular to the longitudinal axis of the structure, then the same compatibility
conditions stated for the pure bending of a homogeneous beam apply to the composite
beam, that is:

• the beam deforms into a perfect arc in the xez plane with a radius of curvature r;
• the strain of an element at distance z from the undeformed neutral axis is εzðzÞ ¼ �z=r:

This together with the constitutive equation gives the bending stress as

sx ¼ Eiεx ¼ �Eiz

r
; i ¼ 1; 2;.n (2.18)
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The bending stress profile of a bilayer beam is illustrated in Figure 2.5. It should be
noted that the stress is linearly distributed within each material but experiences discon-
tinuity at the interface between two materials.

The equilibrium of forces in the x-direction defines the neutral axis of the beam in
bending:

Xn
i¼ 1

Z
Area i

sxdAi ¼
Xn
i¼ 1

Ei

Z
Area i

zdAi ¼ 0 (2.19)

Thus, the neutral axis passes through not the axis of centroid but the elastic modulus-
weighted centroid. The equilibrium of moment about the y-axis defines the
momentecurvature relation:

M ¼ �
Xn
i¼ 1

Z
Area

zðsxdAÞ ¼ 1
r

Xn
i¼ 1

Ei

Z
Area

z2dAi ¼ 1
r

X
EiIiG (2.20)

where IiG is the second moment of area of member #i about the neutral axis of the
composite beam. Thus, the flexural rigidity of a composite beam is given by the sum of
the flexural rigidity of the individual layer, with respect to the neutral axis of the
composite beam. Designating Ds as

P
EiIiG; Eqn (2.20) is rearranged as

M

Ds
¼ 1

r
¼ �εx

z
¼ �sxi

Eiz
(2.21)

Figure 2.6 shows the bilayer beam deforming into a negative curvature with
absolute shear rigidity for a2 > a1.
Note that in this case, M=Ds ¼ �dq=dx ¼ �1=r: The traction is related to the stretch-
ing of the member through the equation:

Fi cos q ¼ 1
lxi

�
dui
dx

� aiDT

�
(2.22)

x

z

#1

#2

Neutral axis of bilayer beam

Figure 2.5 Bending stress distribution across the thickness of a bilayer composite beam.
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The condition of equilibrium is given by Eqn (2.14) and is repeated below

1
lx1

�
du1
dx

� a1DT

�
þ 1
lx2

�
du2
dx

� a2DT

�
¼ 0 (2.14bis)

The condition of compatibility gives

u1 þ h1 sin q

2
¼ u2 � h2 sin q

2
(2.23)

or, for small angle, we have

u1 þ h1q

2
¼ u2 � h2q

2
(2.23a)

Differentiating Eqn (2.23a) with respect to x and substituting into Eqn (2.14) gives

du1
dx

¼ DTðlx1a2 þ lx2a1Þ � lx1X

lx1 þ lx2
(2.24)

where X ¼ ðh1 þ h2=2Þðdq=dxÞ. Substituting Eqn (2.24) into Eqn (2.22) and putting
cos qz 1 gives

F1 ¼ F ¼ a21DT � X

lx1 þ lx2
(2.25)

where a21 ¼ a2 � a1. The equilibrium of moment of the bilayer beam gives

M þ Fðh1 þ h2Þ
2

¼ 0 (2.26)

u1

#1

#2

F2

u2

F1 M

x

θ
θ

Figure 2.6 Pure bending of a bilayer
beam e negative curvature.
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and substituting into the momentecurvature relation gives

dq
dx

¼ �M

Ds
¼ Fðh1 þ h2Þ

2Ds
(2.27)

Note that dq/dx decreases with increasing M. Substituting Eqn (2.27) into X
gives X ¼ �Flxq, where lxq ¼ ðh1 þ h2Þ2=4Ds, Ds ¼ P

EiIiG; and Eqn (2.25)
becomes

F ¼ a21DT

lx
(2.28)

where lx ¼ lx1 þ lx2 þ lxq, independent of x. Comparing with Eqn (2.17) suggests the
ability of the bi-material to undergo flexural deformation has effectively increased its
stretch compliance by lxq ¼ ðh1 þ h2Þ2=4Ds:

If we were to show the structure to deform into a positive curvature as
shown in Figure 2.7, then, working through the same procedure as described above
leads to

F2 ¼ a21DT � X

lx1 þ lx2
(2.25a)

The equilibrium of moment of the bilayer beam together with the momentecurvature
relation gives

dq
dx

¼ M

Ds
¼ F2ðh1 þ h2Þ

2Ds
(2.27a)

which still leads to the same equation, that is Eqn (2.28).

u2

#1

#2

F2

u1

F1

M

θ
θ

Figure 2.7 Pure bending of a bilayer
beam e positive curvature.
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2.2.4 Deformation of a bilayer (material) structure of absolute
flexural rigidity

It is assumed that the structure has absolute flexural rigidity such that individual
members could experience only stretching and shearing. The free-body diagram of a
bi-material structure is shown in Figure 2.8.

Differential stretching between the two members leads to interfacial shear stress fs
giving rise to a resultant differential traction dF in the differential element h$dx, whose
magnitude is given by

dFi ¼ Hfsdx (2.29)

z

#1

#2

ℓ

h2

h1

ℓ

F2

fs

F1

fs

fs

x

dF

dx

h

#1

#2

(c)

(a)

(b)

x

z1

u2 – u1

φ1

φ2

Figure 2.8 A bi-material structure with absolute flexural and rigidity: (a) free-body diagram,
(b) a differential element, and (c) enlarged deformation.
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where the top and bottom signs in H are associated with member #1 and member #2,
respectively. Applying Eqn (2.12) to the two members, respectively, and taking the
difference,

dðu2 � u1Þ
dx

¼ �ðlx1 þ lx2ÞF þ a21DT (2.30)

where F ¼ F1 ¼ �F2. Differentiating Eqn (2.30) with respect to x and substituting
with Eqn (2.29) gives

d2ðu2 � u1Þ
dx2

¼ ðlx1 þ lx2Þfs ¼ lxfs (2.31)

The condition of compatibility dictates that

u2 � u1 ¼ f1h1 þ f2h2
2

(2.32)

or

u2 � u1 ¼ ks2fs þ ks1 fs ¼ ksfs (2.32a)

where fi ¼ cfs=Gi is the secant shear strain between the shear surface and the longitu-
dinal axis ofmember #i, and ksi ¼ chi=2Gi is the shear compliance of the layer defined as
the displacement of the shear surface with respect to its longitudinal axis due to unit shear
stress. Differentiating Eqn (2.32a) with respect to x and substituting into Eqn (2.30):

ks
dfs
dx

¼ �lxF þ a21DT (2.33)

We proceed to evaluate the interfacial shear stress fs. Differentiating Eqn (2.32a)
twice with respect to x gives

d2ðu2 � u1Þ
dx2

¼ ks
d2fs
dx2

(2.34)

Equating Eqn (2.31) and Eqn (2.34), we have

d2fs
dx2

� b2fs ¼ 0 (2.35)

where b2 ¼ lx/ks. Using the following boundary conditions:

• dfsð0Þ=dx ¼ 0, symmetry and gradient continuity
• ksdfsðLÞ=dx ¼ �lxFðLÞ þ a21DT ¼ a21DT; from Eqn (2.33),
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the solution to Eqn (2.35) is given by

fs ¼ As
cosh bx

sinh bL
(2.36)

where

As ¼ a21DT

bks
¼ a21DTffiffiffiffiffiffiffiffiffi

lxks
p (2.37)

Thus, the magnitude of the shear stress decreases with increasing stretch and shear
compliances of the structure.

At x ¼ 0, fsð0Þ ¼ ða21DT=bksÞð1=sinh bLÞ: For a bilayer structure with large
bL, say bL > 3, fs(0) z 0. In such cases, the boundary conditions may be assumed
to be:

• fs(0) ¼ 0, and
• ksdfsðLÞ=dx ¼ a21DT;

which lead to the approximate solution:

~f s ¼ As
sinh bx

cosh bL
(2.38)

Equation (2.38) has been used in a number of articles (Jiang et al., 1997; Suhir,
1988; Wong et al., 2009). Note that while it satisfies the symmetry requirement about
x ¼ 0, it does not satisfy the gradient continuity at x ¼ 0.

The constant of proportionality c in the expression, fi ¼ cfs=Gi; is evaluated as
follows: Let there be no shear rotation of the longitudinal axis of the beam, then the
shear strain at any distance zi (referring to Figure 2.8(c)) is

fi ¼
dui
dzi

¼ s
Gi

(2.39)

Assume the shear stress in member #i varies linearly from the magnitude fs on the
shear surface to nil at the opposite surface, the displacement of the shear surface with
respect to its longitudinal axis is

DuijZ¼1�0:5 ¼
Z1
0:5

hifsZ

Gi
dZ ¼ 3hifs

8Gi
(2.40)

where Z ¼ zi/hi. The ratio DuijZ¼1�0:5=fs equates to ksi. Thus, ksi ¼ 3hi=8Gi

and c ¼ 3=4:
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2.3 Comprehensive analysis of a bilayer structure

The individual member in a bilayer structure is assumed to obey themomentecurvature
relation of a simple beam in global deformation while behaving as a 2-D elastic body
in local deformation. The flexural, shear, transverse and stretch compliances of the
members are developed in this section, and the interfacial stresses in a bilayer structure
due to mismatched thermal expansion are expressed as a function of these
compliances.

2.3.1 The equilibrium and constitutive relations

A shear stress fs accompanied by a normal stress fa must necessarily develop along the
interface of the bi-material so as to enforce the compatibility of displacement.
Figure 2.9 shows the free-body diagram of the two members.

The global equilibrium of the bilayer structure gives the following conditions:

F1 þ F2 ¼ 0 (2.41)

Qa1 þ Qa2 ¼ 0 (2.42)

M ¼ M1 þM2 (2.43)

The interfacial shear stress fs gives rise to a resultant differential force dF in the lon-
gitudinal direction whose magnitude is given by

dFi ¼ Hfsdx (2.29bis)

dx

fs fa

h2

dF2Qa2

fs fa

dF1Qa1 + dQa1

Qa2 + dQa2

dM1

h1 Qa1#1

#2

dM2

dM

Figure 2.9 Free-body diagram of a
differential element in member #1 and
member #2.
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Similarly, the interfacial normal force leads to a differential sectional force dQa whose
magnitude is

dQai ¼ Hfadx (2.44)

Taking moment about the centroid axis of the differential element h$dx marked
with ✺, the sectional force and the surface shear stress induce a moment in
member #i:

dMi ¼
�
fshi
2

� Qai

�
dx (2.45)

which in turn causes changes in the curvature of the member e assuming the
momentecurvature relation for pure bending remains applicable in this case:

1
Di

dMi

dx
¼ �d2qi

dx2
¼ d3wbi

dx3
(2.46)

where Di ¼ EiIi, and wbi is associated with the deflection of the centroid axis of
member #i due to bending. Combining Eqns (2.45) and (2.46) gives

d2qi
dx2

¼ 1
Di

�
Qai � fshi

2

�
¼ 1

Di

�
� Qa � fshi

2

�
(2.47)

and differentiating Eqn (2.47) with respect to x gives

d4wbi

dx4
¼ �d3qi

dx3
¼ 1

Di

�
hi
2

dfs
dx

� fa

�
(2.48)

2.3.2 The governing equations

Figure 2.10 shows the deformed state of a bilayer beam for a2 > a1. The angles q and
f are associated with the rotation of the axis due to bending and shearing, respectively,
and the angle f is associated with the shear-induced displacement of the surface with
respect to its centroid axis.

2.3.2.1 Enforcing u-compatibility

Referring to Fig. 2.10, the condition of u-compatibility suggests that

u2 � u1 ¼ h1 sinðq1 þ f1Þ
2 cos f1

þ h1 sinðq2 þ f2Þ
2 cos f2

(2.49)
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or for small values of qi and fi:

u2 � u1 ¼ ksfs þ h1q1 þ h2q2
2

(2.49a)

where ks ¼ ks1 þ ks2 (the exact expression of ksi will be given in Section 2.3.4.1).
Differentiating Eqn (2.49a) twice with respect to x gives

d2ðu2 � u1Þ
dx2

¼ ks
d2fs
dx2

þ 1
2

�
h1
d2q1
dx2

þ h2
d2q2
dx2

�
(2.50)

Substituting Eqn (2.47) into the last term of Eqn (2.50) gives

1
2

�
h1
d2q1
dx2

þ h2
d2q2
dx2

�
¼ �lxqfs � D21Qa (2.51)

where Qa ¼ Qa1 ¼ eQa2, lxq ¼ 1=4½ðh21=D1Þ þ ðh22=D2Þ�, and D21 ¼ 1=2½ðh2=D2Þ
�ðh1=D1Þ�. Substituting Eqn (2.51) into Eqn (2.50):

d2ðu2 � u1Þ
dx2

¼ ks
d2fs
dx2

� lxqfs � D21Qa (2.52)

Equation (2.31) is repeated:

d2ðu2 � u1Þ
dx2

¼ ðlx1 þ lx2Þfs (2.31bis)

Equating Eqn (2.31bis) and Eqn (2.52),

d2fs
dx2

� b2fs ¼ D21

ks
Qa (2.53)

where b2 ¼ lx/ks, lx ¼ lx1 þ lx2 þ lxq

u1

#1

#2

u2

w2

w1

h2/2

h1/2

θ2

θ1

φ2

φ1

Figure 2.10 Bending and shearing of a bilayer beam: deformed state.
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2.3.2.2 Enforcing w-compatibility

Referring to Figure 2.10, the condition of z-displacement compatibility suggests that

w2 � w1 ¼ ðlz1 þ lz2Þfa (2.54)

where lzi is the transverse compliance of member #i defined as the z-displacement due
to unit normal stress e the exact expression of lzi will be presented in Section 2.3.4.2.
Differentiating Eqn (2.54) repeatedly with respect to x gives

d4

dx4
ðw2 � w1Þ ¼ ðlz1 þ lz2Þ d

4fa
dx4

(2.55)

The w-displacement of the neutral axis of the members is made up of the bending
component and the shearing component, that is:

d4

dx4
ðw2 � w1Þ ¼ d4

dx4
ðwb2 � wb1Þ þ d4

dx4
ðws2 � ws1Þ (2.56)

From Eqn (2.48) and taking the difference between the two members, we have

d4

dx4
ðwb2 � wb1Þ ¼ D21

dfs
dx

� Defa (2.57)

where De ¼ 1
D2

þ 1
D1

. It is given here, with proof presented in Section 2.3.4.1, that

the rotation of the neutral axis of the member due to shearing is

fi ¼
dwsi

dx
¼ 3Qi

4Gihi
� fs
8Gi

(2.58)

Substituting dQi ¼ Hfadx from Eqn (2.44) into Eqn (2.58) and differentiating three
times gives

d4wsi

dx4
¼ H

3
4Gihi

d2fa
dx2

� 1
8Gi

d3fs
dx3

(2.59)

Taking the difference between the two members:

d4

dx4
ðws2 � ws1Þ ¼ kf

d2fa
dx2

� k21
d3fs
dx3

(2.60)

where k21 ¼ 1
8

�
1
G2

� 1
G1

�
, kf ¼ kf1 þ kf2 and kfi ¼ 3=4Gihi. Thus,

d4

dx4
ðw2 � w1Þ ¼ D21

dfs
dx

� Defa þ kf
d2fa
dx2

� k21
d3fs
dx3

(2.61)
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Equating Eqn (2.55) with Eqn (2.61) gives

d4fa
dx4

� kf

lz

d2fa
dx2

þ De

lz
fa ¼ D21

lz

dfs
dx

� k21

lz

d3fs
dx3

(2.62)

where lz ¼ lz1 þ lz2.

2.3.3 Evaluation of interfacial stresses

2.3.3.1 Interfacial shear stress, fs(x)

It shall be shown that the term containing Qa on the right-hand side of Eqn (2.53) can
be neglected. The differential equation (2.53) is reduced to

d2fs
dx2

� b2fs ¼ 0 (2.35bis)

The simplest function of fs that satisfies symmetry about x ¼ 0 and gradient continuity
at x ¼ 0 is

fs ¼ As
cosh bx

sinh bL
(2.36bis)

where the constant As may be evaluated as follows: From Eqn (2.50),

dðu2 � u1Þ
dx

¼ ks
dfs
dx

þ 1
2

�
h1
dq1
dx

þ h2
dq2
dx

�
(2.63)

From Eqn (2.30), we have

dðu2 � u1Þ
dx

¼ �ðlx1 þ lx2ÞF þ a21DT (2.30bis)

Equating Eqn (2.30) with Eqn (2.63) gives

ks
dfs
dx

¼ a21DT � ðlx1 þ lx2ÞF � 1
2

�
h1
dq1
dx

þ h2
dq2
dx

�
(2.64)

Using the boundary conditions, FðLÞ ¼ dqiðLÞ=dx ¼ 0, Eqn (2.64) is reduced to

dfsðLÞ
dx

¼ a21DT

ks
(2.65)

Differentiating Eqn (2.36) with respect to x and setting x ¼ L,

dfsðLÞ
dx

¼ Asb (2.66)
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Comparing Eqn (2.65) and Eqn (2.66) gives

As ¼ a21DT

bks
(2.37bis)

2.3.3.2 Interfacial transverse stress, fa(x)

Ignoring the shear-induced deflection of the neutral axis for members #1 and #2, which
is small compared to the bending-induced deflection, Eqn (2.62) becomes

d4fa
dx4

þ De

lz
fa ¼ D21

lz

dfs
dx

(2.67)

Differentiating Eqn (2.53) with respect to x, followed by substitution with Eqn (2.36)
gives

dfs
dx

¼ 1

b2
d3fs
dx3

þ D21

b2ks
fa ¼ Asb

sinh bx

sinh bL
þ D21

lx
fa (2.68)

Substituting Eqn (2.68) into Eqn (2.67) yields

d4fa
dx4

þ 4a4z fa ¼ AsbD21

lz

sinh bx

sinh bL
(2.69)

where 4a4z ¼ De�D
2

21=lx
lz

. In most cases, the second term is insignificantly small
compared to the first term. Thus, 4a4z zDe=lz:

Using the boundary conditions:

• lz
dfað0Þ
dx

¼ dw2ð0Þ
dx

� dw1ð0Þ
dx

¼ 0, from Eqn (2.54) and gradient continuity,

• lz
d2faðLÞ
dx2

¼ d2w2ðLÞ
dx2

� d2w1ðLÞ
dx2

¼ 0, nil curvature at free edge,

• lz
d3faðLÞ
dx3

¼ d3½w2ðLÞ � w1ðLÞ�
dx3

¼ D21fsðLÞ þ DeQaðLÞ ¼ D21As coth bL; from

Eqn (2.57), and

•

Z L

0
faðxÞdx ¼ 0, from z-directional force equilibrium,

the solution to Eqn (2.69) has been obtained as

faðxÞ ¼ CS

�
B1x1x þ B2x2x þ

sinh bx

sinh bL

�
(2.70)

where

CS ¼ D21a21DT

lzks
�
4a4z þ b4

� (2.71)
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B1 ¼ 1

a2zb

b3ðx4L � x3LÞcosh bL� 4a3z x1L sinh bL

x5L

B2 ¼ � 1

a2zb

b3ðx4L þ x3LÞcosh bLþ 4a3z x2L cosh bL

x5L

(2.72)

x1x ¼ cosðazxÞcoshðazxÞ; x2x ¼ sinðazxÞsinhðazxÞ;
x3L ¼ cosðazLÞsinhðazLÞ; x4L ¼ sinðazLÞcoshðazxLÞ;
x5L ¼ sinð2azLÞ þ sinhð2azLÞ

For azL > 2, sinh azLz cosh azL, x5L / sinh (2azL), Eqn (2.72) is reduced to

B1z
b3 sinðazLÞ �

�
4a3z þ b3

�
cosðazLÞ

2a2zb sinhðazLÞ

B2z � b3 cosðazLÞ þ
�
4a3z þ b3

�
sinðazLÞ

2a2zb sinhðazLÞ

(2.73)

For azL and bL > 2, e�bðxþLÞz e�azðxþLÞz 0, Eqn (2.73) is reduced to (Jiang
et al., 1997)

faðxÞ ¼ Cs

n
e azðx�LÞ½C1 sin azðx� LÞ þ C2 cos azðx� LÞ� þ e bðx�LÞ

o
(2.74)

where

C1 ¼ � b2

2a2z

C2 ¼ C1 � 2az
b

(2.75)

2.3.4 Evaluation of compliances

2.3.4.1 Shear compliance, ksi

Figure 2.11 shows a segment of the differential beam element of member #1 and
member #2 in equilibrium in the x-direction. Note that only the relevant out-of-
balance force and moment are shown. The global forces over the differentiable
element h$dx are presented in dotted arrows, while the local stresses around the
segment of interest are presented in solid arrows. Note the new Cartesian coordinate
orientation of member #2; the solution developed in this section will be applicable to
both members.
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The figure also shows the profile of the differential bending stress dsx due to the
differential moment dM acting over the thickness of the element. This is given by

dsx ¼ h$dM
2I

�
1� 2z

h

�
(2.76)

where h$dM=2I is the differential bending stress at z ¼ 0. The out-of-balance bending
force over the segment is

Zz
0

dsxdx ¼ dM
2I

�
hz� z2

�
(2.77)

The differential traction dF gives rise to a traction force of magnitude, dF$z/h,
assuming uniform distribution over the thickness of the segment. The equilibrium of
the segment in the x-direction gives the shear stress sxz on the top face of the segment
as

sxzdxþ dM
2I

�
hz� z2

�þ dF
z

h
¼ 0 (2.78)

Note that Eqn (2.78) applies to both member #1 and member #2. Substituting
dM=dx ¼ ðh=2Þfs � Qa from Eqn (2.45) and fs ¼ �dF=dx from Eqn (2.29) into
Eqn (2.78) gives

sðZÞ ¼ fs
�
3Z2 � 2Z

�þ 6Qa

h

�
Z � Z2� (2.79)

where Z ¼ z/h. It can be shown that integrating sxz over the thickness of the member
yields the sectional shear force Qa.

The internal shear stress s(Z) is induced by the surface shear stress fs and the
sectional shear force Qa. This is depicted in Figure 2.12. The shear stress s due to

z1 dσx
dσxdF⋅z/h 

dx

dM
dF

fs

fs

z2

dM

dF

dF⋅z/h 

dQa dQa

dσx

τxz

τxz

(a) (c) (b)

Figure 2.11 x-Direction equilibrium of a segment in a differential element of (a) member #1 and
(b) member #2; profile of differential bending stress over the thickness of the differential
element.
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the sectional shear force Qa has a symmetric parabolic profile over the thickness, while
that due to the surface shear stress fs has a minimum (negative) value at Z ¼ 1/3 and a
maximum magnitude at the surface.

The corresponding shear strain is given by

g ¼ gxz þ gzx ¼ dws

dx
þ dus

dz
¼ sxz

G
(2.80)

Noting that gxz ¼ gzx, the shear-induced rotation of the neutral axis is simply

f ¼ gxz

��
Z¼0:5 ¼ s

2G

���
Z¼0:5

¼ 1
4G

�
3Qa

h
� fs

2

�
(2.81)

Assuming shearing causes no rotation of the centroid axis then

dus
dz

¼ s
G

(2.82)

The shear-induced x-directional displacement of the shear surface, Dus, with respect to
the centroid axis is given by

DusjZ�0:5 ¼
Zz
0:5

gzxdz ¼ h

G

Zz
0:5

sðZÞdZ

¼ hfs
G

��
Z3 � Z2�þ 1

8

	
þ Qa

G

��
3Z2 � 2Z3�� 1

2

	
(2.83)

This is displayed in Figure 2.13. The displacement of the shear surface with respect to
the neutral axis is

DusjZ¼1�0:5 ¼ fsh

8G
þ Qa

2G
(2.84)

0

0.2

0.4

0.6

0.8

1

–0.5 0 0.5 1 1.5

τ (fs) τ (Qa/h)

Z Centroid axis

Shear surface

Qa

fsFigure 2.12 Shear stress
distribution in the cross-section.
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While it is clear that the cross-section of the element does not remain plane, it is
nevertheless convenient to define a secant shear angle between the shear surface
and the neutral axis, which is given by

f ¼ 2DusjZ¼1�0:5

h
¼ fs

4G
þ Qa

Gh
(2.85)

It is also convenient to define a shear compliance ksi as the differential x-displacement
between the shear surface and the neutral axis per unit shear stress fs:

ksi ¼ DusijZ¼1�0:5

fs
¼ hi

8Gi
þ Qai

2Gifs
(2.86)

If Qai � fshi, then

ksi z
hi
8Gi

(2.87)

However, if Qai=2Gifsz hi=8Gi, then

ksi z
hi
4Gi

(2.88)

2.3.4.2 Stretch compliance, lxi, and transverse compliance, lzi

We define the transverse compliance of the beam element as the differential z-displace-
ment between the shear surface and the neutral axis per unit stress fa. This can be
expressed as

lz ¼ DwsjZ¼1�0:5

fa
¼ h

fa

Z1
0:5

εzdZ (2.89)

Z = 1su

Z

us (hfs/G)

us (4Qa /G)

(a) (b)
dx

φ
1

0.8

0.6

–0.2 –0.10.4 0

0

0.1

0.2

0.2

Figure 2.13 Shear deformation
(a) of a differential element,
(b) as a function of Z.
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The transverse strain εz is given by

εz ¼

1
E
ðsz � nsxÞ for plane stress

1
E


�
1� n2

�
sz � nð1þ nÞsx

�
for plane strain

8>><
>>: (2.90)

If sz ¼ fa and sx ¼ 0 then the compliance for plane stress is lz ¼ h/2E, which was
the relation used by Suhir (1988). The fact that szjz¼0 ¼ 0 suggests that sz varies
across the thickness of the beam. The transverse stress in the beam, sz, may be
obtained using the equilibrium relationship:

vsz

vz
þ vsxz

vx
¼ 0 (2.91)

Substituting Eqn (2.79) into Eqn (2.91), followed by integration from Z ¼ 0.5 to
Z ¼ 1, gives

sz ¼ h
dfs
dx

�
Z2 � Z3�þ fa

�
3Z2 � 2Z3� (2.92)

This is shown in Figure 2.14. Similarly, the x-direction stress, sx, may be obtained
using the equilibrium relationship:

vsx

vx
þ vsxz

vz
¼ 0 (2.93)

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1 1.2

z (fa)

Z
Neutral axis

Shear surface fafs
σ

σ
dx
dfh s

z 4

Figure 2.14 Variation of sz across thickness.
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Substituting Eqn (2.79) into Eqn (2.93) and integrating from x ¼ x to L gives

½sx�xL ¼ ð2� 6ZÞ
h

Zx
L

fsdxþ 6ð2Z � 1Þ
h2

Zx
L

Qadx (2.94)

Substituting fs ¼ �dF=dx into Eqn (2.94) together with the boundary conditions
sxjx¼L ¼ Fjx¼L ¼ 0 gives

sx ¼ 2Fð3Z � 1Þ
h

þ 6ð2Z � 1Þ
h2

Zx
L

Qadx (2.95)

Substituting Eqn (2.92) and Eqn (2.95) into Eqn (2.90) and then into Eqn (2.89) gives

lz ¼

h

Efa

2
4�11h

192
dfs
dx

þ 13
32

fa

�
þ n

 
5F
4h

þ 3

2h2

Zx
L

Qadx

!35 for plane stress

h

Efa

2
4�1� n2

��11h
192

dfs
dx

þ 13
32

fa

�
þ nð1þ nÞ

 
5F
4h

þ 3

2h2

Zx
L

Qadx

!35 for plane strain

8>>>>>>>><
>>>>>>>>:

(2.96)

The transverse compliance of the beam therefore varies over the length of the beam,
which would have rendered the subsequent solution excessively complicated.
Assuming lzi to be independent of x, then for plane stress:

lzi z
13
32

hi
Ei

z
3hi
8Ei

(2.97)

The stretch compliance of the beam element has been defined as the strain of the
neutral axis per unit force F:

lx ¼ εx;NA

F
(2.98)

The x-direction strain εx is given by

εx ¼

1
E
ðsx � nszÞ for plane stress

1
E


�
1� n2

�
sx � nð1þ nÞsz

�
for plane strain

8>>><
>>>:

(2.99)
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Substituting Eqn (2.92) and Eqn (2.95) into Eqn (2.99) and then Eqn (2.98) shows

lx ¼

1
EF

�
F

h
� n

�
h

8
dfs
dx

þ 1
2
fa

�	
for plane stress

1
EF

��
1� n2

�F
h
þ nð1þ nÞ

�
h

8
dfs
dx

þ 1
2
fa

�	
for plane strain

8>>>><
>>>>:

(2.100)

Assuming lx is independent of x, then for plane stress,

lxi z
1

Eihi
(2.101)

For plane strain, simply substitute Ei with E0
i ¼ 1� n2i =Ei in Eqn (2.97) and

Eqn (2.101).

2.4 Microelectronic assembly as a sandwich structure
with a continuous bonding layer

Many trilayer structures are made of two relatively rigid layers and a relatively
compliant sandwiched layer. A microelectronic assembly that is made up of an IC
chip that is adhesively bonded to a substrate is one such example. In this section,
we develop the analytical solutions for robust design of microelectronic assembly
against interfacial delamination, fracturing of IC chip, and excessive out-of-plane
deformation of the assembly.

2.4.1 The model and the linear component of normal stress

The free-body diagram of the microelectronic assembly is illustrated in Figure 2.15. The
IC chip and the substrate are modelled as beams that are assumed to obey the
momentecurvature relation of a simple beam in global deformation while behaving
as a 2-D elastic body in local deformation. The adhesive layer is modelled as a 2-D
elastic body and is assumed to have indefinite stretch compliance. The elemental repre-
sentations of the IC device, the substrate and the adhesive are illustrated in Figure 2.16.

It is worth highlighting that an addition term of normal stress fb has been introduced
to the members, and the value of this stress varies from �fb on the bottom interface of
member #3 to þfb on the top interface of member #3. There is a reason for introducing
fb: the adhesive layer experiences a uniform shear stress fs across its thickness. The
equilibrium equation below

vsz

vz
þ vsxz

vx
¼ 0 (2.91bis)
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suggests that a linear stress gradient Dsz=Dz ¼ �dfs=dx must have been induced
within the adhesive layer. Setting Dz ¼ h3/2, then we have

sz;top � sz;bottom

2
¼ �h3

2
dfs
dx

¼ fb (2.102)

When the thickness of the sandwiched layer is small, as in the case of a bilayer
structure, the magnitude of fb is negligible for most of the x-value except when
x / L. However, the magnitude of fb becomes significant as the thickness of the

#3

2L

#1

#2

x, u

w1

w2

fs(x)

fs(x)
fa(x) – fb(x)

fa(x) + fb(x)

Figure 2.15 Free-body diagram of printed circuit board (PCB) assembly subjected to
mismatched thermal expansion e interconnects modelled as axial, shear and flexural spring
elements.

M1

z1

F1

Q1

fafs

M2 + dM2

M1 + dM1

F2 + dF2

F1 + dF1

Q2 + dQ2

Q1 + dQ1

Q3 + dQ3

M2

F2

Q2

h2

h3

h1

fafs

#3

#2

#1

fb

fa
fs fb

fb

fafs fb

Q3

z2

Figure 2.16 Elemental representation of the integrated circuit (IC) component, printed circuit
board (PCB) and the interconnect.
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sandwiched layer becomes significant. The average of the normal stresses at the top
and the bottom interfaces gives the uniform component fa, that is,

sz;top þ sz;bottom

2
¼ fa (2.103)

The normal stresses sz,top and sz,bottom may be expressed in terms of the uniform
component fa and the linear component fb as

sz;top ¼ fa þ fb

sz;bottom ¼ fa � fb
(2.104)

This is as shown in the free-body diagram in Figure 2.16. The presence of this ‘un-
balanced’ stress sets up a sectional shear force Q3.

2.4.2 The equilibrium equation and constitutive relations

The global equilibrium of the sandwich structure gives the following conditions:

F1 þ F2 ¼ 0 (2.41bis)

Q1 þ Q2 þ Q3 ¼ 0 (2.105)

M ¼ M1 þM2 (2.43bis)

The equilibrium of a differential element gives

dFi ¼ Hfsdx (2.29bis)

dQi ¼ ðHfa þ fbÞdx; i ¼ 1; 2

dQ3 ¼ �2fbdx
(2.106)

dMi ¼
�
fshi
2

� Qi

�
dx (2.45bis)

Substituting fb ¼ �ðh3=2Þðdfs=dxÞ from Eqn (2.102) into Eqn (2.106) and perform-
ing integration, the condition for transverse force-equilibrium may also be expressed as

Qi ¼ �Qa � Qb; i ¼ 1; 2

Q3 ¼ 2Qb

(2.106a)
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where

Qa ¼ �
Zx
L

fadx

Qb ¼ �
Zx
L

fbdx ¼ h3fs
2

(2.106b)

Assuming the momentecurvature relation for pure bending remains applicable in
this case, then

1
Di

dMi

dx
¼ d2qi

dx2
¼ d3wbi

dx3
(2.107)

Combining Eqn (2.46) and Eqn (2.107) and the relation Qi ¼ �Qa � h3fs
2

, we
obtain

d2qi
dx2

¼ 1
Di

�
fshi
2

� Qi

�
¼ 1

Di

�
hi þ h3

2
fsHQa

�
(2.108)

d4wbi

dx4
¼ d3qi

dx3
¼ 1

Di

�
hi þ h3

2
dfs
dx

� fa

�
(2.109)

2.4.3 Compatibility of displacements

Figure 2.17 shows the deformed state of the sandwich structure. The condition of
u-compatibilities gives

u2 � u1 ¼ 1
2
ðh1f1 þ h2f2 þ 2h3f3Þ �

1
2
ðh1q1 þ h2q2Þ (2.110)

or

u2 � u1 ¼ ksfs � 1
2
ðh1q1 þ h2q2Þ (2.111)

where ks ¼ k�s1 þ k�s2 þ ks3, whose expressions will be given in Section 2.4.5.1. Note
that the bilayer example assumes a negative curvature, while a positive curvature is
assumed in this derivation.

The condition of w-compatibilities requires that

w2 � w1 ¼ lzfa (2.112)

where lz ¼ lz1 þ lz2 þ lz3.
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2.4.4 Interfacial stresses

2.4.4.1 Interfacial shear stress, fs(x)

From Eqn (2.111), we have

d2ðu2 � u1Þ
dx2

¼ ks
d2fs
dx2

� 1
2

�
h1
d2q1
dx2

þ h2
d2q2
dx2

�
(2.113)

Substituting Eqn (2.108) into the last term gives

1
2

�
h1
d2q1
dx2

þ h2
d2q2
dx2

�
¼ 1

2

�
h2
D2

� h1
D1

�
Qa þ 1

4

�
h21 þ h1h3

D1
þ h22 þ h2h3

D2

�
fs

¼ D21Qa þ l�xq fs
(2.114)

where l�xq ¼ 1
4

�
h21 þ h1h3

D1
þ h22 þ h2h3

D2

�
; thus, the thickness of member #3 has

contributed to additional stretch compliance of the structure. Substituting Eqn (2.114)
into Eqn (2.113) gives

d2ðu2 � u1Þ
dx2

¼ ks
d2fs
dx2

� l�xq fs � D21Qa (2.115)

θ2

θ1

u1 u2

#1

#2

w2

w1

h2/2

h1/2

h3#3

φ1

φ3

φ2

Figure 2.17 Deformed state of a sandwich structure.
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Equating Eqn (2.115) with Eqn (2.31) leads to the differential equation for the inter-
facial shear stress fs:

d2fs
dx2

� b2fs ¼ D21

ks
Qa (2.116)

where b2 ¼ lx/ks, lx ¼ lx1 þ lx2 þ l�xq. It shall be shown that the magnitude of Qa is
negligibly small, thus Eqn (2.116) may be reduced to

d2fs
dx2

� b2fs ¼ 0 (2.35bis)

and the solution is

fsðxÞ ¼ As
cosh bx

sinh bL
(2.36bis)

where

As ¼ a21DT

bks
(2.37bis)

However, the suggested expression of shear stress implies that fs(L) z As s 0 and
violates the boundary condition that a free edge does not support shearing. This can be
addressed by introducing a second term to the expression of fs, that is,

fs ¼ As

�
cosh bx
sinh bL

� coth bL
cosh nbx

cosh nbL

�
(2.117)

The second term in the equation compels the shear stress to dip to a nil value as x / L,
wherein n is a positive real number, whose value dictates the rate of dipping. Hence,
the shear stress fs(x) rises monotonically from a minimum value at x ¼ 0 until it reaches
a peak value (a stationary point) before dipping toward nil at x ¼ 0. The stationary
point is defined by the condition dfs=dx ¼ 0, which gives

dfs
dx

¼ Asb

�
sinh bxstationary

sinh bL
� n coth bL

sinh nbxstationary
cosh nbL

�
¼ 0 (2.118)

It is postulated that the stationary point of dfs/dx occurs at approximately half the
thickness of the adhesive layer away from the edge. Putting xstationary ¼ L � h3/2,
we obtain

cosh nbL sinh bðL� h3=2Þ � n cosh bL sinh nbðL� h3=2Þ ¼ 0 (2.119)
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The values of n for the range of 0.05 � bh3 � 0.9 have been evaluated and found to be
approximated reasonably well by the equation:

n ¼ 4ðbh3Þ�1:37 (2.120)

Differentiating Eqn (2.117) with respect to x:

dfsðxÞ
dx

¼ a21DT

ks

�
sinh bx

sinh bL
� n coth bL

sinh nbx

cosh nbL

�
(2.121)

and putting x ¼ L gives

dfsðLÞ
dx

¼ Asbð1� n coth bL tanh nbLÞ (2.122)

For bL > 2, coth bL tanh nbLz 1 and Eqn (2.122) is reduced to

dfsðLÞ
dx

¼ Asbð1� nÞ: (2.123)

Thus, the magnitude of the shear stress gradient at the free edge increases with n.

2.4.4.2 The uniformed component of the transverse stress, fa(x)

From Eqn (2.112), we have

d4ðw2 � w1Þ
dx4

¼ lz
d4fa
dx4

(2.124)

Ignoring the deflection of the centroid axis of the members due to shearing, then upon
substituting with Eqn (2.109), the LHS of Eqn (2.124) becomes

d4ðw2 � w1Þ
dx4

¼ D
�
21
dfs
dx

� Defa (2.125)

where D
�
21 ¼ 1

2

�
h2 þ h3
D2

� h1 þ h3
D1

�
. Substituting Eqn (2.125) into Eqn (2.124)

gives the differential equation for the uniform component of the transverse stress:

d4fa
dx4

þ De

lz
¼ D

�
21

lz

dfs
dx

(2.126)
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For (azL, bL) > 3, substituting ~f s ¼ As
sinh bx
cosh bL fs(x) into Eqn (2.116) and then

substituting dfs/dx into Eqn (2.126) gives

d4fa
dx4

þ 4a�42 ¼ AsbD
�
21

lz

sinh bx

sinh bL
(2.127)

where a�z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
De�D

�
21D21=lx
4lz

4

r
zaz. For a trilayer structure with bL > 3, the solution is

given approximately by

faðxÞzC�
s

n
eazðx�LÞ½C1 sin azðx� LÞ þ C2 cos azðx� LÞ� þ e bðx�LÞ

o
(2.128)

where

C�
s ¼ D

�
21a21DT

lzks
�
4a4z þ b4

� (2.129)

C1 ¼ � b2

2a2z

C2z �
�
b2

2a2z
þ 2az

b

� (2.130)

The maximum magnitude of fa occurs at x ¼ L, which is

faðLÞzC�
s ð1þ C2Þ ¼ AsD

�
21

lz

"
� 2az þ b

2a2z
�
2a2z þ b2 þ 2azb

�
#

(2.131)

2.4.4.3 The linear component of the transverse stress, fb(x)

From Eqn (2.102), the linear component of the transverse normal stress fb is
given by

fb ¼ �h3
2

dfs
dx

¼ �h3a21DT

2ks

�
sinh bx

sinh bL
� n coth bL

sinh nbx

cosh nbL

�
(2.132)

The maximum magnitude of fb occurs at x ¼ L:

fbðLÞ ¼ �h3
2

dfsðLÞ
dx

¼ Asbh3
2

ðn� 1Þ (2.133)
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Substituting n ¼ 4(bh3)
�1.37 into the above and for n [ 1, then

fbðLÞz 2As

ðbh3Þ0:37
(2.134)

For a bilayer structure, h3 / 0, and fb(L) becomes singular.
The ratios of jfs(L)j:jfa(L)j:jfb(L)j are approximately:

1 :
D
�
21

lz

"
2az þ b

2a2z
�
2a2z þ b2 þ 2azb

�
#
:

2

ðbh3Þ0:37
(2.135)

The ratio D
�
21=lz½2az þ b=2a2z ð2a2z þ b2 þ 2azbÞ� is generally less than 1 and much

less in many cases, which justifies the exclusion of the term containing Qa in the dif-

ferential equation fs when solving for fs. By contrast, the ratio 2=ðbh3Þ0:37 is invariably
larger than 1. A more sophisticated comparison of the magnitudes of fs(L) and fb(L)
will be given later in this chapter.

2.4.5 The compliances

2.4.5.1 Shear compliance, ksi

Equation (2.86) is repeated below

ksi ¼ hi
8Gi

þ Qai

2Gi fs
(2.86bis)

Referring to Figure 2.18, it is clear that the introduction of fb has reduced the effective
sectional force in member #1 and increased it in member #2. Substituting Qai in
Eqn (2.86) with QaH

h3fs
2 , we have

k�s1 ¼ 1
8G1

ðh1 � 2h3Þ þ Qa

2G1 fs

k�s2 ¼ 1
8G2

ðh2 þ 2h3Þ þ Qa

2G2 fs

(2.136)

Therefore, the presence of the adhesive layer has reduced the shear compliance of
member #1 and increased that of member #2. This is not intuitive. For Qa � fs,

k�s1 z
1

8G1
ðh1 � 2h3Þ

k�s2 z
1

8G2
ðh2 þ 2h3Þ

(2.137)
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For member #3, which experiences uniform shear stress fs over its thickness, the
shear compliance is

ks3 ¼ h3
G3

(2.138)

2.4.5.2 Stretch compliance, lxi, and transverse compliance, lzi

From Eqn (2.96),

lzi ¼ hi
Eifa

2
4�11h1

192
dfs
dx

þ 13
32

fa

�
þ n

 
5Fi

4hi
þ 3

2h2i

Zx
L

Qaidx

!35 (2.96bis)

Substituting fa in the bracket with faHfb ¼ fa � ½ðh3=2Þðdfs=dxÞ� and eliminating
those terms that are functions of x gives

lzi z
3hi
8Ei

(2.97bis)

From Eqn (2.91) and Eqn (2.102), the transverse stress in member #3 is
given by

szðZÞ ¼ fa þ fbð2Z � 1Þ (2.139)

The transverse compliance of member #3 becomes

lz3 ¼ Dw3jZ¼1�0

fa
¼ h3

E3fa

Z1
0

szdZ ¼ h3
E3

(2.140)

z1

z2

dx

(a)

fs

(b)
fa – fb

fs

dQ1 = dQa – dQb

dQ2 = dQa + dQb

fa + fb

Figure 2.18 x-Direction equilibrium of a segment in a differential element of (a) member #1 and
(b) member #2; profile of differential bending stress over the thickness of the differential
element.
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It is clear from Eqn (2.100) that

lxi z
1

Eihi
(2.101bis)

2.4.6 Validations

The analytical solutions are validated against finite element analysis (FEA) in this sec-
tion. Comparisons are also made with the solutions of Suhir (1986) and Jiang et al.
(1997). The basic dimensions and material properties for the models used in the
validations are shown in Table 2.1. The compliances and characteristic constants,
including those in references Suhir (1986) and Jiang et al. (1997), are given in
Table 2.2. The units for individual parameters are listed underneath the table. It is
worth highlighting that the stretch compliance lx used by Suhir (1986) and Jiang
et al. (1997) is identical to that for a bilayer. By contrast, the contribution of the adhe-
sive thickness to the stretch compliance is captured in the derivation shown in this
work, which explains the significantly higher magnitude of lx compared to that of
Suhir (1986) and Jiang et al. (1997).

Two FE models were used for validation. In one model, the IC device, laminated
substrate and adhesive were all modelled using quadratic plane elements
(Figure 2.19(a)) e this shall be referred to as the FE plane model. In another model,
the adhesive was modelled using quadratic plane elements, while the IC device and
the substrate were modelled using Timoshenko beam elements with appropriate offsets
for their respective thicknesses (Figure 2.19(b)) e this shall be referred to as an
FE-beam model. To simulate the adhesive as incapable of transferring lateral forces,
the plane elements in the adhesive layer were defined with orthotropic material prop-
erties wherein the lateral elastic modulus (Ex and Ey) and the out-of-plane shear
modulus (Gxy and Gyz) were assigned negligible values compared to the transverse
modulus (Ez) and in-plane shear modulus (Gxz). The interfacial shear stress fs(x) for
the two FE models is shown in Figure 2.19(c). It is noted that there is a slight difference
between the results of the two FE models e the model in which the IC device and the

Table 2.1 Basic parameters used for validation analyses

Component

Dimensions Material properties Diff. Temp.

L h E G a DT

#1, IC device 5 1 24 9.2 5 100

#2, substrate 1 24 9.2 15

#3, adhesive 0.5 4.9 1.9 0

Note: L, h (mm); E, G (GPa); a (10�6/�C); DT (�C).The elastic modulus of integrated circuit (IC) package provided is an
estimation of the composite property for silicon and molding compound.
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Table 2.2 Derived parameters used for validation

Source

Compliances
Characteristic

constants

ks lx lz b az

Wong et al. (2009) 2.91 	 10�4 4.49 	 10�4 1.32 	 10�4 1.24 1.17

Suhir (1986) 2.47 	 10�4 3.27 	 10�4 e 1.15 e

Jiang et al. (1997) 2.65 	 10�4 3.27 	 10�4 1.02 	 10�4 1.11 1.25

Note: lx (N
�1 mm); lz, ks (N

�1 mm3); az, b (mm�1).
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Figure 2.19 (a) FE model where all members are modelled using plane elements; (b) FE model
where members #1 and #2 are modelled as beams; and (c) shear stress distribution.
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substrate were modelled as beams (FE-beam model) gave rise to a higher peak shear
stress. The FE-beam model shall be used as a benchmark for the analytical solutions.

Substituting h3 ¼ 0.5 mm and b ¼ 1.24 mm�1 into Eqn (2.119) gives n ¼ 7.5. The
interfacial shear stresses fs(x) are obtained from Eqn (2.36) and Eqn (2.117) and
compared against those evaluated using Eqn D(2.9) of Suhir (1986) and Eqn
E(2.12) of Jiang et al. (1997) and against the solution from the FE-beam model in
Figure 2.19(c). The simpler equation (2.36) gives a similar trend as that of Suhir
and Jiang, but much better agreement with the FE-beam results. Conversely, the
more complex equation, Eqn (2.117), gives a solution that has good agreement with
the FE-beam solution for almost the entire length of the assembly, including satisfying
the boundary condition fs(L) ¼ 0.

The deformation and the z-direction stress contours for the outer column of the
finite elements for the adhesive layer are shown in Figure 2.20, which shows that
the z-normal stress indeed varies linearly along its thickness. The magnitude of the uni-
form component fa and the linear component fb are evaluated using Eqn (2.103) and
Eqn (2.102), respectively; these are fa ¼ �0.05 MPa and fb ¼ 6.32 MPa e the linear
component is two orders of magnitude larger than the uniform component.

The interfacial normal stress sz at the top and bottom surfaces of the adhesive layer
from the middle to the edge of the assembly is shown in Figure 2.21, together with the
shear stress fs. It is noted that (1) the stationary point of fs(x) occurs at x ¼ 4.75 mm,
which is indeed half the thickness of the adhesive layer away from the edge; (2) the
stationary point coincides with the instance of fb ¼ 0; (3) the magnitude of the normal
stress is a few times higher than that of the shear stress, which implies that the assem-
bly is much more likely to fail by peeling than shearing, highlighting the importance of
modelling the peeling stress.

The distributions of the uniform transverse stress fa along the length of the IC pack-
age evaluated using the analytical equations Eqn (2.128), Eqn D(2.16) of Suhir (1986),
and Eqn E(2.13) of Jiang et al. (1997) are shown in Figure 2.22. Also shown is the fa(x)
from FE-beam, which is evaluated using Eqn (2.103). There is good agreement

σz1 = fa – fb = –6.37 MPa

σz2 = fa + fb = 6.27 MPa

#3

Figure 2.20 Deformation and transverse (z) stress contour in the outer FE layer.
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between the FE results and the analytical results, except for the solution of Suhir

(1986), Eqn C(2.16), which has violated global equilibrium; that is
R L
0 fadxs0. It is

clear by comparing Figures 2.19 and 2.22 that the magnitude of fa is significantly
smaller than that of the shear stress fs. This has justified the exclusion of the sectional
force Q from the differential equation of shear stress in Eqn (2.53).

The fact that the linear component of the peeling stress is a few orders of magnitude
larger than the uniform component and a few times higher than the interfacial shear
stress highlights the importance of modelling this stress. In Figure 2.23, the
distributions of the linear transverse stress fb along the length of the IC component
evaluated using the analytical equation (2.132) are compared against that evaluated
using the FE-beam model followed by manipulation with Eqn (2.102). No other
analytical solution methods are available for comparison. The agreement between
the analytical equation (2.132) and the FE-beam results is remarkable e the data
practically overlap.
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Figure 2.21 sz and fs along the top and bottom surfaces of the adhesive layer.
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2.4.7 Robust design analysis

2.4.7.1 Interfacial delamination

The delamination of the interfaces is a major concern for trilayer structure in service.
There are two driving forces:
(1) shearing stress:

fs ¼ As

�
cosh bx
sinh bL

� coth bL
cosh nbx

cosh nbL

�
(2.115bis)

and (2) peeling stress:

speeling z fb ¼ �h3Asb

2

�
sinh bx

sinh bL
� n coth bL

sinh nbx

cosh nbL

�
(2.141)

where

As ¼ a21DT

bks
(2.37bis)

The maximummagnitude of the shearing stress occurs at x ¼ L � h3/2; ignoring the
second term in the bracket, we have

fs;max zAs
cosh bðL� h3=2Þ

sinh bL
(2.142)

For x > 2; coshðx�yÞ
sinh x z expð�yÞ, thus

fs;max zAs exp

�
�bh3

2

�
(2.142a)
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Figure 2.23 Comparisons of fb.
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In contrast, the maximum magnitude of the peeling stress occurs at x ¼ L; from Eqn
(2.133),

speeling;maxz fbðLÞzAsbh3
2

ðn� 1Þz
h
4ðbh3Þ�1:37 � 1

i bh3
2

(2.143)

Figure 2.24 shows the magnitude of the interfacial stresses versus bh3, which sug-
gests that the magnitude of the peeling stress is always higher than that of the interfa-
cial shear stress. The difference is accentuated with decreasing magnitude of bh3,
which could be brought about by decreasing thickness of the adhesive layer or by
increasing thicknesses of the outer layers.

Probably the most frequently asked question about managing interfacial delamina-
tion is: Will increasing the thickness of the adhesive layer reduce the risk of interfacial
delamination? A glance at Eqn (2.143) suggests that the magnitude of the peeling
stress can be decreased by reducing the adhesive layer thickness; however, a closer
look at the equation indicates that this is not that obvious since decreasing the adhesive
thickness will increase the shear and the stretch compliances of the structure, which
will increase the peeling stress. A more detailed analysis is given below.

Expanding Eqn (2.143) and focusing on the solutions for n [ 1,

speeling;maxz
nh3a21DT

2ks
¼ 2ðbh3Þ�1:37h3a21DT

ks
¼ 2a21DT

laxk
b
s h

c
3

(2.144)

where a ¼ 0.68, b ¼ 1 � a and c ¼ 2a � 1. It is clear that the maximum magnitude of
peeling stress can be reduced by increasing the stretch and the shear compliances of the
system. This can be accomplished by

• decreasing the moduli of the constituent materials or
• increasing the adhesive layer thickness, which not only increases the factor hc3 in the denom-

inator but also the stretch and the shear compliances.
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Figure 2.24 Comparisons of speeling,max and fs,max.
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The thickness effect of the outer member is not entirely clear and requires further
analysis. Differentiating speeling,max with respect to parameter Y of the member gives,
after some manipulation,

dspeeling;max

dY
z � speeling;max

�
a

lx

dlx
dY

þ b

ks

dks
dY

þ c

h3

dh3
dY

�
(2.145)

where Y may represent h, E or G. Table 2.3 lists the rate of change of lx and ks with Y.
Note that the analysis for member #2 is given by swapping the subscripts 1 and 2 in the
table. Equation (2.145), supported by Table 2.3, allows the sensitivity study of
changing individual parameters.

The maximum peeling stress and its gradient at the extreme ends of the thicknesses
and the moduli of the members have been computed and are shown in Figure 2.4. Also
given are the sketches of the postulated variations of speeling,max. Thus, the magnitude
of peeling stress can be reduced by increasing the thickness of the bonding layer while
reducing its shear modulus and by reducing the modulus of the outer members. It is
noted that the maximum magnitude of the peeling stress increases initially with
increasing thickness of the outer member before falling off. There is a particular thick-
ness of the outer member that leads to a peak magnitude of speeling,max. The condition
of peak speeling,max is given by

3bEih
3
i

X2
i¼ 1

1
Eihi

�
4þ 3h3

hi

�
¼ 16aGið2hi þ 3h3Þ

 X2
i¼ 1

3hi
8Gi

þ h3
G3

!
; i ¼ 1; 2

(2.146)

which should be avoided.

2.4.7.2 Fracture of IC chip

In-plane stresses are induced in the outer members by the traction force F that could
potentially lead to tensile fracture of the members, especially if they are made of brittle
materials, such as for an IC device in an IC package, which is made of pure silicon that
is highly susceptible to tensile fracture. The in-plane stresses in the member have been
analysed in the bilayer structure and are given below

sxi ¼ 2Fð3Z � 1Þ
hi

þ 6ð2Z � 1Þ
h2i

Zx
L

Qadx; i ¼ 1; 2 (2.95bis)

To extend this equation to the sandwich structure, and considering the worst-case
scenario, Qa is replaced by QaHQb (refers to Figure 2.16, where the top sign
refers to member #1 and the bottom sign to member #2). Since Qb [ Qa, then
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Table 2.3 The basic operations

Parameters lx dlx/dY ks dks/dGi

h3 P2
i¼ 1

1
Eihi

�
4þ 3h3

hi


P2

i¼ 1
3

Eih2i

P2
i¼ 1

hi
8Gi

þ h3
G3

1
G3

h3 / 0 P2
i¼ 1

4
Eihi

P2
i¼ 1

hi
8Gi

h3 / N P2
i¼ 1

3ðNÞ
Eih2i

ðNÞ
G3

h1 P2
i¼ 1

1
Eihi

�
4þ 3h3

hi


�2
E1h21

�
2þ 3h3

h1

 P2
i¼ 1

hi
8Gi

þ h3
G3

1
8G1

h1 / 0 3h3
E1ð0Þ2

�6h3
E1ð0Þ3

h2
8G2

þ h3
G3

h1 / N 1
E2h2

�
4þ 3h3

h2

 �4
E1ðNÞ2

ðNÞ
8G1

E3 P2
i¼ 1

1
Eihi

�
4þ 3h3

hi


0

P2
i¼ 1

hi
8Gi

þ h3
G3

� h3
G3

2

E3 / 0 h3
ð0Þ � h3

ð0Þ2

E3 / N
P2

i¼ 1
hi
8Gi

� h3
ðNÞ2

E1
P2

i¼ 1
1

Eihi

�
4þ 3h3

hi


� 1

E2
1h1

�
4þ 3h3

h1

 P2
i¼ 1

hi
8Gi

þ h3
G3

� h1
8G1

2

E1 / 0 1
ð0Þh1

�
4þ 3h3

h1


� 1

ð0Þ2h1

�
4þ 3h3

h1


h1
8ð0Þ � h1

8ð0Þ2

E1 / N 1
E2h2

�
4þ 3h3

h2


� 1

ðNÞ2h1

�
4þ 3h3

h1


h2
8G2

þ h3
G3

� h1
8ðNÞ2
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QaHQbzHQb. That is,
Rx
L
Qadx/H

Rx
L
Qbdx. Noting that Qb ¼ h3fs/2 from

Eqn (2.105) and F ¼ � Rx
L
fsdx, this is further transformed to

Rx
L
Qadx/H

Rx
L
Qbdx/� FðxÞ. Substituting this into (2.95bis) gives

sxi ¼
"
2ð3Z � 1Þ

hi
� 3h3ð2Z � 1Þ

h2i

#
FðxÞ; i ¼ 1; 2 (2.147)

The maximum in-plane stress occurs in the middle of the member (x ¼ 0); and for a
positive s21DT, the maximum in-plane stress occurs in member #1 at Z ¼ 1, along its
interface with member #3, that is,

sx1;max ¼
�
4
h1

þ 3h3
h21

�
Fð0Þ (2.148)

Using the simple expression of fsðxÞ ¼ Ascosh bx
sinh bL , the surface traction at x ¼ 0

becomes

Fð0Þ ¼ �
Z0
L

fxdx ¼ a21DT

lx

�
1� 1

sinh bL

�

z
a21DT

lx
for bL > 3

(2.149)

whereupon substitution of the above into Eqn (2.148) gives

sx1;max ¼ a21DT

lx

�
4
h1

þ 3h3
h21

�
(2.150)

where lx ¼ lx1 þ lx2 þ l�xq. Putting lx ¼ X1 þ X2, where Xi ¼ 4
Eihi

þ 3h3
Eih2i

, and
substituting into Eqn (2.150) gives

sx1; max ¼ a21DT
E1X1

X1 þ X2
(2.150a)

Differentiating Eqn (2.150a) with respect to h1 gives

dsx1;max

dh1
¼ E1a21DT

ðX1 þ X2Þ2
�
X2

dX1

dh1

�
;

dsx1;max

dh2
¼ E1a21DT

ðX1 þ X2Þ2
�
� X1

dX2

dh2

�
(2.150b)
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Since Xi is always positive and dXi/dhi always negative, then dsx1;max=dh1 ¼ �ve
and dsx1;max=dh2 ¼ þve. Thus, the risk of IC chip fracture may be lowered by
increasing its thickness while reducing the thickness of the substrate.

Differentiating Eqn (2.150a) with respect to Ei, and after some manipulation, leads to

dsx1;max

dE1
¼ a21DT

ðX1 þ X2Þ2
X2
1 ;

dsx1;max

dE2
¼ a21DT

ðX1 þ X2Þ2
E1X1X2

E2
(2.150c)

Thus, the risk of IC chip fracture may be lowered by reducing the modulus of the
substrate and (if possible) the IC chip. Since dsx1;max=dE3 ¼ 0, the modulus of the
adhesive layer has no impact on the magnitude of the fracture stress in the IC chip.

Let ai þ bih3 ¼ 4
Eihi

þ 3h3
Eih2i

, and substituting into Eqn (2.150) gives

sx1;max ¼ E1a21DT
a1 þ b1h3

ða1 þ a2Þ þ ðb1 þ b2Þh3 (2.150d)

Differentiating Eqn (2.150d) with respect to h3 leads to

dsx1;max

dh3
¼ E1a21DT

½ða1 þ a2Þ þ ðb1 þ b2Þh3�2
ða2b1 � a1b2Þ

¼ 12a21DT

E2h1h2½ða1 þ a2Þ þ ðb1 þ b2Þh3�2
�
1
h1

� 1
h2

�
(2.150e)

In general, the thickness of the IC chip is smaller than that of the substrate; that is, (1/
h1 � 1/h2) > 0; thus, increasing the thickness of the bonding adhesive increases the
risk of IC chip fracture.

2.4.7.3 Warping of microelectronic assembly

The microelectronic assembly will be attached onto a PCB through arrays of solder
balls. This requires the solder balls (and hence the substrate) to be reasonably planer.
However, the mismatched thermal expansion inevitably leads to out-of-plane deforma-
tion of microelectronic assembly.

The z-deflection of the neutral axis of the members consists of two components, one
attributed to bending and another attributed to shearing, that is, wi ¼ wbi þ wsi. From
Eqn (2.48) and boundary conditions: wbið0Þ ¼ dwbið0Þ=dx ¼ 0 and d2wbiðLÞ=dx2 ¼
d3wbiðLÞ=dx3 ¼ 0; the relative z-deflection of the neutral axis of the member due to
bending between x ¼ 0 and x ¼ L is given by

Dwbi ¼ hi
2Di

ZL
0

Zx
0

Z2
L

fsðgÞdgd2dx� 1
Di

ZL
0

Zx
0

Zy
L

Zz
L

faðgÞdgdzdydx (2.151)
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Ignoring the contribution from fa and for aZL, bL > 3 Eqn (2.151) is reduced to

Dwbi z
hiksa21DT

�
b2L2 � 2

�
2Dil

2
x

(2.152)

Substituting Eqn (2.44) into Eqn (2.58) and using the boundary conditions,
wsið0Þ ¼ dwsið0Þ=dx ¼ 0, the z-deflection of the neutral axis of the member due to
shearing is

Dwsi ¼ 1
8Gi

ZL
0

fsð2Þd2þ 3
4Gihi

ZL
0

Zx
0

faðzÞdzdx (2.153)

Neglecting the contribution from fa and for azL, bL > 3, Eqn (2.153) is reduced to

Dwsi z
a21DT

8Gilx
(2.154)

Combining Eqn (2.152) and Eqn (2.154), we have

Dwiza21DT

"
hiks

�
b2L2 � 2

�
2Dil

2
x

þ 1
8Gilx

#
(2.155)

Thus, the out-of-plane deformation of the arrays of solder balls on the substrate of
a microelectronic assembly may be reduced by increasing the flexural rigidity of the
substrate while increasing the in-plane compliance of the microelectronic assembly.

2.5 PCB assembly as a sandwich structure with a layer
of solder joints

Many trilayer structures are made of two relatively rigid layers that are bonded by
discrete joints. An electronic assembly that is made up of an IC component intercon-
nected to a PCB using solder joints is one such example. This assembly is referred to
as a PCB assembly. The solder joints in a PCB assembly are susceptible to creep fa-
tigue due to excessive stresses. A two-step approach will be used to model the stresses
in the solder joints. In the first step, the PCB assembly will be modelled as a sandwich
structure with a continuous bonding layer for which the interfacial stresses are eval-
uated as discussed in Section 2.4. The solder joints are modelled as short beams,
which are acted upon by an axial force Fa, a shear force Fs, and a moment Ms. The
axial and shear forces are evaluated from integrating the interfacial axial stress fa
and shear stress fs, respectively, over an effective area around an individual solder
joint. The moment Ms is obtained from the moment equilibrium of the short beam.
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The interfacial shear stress fs and the interfacial normal stress are repeated below:

fs ¼ As

�
cosh bx
sinh bL

� coth bL
cosh nbx

cosh nbL

�
(2.117bis)

faðxÞzC�
s

n
eazðx�LÞ½C1 sin azðx� LÞ þ C2 cos azðx� LÞ� þ e bðx�LÞ

o
(2.128bis)

where

As ¼ a21DT

bks
(2.37bis)

C�
s ¼ D

�
21a21DT

lzks
�
4a4z þ b4

� (2.129bis)

C1 ¼ � b2

2a2z

C2zC1 � 2az
b

(2.130bis)

Note that the compliances of the sandwiched layer are now a smeared property of the
discrete joints:

ks3 ¼ h3
n$G3A3

(2.156)

lz3 ¼ h3
n$E3A3

(2.157)

where A3 is the cross-sectional area of a single discrete member and G3 is the shear
modulus of the discrete member; n is the number of discrete members per unit area.
This evaluates to n ¼ 1/(p$q) for discrete members that are distributed uniformly with
a pitch p in the x-direction and a pitch q in the y-direction. In this case,

ks3 ¼ pqh3
G3As

(2.158)

lz3 ¼ pqh3
E3As

(2.159)
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2.5.1 Average stresses in the discrete solder joints

Modelling the solder joints as an area array with a spacing pitch of p$q, the axial force
Fa and shear force Fs, in the solder joint that is at distance G from the middle of a PCB
assembly can be obtained through definite integration of fa(x) and fs(x) over a pitch, p,
between the limit (G � p/2) to (G þ p/2) and for a width of q. This is shown in
Figure 2.25.

The magnitudes of the forces are

FsðGÞ ¼ q

ZGþp=2

G�p=2

fsðxÞdx (2.160)

FaðGÞ ¼ q

ZGþp=2

G�p=2

faðxÞdx (2.161)

A moment of magnitude

MsðGÞ ¼ h3FsðGÞ
2

(2.162)
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Figure 2.25 Integration of interfacial stresses into forces over an area equivalent to that covered
by a single discrete member.

74 Robust Design of Microelectronics Assemblies



acts at each end of the discrete member in order to maintain equilibrium. It is noted that

the moment Ms is equivalent to: q
RGþp=2
G�p=2 QbðxÞdx, where Qb is the linear component

of the sectional force that could exist only in a continuous sandwiched layer. Thus, the
linear component of the sectional force is replaced by a moment Ms(G) for a discrete
sandwiched layer.

Comparing with a continuous layer, a discrete member has additional shear compli-
ance in that it has the new freedom of undergoing flexural deformation. Figure 2.26
shows the u-direction deformation of a discrete member due to bending.
The moment along the member at distance z away from the top end is given by

msðzÞ ¼ Ms � Fsz ¼ Fs

�
h3
2
� z

�
(2.163)

The differential u-displacement between the two ends of the member is

Dub3 ¼ 1
E3I3

Zh3
0

Zz
0

msðzÞdzdz ¼ Fsh33
12E3I3

(2.164)

The shear compliance due to the flexing of the discrete member is defined as Dub3=f s,
where f s is the average shear stress over the area of integration. Putting Fs ¼ f spq, the
shear compliance becomes

ks3w ¼ Dub3
f s

¼ h33pq

12E3I3
(2.165)

The total shear compliance of a sandwich structure with a discrete sandwiched layer is
therefore

ks ¼ k�s1 þ k�s2 þ ks3 þ ks3w (2.166)

Ms

Fa Fs

Ms
Fa

Fs

ub3

z

Figure 2.26 The deformation of a discrete member under shearing and bending.
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By assuming the discrete member to be uniform in its cross-section with area A3, the
average shear and average axial stresses in the member are given, respectively, by

sðGÞ ¼ q

A3

ZGþp=2

G�p=2

fsðxÞdx (2.167)

saðGÞ ¼ q

A3

ZGþp=2

G�p=2

faðxÞdx (2.168)

Substituting Eqn (2.117) and Eqn (2.128), respectively, into the above equations gives

sðGÞ ¼ qAs

bA3

�
sinh bx

sinh bL
� coth bL

n

sinh nbx

cosh nbL

	Gþp=2

G�p=2
(2.169)

saðGÞ ¼ qC�
s

A3

"
e b

ðx�LÞ

2az
½ðC1 þ C2Þsin azðx� LÞ

�ðC1 � C2Þcos azðx� LÞ� þ e bðx�LÞ

b

#G�p=2

Gþp=2

(2.170)

where b ¼ ffiffiffiffiffiffiffiffiffiffiffi
lx=ks

p
; lx ¼ lx1 þ lx2 þ l�xq; ks ¼ k�s1 þ k�s2 þ ks3 þ ks3w:

Assuming further that the discrete member is made of a cylindrical beam and
behaves as a perfect beame plane section remains planee under the bending moment
Ms, the bending stress on the outer fibre of the beam becomes

sbðGÞ ¼ d3MsðGÞ
2I3

¼ 4h3
d3

�
FsðGÞ
A3

�
¼ 4h3

d3
sðGÞ (2.171)

The ratio 4h3/d3 of a solder joint in a PCB assembly is typically larger than 1, which
suggests that the magnitude of the bending stress in the solder joints of a PCB assem-
bly will always be larger than that of the shearing stress.

2.5.2 Validations

The FE model used in the validation analysis is depicted in Figure 2.27(a), which
shows a symmetric half of the PCB assembly. The basic dimensions and material prop-
erties for the models used in the validations are identical to those listed in Table 2.1.
The diameter of the cylindrical joints is 0.5 mm and the joints are spaced uniformly
with a pitch of 1 	 1 mm. A stretch modulus of 25 GPa is assigned to the solder joints.
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The IC package and the PCB are modelled using 10 Timoshenko beam elements with
appropriate thickness offset, while each interconnect is modelled using a single Tim-
oshenko beam element. The FE results are compared with the corresponding analytical
solutions and are displayed in Figure 2.27(b), which shows good agreement between
the two solutions.

2.5.3 Robust design analysis

The discrete member that is near the edge experiences the highest magnitude of stress.
From Eqn (2.171) and Eqn (2.169), the maximum bending stresses on the fibre of this
cylindrical discrete element are given by

sb;max ¼ 16h3qAs

pd33b

�
sinh bx

sinh bL
� coth bL

n

sinh nbx

cosh nbL

	L
L�p

(2.172)
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Figure 2.27 (a) FE model and (b) comparisons of analytical solutions and finite element
analysis (FEA) for discrete interconnects.
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Table 2.4 Analysis of speeling,max

Parameters speeling,max
dspeeling;max

dY Illustration

h3 h3 / 0 N �N

h3 / N 0 �0

h1 h1 / 0 0 16a21DTbG2G3
G1G3h2þG2ð8G1h3Þ

h1 / N 0 �0

G3 E3 / 0 þ0 þN

E3 / N 2a21DT�P2

i¼ 1

4þ3h3
h2

E2h2

�
a

�P2

i¼ 1

h2
8G2

�b

hc3

0

E1 E1 / 0 þ0 2a21DT$8bh�2�b
1 h�c

3

�4h1þ3h3
h21

��1�a

	
�
4bþ a

h
4þ 3h3

h1

i
h1 þ 3bh3


E1 / N 2a21DT�

4þ3h3
h2

E2h2

�
a
�

h2
8G2

þ h3
G3

�b
hc3

0

Note: a ¼ 0.68, b ¼ 1 e a and c ¼ 2a e 1.

78
R
obust

D
esign

of
M
icroelectronics

A
ssem

blies



Ignoring the second term in the bracket for reason of simplicity, but with little loss of
generosity

sb;max ¼ 16h3qa21DT

pd33lx
f ðbx; bLÞ (2.173)

where

f ðbp; bLÞ ¼ ½sinh bx�Lþp=2
L�p=2=sinh bL ¼ 2 coth bL sinhðbp=2Þz 2 sinhðbp=2Þ.

Substituting this back into Eqn (2.173) gives

sb;max ¼ 32qa21DT

pd3
3

h3
lx

sinh
bp

2
(2.174)

Table 2.5 Analysis of sb;max

Parameters sb;max
dsb;max

dY Illustration

h3 h3 / 0 0
sinh

" ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP2

i¼ 2
4

EihiP2

i¼ 2

hi
8Gi

1=2p

s #

P2

i¼ 2
4

Eihi

h3 / N
sinh

" ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

E1h
2
1

þ 1
E2h

2
2

1
G3

1=2p

s #
1

E1h
2
1

þ 1
E2h

2
2

þ0

h1 h1 / 0 N �N

h1 / N 0 �0

E3 E3 / 0 0 þN

E3 / N

sinh

" ffiffiffiffiffiffiffiffiffiffiffiffiffiP2

i¼ 2

4þ3h3
hi

EihiP2

i¼ 2

hi
8Gi

1=2p

r #
h3

P2

i¼ 2

4þ3h3
hi

Eihi

0

E1 E1 / 0 0
e

ffiffiffiffiffiffiffiffiffiffi
8h1þ6h3

h3
1

p

q
h21h3

4h1þ3h3

E1 / N

e

ffiffiffiffiffiffiffiffiffiffi
4þ3h3

h2
e2h2

h2
8G2

þh3
G3

1
2p

vuut
h3

4þ3h3
h2

e2h2

0
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It is obvious that the maximum magnitude of the bending stress on the discrete
member can be reduced by

• increasing its diameter;
• reducing the pitch of the neighboring members,
• increasing the stretch compliance lx of the structure, and
• decreasing the characteristic constant b ¼ ffiffiffiffiffiffiffiffiffiffiffi

lx=ks
p

of the structure.

The last two conditions are obviously contradictory. Nevertheless, it can be deduced
that reducing the moduli of the constituent materials or increasing the thickness of
the adhesive layer will increase the stretch and the shear compliances, but will alter
little of b and, hence, will be beneficial. By contrast, increasing the thickness of the
outer layers will reduce the stretch compliance (negative) while also reducing the
characteristic constant b (positive). The exact effect is not clear.

A detailed parametric analysis has been performed and these are summarised in
Table 2.5. Thus, maximum magnitude of the bending stress on the discrete member
can be reduced by

• reducing the length of the discrete member,
• increasing the thickness of the outer members, and
• reducing the moduli of the discrete and the outer members.

Comparing with Table 2.4, it is noted that while it is beneficial to have a thick adhesive
layer, a short discrete element is preferred.
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Appendix: prior published works in thermoelasticity

This section details prior articles that contributed significantly to the development of
the analytical work in thermoelasticity and hence to its applications for electronic
packaging. Instead of reviewing the articles in chronological order, which does present
a good review of historical development, this may not be ideal for developing under-
standing. Instead, the articles are reviewed in the order of logical development, which
we believe shall facilitate reading of the subject.

A. Stoney (1909, p. 172) The Tension of Metallic Films Deposited by Electrolysis

This paper provides an estimation of the uniform in-plane stress in a thin film
deposited on a substrate when the bi-material layers experience differential expan-
sion/contraction such that the structure deforms into a shape with spherical radius of
curvature (equi-biaxial was assumed). This condition may be valid in the inner region
of a plane structure, away from the boundary.

Assumptions: (1) the individual members are linear elastic and isotropic; (2) the
members are modelled as plates such that plane sections remain plane and the mem-
bers experience equi-bending about the x and y axes; (3) the individual member ex-
periences no transverse and shear stresses; and (4) the members have identical
curvatures.

The structure is depicted in Figure 2.A.
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The equilibrium of the bilayer structure gives

M1 þM2 � h1 þ h2
2

F ¼ 0 A(2.1)

The curvature of a plate subjected to equi-biaxial bending moments per length of
moment is given by

1
r
¼ M

E0I
A(2.2)

where E0 ¼ E/(1 � n2) is the bi-axial modulus. Substituting A(2.1) into A(2.2) gives
the axial force per unit length as

F ¼ 2
�
E0
1I1 þ E0

2I2
�

rðh1 þ h2Þ A(2.3)

For the thickness of member #2 that is much smaller than member #1; that is,
h2 � h1, A(2.3) is reduced to

Fz
E0
1h

2
1

6r
A(2.4)

The average axial stress in member #2, assuming uniform distribution, is simply

s2z
E0
1h

2
1

6rh2
A(2.5)

B. Timoshenko (1925), Analysis of Bi-Metal Thermostat

This paper provides estimates of the radius of curvature, deflection, and the
maximum in-plane stress in a bi-metal structure, when the structure experiences uni-
form temperature loading. The structure is assumed to deform into a uniform radius
of curvature along its length of interest.

#1 

#2 
F

F

M2

M1
h2

h1

ρ

M1

M2

Figure 2.A Free-body diagram of the structure analysed by Stoney.
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Assumptions: (1) the individual members are linear elastic and isotropic; (2) the
members are modelled as simple beams such that plane sections in the members
remain plane; (3) the individual member experiences no transverse and shear stresses;
(4) the members have identical curvatures; and (5) the magnitude of moment, curva-
ture, stress and strain in the individual member is uniform along its length.

The structure is depicted in Figure 2.B.
The condition of equilibrium gives

F ¼ 2ðD1 þ D2Þ
rh

B(2.1)

The condition of compatibility of strain along the interface is

F ¼
a12DT � h

2r

lx1 þ lx2
B(2.2)

where Di ¼ E1h3i =12 and lxi ¼ 1=Eihi. Equating the two expressions gives the
curvature

1
r
¼ a12DT

h
2 þ 2ðD1þD2Þðlx1þlx2Þ

h

B(2.3)

The deflection of the bi-metal over a predeformed length of ‘ is given by

d ¼ ‘2

8r
B(2.4)

The maximum normal stresses in the member in the direction of the length of the
structure are the total of the axial stress and the bending stress at the surface fibre
given by

si;max ¼ F

hi
þ Eihi

2r
; i ¼ 1; 2 B(2.5)

C. Chen and Nelson (1979), Thermal Stress in Bonded Joints

This paper provides a comprehensive treatment of thermal stress in multilayer
structure covering multilayer plate and circular disc. The solutions are developed

#1 
#2 

F
F

M2

M1

h2 
h1 

ρ

h

ℓ

Figure 2.B Free-body diagram of structure analysed by Timoshenko.
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from first principle using infinitesimal elements. The elastic layers are modelled as
plates, and the bonding layer is modelled as a distribution of shear and normal
springs. Shear deformation of the elastic members is ignored. Several cases are ana-
lysed: (1) three plate elastic layers with two bonding layers in which the elastic layers
are assumed to be absolutely rigid to bending; (2) two plate elastic layers with one
bonding layer in which the elastic layers are assumed to be absolutely rigid to
bending; (3) two circular elastic layers with one bonding layer in which the elastic
layers are assumed to be absolutely rigid to bending; and (4) two plate elastic layers
with one bonding layer in which the elastic layers are assumed to be compliant in
bending. The bonding layer was assumed to be a distributed spring layer. Only cases
(1) and (4) are discussed below.

C1. Three elastic layers with two bond layers e no bending

Assumptions: (1) the adherents are linear elastic and isotropic; (2) the adherents are
modelled as truss such that the members are capable of only uniform tension or
compression stress along its length; (3) the bond layers are modelled as a distribution
of shear springs capable of transferring only shear loads, but this offers no stiffness in
normal directions and in bending.

The sandwich beam structure is shown in Figure 2.C1.
Force equilibrium equations of the elastic layers:

dF1

dx
þ s4 ¼ 0

dF2

dx
þ s5 � s4 ¼ 0

dF3

dx
� s5 ¼ 0

C(2.1)

τ4

#1 

#2 
#4

#3 
#5

ℓℓ

h2
h4

h1

h3
h5

dx

F3 + dF3

F2 + dF2

F1 + dF1

F3

F2

F1

τ5

x

τ4

τ4
τ4

τ5

τ5
τ5

Figure 2.C1 Free-body diagram of the five-layer beam structures analysed by Chen and Nelson.
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The constitutive relations of the elastic layers:

Fi ¼ 1
lxi

�
dui
dx

� aiT

�
; i ¼ 1; 2; 3 C(2.2)

where lxi ¼ 1/Eihi, and the constitutive relations of the bonding layers:

s4
G4

¼ u2 � u1
h4

s5
G5

¼ u3 � u2
h5

; i ¼ 1; 2; 3 C(2.3)

Combining Eqns C(2.1)eC(2.3) gives the two differential equations:

d2s4
dx2

¼ G4

h4
½ðlx1 þ lx2Þs4 � lx2s5�

d2s5
dx2

¼ G5

h5
½ðlx2 þ lx3Þs5 � lx2s4�

C(2.4)

which can be combined to give

d4s4
dx4

�
�
G4

h4
ðlx1 þ lx2Þ þ G5

h5
ðlx2 þ lx3Þ

	
d2s4
dx2

þ G4G5

h4h5
½lx1ðlx2 þ lx3Þ þ lx2lx3�s4 ¼ 0

C(2.5)

and a similar expression for s5. The general solutions for s4 and s5 are

s4 ¼ A1 sinh b1xþ A2 sinh b2xþ A3 cosh b1xþ A4 cosh b2x

s5 ¼ A1k1 sinh b1xþ A2k2 sinh b2xþ A3k3 cosh b1xþ A4k4 cosh b2x

C(2.6)

where �b1 and �b2 are the roots of the equation

b4 �
�
G4

h4
ðlx1 þ lx2Þ þ G5

h5
ðlx2 þ lx3Þ

	
b2

þ G4G5

h4h5
½lx1ðlx2 þ lx3Þ þ lx2lx3�b ¼ 0

C(2.7)
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Applying symmetric boundary conditions yields:

s4 ¼ C1
sinh b1x

cosh b1‘
þ C2

sinh b2x

cosh b2‘

s5 ¼ C1k1
sinh b1x

cosh b1‘
þ C2k2

sinh b2x

cosh b2‘

C(2.8)

where

ki ¼ 1
lx2

�
lx1 þ lx2 � b2i h4

G4

�
; i ¼ 1; 2:

C1 ¼ G4lx2b1ða1k2 þ a3Þ
h4
�
b21 � b22

� ; C2 ¼ G4lx2b2ða2k1 þ a3Þ
h4
�
b21 � b22

�

a1 ¼ ðlx1a32 � lx3a21ÞDT
lx1lx2 þ lx2lx3 þ lx3lx1

; a2 ¼ ðlx2a31 þ lx3a21ÞDT
lx1lx2 þ lx2lx3 þ lx3lx1

;

a3 ¼ � ðlx1a32 þ lx2a31ÞDT
lx1lx2 þ lx2lx3 þ lx3lx1

The maximum shear stress occurs at the free edge and, for very large value of
length-to-joint thickness ratio, is given by

s4;max ¼ C1 þ C2

s5;max ¼ C1k1 þ C2k2
C(2.9)

The solution can be reduced to that of two elastic layers and one bond layer by elim-
inating those terms containing the subscripts 3 and 5.

C2. Two elastic layers with one bond layer e bending

Assumptions: (1) the adherents are linear elastic and isotropic; (2) the adherents
are modelled as plates such that plane sections in the members remain plane and
the members experience bending about the y-axis and nil strain in the y-direction;
(3) the adherents experience negligible transverse stress and strain; (4) the bond layer
is modelled as a distribution of coil springs capable of transferring only transverse
normal and shear loads, but offers no stiffness in the x- and y-normal directions
and in bending.
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The structure is shown in Figure 2.C2; note the presence of the transverse stress.
Moment equilibrium equations of the elastic members:

dMi

dx
þ Qi � shi

2
¼ 0; i ¼ 1; 2 C(2.10)

Equilibrium of horizontal forces for the elastic members:

dFi

dx
� s ¼ 0; i ¼ 1; 2; þve for i ¼ 1 and � ve for i ¼ 2 C(2.11)

Equilibrium of vertical forces for the elastic members:

dQi

dx
� sz ¼ 0; i ¼ 1; 2; þve for i ¼ 1 and � ve for i ¼ 2 C(2.12)

The momenteforceedeflection relations of the elastic members give

d2wi

dx2
¼ Mi

Di
; i ¼ 1; 2 C(2.13)

and

dui
dx

¼ FilxiH
hiMi

2Di
þ a0iT ; i ¼ 1; 2; �ve for i ¼ 1 and þ ve for i ¼ 2

C(2.14)
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Figure 2.C2 Free-body diagram of the three-layer beam structures analysed by Chen and
Nelson.
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where wi is the z-displacement of the neutral axis of member i, while ui is the x-
displacement of member #i along its interface with the bonding layer: Di ¼
Eih3i =12ð1� n2i Þ; lxi ¼ 1� n2i =Eihi; a0i ¼ ð1þ niÞai.

The bonding layer is assumed to experience transversely uniform normal and shear
strains:

s3
G3

¼ u2 � u1
h3

sz

E3
¼ w2 � w1

h3

C(2.15)

These equations are combined into a single differential equation of sixth order in sz:

v6sz

vx6
� G3c

h3

v4sz

vx4
þ E3b

h3

v2sz

vx2
� E3G3

�
bc� a2

�
h23

sz ¼ 0 C(2.16)

where the constants a, b, and c are defined as a ¼ 1=2ðD2h2 � D1h1Þ; b ¼
D2 þ D1; c ¼ 4ðlx1 þ lx2Þ.

For symmetric boundary condition, the normal stress sz and shear stress s are ob-
tained from

sz ¼ A1 cosh b1xþ A2 cosh b2x cos b3xþ A3 sinh b2x sin b3x

s ¼ C1 sinh b1xþ C2 sinh b2x cos b3xþ C3 cosh b2x sin b3x
C(2.17)

where �b1 and �b2 � ib3 are the roots of the algebraic equation:

b3 � G3c
h3

b2 þ E3b
h3

b� E3G3
�
bc� a2

�
h23

¼ 0: C(2.18)

The constants A1, A2 and A3 are the roots of the simultaneous equations:

A1b
2
1 cosh b1‘þ A2


�
b22 � b23

�
cosh b2‘ cos b3‘� 2b2b3 sinh b2‘ sin b3‘

�
þ A3


�
b22 � b23

�
sinh b2‘ sin b3‘þ 2b2b3 cosh b2‘ cos b3‘

� ¼ 0

C(2.19)

A1
sinh b1‘

b1
þ A2

"
b3

b22 � b23
cosh b2‘ sin b3‘þ

b2

b22 � b23
sinh b2‘ cos b3‘

#

þ A3

"
b2

b22 þ b23
cosh b2‘ sin b3‘�

b3

b22 þ b23
sinh b2‘ cos b3‘

#
¼ 0

C(2.20)
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A1

�
b41
E3b
h3

cosh b1‘

	
þ A2

���
b22 � b23

�2 � 4b22b
2
3 þ

E3b
h3

	
cosh b2‘ sin b3‘

� 4b2b3
�
b22 � b23

�
sinh b2‘ cos b3‘

�
þ A3

���
b22 � b23

�2 � 4b22b
2
3 þ

E3b
h3

	

sinh b2‘ sin b3‘þ 4b2b3
�
b22 � b23

�
cosh b2‘ cos b3‘

�
¼ 0

C(2.21)

The constants C1, C2 and C3 are given by

C1 ¼ 1
b1

�
h3
E3b

��
b
a

��
b41 þ

E3b
h3

�
A1

C2 ¼
�

h3
E3b

��
b
a

�
ðg2A2 � g3A3Þ

C5 ¼
�

h3
E3b

��
b
a

�
ðg2A3 þ g3A2Þ

C(2.22)

where

g2 ¼ b2

"
E3b

h3
�
b22 þ b23

�þ b22 � 3b23

#

g3 ¼ b3

"
E3b

h3
�
b22 þ b23

�þ b23 � 3b22

# C(2.23)

D. Suhir (1988b), Thermal Stress Failures in Microelectronic ComponentseReview and
Extension

This paper provides an approximate solution for the distributions of shear and
normal stresses in the bonding layer of a sandwich structure. The assumption of equal
radius of curvature for the three layers has greatly simplified the solutions while not
sacrificing much in accuracy. The greatest shortfall of this solution is that the normal
stress does not satisfy the condition of global equilibrium. The outer members are
modelled as plates with shear deformation. Two cases are considered, one in which
the bonding layer is assumed to be of equivalent stiffness as the adherent and is treated
as an elastic body and another in which the in-plane and bending stiffnesses of the
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bonding layer are assumed to be much smaller than the adherent and assumed to be a
distributed spring layer.

The free-body diagram of a tri-material layer used by Suhir is shown in Figure 2.D.

D1. Three elastic members

Assumptions: (1) the individual members are linear elastic and isotropic; (2) the
members are modelled as plates such that plane sections in the members remain plane
and the members experience bending about the y-axis and nil strain in the y-direction;
(3) the individual member experiences no transverse stress and strain; and (4) the
members have identical curvatures.

The moment equilibrium of the entire assembly gives

h1 þ h3
2

F1ðxÞ þ h2 þ h3
2

F2ðxÞ þM1ðxÞ þM2ðxÞ þM3ðxÞ ¼ 0 D(2.1)

Substituting r ¼ Mi=Di into Eqn D(2.1) gives

1
rðxÞ ¼ �

ffiffiffiffiffiffiffi
l013
DT

s
F1ðxÞ �

ffiffiffiffiffiffiffi
l023
DT

s
F2ðxÞ D(2.2)

where l0i3 ¼ ðhi þ h3Þ2=4DT ; DT ¼ P3
i¼ 1Di; and Di ¼ Eih3i =12ð1� n2i Þ.

Compatibility of the members along the interfaces gives

uþ1 ¼ u�3 and uþ3 ¼ u�2 D(2.3)

z

#1 

#2

#3 

ℓ

h2 

h3 

h1 

ρ

a a
ℓ

F2 

τ2(x)

F1 

M2(x)

M3(x)

τ1(x)

F1 – F2 x

M1(x)

x

Figure 2.D Free-body diagram of the structure analysed by Suhir.
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where the displacements are due to the balancing of the thermal expansion with the
longitudinal force, shear stress and bending as given in Eqn D(2.4)

uþ1 ðxÞ ¼ a1DT$xþ lx1

Zx
0

F1ðxÞdxþ k1s1ðxÞ � h1
2

Zx
0

dx
rðxÞ

u�2 ðxÞ ¼ a2DT$x� lx2

Zx
0

F2ðxÞdx� k2s2ðxÞ þ h2
2

Zx
0

dx
rðxÞ

uþ3 ðxÞ ¼ a3DT$x� lx3

Zx
0

½F1ðxÞ � F2ðxÞ�dxþ k3s2ðxÞ � h3
2

Zx
0

dx
rðxÞ

u�3 ðxÞ ¼ a3DT$x� lx3

Zx
0

½F1ðxÞ � F2ðxÞ�dx� k3s1ðxÞ þ h3
2

Zx
0

dx
rðxÞ

D(2.4)

where lxi ¼ 1� n2i =Eihi and ksi ¼ hi=3Gi. Substituting D(2.4) into D(2.3) gives
rise to two compatibility equations expressed in terms of force:

a31Dt$x ¼ lo13

Zx
0

F1ðxÞdxþ lo3

Zx
0

F2ðxÞdxþ k13s1ðxÞ

a23Dt$x ¼ lo23

Zx
0

F2ðxÞdxþ lo3

Zx
0

F1ðxÞdxþ k23s2ðxÞ
D(2.5)

where aij ¼ ai � aj; l
o
i3 ¼ lxi þ lx3 þ l0i3; lo3 ¼ �l3 þ ðh1þh3Þðh2þh3Þ

4DT
; and kij

¼ ki þ kj:
The shear stresses that satisfy D(2.5) are given by

siðxÞ ¼ Ci sinh bsx; i ¼ 1; 2 D(2.6)

where bs are the solutions to the algebraic equation:

k13k23b
4
s �

�
k13l

o
23 þ k23l

o
13

�
b2s þ zs ¼ 0 D(2.7)
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where zs ¼ lx1l
o
23 þ lx3

"
lx2 þ

� ffiffiffiffiffiffiffi
l013

p
þ

ffiffiffiffiffiffiffi
l023

p 2#
and the constants C1 and C2 are

given by

C1 ¼ bsDT

zs cosh bs‘

�
lx3a21 þ

�
lx1 þ l013

�
a23 �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
l013l

0
23

q
a31

	

C2 ¼ bSDT

zs cosh bs‘

�
lx3a21 þ

�
lx2 þ l013

�
a31 �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
l013l

0
23

q
a21

	 D(2.8)

D2. Two elastic members and one bonding layer

Assumptions: (1) the adherents are linear elastic and isotropic; (2) the adherents are
modelled as plates such that plane sections in the members remain plane and the mem-
bers experience bending about the y-axis and nil strain in the y-direction; (3) the adher-
ents experience negligible transverse stress and strain; (4) the bond layer is modelled as
a distribution of coil springs capable of transferring only transverse normal and shear
loads, but offers no stiffness in the x- and y-normal directions and in bending; and (5)
the members have identical curvatures.

From assumption (4), F1 ¼ F2 ¼ F and s1 ¼ s2 ¼ s. The shear stress along the
interface is given by

sðxÞ ¼ bSa21DT

lS

sinh bSx

cosh bS‘
D(2.9)

or

sðxÞz bSa21DT

lS
e�bSð‘�xÞ D(2.10)

for large value of bs‘, where bS ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
lS=kS

p
; lS ¼ lx1 þ lx2þ ðh1þh2Þ2

4ðD1þD2Þ;
kS ¼ k1 þ k2 þ 2k3:

The uniform in-plane force in the members is given by

FðxÞ ¼ �a21DT

lS

�
1� cosh bSð‘� xÞ

cosh bS‘

	
; i ¼ 1; 2; þve for i ¼ 1

D(2.11)

The maximum x-directional stress is the resultant of the uniform and bending
stresses, which occurs at x ¼ a and is given by

sxi;max ¼ Fi;max

�
1þ 3

ðh1 þ h2ÞDi

ðD1 þ D2Þhi

	
; i ¼ 1; 2; þve for i ¼ 1 D(2.12)
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The equilibrium of moment of member #2 gives

Qþ h2
2

dF
dx

þ dM2

dx
¼ 0 D(2.13)

Substituting

1
rðxÞ ¼ Mb

DT
� h

2DT
FðxÞ D(2.14)

where DT ¼ D1 þ D2 þ D3 into D(2.14) gives

QðxÞ ¼ �D2h� DTh2
2DT

fsðxÞ D(2.15)

Differentiating Eqn D(2.15) gives

faðxÞ ¼ h2D1 � h1D2

2ðD1 þ D2ÞkS
a21DT coshðbSxÞ

coshðbSLÞ
D(2.16)

E. Jiang et al. (1997), Thermal Stresses in Layered Electronic Assemblies

This paper advances the treatment of tri-material layers of Suhir (1988), focusing on
developing an accurate solution for the transverse normal stress in the bonding layer.
The approach is similar to that of Chen and Nelson (1979) with improved definition of
the transverse normal strain. The use of singular perturbation method has greatly
simplified the solutions.

Shear deformation of the elastic members has been ignored.
Assumptions: (1) the adherents are linear elastic and isotropic; (2) the adherents are

modelled as plates such that plane sections in the members remain plane and the mem-
bers experience bending about the y-axis and nil strain in the y-direction; (3) the adher-
ents experience negligible transverse stress and strain; and (4) the bond layer is
modelled as a simplified plane strain body. It offers no stiffness in the x-direction
and in bending; and (5) the magnitudes of the transverse normal and shear strains
do not vary through the thickness.

The structure is depicted in Figure 2.E.
The equilibrium and constitutive equations for the adherents are similar to those of

Chen and Nelson (1979) except for the forceedisplacement relation:

dui
dx

¼ Filxi þ a0iT E(2.1)
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The bonding layer is assumed to experience transversely uniform normal and shear
strains given by

εz ¼ w2 � w1

dx

g ¼ uþ3 � u�3
h3

¼ s
G3

E(2.2)

where the displacements of the bonding layer are

uþ3 ¼ u2 þ h2
2

dw2

dx

u�3 ¼ u1 � h1
2

dw1

dx

E(2.3)

Assuming negligible normal stress in the x-direction, the transverse strain in the
bonding layer becomes

εz ¼ sz
�
1� n3

2
�

E3
þ ð1þ n3Þa3DT E(2.4)

#1

#2 
#3 

ℓℓ

h2
H

h1

dx

F2

F1

x

τ

M2

Q2

τ

M1

Q1

σz

τ

τ
σz

z

F2 + dF2

F1 + dF1

Figure 2.E Free-body diagram of the structures analysed by Jiang et al.
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Combining E(2.1) to E(2.4) gives the differential equations for shear and transverse
normal stresses in the bonding layer as

h3
G3

d3s
dx3

� 4ðlx1 þ lx2Þ dsdxþ D21sz ¼ 0 E(2.5)

h3
E0
3

d4sz
dx4

þ Desz � D21
ds
dx

¼ 0 E(2.6)

where E0
3 ¼ E3=ð1� n3

2Þ; De ¼ 1
D1

þ 1
D2
; D21 ¼ 1

2
h2
D2

� h1
D1

Eliminating sz from the two differential equations gives

d7s
dx7

� 4
G3

h3
ðlx1 þ lx2Þ d

5s
dx5

þ E0
3De

h3

d3s
dx3

þ E0
3G3

h23



D
2
21 � 4ðlx1 þ lx2ÞDe

� ds
dx

¼ 0

E(2.7)

The symmetric solution gives

s ¼ K1 sinh b2xþ K2 sinh b3x cos b4xþ K3 cosh b3x sin b4x E(2.8)

where �b2, and �b3 � ib4 are the roots of the algebraic equation:

b7 � 4
G3

h3
ðlx1 þ lx2Þb5 þ E0

3De

h3
b3 þ E0

3G3

h23



D
2
21 � 4ðlx1 þ lx2ÞDe

�
b ¼ 0

E(2.9)

For h3 � h1 and h2, an approximate solution based on singular perturbation method
is proposed. Introducing a new variable:

x ¼ ‘� xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h3ðh1 þ h2Þ

p E(2.10)

Equation E(2.10) is reduced to

d7s

dx7
� 4G3ðh1 þ h2Þðlx1 þ lx2Þ d

5s
dx5

þ O

�
h3

h1 þ h2

�
¼ 0 E(2.11)
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where the last term reflects the order of the neglected term. The solution to E(2.11)

using the boundary conditions:
Z ‘

0
szdx ¼ 0, ds

dx

��
x¼‘

¼ G3a
0
21DT
h3

and d2sz

dx2

���
x¼‘

¼ 0

gives

s ¼ G3a
0
21DT

bJh3
ebJðx�‘Þ E(2.12)

and the peeling stress is given by

szðxÞ ¼ soe
bJðx�‘Þ � soe

aJðx�‘Þ
�

b2J

2a2J
sin½aJðx� ‘Þ�

þ
�
b2J

2a2J
þ 2aJ

bJ

�
cos½aJðx� ‘Þ�

� E(2.13)

where so ¼ D21a
0
21DT

8ð1�n3Þðlx1þlx2Þ2þ
�

h3De
G3

; aJ ¼
ffiffiffiffiffiffiffiffi
E0
3De

4h3

4

q
; and bJ ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G3ðlx1þlx2Þ

h3

q
.

Nomenclature

Xi Subscript i ¼ 1,2,3 for IC package, PCB, and interconnect, respectively.
A3, d3, I3 Cross-sectional area, diameter, second moment of area of a single discrete

interconnect.
L, hi Half length and thickness of the section of PCB assembly of interest.
Di, Ei, Gi, Ii Flexural rigidity, elastic modulus, shear modulus, second moment of inertia.
De;D21 Effective flexural compliance of members #1 and #2; differential flexural

compliance between members #2 and #1.
fa, fb, fs Interfacial stresses: uniform transverse stress, linear transverse stress, shear

stress.
Fa, Fs Forces in a discrete element: axial force, shear force.
sx, sb, sz, sxz Stresses along the thickness of the outer members: x-directional stress, x-

directional bending stress, z-directional stress, shear stress.
Fi x-Directional sectional traction (per unit y-width) acting along the neutral axis

of member i.
Mi Sectional moment (per unit y-width).
ms Shear-couple moment in a discrete element.
P Pitch between neighbouring interconnects.
Qi Sectional shear force (per unit y-width).
u x-Directional displacement of the neutral axis due to stretching.
Du Differential x-directional displacement.
wb, ws z-Directional displacement of the neutral axis due to bending, shearing.
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az, b Characteristic constants for z-directional deformation, shear deformation.
aij Differential coefficient of thermal expansion between members #i and #j.
ksi, ks3w, ks Shear compliances (shear displacement between the neutral axis and the inter-

face per unit fs for i ¼ 1,2 and shear displacement between the two interfaces
for member #3): of member i, of discrete member #3 due to flexing, of the
structure between the neutral axis of member #1 and member #2.

kfi, kf Shear compliance (shear-induced rotation per unit Qa): of member #i, of the
system.

k21 Differential shear compliance (shear-induced rotation per unit fs) between
member #2 and #1.

lxi, lxq, lx Stretch compliances (displacement per unit traction force): of the neutral axis
of member #i, due to rotation of members, of the system.

lzi, lz Transverse compliance (displacement between the neutral axis and the inter-
face per unit fa): of member #i; of the system (between the neutral axis of
member #1 and member #2).

q, f, f Rotation of neutral axis: due to bending, due to shearing; mean shear strain
between shear surface and neutral axis.

sa; s; sb Average stresses in a discrete interconnect: axial stress, shear stress, bending
stress.

DT Temperature change.
G Distance of a discrete interconnect from the mid-plane of the structure.

Mathematical symbols
As ¼ a21DT

bks

az ¼
ffiffiffiffiffiffiffiffiffi
De

4lz

4

s
z

8>>>>>>>><
>>>>>>>>:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
De � D

2
21=lx

4lz

4

s
for bilayer structure

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
De � D

�
21D21=lx
4lz

for trilayer structure
4

s

b2 ¼ lx/ks

Cs ¼

D21a21DT

lzksð4a4z þ b4Þ for bilayer structure

D
�
21a21DT

lzksð4a4z þ b4Þ for trilayer structure

8>>>><
>>>>:

De ¼ 1
D2

þ 1
D1

Di ¼ Eih3i
12 ; i ¼ 1; 2, (plane stress; substitutes Ei with Ei=ð1� n2i Þ for plane strain)

D21

D
�
21 ¼

8>>><
>>>:

1
2

�
h2
D2

� h1
D1

�
1
2

�
h2 þ h3
D2

� h1 þ h3
D1

�
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ks z

8><
>:

ks1 þ ks2 for bilayer structure

k�s1 þ k�s2 þ ks3 for trilayer structure with continuous sandwiched layer

k�s1 þ k�s2 þ ks3 þ ks3w for trilayer structure with discrete sandwiched layer

ksi

k�si
¼

8>>><
>>>:

hi
8Gi

þ Qai

2Gifs
z

hi
8Gi

1
8Gi

ðhiH2h3Þ þ Qa

2Gifs
z

1
8Gi

ðhiH2h3Þ
; i ¼ 1; 2

ks3 ¼
h3
G3

for continuous sandwiched layer

pqh3
G3A3

smeared property for discrete sandwiched layer

8>><
>>:

ks3w ¼ h33pq

12E3I3

kf ¼ kf1 þ kf2; kfi ¼ 3
4Gihi

k21 ¼ 1
2

�
1
G2

� 1
G1

�

lx ¼
lx1 þ lx2 þ lxq z

X2
i¼ 1

4
Eihi

for bilayer structure

lx1 þ lx2 þ l�xq z
X2
i¼ 1

1
Eihi

�
4þ 3h3

hi

�
for trilayer structure

8>>>>><
>>>>>:

lxi ¼ 1
EiF

�
F

hi
� ni

�
hi
8

dfs
dx

þ 1
2
fa

�	
z

1
Eihi

; i ¼ 1; 2 (plane stress; substitutes Ei with

Ei=ð1� n2i Þ for plane strain)

lxq

l�xq
¼

1
4

�
h21
D1

þ h22
D2

�

1
4

�
h21 þ h1h3

D1
þ h22 þ h2h3

D2

� ; i ¼ 1; 2

8>>>><
>>>>:

lz ¼ lz1 þ lz2 þ l3

lzi ¼ h
Efa

"�
11h
192

dfs
dx þ 13

32 fa

þ n

 
5F
4h þ 3

2h2

Zx
L

Qadx

1
A
3
5z

13hi
32Ei

; i ¼ 1; 2 (plane stress;

substitutes Ei with Ei=ð1� n2i Þ for plane strain)
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lz3 ¼
h3
E3

for continuous sandwiched layer

pqh3
E3A3

smeared property for discrete sandwiched layer

8>><
>>:

ci ¼ x3LHx4L
x5L

; x1x ¼ cosðazxÞcoshðazxÞ; x2x ¼ sinðazxÞsinhðazxÞ;
x3x ¼ cosðazxÞsinhðazxÞ;

x4x ¼ sin (azx) cosh (azx), x5L ¼ sin (2azL) þ sinh (2azL)
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Advances in creep-fatigue
modelling of solder joints 3
3.1 Introduction

In the ball grid array packaging, the integrated circuit (IC) component, solder joints
and printed circuit board (PCB) form a three-layer construction. As the ICs are pow-
ered on and off, the IC chip within the IC component experiences heating and cooling
leading to thermal expansion and contraction of the IC component. The mismatch in
thermal expansions between the IC component and PCB is accommodated by the
interconnecting solder joints, resulting in creep-fatigue.

The systematic investigation of fatigue leading to the stress-life (S-N) curve for
high-cycle fatigue can be dated to W€ohler (1955). Basquin (1910) described the
stress-life data in the form of a power law. The extension of stress life to strain life
for low-cycle fatigue was reported by Coffin (1954) and Manson (1954) indepen-
dently. This led to the CoffineManson equation:

Dεp ¼ CoN
�bo (3.1)

where Co and bo are constants, referred to as the fatigue ductility coefficient and the
fatigue ductility exponent, respectively. The studies of creep-fatigue began in the
1950s pioneered by the power and the aviation industries (Penny & Marriott, 1995).
Despite the tremendous efforts, creep-fatigue remains an unsolved puzzle (Schutz,
1996). Interested readers should review Schutz (1996) for a detailed narration of the
history of fatigue.

The main stumbling block for creep-fatigue is indeed the indefiniteness of creep
strain. The general expression of creep strain rate takes the form

_εc ¼ f ðM; s; T ; t; εÞ (3.2)

or assuming the various effects are separable, we have

_εc ¼ f1ðMÞf2ðsÞf3ðTÞg1ðtÞg2ðεÞ (3.3)

where f1(M) represents the microstructure of the test specimen, which can take the
form (Bird, 1969)

f1 ¼ Gb

kT

�
b

d

�p

(3.4)

where G, d and b are shear modulus, grain size and Burgers vector, respectively, and p
is a fitting constant. In practice, however, the role of microstructures and their
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evolution during the process of creep are typically ignored due to the difficulty of
characterisation in a test specimen and implementation in an analysis. The functions
g1(t) and g2(ε) embody the hypotheses of time hardening and strain hardening,
respectively, during the primary phase of creep. In practice, neither time hardening nor
strain hardening is satisfactory, and a reliable hardening model for creep strain remains
elusive (Penny & Marriott, 1995). Most researchers have evaded this challenge by
assuming only steady-state creep, which implies g1(t) ¼ g2(ε) ¼ 1; however, the
accuracy of the evaluated creep strain must necessarily suffer.

3.2 Life-prediction models for creep-fatigue

The creep-fatigue issues of solder materials and solder joints inmicroelectronic assembly
have been extensively studied over the last three decades, and several life-prediction
models have been proposed (Frear, 1991; Lau, 1991; Lee, 2000; Ross, 1993). These
models can be traced back to prior studies in the power and aviation industries.

Since both plastic strain and creep strain are inelastic strains, it appears that the
CoffineManson equation can be extended to creep-fatigue by simply replacing the
plastic strain range Dεp in Eqn (3.1) with the inelastic strain range Dεin, which is
the sum of the plastic strain range Dεp and the creep strain range Dεc; that is,

Dεp/Dεin ¼ Dεp þ Dεc (3.5)

However, the assumed additions of Dεp and Dεc have not been supported by experi-
mental evidence.

3.2.1 Review of models

A number of life-prediction models for creep-fatigue have been proposed (Penny &
Marriott, 1995), and some of these have been adopted and extended by the electronic
packaging community:

1. The linear damage summation rule (Taira, 1962), which assumes that damage, regardless of
whether it comes from creep or fatigue, is cumulative in a linear fashion. That is, failure
occurs when:

Df þ Dc ¼ 1 (3.6)

where Df ¼ P
i

ni
Ni
is the damage caused by fatigue based on the linear damage hypothesis

(Miner, 1945; Palmgren, 1924), Dc ¼ P
i

ti
tRi

is the damage due to creep based on the life-

fraction hypothesis (Robison, 1938) or Dc ¼ P
i

εci
εRi

based on the strain-fraction hypothesis

(Goldhoff, 1965); where ni is the number of cycles at a given strain range Dεp; Ni is the
fatigue life at the same strain range at a temperature at which the mechanism of creep is
inactive; ti and εci are time and creep strain, respectively, at a given stress and temperature;
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tR and εR are time-to-rupture and rupture strain, respectively, at the same stress and
temperature.
However, the linear addition of damages is inconsistent with the microstructural characteris-
tics of fatigue damage and creep damage (Dowling, 2012; Hertzbery, 1996; Penny &
Marriott, 1995; Zhuang, 1998). Cyclic strain induces damage through the formation of slips
in the lattice of the material leading to the formation of persistent slip bands as exemplified by
the formation of intrusions and extrusions on the surface of the structure; alternations of these
intrusions and extrusions lead to the nucleation of microcracks. In contrast, creep induces
damage through diffusion of dislocations along the grain boundaries (0.4 Tm < T < 0.6 Tm)
and within the lattice (T > 0.6 Tm) that accumulate into microvoids, which do not necessarily
occur on the surface of the structure. Microstructurally, fatigue cracking is typically transgra-
nular with damaged confined to the slip planes, while creep damage is intergranular and
dispersed.
Despite its inconsistence and inaccuracy (Beres, 2000; Penny & Marriott, 1995), this method
is popularly used in the power and aviation industries owing to its simplicity. However, this
method is not used in the microelectronic assembly community for the simple reason that it is
impractical to characterise the strain life of microelectronics assembly materials at the tem-
perature at which the mechanism of creep is dormant; for example, the melting temperature,
Tm, of the eutectic SnPb solder is 456 K and 0.4 Tm is 110 �C below room temperature.

2. The strain range partitioning method (Manson, 1976), which apportions the damage within a
cycle using the following rule:

1
N

¼ Dεpp
DεinNpp

þ Dεcc
DεinNcc

þ Dεcp
DεinNcp

þ Dεpc
DεinNpc

(3.7)

where Dεpp is plastic strain reversed by plastic strain, Dεcc is tensile creep strain reversed by
compressive creep, Dεcp is tensile creep reversed by compressive plasticity and Dεpc is tensile
plasticity reversed by compressive creep. Individual strain components are assumed to obey
their respective CoffineManson relation; that is Nbjj ¼ C�1

jj Dεjj.
By partitioning the four mechanisms of creep-fatigue interaction, this model has been shown
to be capable of modelling a wide range of creep-fatigue phenomena with reasonable ac-
curacy (Penny & Marriott, 1995) and has been adopted by the power and aviation industries;
however, this method has not found favour with the microelectronic packaging industry in
view of its complexity.

3. The hysteresis energy method (Ostergren, 1976), based on experimental observations that
there is little creep damage during compression, suggests that the inelastic damage accumu-
lated in a cycle is given by the tensile portion of the stressestrain hysteresis energy:

w ¼
Z

tension cycle

sεindε (3.8)

where w may be used in place of Dεin in Eqn (3.2); that is,

w ¼ CoN
�bo (3.9)

A similar method that uses the entire stressestrain hysteresis energy is often adopted by the
microelectronics assembly community for modelling the creep-fatigue of solder joints
(Liang, 1997). Inherent in this method is the linear summation of plastic and creep damages,
which, as discussed, is not supported by microstructural evidence.
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4. The fracture mechanics-based method (Ainsworth, 1992), resting on the observation that
low-cycle fatigue is dominated by crack propagation, suggests that the rate of crack growth
is driven collectively by cyclic fatigue and creep; that is,

da
dN

����
cycle

¼ da
dN

����
fatigue

þ da
dt

����
cycle

(3.10)

where

da
dN

����
fatigue

¼ C1DJ
n=2
eff ;

da
dt

����
cycle

¼
Z

tension cycle

C2C
�n0dt; (3.10a)

DJeff is the effective range of J-integral; and C
* is the time-dependent fracture parameter. The

Darveaux’s model (Darveaux, 2002) that is used extensively for modelling solder joints
assumes crack initiation and propagation are power-law functions of the total stressestrain
hysteresis energy:

N ¼ No þ aallow
da=dN

; (3.11)

where

No ¼ C1Dw
C2 ;

da
dN

¼ C3Dw
C4 ; (3.11a)

and aallow is the allowable crack length and is commonly taken as the smallest diameter of a
solder joint.

5. The mechanism-based method (Majumder, 1976) assumes that fatigue damage is character-
ised by crack size, a, and creep damage by cavity size, c, each governed by their respective
equations:

1
a

da
dt

¼
8<
:

T

C

9=
;
�
1þ a ln

c

co

����εmin������ _εkin���

1
c

dc
dt

¼
8<
:

GT

�GC

9=
;
���εmin������ _εkin���

(3.12)

where T and GT are for tension, C and �GC for compression and co is a threshold cavity size
below which cavities will be sintered away. While academically interesting, this method is
too complicated to be adopted for industry practices.

6. The frequency modified method (Coffin, 1976) accounts for the effects of creep through the
introduction of a frequency term into the CoffineManson equation:

Dεp ¼ Cc

�
Nf k�1

��bo

(3.13)

where Cc, k and bo are constants. Comparison of Eqn (3.13) with Eqn (3.1) suggests that the
fatigue ductility coefficient Co is a function of frequency given by Cc f boð1�kÞ; thus the effects
of cyclic frequency are to alter the magnitude of the fatigue coefficient.
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Solomon (1991) performed lap shear test on eutectic SnPb solder at 35 �C and reported
values of the frequency exponent in Eqn (3.14) to be k ¼ �0.42 for the frequency range
5 � 10�5 Hz < f < 3 � 10�4 Hz and k ¼ 0.84 for the frequency range
3 � 10�4 Hz < f < 3 � 10�1 Hz.

7. The frequencyetemperature modified method accounts for the effects of creep by introducing
a frequency and a temperature term into the CoffineManson equation, which is a natural
extension of the frequency-modified method, and the inclusion of temperature completes
the description of creep. In analysing the creep-fatigue of eutectic SnPb solder joints in
leaded IC packaging, Engelmaier (1983) came to the following frequencyetemperature
modified strain-life equation:

Dεp ¼ CoN
�bðT; f Þ (3.14)

where

b ¼ 0:442þ 6� 10�4T � 1:74� 10�2lnð1þ 43200f Þ: (3.15)

Here, T is the mean cyclic solder joint temperature in �C. Unlike Coffin (1976), Engelmaier
(1983) has assumed that the effects of frequencyetemperature is in altering the magnitude of
the fatigue ductility.
Shi (2000) performed an elaborate characterisation of the eutectic SnPb solder under uniaxial
tension-compression loading over the temperature range from �40 to 150 �C and frequency
range from 10�4 to 1 Hz. They proposed the following frequencyetemperature modified
strain-life equation:

Dεp ¼ CcðTÞf bðTÞ½1�kðTÞ�N�bðTÞ (3.16)

where

Cc ¼ 2:122� 3:57� 10�3T þ 1:329� 10�5T2 � 2:502� 10�7T3

b ¼ 0:731� 1:63� 10�4T þ 1:392� 10�6T2 � 1:151� 10�8T3

k1 ¼ 0:919� 1:765� 10�4T � 8:634� 10�7T2

k2 ¼ 0:437� 3:753� 10�4T � 8:04� 10�7T2

(3.17)

k1 and k2 represent the frequency exponent for 10
�3 Hz < f < 1 Hzand10�4 Hz < f < 10�3 Hz,

respectively.

3.2.2 The ideal model

Many of the above life-prediction models are highly empirical with fitting constants
that are valid only for a limited window. Except for the frequency-modified and the
frequencyetemperature-modified methods, the rest also suffer from the indefiniteness
of creep strain. An ideal life-prediction model is hence one that is capable of modelling
the entire range of creep-fatigue from pure fatigue to pure creep rupture and does not
require the evaluation of creep strain. This leads to the unified equation in Section 3.3.
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3.3 The unified equation

3.3.1 Rationalisation

At conditions when creep is dormant, a material would fail at a definite plastic strain
capacity, εp, under monotonic loading. At conditions when creep becomes active, the
plastic strain capacity would decrease with increasing temperature/time; and this may
be expressed as εp$c(T, t). This is illustrated in Figure 3.1. As the loading condition
changes from monotonic to cyclic, the plastic strain capacity decreases with increasing
number of cycle given by: Dεp ¼ CoN�bo . Assuming the cyclic plastic strain capac-
ity, Dεp, shares identical sensitivity as the monotonic plastic strain capacity, εp, then
this gives

Dεp ¼ CocðT; tÞN�bo (3.18)

where t is now the cycle time.
It is known that creep strain increases with increasing applied stress (Dorn, 1955);

that is, there is more creep strain associated with higher cyclic plastic strain. Increasing
the creep strain implies depleting the cyclic plastic strain capacity. Effectively, this
implies that the fatigue ductility bo decreases with increasing creep as shown in
Figure 3.2. This gives the unified creep-fatigue equation:

Dεp ¼ CocðT; tÞN�bosðT;f Þ (3.19)

It should be noted that 0 � c(T, t) � 1 and 0 � s(T, t) � 1. At c(T, t) ¼ 1 and
s(T, t) ¼ 1, the CoffineManson equation is recovered. At c(T, t) ¼ 0, creep rupture
occurs within a cycle of fatigue. The unified equation covers the full range of creep-
fatigue from ‘pure fatigue’ to ‘pure creep rupture’.

3.3.2 The reference frame and the transformation equations

At the reference condition when the mechanism of creep becomes dormant, a state of
‘pure fatigue’ prevails; the plastic strain range, Dεp,ref, has the maximum capacity (for
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Figure 3.1 Reduction of plastic and cyclic plastic strain capacities due to creep.
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the same fatigue life) as shown in Figure 3.1; and the strain life is described by the
CoffineManson equation:

Dεp;ref ¼ CoN
�bo (3.20)

Comparing Eqn (3.20) with Eqn (3.19) gives

Dεp ¼ C1�sðT;tÞ
o cðT; tÞDεsðT ;tÞp;ref (3.21)

Performing the logarithmic operation on Eqn (3.21),

logDεp ¼ sðT ; tÞlogDεp;ref þ log
h
C1�sðT ;tÞ
o cðT ; tÞ

i
: (3.22)

It becomes clear that the effect of creep is to reduce the allowable plastic strain range
through two transformations in the logarithmic scale: shrinking log Dεp,ref by a factor
s(T, t) followed by translating the transformed product along the strain-axis by a

magnitude log
h
C1�sðT ;tÞ
o cðT ; tÞ

i
. This is illustrated in Figure 3.3, in which the reduc-

tion in the plastic strain-range capacity is designated as the effective creep strain,
Dεc,eff.
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A similar analogy exists for fatigue life. At the reference condition, the fatigue life
Nref has the maximum magnitude (for the same Dεp), and the strain life is described by
the CoffineManson equation:

Dεp ¼ CoN
�bo
ref (3.23)

Comparing Eqn (3.23) with Eqn (3.19) we obtain

N ¼ cðT; tÞ1=bosðT ;tÞN1=sðT;tÞ
ref (3.24)

Performing the logarithmic operation on Eqn (3.24) gives

log N ¼ log Nref

sðT ; tÞ þ log cðT ; tÞ
bosðT; tÞ

(3.25)

The effect of creep reduces the fatigue life via two transformations in the logarithmic
scale: stretching log Nref with a factor 1/s(T, t) followed by translation of a

magnitude log½cðT ; tÞ�
bosðT; tÞ . This is illustrated in Figure 3.4, in which the reduction in the

fatigue-life capacity is taken to be consumed by creep and is designated as Ncreep.
With creep and stress functions defined, creep-fatigue data generated at arbitrary

cycle time and temperature, (Dεp, T, t, N), can be transformed to the reference condi-
tion, thus reducing the number of variables from four to two. This may be expressed
either in the form of Dεp,ref � N or Dεp � Nref. The transformation equations are

Dεp;ref ¼ Co

�
Dεp

CocðT; tÞ
�1=sðT;tÞ

(3.21a)

Nref ¼ NsðT ;tÞ½cðT; tÞ��1=bo (3.24a)
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3.3.3 The forms of creep and stress functions

We shall refer to the functions c(T, t) and s(T, t) as creep function and stress function,
respectively. A number of timeetemperature relations have been proposed for the
creep-rupture time, tR, and two among these are particularly popular. The Larsone
Miller timeetemperature relation (Larson, 1952):

PLMðsÞ ¼ Tðaþ logtRÞ (3.26)

where T is in Kelvin; it is derived from the popular exponential constitutive relation,
_εcfexpð1=RTÞ. The MansoneHaferd timeetemperature relation (Manson, 1953),

PMHðsÞ ¼ T � Ta
logðtR=taÞ (3.27)

where (log ta, Ta) is the point of convergence of the T � log tR lines; it is empirically
established through analysis of numerous experimental data of more than 40 steel
alloys.

The LeM relation suggests a linear relation between log t and 1/T, and the creep
function becomes

cðT; tÞ ¼ 1þ c1

�
1

T � Tref

�
þ c2

�
log

t

tref

�
(3.28)

where Tref and tref are reference temperature and reference cycle time, respectively,
below which creep is assumed to be dormant. The MeH relation suggests a linear
relation between log t and T, which was first proposed by Bailey (1935). The creep
function is

cðT; tÞ ¼ 1þ c1ðT � TrefÞ þ c2

�
log

t

tref

�
(3.29)

It is postulated that the stress function follows similar timeetemperature relations as
the creep function; that is,

sðT ; tÞ ¼ 1þ s1ðT � TrefÞ þ s2

�
log

t

tref

�
(3.30)

3.4 Self-validations and benchmarking

The experimental data of Shi (2000) for the eutectic SnPb solder are used to self-
validate the unified equation, which are also benchmarked against the equations of
Shi and Engelmaier (1983).
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3.4.1 Preliminary analysis of the experimental data

3.4.1.1 Extractions of fatigue ductility coefficient Co and fatigue
ductility exponent bo

The coefficient Co and exponent bo at five test temperatures (�40, 25, 75, 125 and
150 �C) at the cyclic frequency of 1 Hz have been extracted from Figure 3.6 of
Ref. Shi (2000) and summarised in Table 3.1. Similarly, the fatigue ductility coeffi-
cient Co and fatigue ductility exponent bo at five cyclic frequencies (10�4, 10�3,
10�2, 10�1 and 1 Hz) at the test temperature of 25 �C have been extracted from
Figure 3.12 of Ref. Shi (2000) and summarised in Table 3.2.

3.4.1.2 Preliminary analysis of the creep and the stress functions

Figure 3.5(a) and (b) shows the plots of Co versus T � Tref and Co versus 1/(T � Tref),
respectively, at five temperatures at 1 Hz. The reference temperature is taken as 298 K
for convenience. The plot of Co versus T � Tref gives a much better fit and overwhelm-
ingly supports the MansoneHaferd relation over the LarsoneMiller relation. The
coefficients Co and c1 of Eqn (3.29) are: Co ¼ 2.19 and c1 ¼ �0.0088.

Figure 3.6 shows the plot of Co versus f/fref at five frequencies at 25 �C for
fref ¼ 1 Hz, which suggests that a logarithmic function gives a much better fit than a
power law function e in contrast to the assumption of Coffin (1976), Solomon
(1991) and Shi (2000). The coefficients Co and c2 of Eqn (3.29) are: Co ¼ 2.32 and
c2 ¼ �0.167.

Table 3.1 Coefficient Co and exponent bo at five
temperatures at f [ 1 Hz

Coef.

Temperature (�C)

L40 25 75 125 150

Co 2.74 2.22 1.71 1.45 0.995

bo 0.769 0.753 0.734 0.724 0.709

Table 3.2 Coefficient Co and exponent bo at five
frequencies at T [ 25 �C

Coef.

Cyclic frequency (Hz)

10L4 10L3 10L2 10L1 1

Co 0.629 1.26 1.68 1.93 2.23

bo 0.674 0.714 0.724 0.732 0.753
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Performing similar analysis for bo, Figure 3.7 shows the plots of bo versus
(T � Tref) at five temperatures at 1 Hz for Tref ¼ 298 K and Figure 3.8 bo versus f/
fref at five frequencies at 25 �C for fref ¼ 1 Hz. The reasonably good quality of fit sup-
ports the postulated form of Eqn (3.30).

Co

Co

= 0.39 log (f/fref) + 2.32
R2 = 0.96
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Figure 3.6 Co versus f/fref at 25 �C, fref ¼ 1 Hz.
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Figure 3.5 Co versus (a) (T � Tref) and (b) 1/(T � Tref) at 1 Hz, Tref ¼ 298 K.
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3.4.1.3 Populating the Dεp � N data

It is noted that the coefficient Co obtained using only the data from Table 3.1 (temper-
ature function) differs significantly from that obtained from Table 3.2 (frequency func-
tion). A more consistent extraction procedure should extract all the coefficients
simultaneously. This requires the data to populate over the temperatureefrequency
domain. Using the extracted coefficient Co and exponent bo in Tables 3.1 and 3.2,
the fatigue life N of the solder at six plastic strain ranges (1, 2, 5, 10, 25 and 50%)
are populated using Eqn (3.1). Figure 3.9(a) shows the populated Dεp � N data at
five frequencies (10�4, 10�3, 10�2, 10�1 and 1 Hz) and at 25 �C. Figure 3.9(b) shows
the populated Dεp � N data for five temperatures (�40, 25, 75, 125 and 150 �C) at
cyclic frequency 1 Hz.

3.4.2 The unified creep-fatigue equation for eutectic
SnPb solder

The creep-dormant temperature of the eutectic SnPb solder is taken as two-thirds the
melting temperature of the solder (456 K), which gives T ¼ 180 K. The reference

βo=0.751 – 3x10–4(T–Tref)
R2 = 0.98
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Figure 3.7 bo versus (T � Tref) at 1 Hz, Tref ¼ 298 K.
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Figure 3.8 b0 versus f/fref at 25 �C, fref ¼ 1 Hz.
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condition for the eutectic SnPb solder is assumed as Tref ¼ 180 K and fref ¼ 1 Hz.
Substituting Eqn (3.29), Eqn (3.30) and the reference conditions into Eqn (3.19) gives
the unified creep-fatigue equation for the eutectic SnPb solder as:

Dεp ¼ Co½1þ c1ðT � 180Þ þ c2 log f �N�bo½1þs1ðT�180Þþs2 log f � (3.31)

The ratios c2/c1 and s2/s1 define the time-temperature creep relations of the eutectic
solder and should be identical. By defining the fatigue life of the populated (Dεp, T, f, N)
data of Figure 3.9 as Npop and that computed by Eqn (3.31) as Neq, and minimising

the error squares sum
Pn

i¼ 1

	
lnðNeq;iÞ � lnðNpop;iÞ


2
, where i includes the data at five

frequencies, five temperatures and six plastic strain ranges for each frequency and
each temperature, a total of 60 sets of data, together with the constraint c2/c1 ¼ s2/s1,
the coefficients have been evaluated as Co ¼ 3.89, c1 ¼ �3.10 � 10�3 and
c2 ¼ 0.117, bo ¼ 0.839, s1 ¼ �7.25 � 10�4, s2 ¼ 0.0273. The average fitting error

per data point defined by x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼ 1

	
lnðNeq;iÞ � lnðNreg;iÞ


2q
=n has been evaluated

as 0.010.
The 60 sets of populated (Dεp, T, f, N) data of Figure 3.9 have been transformed to

the reference frames (Dεp,ref � N ) and (Dεp � Nref) using Eqns (3.21a) and (3.24a),
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respectively. These are plotted in Figure 3.10(a) and (b), respectively. Remarkably,
the 60 sets of populated (Dεp, T, f, N) data collapsed almost perfectly (R2 ¼ 0.998)
into a straight line (on a logelog scale) in the reference frames, which has self-
validated the unified equation, Eqn (3.31). It is worth highlighting that only the
frequencyetemperature modified models are capable of self-validation.

3.4.3 Benchmarking

The unified equation, Eqn (3.31), for the eutectic SnPb solder is benchmarked against
the equations of Engelmaier (1983), Eqn (3.14) and Shi (2000), Eqn (3.16), for the
same solder alloy.
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3.4.3.1 The average fitting error

Fitting the 60 sets of populated (Dεp, T, f, N) data with Eqns (3.16) and (3.17) for Shi
(2000), the average fitting error has been evaluated as x ¼ 0.160, which is alarmingly
large. It is noted that the strain-life data at the frequency of 10�4 Hz is mainly respon-
sible for the error. Excluding the six sets of data at this frequency, the average fitting
error for the remaining 54 sets of data for the frequency range 10�3Hz < f < 1 Hz is
reduced significantly to x ¼ 0.014.

The equation of Engelmaier (1983) is given in Eqn (3.14). The exponential function
is modelled as b ¼ bo þ b1T þ b2 ln (1 þ 43200f ), wherein the coefficients bo, b1 and
b2 are established by regression with the 60 sets of populated (Dεp, T, f, N) data; the
average fitting errors, including and excluding the six sets of data at 10�4 Hz, have
been evaluated as 0.039 and 0.042, respectively.

The average fitting error x for Shi (2000), Engelmaier (1983), and the unified equa-
tion, Eqn (3.31) for the eutectic SnPb solder are summarised in Table 3.3. The superior
fitting of the unified equation is remarkable, especially considering the fact that up to
third order in temperature was used in the equations of Shi (2000).

3.4.3.2 Discontinuity of frequency exponent

Both Solomon (1991) and Shi (2000) have reported a discontinuity of the frequency
exponent k at w10�3 Hz. Such discontinuity is physically unintuitive. It is worth
noting that both Solomon and Shi have assumed a power law relation between fatigue
life and frequency, which has been shown in Figure 3.6 to give rise to a poor fit for the
creep function. When a power law creep function, c(T, f) ¼ Tpf q, is used to fit the 60
sets of populated (Dεp, T, f, N) data, and then transformed to the reference frames
(Dεp,ref � N ) using Eqn (3.21a), the data points at the frequency of 10�4 Hz do appear
as outliers in Figure 3.11. The reported discontinuity in the frequency exponent k is
thus an artefact of enforcing a power law relation over what appears to be a logarithmic
relation between fatigue life and frequency.

3.4.3.3 Check for ideal characteristics

An ideal creep-fatigue equation should be capable of modelling the entire range of
creep-fatigue from pure fatigue to pure creep rupture. That is, it should have the

Table 3.3 Comparisons of the average fitting error

Creep-fatigue
equations

Average fitting error x

Include data at
10L4 Hz

Exclude data at
10L4 Hz

Shi 0.160 0.014

Engelmaier 0.039 0.042

The unified equation 0.010 0.008
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following characteristics: (1) The CoffineManson equation is recovered at the refer-
ence condition and (2) the condition C(T, f) ¼ 0 corresponds to a viable state of creep
rupture. Moreover, (3) the creep and stress functions should have consistent timee
temperature characteristics.

Characteristics (1) and (3) have been inherently built into the unified equation, Eqn
(3.31). The condition of ‘creep rupture’ for the eutectic SnPb solder is given by:
c(T, f) ¼ 1�3.10 � 10�3(T � 180) þ 0.117 log f ¼ 0. Substituting T ¼ (Tm � 10)
K ¼ 446 K into the above function gives f ¼ 0.03 Hz, which corresponds to a cycle
time of 32 s. The condition c(T, f) ¼ 0 is associated with Dεp ¼ 0 and N < 1. Most
materials exhibit cyclic strain hardening, that is,

Ds ¼ Dsyield

�
1þ Dεgp

�
(3.32)

The condition Dεp ¼ 0 gives Ds ¼ Dsyield. Hence, it is postulated that creep
rupture of the solder will occur in less than 32 s at T ¼ 446 K when subjected to a
harmonically varying stress of amplitude Ds ¼ Dsyield at the frequency of 0.03 Hz.
This is a viable condition, and, hence, the unified equation, Eqn (3.31), satisfies char-
acteristic (2)

By replacing T in Eqn (3.17) with (T � Tref) and f with f/fref and letting Tref ¼ 0 �C
and fref ¼ 1 Hz, Eqn (3.16) of Shi (2000) is reduced to the CoffineManson equation
at the reference condition, satisfying characteristic (1). The condition Cc(T)
f b(T)[1�k(T)] ¼ 0 implies either f ¼ 0 or Cc ¼ 2.122 � 3.57 � 10�3T þ 1.329
� 10�5T2 � 2.502 � 10�7T3 ¼ 0; the former indicates indefinite creep life, which is
unreal; the latter leads to T ¼ 198 �C, which is above the melting temperature of the
eutectic SnPb solder (183 �C); therefore, characteristic (2) is violated. Finally, the
exponent function b(T) does not embody a timeetemperature relation, violating
characteristic (3).
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By replacing T in Eqn (3.15) with ðT � TrefÞ and letting Tref¼ 0 �C and fref ¼ 0 Hz,
Eqn (3.14) of Engelmaier is reduced to the CoffineManson equation at the reference
condition, satisfying characteristic (1), although the reference condition of fref ¼ 0 Hz
is unrealistic. The coefficient C ¼ Co also does not allow modelling of creep rupture,
violating characteristic (2). The coefficient Co does not embody a timeetemperature
relation, violating characteristic (3).

3.5 Applications

3.5.1 Extension to thermomechanical fatigue of solder joints

The creep and the stress functions c(T, f) and s(T, f) for the eutectic SnPb solder in
Section 3.4 are derived from standard test specimens that experience uniform cross-
sectional strain under isothermal conditions. Question naturally arises as to the appli-
cability of these functions to the thermomechanical fatigue of engineering assemblies
like solder joints in a microelectronics assembly. This will be addressed by examining
the impacts of strain singularity and non-isothermal conditions on the creep functions.

3.5.1.1 Strain singularity

Solder joints, as with many practical structures, have geometrical discontinuity where
the plastic strain becomes singular. When evaluated using finite element method, the
magnitude of the plastic strain becomes finite, and is dependent on the fineness of the
volume discretisation e a phenomenon referred to as mesh dependency. To circum-
vent the difficulty of mesh dependency, some researchers have resorted to averaging
the plastic strain over a selected volume, assuming the total plastic strain within the
selected volume of solder is relatively independent of mesh. However, the computed
average strain must necessarily depend on the size and location of the selected volume,
which gives rise to inconsistency in the evaluation of Dεp. It is clear from the unified
equation, Dεp ¼ CocðT ; f ÞN�bosðT ;f Þ, that any variation in Dεp will lead to only pro-
portionate change in the coefficient Co, whose value needs to be calibrated with the
volume-averaging practice used in the evaluation of Dεp. The presence of strain singu-
larity has no bearing on the creep and the functions, c(T, f) and s(T, f).

3.5.1.2 Temperature cycling

Many electronic and mechanical assemblies experience temperature fluctuations when
in service. The non-isothermal condition is typically simulated in the laboratory using
constant amplitude temperature cycling with possible dwell time at extreme tempera-
tures. Plastic strain is induced by the mismatched thermal expansions between the
components constituting the assembly, while creep strain is accumulated over the
temperature cycle. The thermomechanical fatigue life can be modelled with the unified
equation, Dεp ¼ CocðT ; f ÞN�bosðT ;f Þ, but the isothermal creep functions are
substituted with non-isothermal creep functions. For first approximation, the
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non-isothermal creep functions are simply time-averaging of the isothermal creep
functions over the duration of a temperature cycle 1/f, that is,

cðT; f Þ ¼

Z 1=f

0
cðT ; f Þdt
1=f

and sðT ; f Þ ¼

Z 1=f

0
sðT ; f Þdt
1=f

(3.33)

Using the function c(T, f) ¼ 1 þ c1(T � Tref) þ c2 log ð f=frefÞ for illustration, the
non-isothermal function cðT; f Þ is given by

cðT; f Þ ¼ 1þ c1
	
T � Tref


þ c2 logð f=frefÞ (3.34)

where T ¼

Z 1=f

0
Tdt

1=f .

It is acknowledged that the above approach may not account for dwell sensitivity
(Bache, 2003), whose physics is still not well understood.

3.5.2 Evaluation of acceleration factor

Engineering components are typically designed for many years of creep-fatigue life in
service. Controlled tests for design evaluation and quality assurance are typically per-
formed at overstressed conditions so as to reduce the test duration. The total duration of
a fatigue test is given by the product Nf�1. The quotient N1f�1

1 =N2f�1
2 gives the accel-

eration factor for test condition 2 to test condition 1. From the unified equation,
Dεp ¼ CocðT ; f ÞN�bosðT ;f Þ, expressing N in terms of Dεp, c(T, f) and bos(T, f), the
acceleration factor is given by

AF ¼ N1f�1
1

N2f�1
2

¼ Dε
�1=bosðT1;f1Þ
p1

Dε
�1=bosðT2;f2Þ
p2

cðT1; f1Þ1=bosðT1;f1Þ

cðT2; f2Þ1=bosðT2;f2Þ
f�1
1

f�1
2

(3.35)

As an example, substituting c(T, f) ¼ 1 þ c1(T � 180) þ c2 log f, s(T, f)
¼ 1 þ s1(T � 180) þ s2 log f and c1 ¼ �3.10 � 10�3, c2 ¼ 0.117, bo ¼ 0.839,
s1 ¼ �7.25 � 10�4 and s2 ¼ 0.0273 obtained for the eutectic SnPb solder into Eqn
(3.35), and for {Dε2 ¼ Dε1 ¼ 0.1, T2 ¼ 423 K, T1 ¼ 233 K, f2 ¼ f1 ¼ 1 Hz}, we
obtain AF ¼ 3.8.

It is indeed much easier to express the creep and the stress functions in terms of
simple power laws, which though less accurate are often good enough for the purpose
of estimating the acceleration factor. Thus, substituting c(T, f) ¼ Tpf q, s(T, f) ¼ 1 into
Eqn (3.35), we obtain

AF ¼
�
Dεp1
Dεp2

��1=bo
�
T1
T2

�p=bo
�
f1
f2

�q=bo�1

: (3.36)
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For bo ¼ 0.733, p ¼ �1.18 and q ¼ 0.049 evaluated through best fitting, the
conditions, {Dε2 ¼ 1.66Dε1, T2 ¼ T1, f2 ¼ f1} or {Dε2 ¼ Dε1, T2 ¼ 1.54T1, f2 ¼ f1}
or {Dε2 ¼ Dε1, T2 ¼ T1, f2 ¼ 2.1f1}, yield an acceleration factor AF ¼ 2.

3.5.3 Evaluation of equivalent test parameter

Temperature cycling is used routinely as a test to assure the quality of a design or a
manufacturing process. However, there is strong motivation to substitute a temperature
cycling test, which is expensive to perform, with a mechanical fatigue test (Shi, 2000).
The simplest equivalent mechanical fatigue test is one that applies a plastic strain range
of magnitude identical to that experienced by the test object in the temperature cycling
test, at identical cyclic frequency, while holding the object in a temperature chamber

set at the time-average temperature, T ¼
R 1=f
0 Tdt
1=f . In the event that it is only possible

to subject the test object at a different condition from the above, then it is possible to
substitute the damage contribution of one test parameter with another. As an example,
a mechanical cyclic test is to be conducted at a room temperature of 293 K instead of
the time-average temperature of T ¼ 323 K. The ‘þ30 K’ of temperature-induced
damage has to be provided by equivalent damage in frequency or strain range. The
equivalence relation may be established as follows: from the unified equation,
Dεp ¼ C(T, f)N�b(T,f), the condition for identical fatigue life is given by

N ¼ CðT1; f1Þ1=bðT1;f1ÞDε�1=bðT1;f1Þ
p1 ¼ CðT2; f2Þ1=bðT2;f2ÞDε�1=bðT2;f2Þ

p2 (3.37)

The condition for the equivalent test parameters that return the same fatigue life is
simply

CðT1; f1Þ1=bðT1;f1ÞDε�1=bðT1;f1Þ
p1

CðT2; f2Þ1=bðT2;f2ÞDε�1=bðT2;f2Þ
p2

������
T1¼T2;f1¼f2

¼
CðT1; f1Þ1=bðT1;f1ÞDε�1=bðT1;f1Þ

p1

CðT2; f2Þ1=bðT2;f2ÞDε�1=bðT2;f2Þ
p2

������
Dεp1¼Dεp2;T1¼T2

¼ CðT1; f1Þ1=bðT1;f1ÞDε�1=bðT1;f1Þ
p1

CðT2; f2Þ1=bðT2;f2ÞDε�1=bðT2;f2Þ
p2

������
f1¼f2;Dεp1¼Dεp2

(3.38)

Substituting c(T, f) ¼ 1 þ c1T þ c2 log f and s(T, f) ¼ 1 into Eqn (3.38) gives

Dεp2
Dεp1

¼ 1þ c1T þ c2 log f1
1þ c1T þ c2 log f2

¼ 1þ c1T1 þ c2 log f

1þ c1T2 þ c2 log f
(3.39)
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For c1 ¼ �1.72 � 10�3 and c2 ¼ 0.0719 (obtained through best data fitting) and
f ¼ f1 ¼ 1 Hz, T ¼ T1 ¼ 293 K, a 30 K increase in temperature may be substituted
with a 12% increase in plastic strain or an 80% reduction in frequency.
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Moisture properties and their
characterisations 4
4.1 Introduction

Microelectronic packaging has migrated from ceramic body to plastic encapsulation.
The change is motivated entirely by cost consideration e the raw material cost of plas-
tics, even including the silica fillers, is significantly less than that of ceramics; more
importantly, plastic encapsulation facilitates the use of high-production-rate (transfer)
moulding as the production technique that has led to significant reduction in the
production cost.

The bulk of the microelectronic packaging materials today are made of polymeric
materials; for example die-attached materials found in almost all electronic packaging;
moulding compound in over-mould packaging; underfill materials in flip-chip
packaging; adhesives and waveguides in optoelectronics packaging; conductive/
nonconductive adhesives in fine-pitch flip-chip interconnection; and laminated sub-
strates in plastic ball grid array (PBGA) packaging; etc. However, these polymers
are capable of absorbing, retaining and transporting moisture. Microscopically, the
molecules of water can be present within the molecular structure of the host polymer
in two basic forms: physically residing in the ‘free volume’ within the molecular struc-
ture of the polymer or chemically attached to the hydrogen bonding sites along the
polymer chains. The physical and chemical interactions of moisture with polymers
lead to physical, mechanical and, in many instances, chemical changes in the polymer.
The extent of these changes varies amongst the polymers.

Volumetric expansion, typically referred to as hygroscopic swelling, is probably the
most well-known physical change associated with absorption of moisture by polymers.
Dielectric constant is another physical property of polymers that is associated with
moisture absorption. The absorbed moisture may also react chemically with the mol-
ecules of the host polymer leading to ‘plasticisation’ of the polymer. The result is a
decrease in the glass-transition temperature of the polymer accompanied by reductions
in strength and modulus of the polymer but increases in its ductility and fracture tough-
ness. The water molecules may also react chemically with the molecular bonds be-
tween the interfaces of two polymeric surfaces (e.g., formation of hydrogen bond by
the oxygen ion in water with the hydrogen ion in the polymeric interface) leading to
reduction in the interfacial bond strength. Hence, the absorption of moisture by the
polymeric members of microelectronic packaging can adversely reduce its mechani-
cal/structure integrity. Modern microelectronic packaging may be simplistically
visualised as being made up of layers of organic (polymers) and non-organic (silicon
and copper) materials that are bonded together. Volumetric expansion of polymers
upon absorption of moisture can lead to mismatched hygroscopic expansion between
layers of the constituent materials, not unlike the mismatched thermal expansion, lead-
ing to hygroscopic stresses in the microelectronic packaging. The risk to structural
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integrity is further aggregated by the reduction of interfacial bond strength due to the
water molecules.

The absorption of moisture by the polymeric members of electronic packaging can
also adversely reduce the electrical performance of the packaging. With a dielectric
constant (permittivity) that is more than 10 times that of a typical polymer, the
presence of water molecules in a polymer can significantly increase the dielectric
constant of the polymer, thus, decreasing the propagation speed of electrical signal
through the circuits. The characteristic impedance of the micro-strip waveguide
within the electrical circuits will also be altered by the change in the permittivity
of the dielectric, and the resulting mismatched impedance will increase the transmis-
sion loss of the electric signal.

The negative moisture effects on the constituent polymers of electronic packaging
may be accentuated by elevated temperature as is experienced by microelectronic
packaging during its processing and field application. For example, the reduction in
strength in the presence of both moisture and temperature is typically more pro-
nounced than the sum of the individual effect. Of particular interest is the phase trans-
formation of moisture by temperature. The retained moisture in the constituent
polymers could turn into pressurised vapour at elevated temperature, which in turn
could act in conjunction with the mismatched thermal and moisture expansions, and
aided by the reduction in chemical bond strength of the constituting materials and in-
terfaces, lead to premature failure of microelectronic packaging. The well-known
‘popcorn’ cracking of electronic packaging during reflow of solder is a result of
such potent combinations.

The less common, volumetric expansion could also happen at cryogenic tempera-
ture when the retained moisture is transformed into ice from liquid water. Repeated
cyclic loading at cryogenic temperature could drive crack formation. The negative ef-
fects of moisture to microelectronic packaging are categorically referred to as
moisture-induced damage in this book.

Figure 4.1 summarises the effects of moisture on a PBGA package e a quarter of
which is shown without the silicon chip. The PBGA package is assumed to have some
residue thermomechanical stresses prior to moisture sorption (top left). The absorp-
tion of moisture by the constituent polymeric materials alters the elastic modulus
and the glass transient temperature of the materials, leading to redistribution of the
residue thermomechanical stresses. The absorption of moisture by the constituent
polymers leads to hygroscopic swelling of these materials (top right). The differential
swelling between the moisture absorbants and non-absorbants, between polymers of
different swelling characteristics, and between different parts of a polymer, which
have different moisture content, result in mismatched deformation and hence stresses
within the PBGA package. The retained moisture in electronic packages will turn into
high-pressure vapour when heated. The magnitude of the vapour pressure depends on
the ambient temperature and on the specific volume of the vapour as defined by its
equation of state.

The characterisation of moisture propertiese sorption, diffusion and swellinge will
be discussed in various sections of this chapter. But first, the fundamentals of the thermo-
dynamics of water are introduced in Section 4.2 as a prelude to the following sections.
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4.2 Thermodynamics of water

4.2.1 The pev diagram

Under normal conditions, water exists in one of three states: solid, liquid and
vapour. The transition between two states is referred to as phase transformation.
Figure 4.2 shows the graph of pressure versus specific volume of water, v, under
isothermal conditions. The blue line defines the line of saturated liquid and the

 P = f (temperature, specific volume) 

Alter thermal–mechanical properties

E,  Tg = f (moisture) 

Thermo-mechanical stress  

Induce vapour pressure

Popcorn cracking

Moisture absorption

Induce hygroscopic swelling 

Moisture gradient  

Hygroscopic stress  

 Degrade adhesion; increase dielectric  
constant and optical index 

Others

Figure 4.1 An overview of moisture-induced damage in microelectronic packaging.
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red line the line of saturated vapour. The space to the left of the blue line defines the
state of unsaturated liquid water, while the space to the right of the red line defines
the state of supersaturated vapour. Between these two saturated lines lies the mixture
of saturated liquid water and saturated vapour, with the fractional weight of satu-
rated vapour increasing from the point of saturated liquid to saturated vapour.
The isothermal lines of 60, 180 and 274 �C are highlighted. The gradient, Dp/Dv,
gives the bulk modulus of water. The liquidevapour phase has nil bulk modulus,
but the vapour has a decreasing bulk modulus.

4.2.2 The equation of state of water vapour

The intrinsic properties of water are temperature, pressure, specific volume, specific
heat capacity, specific internal energy, specific enthalpy and specific entropy. The state
of water in the homogeneous phase (liquid or vapour but not mixture) is fully defined
by any two intrinsic properties. At liquid or vapour saturation, the state of water is fully
defined by a single property. The subscript g is generally used to define the saturation
vapour condition; for example, the saturated vapour pressure is written as pg(T).

4.2.2.1 Saturation vapour pressure

The saturation pressures, pg(T), are freely available in many Web-based calculators,
for example TLV (n.d.); and may be expressed rather well using the Arrhenius equa-
tion (Wong, 2003):

pg ¼ po exp

��Ev

RT

�
(4.1)

where R ¼ 8.314 J/K mol, po ¼ 18.87 GPa, Ev ¼ 36.98 kJ/mol for temperature
between 25 and 100 �C and po ¼ 30.05 GPa, Ev ¼ 38.83 kJ/mol for temperature
between 100 and 250 �C. This is illustrated in Figure 4.3.
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Figure 4.3 The saturation vapour pressure of water, pg(T).
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4.2.2.2 Supersaturated vapour

The supersaturated vapour at low pressure and high temperature may be approximated
as an ideal gas:

pvm ¼ RT

pv ¼ RgT
(4.2)

where vm is the volume per unit mole and Rg ¼ 461 J/K/kg is the gas constant of water
vapour. Better approximation is given by the van der Waals equation:�

Pþ a
v2m

�
ðvm � bÞ ¼ RT (4.3)

which includes the contribution of the intermolecular forces (the constant a) and
excludes the volume taken up by the gas molecules (the constant b). The constants, a
and b, for water vapour are 0.547 Pa m3 and 30.52 � 10�6 m3/mol, respectively. The
states of water vapour may be more conveniently observed using the Web-based
calculators such as ‘the steam table online’ (Steamtable, 2014).

4.2.3 The relative humidity

Atmospheric air is a mixture of air and water vapour, which exists in the supersaturated
state. Relative humidity (RH) describes the ‘degree of supersaturation’ of the water
vapour. It is defined as the partial pressure of the vapour in the airevapour mixture,
pv, to the saturation pressure of the vapour, pg, at the same temperature:

%RH ¼ pvðTÞ
pgðTÞ � 100% (4.4)

The RH is 100% at the saturation pressure; the lower the partial pressure, the higher
the degree of superheating; this is illustrated in Figure 4.2. As an approximate ideal
gas, the RH may also be written as

%RHz
rvðTÞ
rgðTÞ

� 100% ¼ CvðTÞ
CgðTÞ � 100% (4.5)

where r (kg/m3) is the density of water vapour and C (kg/m3) is the concentration of
water vapour in the air.

4.3 Sorption and its characterisation

Adsorption is the enrichment of the guest substance on the surface of the host sub-
stance, while absorption describes the solution of the guest substance into the body
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of the host substance through diffusion. The term sorption was introduced by McBain
(1909) to describe the processes of surface adsorption and bulk absorption. Adsorption
must precede absorption in all sorption processes.

4.3.1 Adsorption and isotherms

The driving force for adsorption is the reduction in the interfacial potential energy
between the fluid and the solid. These forces are of two main kinds e physical and
chemical e and they give rise to physisorption and chemisorption, respectively.
Chemisorption involves a chemical reaction between the adsorbate and the adsor-
bant leading to the formation of chemical bonds; the process is irreversible and
only a monolayer of molecules is bonded onto the adsorbant. Physisorption, by
contrast, is associated with intermolecular forces (van der Waal’s forces) between
the adsorbate and the adsorbant. See Table 4.1 for a comparison of physisorption
and chemisorption.

4.3.1.1 Adsorption isotherms

Modelling water vapour as an ideal gas and that it spreads as a monolayer on the
surface of the adsorbant (Stadie, 2013), then

paAa ¼ naRT (4.6)

where pa is the spreading pressure, Aa the surface area of the coverage, na the number
of moles of the water vapour within Aa. Assuming the spreading pressure to be pro-
portionate to the partial pressure of the water vapour, pv, then Eqn (4.6) may be
rearranged to give

na
Aa

¼ copv
RT

¼ kHpv (4.7)

Table 4.1 Comparisons between physisorption and chemisorption

Physisorption Chemisorption

Reversible Irreversible

Not very specific Highly specific

Force of attraction are van der Waal’s forces Forces of attraction are chemical bond
forces

Forms multimolecular layers Forms monomolecular layers

Occurs at low temperature and decreases
with increasing temperature

Occurs at high temperature

Does not require any activation energy Requires activation energy
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where kH is Henry’s constant, which is a function of the intermolecular forces between
adsorbate and adsorbant (Henry, 1803). The intermolecular forces are a function of
temperature and Henry’s constant decreases with temperature and can be expressed in
the form of the Arrhenius equation:

kH ¼ AHe
�EH=RT (4.8)

Equation (4.7) is generally referred to as Henry’s law, and in its original form it
indicates that: ‘at a constant temperature, the amount of a given gas that dissolves in
a given type and volume of liquid is directly proportional to the partial pressure of
that gas in equilibrium with that liquid’. It also implies a linear relationship
between the quantity of water vapour being adsorbed and the partial pressure of
the vapour in the surround, which is generally valid for systems with relatively
low concentration of water molecules. At high concentration of water molecules,
the Hillede Boer equation

q

1� q
e

q
1�q

�k2q ¼ kHpv (4.9)

is more satisfactory, where q ¼ na
nsite

is the fractional site on the surface of the adsorbant
that has been occupied.

A more general analysis based on rate equilibrium was proposed by Langmuir
(1918). The adsorption process is assumed to be kinetic: both adsorption and
desorption take place simultaneously and adsorption rate equals desorption rate
at equilibrium. The adsorption is assumed to be asymptotic; that is, the adsorption
rate is assumed to be proportional not only to the partial pressure but also the
residual site, (1 � q), while the desorption rate is assumed to be proportionate
to q. Thus,

dq
dt

����
adsorption

¼ kadspvð1� qÞ

dq
dt

����
desorption

¼ kdesq

(4.10)

At equilibrium,

kadspvð1� qÞ ¼ kdesq (4.11)

Rearranging Eqn (4.11) and designating the Langmuir constant kL as kL ¼ kads
kdes

gives
the Langmuir isotherm equation:

q ¼ kLpv
1þ kLpv

(4.12)
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The rates of adsorption and desorption are a function of temperature; kads and kdes
can be expressed in the form of the Arrhenius equation such that

kL ¼ Aabse�Eabs=RT

Adese�Edes=RT
¼ ALe

DE=RT (4.13)

where DE ¼ Edes � Eabs. For very low partial pressure of the vapour, Eqn (4.12) is
reduced to

qz kLpv (4.14)

and Henry’s law is recovered. For high pressures, Eqn (4.12) is reduced to q z 1,
implying the occupation of all possible sites by the adsorbate.

One of the basic assumptions of the Langmuir adsorption isotherm is that adsorp-
tion is monolayer in nature. Under the conditions of low pressure and high temper-
ature, gaseous molecules possess high thermal energy and high escape velocity; as a
result, fewer gaseous molecules would be available near the surface of the
adsorbant, promoting the formation of only a monolayer of adsorbate. Under the
condition of high pressure and low temperature, thermal energy of gaseous mole-
cules decreases and more and more gaseous molecules would be available per unit
surface area, encouraging the formation of multilayer adsorbate on adsorbant. The
BrunauereEmmetteTeller (BET) isotherm is an extension of the Langmuir theory
to multilayer formation of adsorbate on adsorbant and takes the form

q ¼ cpv=pg�
1� pv=pg

��
1� pv=pg þ cpv=pg

� (4.15)

where c is the BET constant given by

c ¼ e
DE1�DEL

RT (4.16)

where DE1 is the heat of adsorption for the first layer, and DEL for the second and the
higher layers. The BET isotherm is reduced to the Langmuir isotherm when pv/pg � 1
and c [ 1. For very low fractional pressure,

qz cpv=pg (4.17)

and the BET isotherm is again reduced to Henry’s isotherm. At very high fractional
pressure, as pv/pg / 1, then q/N, implying adsorption is not limited by the
available site on the surface of the adsorbant.

Figure 4.4 shows the six types of adsorption isotherm first presented by Brunauer
(1940), in which Type I is the Langmuir isotherm and Type II and Type III are the BET
isotherms.
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4.3.1.2 The pores

The absorbate must interact with the internal surfaces and the internal volume in the
adsorbant. These internal surfaces and volumes come in the form of pores as shown
in Figure 4.5 (Akshaya, 2014). These pores may be through, blind, or closed. Highly
specialised instruments are available that are capable of characterising the structure,
the total volume of through and blind pores, the total surface area of pores and the
fractional distribution of pore diameter in a solid absorbant (Akshaya, 2014). Among
these techniques, the vapour adsorption and vapour condensation are of special interest
to the adsorption and absorption of moisture in polymers. The former is capable of
characterising the total surface area of pores, both through and blind pores, within
an absorbant, while the latter is capable of characterising the total volume and the frac-
tional distribution of the pore size in an absorbant.

The size of the pores may be subdivided into three classes: micropores (less than
2 nm), mesopores (between 2 and 50 nm) and macropores (larger than 50 nm)
(IUPAC, 1972). The size of the pores together with the affinity of the gas to the solid
determines the shape of the adsorption isotherm. In general, increasing sorption in the
initial isotherm curve suggests strong vapouresolid affinity; for example Types I, II,
IV and VI isotherms. Saturation characteristics as seen in Type I isotherm suggest the
dominance of micropores. Increasing adsorption at high pressure as seen in Types II
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Figure 4.4 The adsorption isotherm (Brunauer, 1940).
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and III isotherms indicates dominance of macropores. The presence of hysteresis as
seen in Types IV and V shows capillary condensation that is usually associated
with mesopores or macropores. Table 4.2, characteristics of isotherms (IUPAC,
1972), summarises the characteristics of the first five isotherms.

4.3.2 Capillary condensation

It was observed that the volume of the gas that is adsorbed into a piece of charcoal was
a few times more than the volume of the charcoal. This could only be possible if the
adsorbed gas condensed into liquid in the micropores of the charcoal. To understand
this phenomenon, we shall visit the theory of capillary condensation first proposed by
Kelvin. Referring to Figure 4.6, capillary action leads to the formation of a meniscus in
a capillary tube of radius r at a height h above the water level; the condition of vertical
force-equilibrium gives

h ¼ 2g
rwgr

(4.18)

where g (Nm�1) is surface tension between air and water, rw water density and g
gravitational acceleration. However, the pressure differential due to a differential
height of water vapour is given by

dpv ¼ �rvgdh (4.19)

Assuming ideal gas for the water vapour, then

rv ¼ pv
RwT

(4.20)

Figure 4.5 Typical pores in
the adsorbant.
Porous Materials, Inc.
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Table 4.2 Characteristics of isotherms (IUPAC, 1972)

Isotherm
type Equation

Characteristics

Nature of
adsorption

Strength of
interaction

Molecular
layer Pore size

Capillary
condensation

I Langmuir Chemisorption or
physisorption

Strong Monolayer Micropores No

II BET, c [ 1 Physisorption Strong Monolayer
followed by
multilayer

Nonporous or a
wide range of
pore sizes

III BET, c � 1 Physisorption Weak Multilayer Nonporous or a
wide range of
pore sizes

IV Physisorption Strong Monolayer
followed by
multilayer

Mesopores Yes

V Physisorption Weak Mesopores Yes

M
oisture

properties
and

their
characterisations
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where Rw is the gas constant of water vapour. Substituting Eqn (4.20) into Eqn (4.19)
and performing integration gives

ln
pv
pg

¼ � gh

RwT
(4.21)

where pg is saturated vapour pressure at the water level. Equating Eqn (4.21) with
Eqn (4.18) gives the Kelvin’s equation:

ln
pv
pg

¼ � 2g
rwrRwT

¼ � 2gvm
rRT

(4.22)

where vm is the specific molar volume and R the universal gas constant; or

pv
pg

¼ e�
2gvm
rRT (4.23)

Kelvin’s equation suggests that in the presence of a manicure, which is promoted
by a small geometrical dimension of a pore, condensation will occur at a partial
pressure that is lower than the saturated pressure measured in the absence of a
manicure.

4.3.3 Absorption and saturated concentration

4.3.3.1 Characteristics

In most cases, the solute that is adsorbed onto the surface of the adsorbant would
migrate into the interior of the adsorbant e the phenomenon of absorption. The
term solubility is used to describe the solution of solute (usually gas or vapour)
into the absorbant (usually liquid or solid). The most common definition of solubi-
lity used in the microelectronic packaging industry is the saturated concentration
Csat, which is defined as the saturated mass of solute absorbed in a unit volume
of the absorbant under the condition of constant temperature and environmental
pressure; that is,

rγ

h

pv

pg

Figure 4.6 Capillary action.
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Csat ¼ msolute; saturated

Vabsorbant

�
kg=m3� (4.24)

The absorbed solute may exist in the form of vapour or condensed liquid. In view
of the significantly higher density of the condensed liquid over vapour, we shall
assume the mass, msolute, saturated to be made up of only condensed liquid and may
be expressed as

msolute; saturated ¼ rwVsitesq (4.25)

where rw is the density of condensed solute and Vsites is the total volume of the
available condensation sites within the bulk of an absorbant. Substituting Eqn (4.24)
into Eqn (4.25) gives

Csat ¼ rw fvq (4.26)

where fv is the volume fraction of the available condensed sites to the total volume of
the absorbant. The concentration of water in a polymeric microelectronic packaging
material is insignificantly low and can be assumed to obey Henry’s law. Substituting
Eqn (4.14) into Eqn (4.26) gives

Csat ¼ rw fvkLpv (4.27)

and substituting kL with kL ¼ ALe DE=RT yields

Csat ¼ rwpv fv ALe
DE=RT (4.28)

Expressing Eqn (4.28) in the form of Henry’s equation:

Csat ¼ kHpv (4.29)

suggests that

kH ¼ rw fv ALe
DE=RT (4.30)

It has been shown in Section 4.2.2 that the saturation pressure, pg(T), of water
vapour could be expressed in the form of the Arrhenius equation, Eqn (4.1), pg ¼
poe�Ev=RT ; where Ev ¼ 36.98 kJ/mol for temperature between 25 and 100 �C.
For many polymer matrix composites, as are most microelectronic packaging mate-
rials, it has been reported (ASTM-D5229M, 1998; CMH-17, 2011) that the saturated
concentration of water decreases very mildly with increasing temperature, which im-
plies that: 0 < DE � Ev � 10R.
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4.3.3.2 Characterisation

A number of test standards have been developed for measuring the saturated concen-
tration of water in polymers (ASTM-D570, 2010; BS-2782, 1983; ISO-62, 2008;
JESD22-A120A, 2008; JIS-K7209, 1984; SEMI-G66, 1996) or polymer matrix com-
posite materials (ASTM-D5229M, 1998). The experimental procedures typically
involve drying a specimen, estimating its volume, measuring its weight, putting
the specimen in a controlled temperatureehumidity environment and measuring
its weight at saturation. Csat of the material for the particular temperatureehumidity
is then calculated using Eqn (4.24), which is

Csat ¼ msat

Vabsorbant

�
kg=m3�: (4.31)

The specimen shall have adequate volume such that the absorbed mass of the water
can be measured accurately with the available instrument. To accelerate the water up-
take by the specimen, the specimen typically has a small transverse dimension. The
single largest source of error in such measurement is the condensation of water on
the surface of the specimen. It is therefore advisable to have a specimen that has a large
ratio of volume-to-surface area.

From Eqn (4.28), the pre-exponential constant AL, void fraction fv and differential
activation energy DE are characteristics of the soluteeabsorbant combination. These
three material constants can be extracted by characterising Csat of the absorbant at mul-
tiple temperature and humidity. This is illustrated using the experimental Csat of water
in the moulding compound reported by Galloway and Miles (1996) as shown in
Table 4.3, Csat of moulding compound (Galloway & Miles, 1996).

By regression analysis of the six readings of Csat obtained from experiments and
computed by Eqn (4.28), the three material constants of the moulding compound
are evaluated as: AL ¼ 3.65 � 10�5 mm2/N, DE ¼ 36 kJ/mol and fv ¼ 3.6 � 10�4;
that is, approximately 0.036% of the volume of the moulding compound are potential
sites for moisture condensation.

Table 4.3 Csat of moulding compound (Galloway &
Miles, 1996)

Temperature (�C) % (RH)

Csat (kg/m
3)

Exp

30 30 3.1

60 6.9

85 10.5

85 30 5.8

60 8.9

85 11.8
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4.4 Diffusivity and its characterisation

The term diffusivity is used in mass transportation, heat transportation and charge
transportation. Diffusivity, or diffusion coefficient, D, in mass transportation is the
proportional constant between the mass concentration (kg/m3) gradient and the flux
(kg/s m2) (Crank, 1956); that is

Jx ¼ �Dx
vC

vx
(4.32)

Diffusion is the macroscopic result of random thermal motion on a microscopic
scale. Therefore, it increases with temperature and is typically described using the
Arrhenius equation:

D ¼ Do exp

��Ed

RT

�
(4.33)

The pre-exponent constantDo and the activation energy Ed can be extracted by char-
acterising diffusivity at two or more temperatures. The diffusivity of water in an absor-
bant also depends on the structure and size of the pores, which, for polymers, undergoes
large transformation across the glass-transition temperature. The constantsDo andEd are
expected to be different for polymers before and after the glass-transition temperature.

4.4.1 Characterisation by absorption

A number of test standards have been developed for characterising the diffusivity of
water in polymers or polymer matrix composites. The experimental procedures typi-
cally involve drying a specimen, estimating its volume, measuring its weight, putting
the specimen in a controlled temperatureehumidity environment and measuring its
weight periodically until saturation. Many standards, particularly (ASTM-D5229M,
1998), provide details on the requirements of test equipment and measuring instru-
ment, as well as detailed description of the test procedures. Most test standards recom-
mend the use of planar specimen that promotes one-dimensional (1-D) diffusion in the
transverse direction. Assuming the bulk of the specimen to be completely dry (C ¼ 0)
at t ¼ 0, and the adsorption of the water molecules (C ¼ Csat) on the outer surface of
the specimen occurs instantaneous at t ¼ 0, the moisture uptake in a planar specimen
may be estimated using the simple 1-D moisture uptake equation (Crank, 1956):

Mt

Msat
¼ 1� 8

p2

XN
n¼ 0

1

ð2nþ 1Þ2 exp
�
�p2ð2nþ 1Þ2 Dzt

z2o

�
(4.34)

where Mt and Msat are the instantaneous and the saturated mass of moisture in
the specimen; Dz is the diffusivity of moisture in the transverse direction; and zo is
the specimen thickness.
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4.4.1.1 Extractions of D and Msat using numerical regression

The diffusivity, Dz, and the saturation moisture uptake, Msat, of the specimen
may be extracted simultaneously through regression by minimisingP
i

	
Mt;i

Msat

���
exp

� Mt;i

Msat

���
Eqn ð4:34Þ


2
: Equation (4.34) is an infinite series; for reason of effi-

cient regression iterations, it is essential that only the necessary number of terms is
used. The rate of convergence of the infinite series is a function of the normalised
time, Dzt=z2o. Also, the number of terms required may be estimated by examining
the ratio of the nth term to the first term:

Rn ¼ 1

ð2n2 þ 1Þ2
exp

�
�p2 Dzt

z2o

h
1þ �

2n2 þ 1
�2i�

(4.35)

The nth term is required to assure Rn � 1 � 10�6 has been evaluated and may be
described by a power law relation:

n � 0:4537

�
Dzt

z2o

��0:481

(4.36)

which suggests that more terms are required during the early phase of sorption.
It is a good practice in regression analysis to spread the data uniformly over the

range of interest. The rate of moisture uptake is given by

d
dt

Mt

Msat
¼ 8Dz

z2o

XN
n¼ 0

exp

�
�p2ð2nþ 1Þ2 Dzt

z2o

�

z
8Dz

z2o
exp

�
�p2Dzt

z2o

� (4.37)

Thus, the rate of moisture uptake decreases exponentially from 8Dz=z2o at t ¼ 0 and
tends toward 0 as Mt/Msat / 1. The exponential decay rate suggests that taking the
moisture uptake at a regular interval in an absorption experiment will give rise to a
set of data that is skewed heavily toward Msat, which is not ideal. The ideal measure-
ment intervals may be estimated as follows: setting n ¼ 0 in Eqn (4.34), the time for
fractional moisture uptake of x ¼ Mt/Msat is given approximately by

Dztx
z2o

z � 1
p2 ln

�
p2

8

�
1� Mt

Msat

��
(4.38)

Figure 4.7 shows the graph of Eqn (4.38). Also shown are the data (in red circles)
generated using Eqn (4.34) and a power point fit through the data. It appears that
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Eqn (4.38) predicts the sorption interval rather well for Mt/Msat > 0.35, but underpre-
dicts the sorption duration, even giving negative values, for smallerMt/Msat. The sorp-
tion duration for the range 0 � Mt/Msat � 0.5 can indeed be more accurately modelled
using the simple power law relation:

Dztx
z2o

z 0:1965

�
Mt

Msat

�2

(4.39)

By taking p-number of measurements, the interval between measurements is simply
1/p; and the time ti/p at which data number i is taken may be estimated:

Dzti=p
z2o

z

8>>>>><
>>>>>:

0:1965

�
i

p

�2

for i=p � 0:5

� 1

p2 ln

�
p2

8

�
1� i

p

��
for i=p � 0:35

; i ¼ 1; 2; 3.p

(4.40)

It is noted that at i ¼ p, Mt ¼ Msat and tp ¼ N. In practice, a time corresponding to
Mt that is marginally smaller than Msat shall be used in place of i ¼ p. Assuming
Mt ¼ 99% Msat, the corresponding time is given by

Dzt99%
z2o

z 0:45 (4.41)

The computation of ti/p does require a ballpark estimate of Dz, which does not differ
too much for most polymeric materials.
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Figure 4.7 Predicting the sorption interval.
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4.4.1.2 Extractions of D using graphical method

Regression techniques are typically not recommended in the test standards
for fear of being intimating. Instead, user-friendly equations are used in the
test standards for extracting Dz. Invariably these methods assume prior knowl-
edge of msat, which can be tricky. Three methods that do not require regression
are presented:

1. Referring to Eqn (4.38), by plotting ln

�
p2

8

	
1� Mt

Msat


�
versus t for Mt/Msat � 0.35, the

gradient, Gt, may be determined graphically, and the diffusivity Dz is estimated as

Dz z
�Gtz2o
p2 (4.42)

2. From Eqn (4.39), by plotting (Mt/Msat)
2 versus t for Mt/Msat � 0.5, the gradient, Gt, may be

determined graphically, and the diffusivity Dz is estimated as

Dz z 0:1965Gtz
2
o (4.43)

3. In view of the exponential nature of moisture uptake, the sorption duration, tx%, corre-
sponding to x% of moisture uptake is more reliably determined experimentally during
the initial stage. The normalised times Dzt=z2o, which correspond to 10%, 20%, 30%,
40% and 50% of moisture uptake have been estimated using Eqn (4.34) as 0.001963,
0.007854, 0.01767, 0.03142 and 0.04918. By estimating the actual time tx% corresponds
to the x-fractional moisture uptake, the diffusivity Dz,x% may then be estimated using the
following equations:

Dz;10% z 0:001963
z2o
t10%

Dz;20% z 0:007854
z2o
t20%

Dz;30% z 0:01767
z2o
t30%

Dz;40% z 0:03142
z2o
t40%

Dz;50% z 0:04918
z2o
t50%

(4.44)

Thus, the diffusivity Dz may now be estimated as the average of the five Dz,x.
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As an illustration, Table 4.4 gives the actual readings obtained for a laminated mi-
croelectronic packaging material of dimensions 50 � 50 � 0.4 mm3 in an absorption
experiment.

Applying the regression technique that minimises
P
i

�
Mt;i

Msat

���
exp

� Mt;i

Msat

���
Eqn ð4:34Þ

�2

;

Msat and Dz have been evaluated as 46.6 mg and 5.80 � 10�4 mm2/h, respectively.
By contrast, assuming Msat to be 45.3 mg, Eqns (4.42) and (4.43) yield Dz as
6.27 � 10�4 mm2/h and 5.91 � 10�4 mm2/h, respectively. By underestimating the
true magnitude of Msat, both Eqns (4.42) and (4.43) have overestimated the magni-
tude of Dz. Between these two equations, Eqn (4.43) that uses the data range
0 � Mt/Msat � 0.4 gives a better estimate.

4.4.1.3 Sources of experimental errors

Measuring moisture diffusivity of water in plastics using the absorption method
described above is prone to a host of errors:

1. In view of the minute mass of the absorbed moisture, especially during the initial uptake of
moisture, it is essential that the weighting instrument has adequate resolution. If multiple
specimens are used to improve the quality of measurement, it is essential that the specimens
are made of identical shape and dimensions; and the moisture uptake in individual specimen
is used in Eqn (4.34).

2. Condensation of water on the surface of the specimen can contribute to ‘false mass’ causing
significant measurement error, especially during the initial moisture uptake. A number of test
standards have given methods to remove the condensation prior to measurements. An
obvious approach in minimising the contribution of condensation is to use specimens with
large volume-to-surface area; however, this has to be balanced against the prolonged test
duration.

3. The boundary condition around the test specimen is typically different from that of the test
environment when the test specimen is taken out of the test chamber for measurement. This
difference in the boundary condition introduces a disturbance to the distribution of water
within the test specimen, resulting in irreversible changes. This disturbance must be kept
as small as possible by minimising the duration of the specimen outside the test chamber
or by minimising the difference in the environment between the test chamber and the holding
chamber.

4. Probably the single largest source of error to the absorption experiment is the disturbance to
the test environment when loading and unloading the test specimen (or other test specimens
that are sharing the test chamber) during the duration of the measurements. Depending on the
dimensions of the test specimen and the moisture diffusivity of the material, test interval as
short as half an hour is not uncommon at the initial stage of the absorption experiment. By
contrast, depending on the size of the test chamber and the power of the test equipment, it is
common to take up to half an hour for the humidity in the test chamber to equilibrate back
to the test condition. This has serious implication on the accuracy of the measurement during
the initial stage of the absorption. More worrying is that this error will be propagated to the
later stage of the absorption.
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4.4.1.4 Advanced instruments

Eliminating the disturbance mentioned above is not only desirable but essential in
some cases. In practice, it is impossible to prepare specimens to have adequate thick-
nesses; examples of such test specimens include flexible substrate used in advanced
microelectronic packaging, polyimide and benzocyclobutene (BCB) preservation on
the wafer, and the polymeric dielectrics between the metallisation layers in the wafer.
Specialised instruments with integrated temperatureehumidity and microbalance
capabilities (DVS, 2014; IGASorp, 2014; VSA, 2014) are available and capable of
characterising these sophisticated specimens. These are generally referred to as ‘dy-
namic vapour sorption analysers’. A schematic of the IGASorp instrument is presented
in Figure 4.8. This has been demonstrated on a low-dielectric material, which has been
specially prepared into a planar specimen with a thickness of 10 mm. Figure 4.9 shows
the moisture uptake in the low-dielectric film at a constant temperature of 60 �C and
with humidity stepping from 10% to 90% RH. The saturated concentration (Csat) cor-
responding to %RH has been evaluated. It is noted that Csat increases linearly with
%RH up to 60% RH before rising at increasing rate. This appears to match the
Type III isotherm and the rapid increase in Csat at above 60% RH is postulated to
be due to capillary condensation.

Table 4.4 Experimental moisture
uptake of a planar specimen

Time, h Mt, mg

0 0

0.75 8.15

1.75 10.35

2.75 11.45

4.25 13.85

5.75 15.6

7.75 17.85

23.75 29.95

28.25 32.1

32.9 34.35

47.75 39.45

55.75 40.9

79.75 45.3
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Note the asymptotic rise of the absorbed moisture after each step-jump in %RH.
Assuming moisture saturation at the end of each %RH, the asymptotic rise can be
described by the equation:

DMt

DMsat
¼ 1� 8

p2

XN
n¼ 0

1

ð2nþ 1Þ2 exp
�
�p2ð2nþ 1Þ2 DzDt

z2o

�
(4.45)
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Figure 4.8 A schematic of IGASorp dynamic vapour sorption analyser.
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Figure 4.9 Water absorption isotherm of a low-k polymeric material of 10 mm in thickness.
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where Dt is the time lapse from the step-jump of respective %RH; DMt; and DMsat are
the instantaneous and saturated differential moisture uptake with respect to Dt ¼ 0.
Using Eqn (4.45), the diffusivity at the respective %RH has been evaluated and these
values are shown in Figure 4.10. It is noted that the diffusivity stays pretty much
constant up to 60% RH, before decreasing monotonically with increasing %RH. The
fact that the reduction in the diffusivity coincides with the rapid rise in Csat lends
support to the postulation of condensation, which reduces the mean-free path of the
water molecules.

4.4.2 Characterisation by desorption

Assuming absorption of moisture in the microelectronic packaging materials to be
physisorption in nature, the moisture that has been introduced into a specimen
can be removed from the specimen in a perfectly reverse order. That is, if it takes
time t20% to introduce moisture into a specimen from 0% to 20% of saturation in
mass, then it takes the same time to remove moisture from a specimen from
100% to 80% of saturation in mass. For a planar specimen that has a uniform dis-
tribution of moisture concentration in the bulk volume and nil moisture concentra-
tion along the boundary at t ¼ 0, desorption of moisture from the specimen may be
described by

Mt

Mini
¼ 8

p2

XN
n¼ 0

1

ð2nþ 1Þ2 exp
�
�p2ð2nþ 1Þ2 Dzt

z2o

�
(4.46)
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Figure 4.10 Csat and Dz of the low-dielectric polymeric material.
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where Mt and Mini are the instantaneous and initial mass of moisture in the planar
specimen or

Mt;loss

MN;loss
¼ 1� 8

p2

XN
n¼ 0

1

ð2nþ 1Þ2 exp
�
�p2ð2nþ 1Þ2 Dzt

z2o

�
(4.47)

where Mt,loss and MN,loss are the instantaneous and eventual loss of moisture in the
planar specimen.

Thus, the extraction techniques using numerical regression and graphical methods
applied to ‘absorption’ are equally applicable for ‘desorption’.

4.4.2.1 Advantages of characterisation by desorption

The use of desorption for characterising diffusivity offers the following advantages:

1. Compared to maintaining a specific temperatureehumidity condition, which is required for
absorption testing, it is relatively easy to achieve a temperature-nil humidity environment for
desorption testing. Thermogravimetric analysis (TGA) that integrates a microbalance with
a temperature-nil humidity environment is readily available in most microelectronic
organisations.

2. Opposite to absorption, desorption tests can be conducted over a broad temperature range that
will allow the characterisation of the Arrhenius constants across the glass-transition temper-
ature. Indeed, desorption is probably the only feasible experimental technique for character-
ising diffusivity at elevated temperatures, for example, 95 �C.

4.4.2.2 Challenges of characterisation by desorption

Performing a desorption experiment at elevated temperature has some unique
challenges:

1. Evaporation of solvents in the test specimen is promoted at elevated temperature. The mass of
the evaporated solvents could contribute significantly to the total desorbed mass recorded by
TGA. Figure 4.11 displays the TGA desorption characteristics of a typical die-attach material
at temperatures 120, 170 and 220 �C. The vertical axis shows the fractional loss of moisture
Mt,loss/MN,loss,120 �C where MN,loss,120 �C is the eventual loss of moisture measured by TGA
for the specimen tested at 120 �C. Notice that the eventual loss of moisture recorded by TGA
increases significantly with increasing temperature, showing the substantial contribution due
to the out-gassing of solvents. In view of the relatively low rate of out-gassing compared to
moisture diffusion, the presence of the pseudomass can lead to underestimation of moisture
diffusivity.

2. Using TGA, temperature in the test chamber has to be ramped up from ambient to the test
temperature at a finite rate. It is noted that the 1D-moisture-loss equation, Eqn (4.46), is
strictly valid for a planar specimen that is uniformly saturated at t ¼ 0. It is, hence, essential
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to minimise the loss of moisture during the temperature ramp up. An aggressive temperature
ramp-up rate, while reducing the total ramp-up time, will be followed by a relatively long
stabilisation duration during which the temperature in the test chamber fluctuates wildly,
rendering the 1-D moisture-loss equation inapplicable. Conversely, a conservative tempera-
ture ramp-up rate will lead to excessive loss of moisture during the ramp up. Figure 4.12
shows the desorption characteristics of the specimen whose moisture diffusivity at 210 �C
has been measured. Because of the constraint of the instrument, the specimen experiences
a temperature ramp up from 30 to 210 �C in the normalised time of 0:1Dzt=z2o; then followed
by isothermal desorption at 210 �C. Different from the standard moisture-loss characteristic
as described by Eqn (4.47), the moisture-loss characteristics exhibit positive curvature during
the initial stage of the moisture loss attributable to the increasing moisture diffusivity
with increasing temperature. Up to 47% of moisture in the specimen has been lost before
the test temperature of 210 �C is reached. Forced curve fitting the experimental data
with the isothermal desorption equation Eqn (4.47) only leads to a grossly underestimated
moisture diffusivity.
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Figure 4.11 Desorption of a die-attach material using a thermogravimetric analysis (TGA).
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Figure 4.12 Non-isothermal desorption in thermogravimetric analysis (TGA).
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4.4.2.3 The time-shift technique

Absorption or desorption is a path-independent process. That is, there is a unique
concentration profile, C(x,t), for every M(t), independent of the history of moisture
diffusion. This allows us to discard the data obtained during the ramp up. Using
the data of Figure 4.12 as an example, we shall attempt to extract moisture diffusivity
using the Mt data for t � 0.1 when desorption occurs isothermally at 210 �C. The
initial diffusion at a lower diffusivity for 0 � t � 0.1 has effectively time-shifted
the Mt data for t � 0.1 to the right. By describing the experimental data using the
desorption equation, we have

Mt;loss

MN;loss
¼ 1� 8

p2

XN
n¼ 0

1

ð2nþ 1Þ2 exp
�
�p2ð2nþ 1Þ2 Dz

�
texp � Dtshift

�
z2o

�

(4.48)

where texp is the experimental time, and Dtshift is time-shift, Dz, Msat and
Dtshift can be extracted simultaneously using the regression techniqueP
i

�
Mt;loss;i

MN;loss

���
exp

� Mt;loss;i

MN;loss

���
Eqn ð4:48Þ

�2

: Figure 4.13 shows fitting of the experimental

data for texp � 0.1 using Eqn (4.48).

4.4.2.4 The titration technique

The challenges of solvent evaporation and temperature ramp up may be mitigated us-
ing the titration technique (Shi, 2002). The titrator meters a precision quantity of chem-
ical that corresponds to the amount of moisture desorbed. Being sensitive only to
moisture and able to preheat the chamber to the required temperature, the titration tech-
nique does suffer from the challenges experienced by using TGA. Figure 4.14 depicts
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Figure 4.13 Extraction of Dz using the time-shift method.
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the Arrhenius plot of diffusivity for a typical moulding compound (Tg at 140 �C). The
horizontal axis is expressed as 1/kBT, where kB is Boltzmann’s constant. The diffusiv-
ities from 30 to 85 �C are obtained by absorption, while those from 140 to 220 �C are
by desorption using TGA and the titrator, individually. The dimensions of the spec-
imen used in absorption, TGA, and titration tests are B50 � 1 mm, 4 � 4 � 3 mm
and 10 � 10 � 1 mm, respectively. It is noted that (1) TGA technique tends to report
much lower moisture diffusivity than the titration technique; and (2) the Arrhenius
relationship projected from the TGA and the titration techniques at temperatures above
the glass-transition temperature of the material deviate positively from that obtained
using absorption method at the lower temperatures.

4.4.3 Non-asymptotic sorption

Equation (4.34) suggests an asymptotic saturation behaviour e that is, it will take
infinite time for the moisture level in the specimen to reach saturation. ASTM standard
D5229 differentiates absolute from effective moisture equilibrium (saturation) for
practical reasons. While absolute moisture saturation requires no measurable uptake
in moisture, effective moisture saturation allows a specified small moisture uptake
over a specified time span. The standard applies to effective moisture saturation.
The use of the effective saturation level is even more crucial in the presence of chem-
isorption. Figure 4.15 shows the moisture sorption characteristics of a typical silica-
filled epoxy moulding compound (1 mm in thickness) at two temperatureehumidity
conditions. The asymptotic characteristics, suggested by Eqn (4.34), have disappeared
and the sorption of moisture continues unabated.

The moisture uptake of the moulding compound at 85 �C/85% RH shown in
Figure 4.15 is replotted in Figure 4.16. Using the regression technique,P
i

�
Mt;i

Msat

���
exp

� Mt;i

Msat

���
Eqn ð4:40Þ

�2

; at sorption times of 100, 200, 400 and 750 h, respec-

tively, Csat and Dz at these four sorption durations have been obtained, which shows
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Figure 4.14 Comparisons of Dz characterised using absorption and desorption.
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that Csat is increased by 25% with increasing sorption duration, but there is a rapid
decline of Dz (by more than 50%) with increasing sorption time.

4.4.3.1 The nonlinear sorption method

The chemisorption of moisture may be incorporated into the moisture uptake equation.
Assuming the rate of chemisorption follows a power law relation, then this may be
added to the moisture uptake equation:

Mt ¼ Msat

(
1� 8

p2

XN
n¼ 0

1

ð2nþ 1Þ2 exp
�
�p2ð2nþ 1Þ2 Dzt

z2o

�)
þ atb (4.49)
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Figure 4.15 Non-asymptotic saturation characteristic of a typical moulding compound.
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Byperforming the regression
P
i

�
Mt;i

Msat

���
exp

� Mt;i

Msat

���
Eqn ð4:49Þ

�2

at the sorption durations

of 30, 55, 104, 200, 392 and 750 h, respectively, the values of Csat, Dz, a and b at these
six sorption durations have been tabulated in Table 4.5.Unfortunately, it is noted that the
values of the extracted Dz again depend strongly on the duration of the experiment.

Instead of performing regressions at the six test duration individually, a
regression was performed for the six sorption durations collectively; that is,

P6
sorption
duration¼1

�P
i

�
Mt;i

Msat

���
exp

� Mt;i

Msat

���
Eqn ð4:49Þ

�2�
; the Csat, Dz, a and b have been

evaluated as Csat ¼ 2.4 kg/m3, Dz ¼ 23 � 10�9 cm2/s, a ¼ 2.44 mg/hb and b ¼ 0.43.
This is shown in Figure 4.17. Unfortunately, even this method is not immune to
the sorption durations, though at less extent than the previous methods.

Table 4.5 Extracted Csat andDz for moulding compound at
85 �C/85% RH

tduration (h) Csat (kg/m
3) Dz (310L13 m2/s) a (mg/h) b

30 1.8 50 1.3 0.79

55 2.0 41 1.1 0.75

104 2.3 33 0.9 0.69

200 2.4 29 1.1 0.61

392 2.4 25 1.9 0.48

750 2.4 20 3.5 0.37
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Figure 4.17 Moisture uptake due to physisorption and chemisorption.
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4.4.3.2 The 99% saturation method

The rate of chemisorption is typically an order lower than that of physisorption, thus
reducing the duration of sorption shall reduce the error caused by chemisorption. A
duration of 99% saturation is proposed (Wong, 2003). The duration required for
99% saturation of a planar specimen, assuming only physisorption, has been estimated
from Eqn (4.34) as

t99% z
0:45z2o
Dz

(4.50)

The determination of the 99% saturation duration using Eqn (4.50) requires extract-
ing multiple diffusivities Dextracted at a few initial ‘guessed’ durations tguess. The partic-
ular pair of (tguess, Dguess) that satisfies Eqn (4.50) corresponds to (t99%, Dz).

The Csat, guess and Dguess for the same moulding compound at seven guess durations
are tabulated in Table 4.6, which shows clearly the increasing Csat, guess and decreasing
Dguess with increasing duration of tguess. Also shown in the same table is the 99% satu-
ration duration (t99%). It is noted that t99% of 57 h is near the tguess duration of 55 h;
hence, it is suggested that the saturated concentration and diffusivity of the moulding
compound at 85 �C/85% RH are Csat ¼ 3.1 kg/m3 and Dz ¼ 22 � 10�9 cm2/s, respec-
tively. It is noted that the so-extracted diffusivity is remarkably close to that using the
nonlinear sorption method.

4.4.4 Corrections for specimen aspect ratio

The assumption of 1-D diffusion is strictly valid for a specimen of large planar-
to-thickness aspect ratio when moisture uptake due to in-plane diffusion can be
ignored. In practice, the aspect ratio of the specimen is frequently dictated by the fabri-
cation process, by the cost of preparing the specimen, and at times simply by conve-
nience. Thus, a specimen of large planar-to-thickness ratio is not always feasible.

Table 4.6 t99% approximation for moulding compound at 85 �C and
85% RH

tguess (h) Csat, guess (kg/m
3) Dguess (310L13 m2/s) t99% [ 0:45 z2o=DguessðhÞ

24 2.6 34 37

30 2.8 28 44

55 3.1 22 57

104 3.2 18 68

200 3.5 14 87

392 3.8 11 118

750 4.0 8.6 144
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Equation (4.34) can be extended to 2-D diffusion through superposition. Assuming
diffusion occurs only in the y- and the z-directions of a specimen, then the commuta-
tion of moisture uptake is given by

Mt

Msat
¼ 1�

�
8
p2

�2 XN
m¼ 0

XN
n¼ 0

1
M$N

exp

�
�p2t

�
DyM

y2o
þ DxN

z2o

��
(4.51)

where yo and zo are the dimensions of the test specimen in the y- and the z-directions,
respectively, and M ¼ (2m þ 1)2, N ¼ (2n þ 1)2. An example of such a specimen is a
rod of rectangular cross-section. Equation (4.51) can be further extended to 3-D
diffusion through superposition. When diffusion occurs in the x-, y- and z-directions
of a specimen, then the commutation of moisture uptake is given by

Mt

Msat
¼ 1�

�
8
p2

�3XN
l¼ 0

XN
m¼ 0

XN
n¼ 0

1
L$M$N

exp

�
�p2t

�
DxL

x2o
þ DyM

y2o
þ DzN

z2o

��

(4.52)

where xo, yo and zo are the dimensions of the test specimen in the x-, y- and z-directions,
respectively, and L ¼ (2l þ 1)2, M ¼ (2m þ 1)2, N ¼ (2n þ 1)2. Eqn (4.52) is appli-
cable to cuboid specimen.

Mathematically, diffusion in a test specimen occurs in all three directions. The rec-
ommended aspect ratio in the standards ranges from 20 (JESD22-A120A, 2008), to 50
(SEMI-G66, 1996) and to 100 (ASTM-D5229M, 1998). What should be the aspect
ratio that will allow one to use the 1-D diffusion equation Eqn (4.34)? This question
is best answered by comparing the apparent diffusivity, Dz,1D, extracted using the 1-D
equation, Eqn (4.34) and the true diffusivity, Dz, extracted using the 3-D equation,
Eqn (4.52). Figure 4.18 shows the plot of the ratio Dz,1D/Dz as a function of the
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Figure 4.18 Dz,1D/Dz versus xo/zo of test specimens that have identical planar dimensions
(xo ¼ yo).
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aspect ratio, xo/zo, for a specimen of equal planar dimensions; that is xo ¼ yo. In view of
the contribution of moisture inflow from the in-plane directions, it is no surprise that
the apparent diffusivity Dz,1D has consistently overestimated the true diffusivity Dz.
The ratio Dz,1D/Dz, which represents the magnitude of overestimation, decreases
rapidly with increasing aspect ratio xo/zo and approaches the asymptotic value of
1 with increasing xo/zo. The errors for the aspect ratio of 20, 50 and 100 are 9.5%,
3.8% and 1.9%, respectively.

4.4.4.1 Correction factor for xo ¼ yo

Armed with the graph of Figure 4.18, one could now apply a correction factor to the
extracted apparent diffusivity to restore the true diffusivity; that is,

Dz ¼ CfDz;1D (4.53)

The following expression for the correction factor has been proposed (Wong,
2003):

Cf ¼ 1	
1þ zo

xo


2 (4.54)

Figure 4.19 compares the difference between the true correction factor,

Ct ¼ DzjEqn ð4:52Þ
Dz;1DjEqn ð4:34Þ

; which is obtained from the ratio of Eqn (4.52) to Eqn (4.34), and

the correction factor estimated using Eqn (4.54). The vertical axis in the figure,
(Cf � Ct)/Ct, represents the percentage deviation of the estimated correction factor
Cf from the true correction factor Ct. It is noted that Eqn (4.54) is capable of estimating
the correction factor to within the accuracy of 3% for aspect ratio xo/zo � 3. In other
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Figure 4.19 Validating Eqn (4.54) (yo ¼ xo).
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words, one could indeed use a planar specimen with an aspect ratio as low as three and
achieve an accuracy of within 3% after applying a correction using Eqn (4.54). It is
worth mentioning that the ASTM standard D5229M (ASTM-D5229M, 1998) has
given the correction factor as Cf jASME D5229 ¼ 1	

1þ2zo
xo


2 ; which will indeed result

in an overcorrected diffusivity.

4.4.4.2 Correction factor for xo s yo

The above analysis assumes a planar specimen of equal planar dimensions; that is
xo ¼ yo. Figure 4.20 shows the graph of the ratio Dz,1D/Dz as a function of the planar
aspect ratio, yo/xo, for specimens with aspect ratio xo/zo ¼ 10. The ratio xo/zo ¼ 10
was chosen as this corresponds to a significant deviation of 1% between the computed
correction factor Cf, using Eqn (4.54), and the true correction factor Ct. It is noted that
the ratio Dz,1D/Dz, which represents the magnitude of overestimation, decreases with
increasing yo/xo, attributable to reducing inflow from the y-direction. The magnitude
of overestimation plateaus at 1.1% as yo /N. The overestimation is attributed to the
small x-direction inflow of moisture due to the relatively small aspect ratio of xo ¼ 10zo.

Equation (4.54) can be extended to estimate the correction factor for specimen with
nonequal planar dimensions:

Cf ¼ 1�
1þ zo

2

	
1
xo
þ 1

yo


�2 (4.55)

Figure 4.21 compares the difference between the true correction factor Ct and the
estimated correction factor Cf given in Eqn (4.55), which shows that Eqn (4.55) is
capable of estimating the true correction factor within 1% of margin for a wide
range of yo/xo.
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Figure 4.20 Dz,1D/Dz versus yo/xo of test specimens (xo ¼ 10zo).
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4.4.5 Characterising orthotropic diffusivity

4.4.5.1 The restrictive diffusion technique

The glass-reinforced layers of the core of the organic laminates give rise to
transversely orthotropic properties, including diffusivity. The transverse and the in-
plane diffusivities may be characterised using two separate experiments: the trans-
verse diffusivity Dz may be characterised using a specimen with large xo to zo aspect
ratio that promotes 1-D diffusion in the z-direction, while the in-plane diffusivity may
be characterised using a specimen that restrict transverse flow. This is illustrated
using a BT organic core laminate as the test vehicle, whose transverse diffusivity
Dz was characterised using a standard membrane specimen of 50 � 50 � 0.4 mm3.
In order to facilitate characterisation of in-plane diffusivity, the laminate was applied
with copper cladding on both its plane surfaces to restrict moisture diffusion only
along the in-plane direction. In order to accelerate the rate of moisture uptake, the
copper-cladded laminate was cut into multiple parallelepiped specimens of
3 � 3 � 0.4 mm3. The moisture uptake of the two test specimens at 30 �C/60%
RH is depicted in Figure 4.22.

The transverse diffusivity of the planar specimen was extracted using the 1-D
equation, Eqn (4.34), which gives Dz ¼ 1.5 � 10�13 m2/s; while the in-plane diffu-
sivity of the Cu-cladded specimen was characterised using the 2-D equation,
Eqn (4.51), which gives Dx ¼ Dy ¼ 7.7 � 10�13 m2/s. The BT laminate therefore
has a diffusivity ratio of Dx/Dz ¼ 5.1. The diffusivity ratio will most likely be depen-
dent on the volume fraction and the ply structure of the glass fibre.

4.4.5.2 The aspect ratio technique

The transversely orthotropic diffusivity of materials may be more conveniently
characterised using the equation of ‘correction factor for the aspect ratio’, as shall
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Figure 4.21 Validating Eqn (4.55) (xo ¼ 10zo).
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be elaborated: Figure 4.23 shows the plot of the ratio Dz,1D/Dz as a function of the
aspect ratio, xo/zo, for a specimen with equal planar dimensions (yo ¼ xo) and with
transversely orthotropic diffusivity Dx ¼ Dy ¼ 5Dz. The graph is similar to that of
isotropic diffusivity as shown in Figure 4.18, but with significant higher magnitude
of Dz,1D/Dz, which represents the magnitude of overestimation, because of the higher
inflow of moisture along the planar direction. Figure 4.24 shows the plot of the ratio
Dz,1D/Dz as a function of the diffusivity ratio, Dx/Dz (assuming Dy ¼ Dx), for a spec-
imen with aspect ratio xo ¼ yo ¼ 10zo. It is noted that the ratio Dz,1D/Dz increases with
increasing diffusivity ratio Dx/Dz, attributable to the increased inflow of moisture
along the in-plane direction. Combining the data of Figures 4.23 and 4.24 and plotting
Dz,1D/Dz against Xo/Zo, wherein Xo ¼ xo=

ffiffiffiffiffiffi
Dx

p
and Zo ¼ zo=

ffiffiffiffiffiffi
Dz

p
; the data are

merged into a single coherent set as shown in Figure 4.25, which resembles that of
Figure 4.18. The ratio Xo/Zo is the effective aspect ratio for orthotropic diffusion.
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Figure 4.23 Dz,1D/Dz versus xo/zo of test specimens (Dx ¼ Dy ¼ 5Dz, xo ¼ yo).
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The correction factor for material with orthotropic diffusivity is therefore:

Cf ¼ 1�
1þ zo

xo

ffiffiffiffi
Dx
Dz

q �2 (4.56)

and the correction factor for a specimen with nonequal planar dimensions and
orthotropic diffusivity is

Cf ¼ 1"
1þ zo

2
ffiffiffiffi
Dz

p
� ffiffiffiffi

Dx

p
xo

þ
ffiffiffiffi
Dy

p
yo

�#2 (4.57)
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Figure 4.24 Dz,1D/Dz versus Dx/Dz of test specimens (xo ¼ yo ¼ 10zo).
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The true z-direction diffusivity of a specimen with orthotropic diffusivity is given
by Eqn (4.53) as

Dz ¼ CfDz;1D (4.53)

where

Cf ¼ 1�
1þ zo

xo

ffiffiffiffi
Dx
Dz

q �2 (4.56)

This relation may be used to evaluate the orthotropic moisture diffusivities of
a material by extracting the apparent z-diffusivity of the material using specimens
of different dimensions. Figure 4.26 shows the moisture uptake of two specimens of
an FR-4 core material under the condition 85 �C/85% RH. The two specimens have
dimensions 100 � 100 � 1 mm3 and 30 � 30 � 1 mm3, respectively. Using Eqn
(4.34), the apparent diffusivity (Dz,1D) of the 30 � 30 � 1 mm and 100 �
100 � 1 mm3 test specimens have been evaluated to be 4.00 � 10�12 m2/s and
3.62 � 10�12 m2/s, respectively.

Being made of the same material, the two specimens exhibit identical true z-diffu-
sivity (Dz); that is,

Dz ¼ �
Cf $Dz;1D

�
xo
zo
¼30 ¼ �

Cf $Dz;1D
�
xo
zo
¼100 (4.58)

or

4:00�
1þ 1

30

ffiffiffiffi
Dx
Dz

q �2 ¼ 3:62�
1þ 1

100

ffiffiffiffi
Dx
Dz

q �2 (4.59)
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Solving Eqn (4.59) gives Dx/Dz ¼ 5, which upon substituting into Eqn (4.58)
gives Dz ¼ 3.5 � 10�12 m2/s. The in-plane diffusivity is given by Dx ¼
5Dz ¼ 1.7 � 10�11 m2/s.

The factor xo
zo

ffiffiffiffi
Dz

Dx

q
dictates the relative contribution of the inflow of moisture

along the in-plane direction. The repeatability and accuracy of the experiment

can be improved by using specimens of diverse xo
zo

ffiffiffiffi
Dz

Dx

q
. Ideally, one of the spec-

imens shall have a factor of 50 that allows negligible in-plane inflow of water
(referring to Figure 4.18, this leads to a mere 3.8% increase in the apparent diffu-
sivity); and one of the specimens shall have a factor of four that allows significant
in-plane inflow of water (referring to Figure 4.18, this leads to 57% increase

in the apparent diffusivity). Given Dx/Dz ¼ 5, the factor xo
zo

ffiffiffiffi
Dz

Dx

q
for the

100 � 100 � 1 and the 30 � 30 � 1 specimens evaluates to 45 and 13, respec-
tively. It would be ideal to repeat the test using a specimen with planar dimen-
sions smaller than 30 � 30 mm.

4.5 Hygroscopic swelling and its characterisation

4.5.1 Introduction

Polymers swell upon absorbing moisture, which could be attributed to a reduction in
the intermolecular forces between the molecules of the host polymer e a phenome-
non known as plasticising e and an increase in the intermolecular forces between the
molecules of the absorbed water and that of the host. The differential thermal expan-
sion of components within a microelectronic assembly leads to thermal stress, which
has been responsible for the bulk of the failure of microelectronic assemblies. Simi-
larly, differential swelling occurs between the polymeric and the non-polymeric
materials as well as between the different polymeric materials constituting the micro-
electronic packaging. This differential swelling induces hygroscopic stress, which
acts on top of the thermal stress to cause cracking.

The studies of hygroscopic swelling by the first author were triggered by the
experimental observations of colleagues in the Institute of Microelectronics,
Singapore in 1989. A distinct difference in the life of a flip-chip PBGA packaging
was observed for three under bump metallisation (UBM) with and without under-
filling material when subjected to autoclave conditioning (131 �C/100% RH)
(Teo, 2000). These are tabulated in Table 4.7. The failure mode was predomi-
nantly cracking of solder joints at the UBM with clear evidence of ‘opening’
with little evidence of ‘shearing’ as shown in Figure 4.27. Thermal stress was
the only known mechanism then. However, the underfilling materials were cured
at a temperature that would have induced compressive stress on the solder joint.
Hygroscopic swelling of the underfilling material was postulated. The verification
of the postulation requires the evaluation of the hygroscopic strain of the under-
filling material.

Moisture properties and their characterisations 161



4.5.2 Characterising hygroscopic swelling property

Polymers expand with increasing temperature attributed to an increase in internal
energy. The coefficient of thermal expansion is traditionally measured used thermo-
mechanical analysis (TMA), which measures a change of a dimension of a sample
while it is subjected to a temperature regime and in a controlled atmosphere. A typical
TMA instrument has submicrometer resolution and excellent temperature and envi-
ronment control with nitrogen that keeps the environment dry. Polymers decompose
at elevated temperature; this could be measured with TGA in which the mass of a sub-
stance is monitored as a function of temperature or time as the sample specimen is
subjected to a controlled temperature program in a controlled atmosphere. A typical
TGA instrument has microgram resolution and excellent temperature and environ-
ment control.

The hygroscopic swelling characteristic of polymers can be measured by
combining the measurements from TMA and TGA. By taking measurements of the
loss of moisture mass of a specimen and also the reduction in the dimension of an iden-
tical specimen, the change in dimension of the specimen can be related to the change in
the mass of moisture. The exact procedures involved (Wong, 2002) are:

• saturate two specimens of identical material, shape and dimension with moisture to identical
concentration;

• desorb moisture from the specimens with identical temperature and environmental history in
TMA and TGA, respectively; it is essential to ensure that two apparatus are set to identical

Table 4.7 Normalised autoclave performance of
different under bump metallisation (UBM), with
and without underfill

UBM structure

Autoclave life

Without underfill With underfill

UBM-A 1 1.3

UBM-B 1 0.3

UBM-C 1 0.5

Die

Solder

Substrate

Transverse hygroscopic 
swelling of underfill 

induces tensile loading on 
the UBM system 

Die

Crack in UBM

Figure 4.27 Hygroscopic swelling induced tensile failure in autoclave testing of flip-chip
plastic ball grid array (PBGA) package.
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ramp rate and are purged with adequate inert gas to assure that the environment is indeed
‘dry’; it is also essential to ensure that the specimens are rested on identical surface in the
apparatus.

• extract dimensional change and weight loss of the specimens at the same desorption
duration;

• plot dimensional strain versus moisture concentration.

This is depicted in Figure 4.28. The curve defines the relation between hygroscopic
swelling strain and moisture concentration. If a linear relation exists between these two
characteristics, then the constant of linearity is the coefficient of moisture expansion
(b), which is defined mathematically as

b ¼ ε

C
(4.60)

The hygroscopic swelling characteristic of a typical moulding compound is pre-
sented in Figure 4.29, which shows a linear relation between hygroscopic swelling
and moisture concentration. The observation of a linear relation supports the definition
of the coefficient of moisture expansion as suggested by Eqn (4.60). It seems that the
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Figure 4.28 Set-up and technique for characterisation of hygroscopic swelling property
of material.
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Figure 4.29 Set-up and technique for characterisation of hygroscopic swelling property
of material.
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coefficient of moisture expansion increases with increasing temperature, which could
be due to the reduced intermolecular forces between the molecules of the host polymer
with elevating temperature. The linearity between hygroscopic swelling and moisture
content has been observed for most microelectronic packaging materials over the range
of temperatures experienced by the materials during solder reflow. The coefficient of
moisture expansion, CME (b), of common packaging materials as a function of tem-
perature are presented in Figure 4.30; however, these results have not been validated
and readers are advised to use these readings with care.
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Advances in diffusion and vapour
pressure modelling 5
5.1 The discontinuity of concentration

While the discontinuity of concentration across the interface of substances has been
well accepted among the microelectronic assembly community, a theoretical argument
has not been presented. Herein, we give a coherent argument of the discontinuity of
concentration to serve as an introduction to later presentations on diffusion modelling,
which has seen some advancement since the development of the ‘wetness’ method
(Wong, 1998).

Based on experimental observations and Newton’s law of cooling, Fourier (1822)
proposed the well-known law:

Jq ¼ �kqVT (5.1)

where Jq(J/s m
2) is heat flux and kq(J/s m K) is thermal conductivity. This suggests a

linear relation between heat flux and the spatial gradient of temperature. Fourier’s law
as a fundamental law is affirmed by the zeroth law of thermodynamics, which states
that the continuity of temperature at the interface of substances is independent of
the chemical constituents, the molecular/atomic structure and the phases of the
substances.

Under the condition of constant pressure, the first law of thermodynamics gives

dHv ¼ dq ¼ rcpdT (5.2)

where Hv(J/m
3) is volumetric enthalpy, q(J/m3) volumetric heat flow, r(kg/m3) density

and cp(J/kg K) specific heat capacity at constant pressure. The multiplier rcp(J/m
3 K)

is the volumetric heat capacity at constant pressure. Multiplying the RHS of Eqn (5.1)
by rcp/rcp and assuming rcp to be independent of spatial coordinate gives

Jq ¼ �aVHv; for p ¼ constant (5.3)

where a ¼ kq/rcp(m
2/s) is thermal diffusivity. The assumption that rcp is independent

of spatial coordinates implies rcp is also independent of temperature. Equation (5.3)
suggests a linear relationship between heat flux and spatial gradient of volumetric
enthalpy, which appears to be the exact equivalence of Fourier’s law. In general, the
volumetric heat capacity of substances differs. Figure 5.1 shows two substances,
substance A and substance B, in physical contact, wherein (rcp)B > (rcp)A. At the
interface where temperature is T 0, the volumetric enthalpies are Hv,A ¼ (rcp)AT 0 and
Hv,B ¼ (rcp)BT 0, respectively; and Hv,B > Hv,A. That is, a discontinuity in the
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volumetric enthalpy develops at the interface of the two substances. Thus, unlike
Eqn (5.1), Eqn (5.3) is not a fundamental equation but it is valid only for a body that
has a homogeneous volumetric heat capacity (rcp).

Under the condition of constant pressure, the equation of conservation of heat
energy is given by

vHv

vt
þ V$Jq ¼ Qq (5.4)

where Qq(J/m
3 s) is internal heat source. Substituting with Eqns (5.2) and (5.3)

gives

v
�
rcpT

�
vt

þ V
��aV

�
rcpT

�� ¼ Qq (5.5)

assuming rcp to be time and spatially invariant and a spatially invariant leads to the
well-known heat equation:

vT

vt
¼ aV2T þ Qq

rcp
(5.6)

Conversely, substituting Eqn (5.3) in Eqn (5.4) and assuming a is spatially
invariant gives the heat equation in enthalpy:

vHv

vt
¼ aV2Hv þQq (5.7)

While Eqn (5.6) is valid for a system with non-uniform volumetric heat capacity
(rcp), Eqn (5.7) is only valid for a body that has a uniform volumetric heat
capacity (rcp).

From experimental observations on diffusion of salt in a liquid, and drawing upon
the inspiration of Fourier’s law, Fick’s law for diffusion (Fick, 1855) has been
proposed:

Jm ¼ �DVC (5.8)

Sub A Sub B

Temperature, T 
Volumetric enthalpy, Hv

Figure 5.1 The continuity of temperature and discontinuity of volumetric enthalpy at the
interface of two substances.
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where Jm (kg/s m2) is mass flux,D (m2/s) mass diffusivity and C (kg/m3) concentration
of the solute in the substance. Similar to the volumetric heat capacity (rcp), different
substances exhibit different volumetric solute capacity (Csat). Therefore, just like
volumetric enthalpy, discontinuity in concentration is developed at the interface of
substances at equilibrium. Thus, unlike Fourier’s law, Fick’s law is not a fundamental
law but is valid only for a system that has a uniform volumetric solute capacity (Csat).

Substituting Eqn (5.8) into the equation of conservation of the mass of solute:

vC

vt
þ V$Jm ¼ Qm (5.9)

whereQm (kg/m3 s) is the internal source for the solute, and assuming spatial invariant
of D gives the Fick’s diffusion equation:

vC

vt
¼ DV2C þQm (5.10)

The Fick’s diffusion equation is analogous to the heat equation in enthalpy and is
only valid for a body that has a uniform volumetric solute capacity (Csat). This implies
a body that is made of the same substance e same chemical constituents, molecular/
atomic structures and phases. The fact that Csat of substances is a function of temper-
ature and pressure further constrains the body to be under the conditions of uniform
temperature and pressure.

5.2 The fractional saturation

The above analysis has established the following correspondences between thermal
and mass diffusion: (a, rcp, Hv) and (D, Csat, C). The ratio of volumetric enthalpy
(Hv) to volumetric heat capacity (rcp) returns the fundamental property in thermal
diffusion e temperature:

T ¼
�
Hv

rcp

�
p

(5.11)

where the subscript p refers to the condition of constant pressure. By induction, the
ratio of volumetric solute concentration (C) to volumetric solute capacity (Csat) should
return a corresponding fundamental property in mass diffusion:

w ¼
�

C

Csat

�
T ;rs

(5.12)

where the subscript T refers to the condition of constant temperature and rs refers
to the concentration/density of the solute in the source that has induced both C and

Advances in diffusion and vapour pressure modelling 169



Csat in the absorbant. The property, w, has been referred to as wetness for moisture as
the solute; it is more appropriately referred to as fractional saturation since it is
indeed a measurement of the degree of saturation. Physically, it is the quest for
saturation that provides the driving force for mass diffusion, and the strength of the
driving force is proportionate to the differential in the degree of saturation. This is in
exact analogy with heat diffusion wherein temperature is a measurement of the de-
gree of heat, and the quest for equality of the degree of heat provides the driving
force for thermal diffusion. At equilibrium, physically connected substances should
have equal degrees of heat and saturation. The continuities of temperature and
fractional saturation are a natural conclusion of the equalities of heat and saturation,
respectively. Nevertheless, a mathematical argument of the continuity of fractional
saturation using the equalisation principle of chemical potential (m) shall be presented
in the following sections.

5.2.1 The chemical potential

Recognising the restriction of solute concentration, Gibbs (1948) proposed the equal-
isation principle of chemical potential (m), which suggests that at equilibrium the
chemical potential is continuous at the interface of substances, independent of the
chemical constituents, the molecular/atomic structure and the phases of the substances.

The Gibbs fundamental equation of chemical thermodynamics for a system consti-
tuting of r species, with the ith species having ni mole, is given by (Baierlein, 2003;
Gibbs, 1948; Kittel, 1980)

dG ¼ �SdT þ Vdpþ
Xr
i

mini (5.13)

where S(J/K) and V are entropy and volume, respectively, of the system, and mi(J/mol)
is the chemical potential of the ith species. At constant temperature and pressure,
Eqn (5.13) is reduced to

dG ¼
Xr
i

mini (5.14)

which gives the definition of chemical potential as the Gibbs free energy per unit mole;
that is,

mi ¼
�
vG

vni

�
T ;p;njsi

(5.15)

where the subscripts T and p indicate the condition of constant temperature
and pressure, and the subscript njsi suggests the amount of all other constituents
except the ith are kept constant. We shall focus on a system with a single diffusing
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solute, and dropping the subscript i in the following discussions. The chemical po-
tential of the solute in the substance may be expressed as (Baierlein, 2003; Job, 2006)

mðCÞ ¼ moðCoÞ þ RT ln

�
gcC

Co

�
(5.16)

where mo(Co) is the chemical potential at the reference solute concentration Co,
R(J/mol K) is the universal gas constant, gcC/C

o is thermodynamic activity and gc is
the activity coefficient, which is a function of C but approximates a constant for
dilute solution. Assuming dilute solution, differentiating Eqn (5.16) gives

VC ¼ C

RT
Vm (5.17)

which upon substituting into Eqn (5.8) gives

Jm ¼ �DC

RT
Vm ¼ � DCo

RTgc
exp

�
m� mo

RT

�
Vm (5.18)

Equation (5.18) suggests a nonlinear fluxegradient relation for chemical potential.
Substituting Eqns (5.17) and (5.18) into the equation of mass conservation, Eqn (5.9),
yields a complex diffusion equation:

C
vm

vt
¼ DV$ðCVmÞ þ RTQm (5.19)

which is quite unlike the heat equation, Eqn (5.6).

5.2.2 The fractional saturation

Applying the equality of chemical potential at the interface of absorbants A and B,
respectively, gives

moA þ RT ln
gc;ACA

Co
A

¼ moB þ RT ln
gc;BCB

Co
B

(5.20)

Equation (5.20) suggests that under the condition of constant pressure, the ratio CA/
CB is a constant (for any magnitudes of CA and CB). Substituting C with w$Csat gives

CA

CB
¼ wACsat;A

wBCsat;B
¼ constant (5.21)

The equality must be satisfied for any magnitudes of wA and wB; this is possible
only if wA ¼ wB. Thus, the continuity of chemical potential (m) implies the continuity
of fractional saturation (w).
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Sub A Sub B

Fractional saturation, w 
Concentration, C 
Chemical potential,  μ

Figure 5.2 The profile of fractional saturation, concentration and chemical potential in a body of
two contacting substances.

Stating again the fractional saturation, w ¼ C/Csat, it is clear that like concentration
(C), there is also a linear fluxegradient relation for fractional saturation (w) if the satu-
rated solute concentration (Csat) in a substance of interest is independent of spatial
coordinate. This will be true for a substance that has a uniform temperature and pres-
sure. Figure 5.2 shows the continuous and linear characteristics of fractional saturation,
the discontinuous but linear nature of concentration and the continuous but nonlinear
characteristics of chemical potential.

Expressing the fluxefractional saturation gradient relation as

Jm ¼ �kmVw (5.22)

where km(kg/m s) is the conductivity of mass flux defined as the flux per unit gradient
of fractional saturation, and substituting with w ¼ C/Csat, together with the condition
that Csat is independent of spatial coordinate, gives

Jm ¼ � km
Csat

VC (5.23)

Comparing Eqn (5.23) with Eqn (5.8) suggests that D ¼ km/Csat, which is analo-
gous to thermal diffusivity a ¼ kq/rcp.

The equation of conservation of mass, Eqn (5.9), expressed in terms of the frac-
tional saturation, becomes

vðwCsatÞ
vt

¼ VðDVðwCsatÞÞ þQm (5.24)

Under the condition of time-constant pressure and temperature, the saturated
concentration of a solute in a substance (Csat) is independent of time. Assuming the
diffusivity D to be spatially invariant, then Eqn (5.24) gives

vw

vt
¼ DV2wþ Qm

Csat
(5.25)

Equation (5.25) is applicable to the diffusion of any solute in any substance, be it a
solid, a liquid, a gas or combination thereof. Equation (5.25) is a perfect analogue of
the heat equation, Eqn (5.6). The perfect correspondence between temperature and
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Table 5.1 The heat-diffusion correspondence

Heat Diffusion

Volumetric capacity Heat capacity, rcp(J/m
3 K) Solute capacity, Csat(kg/m

3)

The discontinuous
volumetric characteristic

Enthalpy, H(J/m3) Concentration, C(kg/m3)

The continuous
characteristic

Temperature, T ¼ H/rcp(K) Fractional saturation,
C ¼ Csat

Transient equation vT
vt ¼ aV2T þ Qq

rcp
vw
vt ¼ DV2wþ Qm

Csat

Conductivity kq(J/s m K) km ¼ Csat D(kg/s m)

Diffusivity a ¼ kq/rcp(m
2/s) D(m2/s)

fractional saturation facilitates the use of ‘heat-diffusion’ module in commercial soft-
ware for modelling mass diffusion.

The heat-diffusion correspondence is summarised in Table 5.1. The two essential
material properties required for solving the heat equation are the thermal diffusivity
(a) and volumetric heat capacity (rcp); in the absence of heat generation, only thermal
diffusivity (a) is needed. In practice, the three material properties (kq, r, cp) are more
readily available and provided to the commercial heat-diffusion module. The thermal
diffusivity (a ¼ kq/rcp) and volumetric heat capacity (rcp) are then evaluated from
these properties. The two essential material properties required for solving the diffu-
sion equation are D and Csat, which are readily available. However, this information
must be supplied in the form of (km, r, cp) if the heat-diffusion analogy is applied
to the commercial heat-diffusion module; that is, km / Csat D and rcp / Csat, which
may be satisfied by unlimited combinations of r and cp.

5.2.3 The auxiliary Csat and auxiliary fractional saturation

It is worth noting that Eqn (5.12) is not restricted to source solute or absorbants of any
particular phase. Dalton’s law of partial pressure suggests that the partial pressure of a
gaseous solute in a gaseous absorbant is independent of the elemental constitution of
the absorbant; this is extended to the density of the solute assuming ideal gas behavior:
ps ¼ rsRsT, where Rs is the constant of the gaseous solute. That is, all gaseous absor-
bants would have volumetric solute capacity equal to the density of the gaseous source
solute rs. Thus, Csat in Eqn (5.12) may be substituted with rs for gaseous solute in
gaseous absorbant; the fractional saturation may be expressed as

w ¼ C

Csat

¼ C

CsatðrsÞ
¼ C

Csat
�
ps
� for gaseous source solute in solid absorbant;

¼ r

rs
¼ p

ps
for gaseous solute in gaseous absorbant

(5.26)
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wherein it is understood that C, r and p in the above equation correspond to the source
solute density of rs.

It is suggested in Eqn (5.21) that the only requirement for the continuity of frac-
tional saturation is that the ratio Csat,A(rs)/Csat,B(rs) is a constant. For diffusion that
occurs under a temporally constant source density rs, Eqn (5.21) is automatically satis-
fied. In such a case, the continuity of the fractional saturation is independent of the
characteristics of the sorption isotherm of the soluteeabsorbant system e the sorption
isotherm may be linear or nonlinear and the two absorbants may even have different
sorption isotherms.

However, this is not the case for diffusion under a time-varying source density rs(t).
We shall examine the necessary characteristics of the sorption isotherms that will
ensure the continuity of fractional saturation under such a condition. It is numerically
cumbersome for a field variable to take the form w ¼ C/Csat(rs(t)), in which its instan-
taneous magnitude is dependent on the instantaneous magnitude of its property. To
overcome this difficulty, an auxiliary condition for the source density ra may be
defined. The auxiliary volumetric solute concentration is then Csat(ra), and the auxil-
iary wetness, wa, is defined as

wa ¼ CðrsÞ
CsatðraÞ

(5.27)

Substituting Eqn (5.27) into Eqn (5.21) gives

wACsat;AðrsÞ
wBCsat;BðrsÞ

¼ wa;ACsat;AðraÞ
wa;BCsat;BðraÞ

(5.28)

The condition for the continuity of wa is therefore given by

�
Csat;A

Csat;B

�
ra

¼
�
Csat;A

Csat;B

�
rs

(5.29)

that is, the sorption isotherms of solute in the two absorbants should be proportionate.
If the sorption isotherms of the solute in the two absorbants are not only proportionate
but linear, then the auxiliary fractional saturation wa may be reduced to

wa ¼ CðrsÞ
CsatðraÞ

¼ w
CsatðrsÞ
CsatðraÞ

¼ w
rs

ra

¼ w
ps
pa

for gaseous source solute

¼ p

pa
for gaseous solute in gaseous absorbant

(5.30)
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For the case of water vapour as the source solute and the vapour saturation condi-
tion (100% relative humidity) selected as the auxiliary condition, the auxiliary frac-
tional saturation is simply

wa ¼ w �%RH (5.31)

The application of the auxiliary fractional saturation will be demonstrated in the
following examples.

5.2.4 The normalised concentration

The characteristic ‘normalisation concentration’:

pf ¼ C

kH
(5.32)

where KH(Kg/m
3 Pa) is Henry’s coefficient, are used by some researchers (Jang, 2008;

Xie, 2009). The first reported use of normalised concentration as a field variable for
modelling moisture diffusion in microelectronic assembly may be traced to Galloway
(1996), who used the inherent capability of the mass diffusion module in Abaqus
theory manual (2014).

Henry’s law states that (Henry, 1803): ‘At a constant temperature, the amount of
a given gas that dissolves in a given type and volume of liquid is directly proportional
to the partial pressure of that gas in equilibrium with that liquid’. This also applies to
gasesolid interfaces (Smith, 2007). Henry’s law can be derived as follows. At equilib-
rium, the chemical potential of a solute in a substance (may be either solid, liquid or
gas) is given by

mðCsatÞ ¼ mo
�
Co
sat

�þ RT ln

�
gcCsat

Co
sat

�
(5.33)

For solute in a gaseous substance, the ideal gas law of the solute gives pvfC, and
Eqn (5.33) may be reduced to

m
�
pv
� ¼ mo

�
pov
�þ RT ln

�
gppv
pov

�
(5.34)

The activity coefficients gp and gc are approximate constants for substances with
dilute solute. For a solder or liquid substance in contact and in equilibrium with a
gaseous substance, the equalisation principle of chemical potentials requires that
m(Csat) ¼ m(pv). Thus, equating Eqns (5.33) and (5.34) gives

Csat
�
pv
�

pv
¼ Co

sat

�
pv
�

pov

gp

gc
¼ kH (5.35)
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It has been argued (in Section 4.3.3) that on the basis of the intermolecular
forces decreasing with temperature, Henry’s coefficient decreases with temperature
(Smith, 2007) and may be expressed in the form of the Arrhenius equation:

kH ¼ AHe
DE=RT (5.36)

Substituting Eqn (5.35) into Eqn (5.32) gives

pf ¼ C

Csat
�
pv
� pv ¼ wv$pv (5.37)

The continuity of wv ¼ C/Csat(pv) has been established in Section 5.2.2 using the
equalisation principle of chemical potentials; multiplying a continuity by a constant
does not alter its continuity. Indeed, we may define as many forms of ‘normalised con-
centration’ as desired by multiplying the fundamental ratio, C/Csat(pv), with as many
constants including the state property of water vapour, such as pressure, density, inter-
nal energy, enthalpy and entropy.

5.2.5 Applications of thermalemass diffusion analogy

5.2.5.1 Moisture sorption in a dual-absorbant body with
temporally constant and spatially uniform temperature T
and source vapour pressure ps

This basic condition is included for completeness and is illustrated in Figure 5.3. The
inputs for the material properties, the initial condition and the boundary condition are:

• Diffusivity: D(T);
• Volumetric moisture capacity: Csat(T, ps);
• Initial condition: w ¼ 0, assuming the absorbants have been prebaked to remove residual

moisture;
• Boundary condition: w ¼ 1, Vw ¼ 0.

(∇w)BC = 0

w
IC

=

(∇w)BC = 0

(∇
w

)B
C
 =

 0

Water
vapour 

w
B

C
 =

 1

wIC = 0
A

wIC = 0
B

Figure 5.3 Moisture sorption under static temperature and vapour pressure.
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5.2.5.2 Moisture sorption in a single-absorbant or a multi-
absorbant body with temporally constant and spatially
non-uniform temperature T(x) and temporally constant
source vapour pressure ps

Despite being a single-absorbant body, the spatially non-uniform temperature would
lead to spatially nonuniform volumetric solute capacity in the absorbant, and rendering
Fick’s law inapplicable. The diffusion equation must be described using fractional
saturation as the field variable. The inputs for the material properties, the initial con-
dition and the boundary condition are:

• Diffusivity: D(T(x));
• Volumetric moisture capacity: Csat(T(x), ps);
• Initial condition: w ¼ 0, assuming the absorbants have been prebaked to remove residual

moisture;
• Boundary condition: w ¼ 1, Vw ¼ 0.

5.2.5.3 Moisture sorption in a dual-absorbant body with
temporally constant and spatially uniform temperature T
and temporary varying source vapour pressure ps(t)

The condition is as illustrated in Figure 5.3 except that the humidity of the water vapour
is now set to vary with time. The varying boundary condition does not allow the use of
fractional saturation as the field variable, and the auxiliary fractional saturationwa estab-
lished in Section 5.2.3 should be used. Taking the vapour saturation condition (100%
relative humidity) as the auxiliary condition and assuming linear sorption isotherm,
the inputs for thematerial properties, the initial condition and the boundary condition are:

• Diffusivity: D(T);
• Volumetric moisture capacity: Csat(T, pa);
• Initial condition: wa ¼ 0, assuming the absorbants have been prebaked to remove residual

moisture;
• Boundary condition: wa ¼ %RH(t), Vwa ¼ 0.

The use of auxiliary fractional saturation has enabled the time-varying source to be
modelled simply as time-varying boundary condition.

5.2.5.4 Moisture sorption in a multiphase body with temporally
constant and spatially uniform temperature T and a
depleting source that has an initial vapour pressure ps

In the previous three examples, the water vapour domain, and hence the vapour pres-
sure, have been assumed to be spatially uniform such that the entire domain can be
replaced by a boundary condition applied along the vapouresolid interface. If the
vapour domain is not uniform, then it would have to be modelled as a domain of
gas absorbant. This shall be illustrated using an example. Figure 5.4 shows a solid
body of dual absorbants with an internal cavity that is placed in a small humidity
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chamber. The entire system is maintained at a constant temperature T; the chamber is
prefilled with vapour pressure ps but is isolated from the external source. With ingres-
sion of water into the solid body and the internal cavity, the water vapour in the cham-
ber will be depleted. The objective of this modelling is to find the decreasing vapour
pressure in the chamber and the increasing vapour pressure in the internal cavity.

The model consists of the solid absorbants A and B, the gaseous absorbant in the
chamber and the gaseous absorbant in the internal cavity. The inputs for the material
properties, the initial conditions and the boundary condition are:

• Diffusivity: D(T);
• Volumetric moisture capacity: Csat(T, ps) for the solid absorbants and rs(T, ps) for the

gaseous absorbants, which may be looked up in a standard steam table;
• Initial condition: w ¼ 1 for the gaseous absorbant in the chamber; and w ¼ 0 for the solid

absorbants and the internal gaseous absorbant assuming these absorbants have been pre-
baked to remove residual moisture before being placed into the humidity chamber;

• Boundary condition: being isolated, there is no flux across the external boundary; that is,
Vw ¼ 0.

The magnitudes of the local water vapour pressure in the chamber and in the inter-
nal cavity may be evaluated using Eqn (5.30) as

pchamberðx; y; tÞ ¼ ps � wchamberðx; y; tÞ
pcavityðx; y; tÞ ¼ ps � wcavityðx; y; tÞ

(5.38)

5.3 Diffusion under time-varying temperature and
pressure

5.3.1 Dependence of Csat on temperature and pressure

Fractional saturation is a function of temperature T and pressure (that is, total pressure
P). This is because its denominator e the saturated solute concentration Csat e is a
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(∇
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wIC = 0 wIC = 0

wIC = 1

wIC = 0

Water vapour
(∇w)BC = 0

Figure 5.4 Moisture sorption in a multiphase body in an isolated chamber pre-filled with water
vapour.
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function of temperature and pressure. The rates of change of Csat with respect to tem-
perature and pressure, respectively, are given by

�
vCsat

vT

�
P
¼
�
vm

vT

�
P;n

�
vCsat

vm

�
P;T�

vCsat

vp

�
T
¼
�
vm

vp

�
T;n

�
vCsat

vm

�
T ;P

(5.39)

The rate of change of chemical potential mwith respect to temperature and pressure,
respectively, can be determined from Maxwell relations (Baierlein, 2003; Job, 2006;
Kittel, 1980):

�
vm

vT

�
P;n

¼ �
�
vS

vn

�
T;P

¼ �S

�
vm

vp

�
T;n

¼
�
vV

vn

�
T;P

¼ V

(5.40)

where S and V are molar entropy and molar volume, respectively. The function
(vCsat/vm)T,P can be evaluated from Eqn (5.17) as

�
vCsat

vm

�
T ;P

¼ Csat

RT
(5.41)

Substituting Eqns (5.40) and (5.41) into Eqn (5.39) gives

�
vCsat

vT

�
P
¼ �S

Csat

RT�
vCsat

vp

�
T
¼ V

Csat

RT

(5.42)

The properties S;V > 0 for all substances; thus, Csat of a substance increases with
increasing pressure but decreases with increasing temperature. More specifically, the
volume of a solid substance experiences little change while that of a gaseous substance
experiences significant increase with increasing solute concentration. That is, we have
Vgas > V liquid > V solid z 0. The fact that a gaseous system has more microstates
(Baierlein, 2003; Kittel, 1980) than a solid system suggests that Sgas > Sliquid > Ssolid.
For the case of moisture diffusion in microelectronics assemblies, Csat(pg) of solid
microelectronic materials may be assumed to be independent of pressure and is less
sensitive to temperature than Csat(pg) of water vapour. In practice, Csat(T,pg) of water
vapour is readily available while Csat(T,pg) of solid microelectronic materials can be
established through sorption experiments as discussed in Section 4.3.
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5.3.2 Diffusion modelling

There have been attempts to model moisture diffusion in a multi-material system expe-
riencing time-varying temperature. The simplest approach assumes Csat to be indepen-
dent of temperature (Jang, 2008; Wong, 2002a), which is valid only if the range of
temperature variation is relatively small. The more sophisticated method involves map-
ping the entire wetness field into w(T) ¼ C/Csat(T) while enforcing wetness continuity
along material interfaces using the conservation of concentration (Wong, 2002a,b):

wTþDT ¼ wT

P
nCsatTP

nCsatTþDT

(5.43)

However, this method is numerically demanding and requires implementation of
specially written macro-files onto the commercial FE software. Another reported
method uses concentration as field variable while enforcing continuity of ‘normalised
concentration’ along the material interfaces using the technique of Lagrange multiplier
(Xie, 2009); however, this method requires a specially written numerical code. A sim-
ple method that is readily available on commercial FE software is presented below.

In the absence of diffusion, the concentration of solute in an isolated system must be
conserved; this gives

vCsat

Csat
¼ � vw

w
(5.44)

Substituting Eqn (5.44) into Eqn (5.42) gives

�
vw

vT

�
p
¼ S

w

RT

�
vw

vp

�
T
¼ �V

w

RT

(5.45)

That is, the fractional saturation in a substance increases with increasing temperature
and decreases with increasing pressure, in exact opposite to the saturated concentration.

The dependence of Csat on temperature and pressure renders the diffusion equation,
Eqn (5.25), awkwardly difficult to solve when diffusion occurs under a varying tem-
perature/pressure condition e the conservation of concentration requires that the field
variable w(T) ¼ C/Csat(T) be updated concurrent with the changing Csat(T). However,
any active manipulation of field variable is computationally challenging (Wong,
2002a,b). This difficulty could be overcome through the use of an ‘internal source’
to update the fractional saturation surreptitiously.

An explanation of the scheme is presented below using a dual-absorbant model and
for a single time increment. Figure 5.5 shows a dual absorbant in a temperature-
humidity chamber whose condition changes linearly from condition 1: 60 �C/60%
RH to condition 2: 85 �C/60% RH over a time increment Dt. The wetness field, w1,
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in the absorbants at time t, is known and the objective is to compute the wetness field,
w2, in the absorbants at time t þ Dt.

The volumetric moisture capacity of the absorbants experiences a momentary
change from Csat,1 ¼ Csat(60 �C, 60% RH) to Csat,2 ¼ Csat(85 �C, 60% RH) in the
time increment Dt. In the absence of diffusion, the concentration of moisture in the
absorbants must be conserved, which gives the corresponding fractional saturation
in the absorbants at condition 2 as

w�
2 ¼

Csat;1w1

Csat;2
(5.46)

where the superscript * represents the condition without diffusion. The concentration
of moisture to be ‘added’ to the absorbants in order to conserve the moisture con-
centration is given by

C�
1;2 ¼ Csat;2

�
w�
2 � w1

�
(5.47)

which may be introduced to the individual constituting substance using the internal
source function Qm in the diffusion equation Eqn (5.25). Over the time increment
Dt, the concentration of moisture may be introduced at a constant rate given by

Qm ¼ C�
1;2

Dt
(5.48)

The actual wetness in the absorbants at condition 2, w2, is determined by solving the
transient diffusion equation, Eqn (5.25), over the time increment Dt, using dynamic
diffusivity that varies linearly from D(60 �C) to D(85 �C).

5.4 Advances in vapour pressure modelling

5.4.1 Introduction and review

The ultimate interest in modelling the diffusion of moisture into a microelectronic
assembly is in modelling the risk of ‘popcorn’ cracking when the temperature in
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Figure 5.5 Moisture sorption in a dual-
absorbant body exposed to time-varying
temperature.
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the microelectronic assembly is raised to the reflow temperature of the solder.
A precondition for popcorn cracking is the formation and the expansion of a delam-
ination during the solder reflow. The mismatched hygrothermal stresses during the
solder reflow induce a delamination and cause it to open up. A vacuum is formed
within the delamination; moisture that is absorbed in the polymeric packaging mate-
rials during moisture preconditioning moves toward the delamination and raises the
pressure. When the microelectronic assembly is unable to contain the pressure, a vi-
olent rupture occurs accompanied by the release of sound energy e hence the name
popcorn cracking. The instantaneous magnitude of vapour pressure within the delam-
ination is a function of the instantaneous temperature and instantaneous wetness
within the delamination given by Eqn (5.30). The wetness within the delamination
is a function of the wetness of the surrounding polymeric material and the volume
of the delamination; the latter is in turn dependent on the magnitude of pressure
within the delamination and the structural stiffness of the microelectronic assembly.
The evaluation of the instantaneous vapour pressure within the delamination there-
fore requires the coupled field analysis of transient mass diffusion and structural
deformation.

The prevalence of popcorn cracking and the challenge of evaluating the magni-
tude of the instantaneous vapour pressure within the delamination of a microelec-
tronic assembly during solder reflow have attracted a great deal of interest. The
first reported attempt on modelling vapour pressure in an integrated circuit (IC) pack-
age during solder reflow was made by Kitano (1988), who has rigorously captured
the full physics of the event. A schematic of his methodology is shown in Figure 5.6.
The dynamic development of vapour pressure within the delamination is modelled
through time integration. The vapour pressure at each time step is evaluated using

p1* = p1?

Within 
delamination

Moisture-
diffusion

modelling  

Structural
modelling 

Compute p1 
using

Eq. of state
p

1
(v *, T) = 0
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Stop
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moisture mass

Compute spec. 
volume

v* = V*/M*

Compute volume 
of delamination

Assume
vapour pressure 

p1*

Iterates

M*

M*, p1 *

T

V *, p1*

T

V*

v

Figure 5.6 Kinato’s methodology.
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fixed-point iteration technique. This means that at each time (or temperature) incre-
ment, a value of vapour pressure ðp�1Þ is assumed and used to evaluate the mass of
transported moisture into the delamination (M*) and the deformed volume of the
delamination (V*); the specific volume of water vapour is then evaluated as
v* ¼ V*/M*; and the vapour pressure, p1, is obtained by the equation of the state
of water vapour, p1(v*,T) ¼ 0. The two values of vapour pressure are compared,
and if p1sp�1, then p�1 becomes the assumed vapour pressure and the entire analysis
is repeated. Kitano implemented the methodology using a finite difference scheme
assuming a one-dimensional (1-D) system. Tay (1996) subsequently implemented
the methodology into a 2-D finite element analysis procedure. Despite its rigour,
the methodology suffers from computational inefficiency due to the expensive itera-
tion process e each iteration involves a time-consuming moisture-diffusion analysis
and a structural analysis.

Bhattacharyya (1988) assumes an ideal gas for water vapour and a microelectronic
assembly that is fully saturated with moisture after moisture conditioning and retains
its saturation during solder reflow:

pr ¼
kbNaTmrv;m exp

�
�2740

�
1
Tr

� 1
Tm

��
Mo

(5.49)

where pr is vapour pressure in the delamination at reflow; kb is the Boltzmann con-
stant ¼ 1.38,065 � 10�23 J/K; Na ¼ 6.022 � 1023 is Avogadro’s number; Tm and Tr
are temperatures (K) at moisture conditioning and solder reflow, respectively; rv,m is
density of water vapour at moisture conditioning; and Mo ¼ 18.02 � 10�3 kg/mol is
molecular weight of water. Equation (5.49) may be written more concisely as

pr ¼ pv;m exp

�
�2740

�
1
Tr

� 1
Tm

��
(5.50)

where pv,m is the pressure of water vapour in the moisture-conditioning chamber.
Sawada (1993) gave two equations:

pr ¼ G1Csat
�
pv;m

�
Tr

pr ¼ pgðTrÞ%RH
(5.51)

and suggested the correct vapour pressure is the lower of the two equations, where
G1 is an empirical fitting constant; Csat(pv,m) is volumetric solute capacity of
moulding compound at moisture conditioning; pg(Tr) is the saturation pressure of
water vapour at Tr; %RH is the relative humidity at moisture conditioning. The
first Eqn (5.51) is purely empirical and the assumed linearity between pr and Tr does
not agree with the Arrhenius relation of water vapour pg ¼ poe�Ev=RT as reported in
Eqn (5.1) of Chapter 4. The second Eqn (5.51) is based on the thermodynamic
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property of water vapour and assumes a microelectronic assembly that is fully
saturated with moisture after moisture conditioning and retains its saturation during
solder reflow.

Accounting for the non-saturation of moisture in the IC package after moisture con-
ditioning and assuming non-diffusion of moisture during solder reflow, Wong (1998)
proposed:

pr ¼ pv;m exp

��Ev

R

�
1
Tr

� 1
Tm

��
wv;m (5.52)

where wv,m is wetness along the delamination interface after moisture conditioning and
Ev ¼ 38.83 kJ/mol is activation energy of pg ¼ poe�Ev=RT for the temperature range
between 100 �C and 250 �C, and Ev/R ¼ 4670 K. Comparing Eqns (5.52) and (5.50),
it seems that Bhattacharyya has assumed an unusually low activation energy given by
Ev,bhatt ¼ 2740R ¼ 22.78 kJ/mol.

Accounting for the diffusion of moisture during solder reflow, Wong (2005) modi-
fied the equation to

pr ¼ pgðTrÞ %RH wv;r (5.53)

where wv,r is the wetness along the delamination interface during solder reflow. Note

that pgðTrÞ%RH ¼ pv;m exp

�
Ev
R

�
1
Tm

� 1
Tr

	�
. Equations (5.52) and (5.53) are effec-

tively identical except for the difference in the definition of wetness. Equation (5.53) is
similar to the second of Eqn (5.51), but it accounts for the non-saturation of the water
around the delamination and the diffusion of moisture during reflow.

Assuming an ideal gas and a rectangular delamination area, Lim (1998) derived a
rather simple equation:

pr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2Rwh3mETr

4f1a4A

s
(5.54)

where Rw ¼ 461.5 J/kg K is the gas constant of water vapour; a and A are the length
and the area of the delamination; h and E are the thickness and the elastic modulus of
the delaminated packaging material; f1 is a function of the aspect ratio of the delam-
ination and also the Poisson ratio of the packaging material. Unfortunately, the most
challenging task of evaluating the mass of moisture within the delamination m was not
included.

Tee (1999) proposed to first determine a characteristic saturation temperature T1
assuming the absorbed moisture resides in the micro-voids as saturated vapour:

rgðT1Þ ¼
C

fv
(5.55)
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where fv is the volume fraction of void in a solid substance; and hence the vapour
pressure is computed using one of the following three equations:

pr ¼

8>>>>>>>>>><
>>>>>>>>>>:

CpgðTmÞTr
rgðTmÞTmfv

if T1 � Tm

pgðT1ÞTr
T1

if Tm � T1 � Tr

pgðTrÞ if T1 � T

Xie (2009) proposed a simpler set of equations:

r ¼ C

fv
(5.56)

pr ¼

8>>><
>>>:

CRTr
Mofv

if r � rgðTrÞ

pgðTrÞ if r � rgðTrÞ

The computation of vapour pressure using Eqns (5.55) and (5.56) requires knowl-
edge of the volume fraction of the pores, which is not readily available. However, the
main criticism of Eqns (5.55) and (5.56) is that capillary condensation occurs in a pore
at a partial vapour pressure pg,pore and density rg,pore that are much smaller than the
corresponding values (pg and rg) in the open environment. The partial pressure (and
partial density) at which condensation occurs in a pore has been given in Section
4.3.2, which is

pg;pore
pg

¼ exp

�
�2gvm

rRT

�
and

rg;pore

rg
¼ exp

�
�2gvm

rRT

�
(5.57)

where r is pore radius; vm ¼ 18.02 � 10�6 m3/mol M is volume of water; g (N/m) is
surface tension of water vapour, which is a function of temperature. The vapour
saturation density rg and saturation vapour pressure pg in Eqns (5.55) and (5.56) must
correspond to the saturation condition in the pores, which requires knowledge of the
exact radius of the pores.

Assuming moisture diffusion into the delamination can be modelled as that through
a semi-infinite medium with moisture concentration Cd in the bulk and nil moisture
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concentration in the delamination, and using ideal gas for equation of state and plate
theory for vapour pressure and volume of delamination, Alpern (2000) obtained the
following three equations with closed-form solutions:

m ¼ CdA
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4=pDrtr

p
prV ¼ nRTr;

V ¼ kwðqÞ prA
3

De

(5.58)

where Dr and tr are diffusivity and duration, respectively, at reflow temperature; De is
the flexural rigidity of a plate; kw(q) is a function of the aspect ratio of the delaminated
area. Equation (5.58) may be reduced to (Wong, 2005):

pr ¼

8>>>>>><
>>>>>>:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
384

DeCd

a4r

R

MH2O
Tr

s �
Drtr
p

�1=4

for clamped edge

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
384

DeCd

a4r

R

MH2O
Tr

1þ n

7þ n

s �
Drtr
p

�1=4

for hinged edge

(5.59)

for axisymmetric delamination area. However, the assumption of water vapour as ideal
gas without due consideration for saturation would lead to overestimation of the
magnitude of vapour pressure.

The new capability of modelling moisture diffusion in multiphase substances
under time-varying temperature presented in this section has facilitated the modelling
of vapour pressure in a delamination during solder reflow. Three techniques are presented
below.

5.4.2 The upper-bound method

Delamination within a microelectronic assembly during solder reflow occurs along a
weak interface, and this is typically very well defined; for example, along the die-
attach and die-pad for lead-frame IC packaging and along the die-attach and die-flag
for PBGA packaging. The formation of delamination during solder reflow must lead
to a depletion of moisture along the solid substances enclosing (or interfacing with)
the delamination. The conservation of concentration gives

wa;2ðT2;DpÞ ¼ C2ðDpÞ
�
Csat;aux

�
T2; pg

�
(5.60)
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The equality of wetness gives

wa;delam ¼ wa;int ¼ wa;o

1þ rvVdelam

DVsubCsat;sub

(5.61)

where Csat,sub is volumetric solute capacity of surrounding substances, DVsat is affected
volume of the substances; wa,o and wa,int are the auxiliary wetness along the substances
interfacing with the delamination before and after the formation of delamination;
Vdelam and wa,delam are the volume and the auxiliary wetness of the delamination. The
maximum magnitude of wa,delam happens when Vdelam / 0, which is the case of zero
delamination volume. That is,

wmax
a;delam ¼ lim

Vdelam/0
wa;int ¼ wa;o (5.62)

This is shown in Figure 5.7. The assumption of nil Vdelam suggests a microelectronic
assembly of high flexural rigidity. In case the wetness along the interface is not uni-
form, then an average value of wa,int should be used; that is,

wmax
a;delam ¼ lim

Vdelam/0
wa;int (5.63)

Taking the auxiliary condition as the saturated vapour condition, the upper-bound
magnitude of vapour pressure in a delamination is given by

pupperdelamðTrÞ ¼ pgðTrÞ � limit
Vdelam/0

wa;int (5.64)

Therefore, the evaluation of the upper-bound magnitude of vapour pressure within a
delamination as a function of the solder-reflow temperature requires only moisture-
diffusion analysis and prior knowledge of where a delamination will most likely occur
within a microelectronic assembly.

wa,delam

wa,int wa,int

wa,o

wa,o =

Conservation of moisture

lim
Vdelam

wa,delam = wa,intwa,int
0

>

Figure 5.7 Maximum wetness when there is nil volume of delamination.
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5.4.3 The multi-physics methods (direct-pressure and
delta-pressure)

Assuming 1-D diffusion, the wetness wm at the substanceedelamination interface at
the end of moisture conditioning, is given by (Crank, 1956):

wm ¼ 1� 4
p

XN
n¼0

ð�1Þn
2nþ 1

exp

 
�p2ð2nþ 1Þ2Dtm

4h2

!
(5.65)

where tm is duration of moisture conditioning and h is the length of the diffusion path.
Consider only n ¼ 0,

wm z 1� 4
p
exp

 
�p2Dtm

4h2

!
(5.66)

During reflow, the moisture diffuses out of the microelectronic assembly and this is
given (consider only n ¼ 0) approximately by

wr z
4
p
exp

 
�p2Dtr
4h2

!
wm (5.67)

where D is the average diffusivity for the reflow and is given by

D ¼

Z tr

0
DðTðtÞÞ dt
tr

(5.68)

Equation (5.31) gives wa,o ¼ wr*%RH; substituting this and the structural deforma-
tion relation, Vdelam ¼ kpdelam/h

3, where k is a constant of proportionality, into Eqn
(5.67) gives

wa;delam ¼
4
p exp

�
�p2Dtr
4h2

	h
1� 4

p exp
�
�p2Dtm

4h2

	i
1þ krvpdelam

DVsubCsat;subh3

%RH (5.69)

The vapour pressure in the delamination is given by Eqn (5.30) as

pdelamðTrÞ ¼ pgðTrÞ
4
p exp

�
�p2Dtr
4h2

	h
1� 4

p exp
�
�p2Dtm

4h2

	i
1þ krvðTrÞpdelamðTrÞ

DVsubCsat;subðTrÞh3
%RH (5.70)
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Equation (5.70) captures the coupled physics of moisture diffusion and structural
deformation. However, the determination of DVsub has many uncertainties. In practice,
it is more reliable to solve the couple-field problem by numerical analysis. Two pro-
cedures e the direct-pressure method and the delta-pressure method e are presented
below.

5.4.3.1 The direct-pressure method

The direct-pressure method is shown in Figure 5.8. It involves first evaluating w�
a;2

by moisture-diffusion analysis assuming V ¼ V1, hence evaluating p�2 using Eqn
(5.33); this is followed by evaluating the volume V�

2 ðp�2;TÞ using structural anal-
ysis. The increased volume (from V1 to V�

2 ) reduces w�
a;2 to wa;2 ¼ w�

a;2V1=V�
2

and hence, p�2 to p2. The volume V2 is then updated using structural analysis;
and the procedures repeat for the next time increment. No iteration is needed in
each time increment; however, there is small risk of error propagation due to the
use of V1 in evaluating wa,2.
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Figure 5.8 The direct-pressure method for evaluating the dynamic vapour pressure in a
delamination during solder reflow (Note: wa and wg are used interchangeably).
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5.4.3.2 The delta-pressure method

The delta-pressure method is illustrated in Figure 5.9. It involves expressing the in-
cremental mass of moisture in the delamination DM1 and the incremental volume of
the delamination DV1 in terms of Dp and DT through perturbation analysis in mois-
ture diffusion and structural deformation, respectively. The temperature increment
DT is defined by the reflow profile T(t); thus, the output from the perturbation anal-
ysis gives DM1(Dp) and DV1(Dp), respectively. The mass of moisture in the delam-
ination and the volume of delamination at t ¼ t2 are given by M2 ¼ M1 þ DM1(Dp)
and V2 ¼ V1 þ DV1(Dp), respectively. The concentration and wetness of moisture in
the delamination are C2(Dp) ¼ M2/V2 and wg,2(T2,Dp) ¼ C2(Dp)/Csat(T2,pg), respec-
tively. The vapour pressure in the delamination is given by Eqn (5.30) as

p1 þ Dp ¼ pgðTrÞwa;2ðT2;DpÞ (5.71)

ΔΔp 

Evaluates 

Perform perturbation 
analysis for  

Moisture diffusion 

Structural deformation 

Within the delamination 
At t = t1, T = T1, ΔΔT 

At t = t2, T = T2, ΔΔT   

∂M ∂M
∂p ∂T

ΔM1 = ΔTΔp +
11

∂V ∂V
∂p ∂T

ΔV1 = ΔTΔp +
1 1

(Δp)C2 = M1 + ΔM1(Δp)
V1 + ΔV1(Δp)

wg,2 =
C2

Csat

(Δp)
(T2,Δp)

(T2,pg)

wg,2= =p2 p1 + Δppg (T2,Δp)(T2).

Figure 5.9 The delta-pressure method for evaluating the dynamic vapour pressure in
a delamination during solder reflow.
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Solving Eqn (5.71) gives Dp, and the procedures are repeated for the next time
increment. The only iteration in each time increment is solving the nonlinear equation,
Eqn (5.71), which is computationally much simpler than the ‘moisture diffusion þ
structural’ analysis of the Kitano’s method (see Figure 5.6).

5.4.4 Benchmarking

5.4.4.1 Kitano’s small outline J-lead vehicle, static reflow
temperature

In view of the diversity of the various techniques proposed, a common vehicle was
selected as a benchmark to evaluate the validity and accuracy of these techniques.
The small outline J-lead (SOJ) vehicle used by Kitano (1988) was selected for the
following reasons: (1) the package dimensions, material properties, moisture precon-
ditioning and reflow temperature are readily available (Kitano, 1988; Tay, 1996); and
(2) the magnitude of the vapour pressure has been evaluated rigorously by Kitano
(1988) and validated separately by Tay (1996).

The SOJ vehicle was subjected to 85 �C/85% RH moisture conditioning for 34 h
prior to constant temperature vapour phase reflow at 215 �C for 40 s. The package
dimensions are given in Figure 5.10; the material properties relevant to moisture con-
ditioning information are shown in Table 5.2. Delamination is assumed to occur along
the entire die pad to the moulding-compound interface. Using Eqn (5.68), the wetness
along the interface has been evaluated as wv,m ¼ 0.63. The results of benchmarking are
summarised in Table 5.3.

Compared to the benchmark vapour pressure of 0.98 MPa obtained by Kitano
(1988) and Tay (1996), the equations of Bhattacharyya (1988) underestimated the
magnitude of vapour pressure by 62% while Sawada (1993) overestimated the magni-
tude of vapour pressure by 78%. The underestimation by Bhattacharyya is attributed
to the unusually low value of activation energy assumed: Ev,bhatt ¼ 2740
R ¼ 22.78 kJ/mol. The overestimation by Sawada is attributed to the assumption
that the IC package is fully saturated with moisture prior to solder reflow. The
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Figure 5.10 Dimensions of SOJ vehicle used in the benchmarking exercise.
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magnitude of vapour pressure computed using the wetness method (Wong, 1998)
agreed remarkably well with the benchmarked vapour pressure. The high magnitude
of vapour pressure evaluated using the equation of Apern is attributed to the assump-
tion of ideal gas behaviour for vapour pressure and hence it has no saturation pressure.

Table 5.2 Properties of materials used in the benchmarking exercise

Properties Data

Henry’s coefficient

kH ¼ ko exp
�
DE
RT

	 ko ¼ 4.96 � 10�4 kg/m3

DE ¼ 3.87 � 104 J/mol
Ev ¼ DE
Csat(85 �C/85% RH) ¼ 10.8 kg/m3

Diffusivity
D ¼ Do exp

�
�Ed
RT

	 Do ¼ 0.472 � 10�4 m2/s
Ed ¼ 4.84 � 104 J/mol

Storage modulus Tg ¼ 140 �C
E below Tg ¼ 10 GPa
E above Tg ¼ 1 GPa

Moisture conditioning; wetness,
concentration along delamination interface

85 �C/85% RH for 34 h; wv,m ¼ 0.63,
Cd ¼ 6.8 kg/m3

Reflow condition Tr ¼ 215 �C, tr ¼ 40 s
pg(Tr) ¼ 2.1 MPa

Delamination Full-pad delamination

Table 5.3 Results of benchmarking (computation was
performed using a single core desktop computer in year 2003)

Method Vapour pressure

Kitano (1988), Tay (1996) 0.98 MPa (max)

Bhattacharyya Eqn (5.49) 0.37 MPa

Sawada Eqn (5.51) 1.79 MPa

Wong Eqn (5.52) 0.98 MPa

Lim Eqn (5.54) Not evaluable

Tee Eqn (5.55) Not evaluable

Xie Eqn (5.56) Not evaluable

Alpern Eqn (5.59) Clamped, 9.2 MPa
Hinged, 3.9 MPa
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The equation of Lim (1998) could not be evaluated due to lack of clarity in the
computation of mass m. The equations of Tee (1999) and Xie (2009) could not be
evaluated because of lack of clarity in the volume fraction and the radius of the
pores.

The dynamic development of vapour pressure in the delamination for the entire
reflow duration computed using the upper-bound method, the delta-pressure method
and the Kitano method are displayed in Figure 5.11. In view of the relatively short
reflow duration, the wetness along the delamination interface experiences no changes.
The upper-bound method therefore yields pr ¼ 0.98 MPa for the entire duration of the
reflow. Both Kitano’s method and the delta-pressure method have been implemented
onto ANSYS, and the analysis is fully automated to provide the same basis for assess-
ing the computation efficiency. A full-pad delamination is assumed for both methods.
Because of the formation of the delamination and the depletion of moisture along the
edges of the interface, both Kitano and delta-pressure methods show a gradual increase
in vapour pressure in the delamination for the first 5 s and approach the upper-bound
solution with increasing time. There is only a marginal difference between the three
methods after 10 s, and the difference between the magnitudes of vapour pressure
obtained is merely 2% after 40 s. The computational times for the Kitano and delta-
pressure methods are 90 and 3 h, respectively. The exceptional efficiency of the
delta-pressure method derives from the elimination of the iterative analysis of moisture
diffusion and structural deformation.

5.4.4.2 Kitano’s SOJ vehicle, dynamic reflow temperature

In the second analysis, the same SOJ vehicle is subjected to a vapour-phase reflow
profile described by (Kitano, 1988):

Tr ¼ 22 �Cþ 0:916tr þ 23:63
ffiffiffi
tr

p
; for 0 � tr � 40 s (5.72)

Kitano’s method is found to be numerically unstable unless extremely fine time-
integration steps are used and the analysis is abandoned. By contrast, the delta-
pressure method is able to complete the analysis in 3 h. The dynamic development
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Figure 5.11 Comparisons of the upper-bound, delta-pressure and Kitano’s methods using SOJ
package, static reflow temperature.
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of vapour pressure in the delamination for the entire reflow duration computed using
the upper-bound method and the delta-pressure method are depicted in Figure 5.12.
Good agreement is obtained between the upper-bound and the delta-pressure methods.
The deviations at the higher temperature are attributed to the increasing deflection of
moulding compound at higher temperature due to the reduction in its elastic modulus
and the higher thermal expansion mismatch.

5.4.4.3 Low-profile wire bond BGA

In this analysis, a low-profile wire bond BGA (LPBGA) is used as a vehicle to
accentuate the effect of the deflection of the moulding compound on the computed
vapour pressure. A cross-section of the package is shown in Figure 5.13. The
moulding compound is assumed to have the same properties as those of Kitano’s
SOJ vehicle. The package has been moisture preconditioned at 85�C/85% RH for
168 h prior to linear heating to 210 �C in a thermal mechanical analyser (TGA).
The temperature at popcorn is found to be near 210 �C. Delamination occurs
between the moulding compound and die passivation interface. The development
of vapour pressure computed using the upper-bound and the delta-pressure methods
is shown in Figure 5.14. The delta-pressure method successfully completes the
analysis in 5 h.
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The solution from the upper-bound method agrees well with the delta-pressure
method until T ¼ 140 �C when the solution from the delta-pressure method deviates
abruptly from the upper-bound solution. This is attributed to the fact that a step reduc-
tion of the elastic modulus of the moulding compound is defined for the moulding
compound at its glass transient temperature (Tg ¼ 140 �C), giving rise to a step in-
crease in the delamination volume and hence an abrupt reduction in the computed
vapour pressure. The abruptness of the deviation has been accentuated by the thin
nature of the moulding compound that encourages large deflections. This example
highlights the importance of multi-physics modeling for microelectronic assemblies
that are pronged to large delamination volumes.

5.4.5 Robust design analysis

The vapour pressureemodelling techniques offer a power tool for designing and opti-
mising the package construction, packaging materials and reflow profile against
‘popcorn’ cracking. These are demonstrated through the following parametric analysis
of Kitano’s SOJ vehicle (i.e. moisture conditioning at 85 �C/85% RH followed by
static reflow at 215 �C for 40 s).

5.4.5.1 Elastic modulus of moulding compound

The effect of the elastic modulus of moulding compound on the magnitude of vapour
pressure computed using the upper-bound and the delta-pressure methods are shown in
Figure 5.15. The upper-bound method predicts a constant vapour pressure of 1 MPa
independent of the elastic modulus of the moulding compound. This is because the
technique inherently assumes an infinite modulus for the moulding compound. The
delta-pressure method suggests a monotonically decreasing vapour pressure with
decreasing modulus of the moulding compound due to its increasing deflection. There
is a threshold value of elastic modulus (w0.65 GPa in this case) above which the pack-
age becomes so stiff that there is negligible delamination volume. Hence, increasing
the modulus leads to little increase in vapour pressure. This parametric analysis
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suggests that moulding compound of low modulus that promotes large deflection vol-
ume is beneficial to popcorn resistance; however, to be effective, the selected modulus
must be below a threshold value, which is a function of the die pad and the thickness of
the molding underneath.

5.4.5.2 Thickness of moulding compound

The effect of the thickness of moulding compound underneath the die pad on the
magnitude of vapour pressure computed using the upper-bound and the delta-
pressure methods is shown in Figure 5.16. The upper-bound method predicts an
increasing vapour pressure with decreasing thickness of the moulding compound.
This is attributed to the increasing wetness along the delamination during moisture
conditioning (see Eqn (5.66)). However, the delta-pressure method yields a decreasing
vapour pressure with decreasing moulding compound thickness. This suggests that the
effect of increasing delamination volume during solder reflow outweighs the effect of
increased wetness along the interface during moisture conditioning. While it appears
that a thinner package is desirable, a more complete analysis should include the
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reduction in interfacial strength due to the higher wetness and the reduced fracture
resistance associated with the thinner package.

5.4.5.3 Increased reflow temperature

The effect of increasing the peak reflow temperature on the package with high flexural
stiffness is captured in the Arrhenius equation of saturation pressure for water vapour:

pg ¼ po exp

��Ev

RT

�
(4.1bis)

where R ¼ 8.314 J/K mol and (po ¼ 30.05 GPa, Ev ¼ 38.83 kJ/mol) for temperature
between 100 and 250 �C. The nonlinear increase in vapour pressure with temperature
leads to rapid increase in vapour pressure at higher temperature. For example, the
saturation vapour pressure doubles as the temperature is raised from 220 �C to 260 �C.
The upper-bound vapour pressure in a delamination increases proportionately with
increasing saturation pressure since:

pðTrÞ ¼ pgðTrÞ$wg (5.26)

For thin assemblies, the increase in vapour pressure with increasing reflow temper-
ature will be more moderate because of the increasing delamination volume due to the
reducing modulus of the moulding compound and increasing mismatched thermal
expansion.
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The physics of failure of portable
electronic devices in drop impact 6
6.1 Product drop testing

The drop testing of portable electronic devices (PEDs) is routinely performed by
original equipment manufacturers; however, these are rarely reported. Extensive
drop testing of commercial PEDs has been carried out (Lim, 2003, 2004; Seah,
2002, 2004) under a collaborative project between the Institute of Microelectronics,
National University of Singapore and the University of Cambridge using the facilities
at the impact laboratory of National University of Singapore. The objective of the
testing is to gather information on the types and range of loading that can be experi-
enced by the printed circuit board (PCB) assemblies of commercial products. The
information provides a basis for designing a subsystem test that can reproduce as
closely as possible the conditions that components and interconnects are subjected
to in an actual mobile device.

6.1.1 The mechanics of drop impact

6.1.1.1 Drop impact of a simple subject

The severity of impact of a simple subject against a stationery target may be measured
using a number of parameters: impulse, impact force, acceleration and strain. Impulse
measures the change in momentum of the object upon impact: I ¼ mDv. This change in
momentum is a function of the mass of the subject, the velocity of the subject prior to
impact and the rebound velocity of the subject after impact. The situation of maximum
impulse occurs when the rebound velocity equals the impact velocitye the situation of
perfect transformation of kinetic energy to strain energy and back to kinetic energy
when no energy is channelled to fracturing or permanently deforming the subject.
The magnitude of impulse is therefore not a good indication of the risk of damage
to the subject.

Experimentally, the impulse of an impact can be conveniently measured using a
force transducer (load cell) giving I ¼ R t

0 Fdt. The impact force, F, measures the
intensity of mechanical interaction between the subject and the target. A large impact
force could lead to excessive stress in the region of the subject that is in contact with
the ground leading to local failure. For the same magnitude of impulse, the magni-
tude of impact force could be lowered by increasing the impact duration, which could
be achieved by reducing the rigidity of the subject either globally or, more effec-
tively, at the region of contact (e.g. by adding rubber padding to the corners of
the product).

The impact force, F, induces contact stresses in the subject local to the contact
domain. Local failure could occur if the magnitude of contact stresses exceeds the
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strength of the material that the subject is made of. The impact force also acts on the
subject to decelerate it. The magnitude of deceleration (or acceleration) can be
measured using an accelerometer. Acceleration leads to inertial force. If the subject
is perfectly rigid (and assuming the subject experiences no rotation) such that the entire
body of the subject is assumed to experience uniform acceleration, a, then the magni-
tude of the inertial force at distance h from the free end of the subject is given by

fh ¼
Zh
0

rxAxa dx (6.1)

where rx and Ax are the density and cross-sectional area, respectively, of the segment at
distance x from the free end. The magnitude of the inertial force increases from nil at
the free end of the subject to F at the impacting end of the subject. The inertial force
induces direct compressive stress in the cross-section of the subject given by sh ¼ fh/
Ah, assuming the compress stress is uniformly distributed throughout the cross-section.
Failure could occur if the direct compressive stress exceeds the material strength of the
subject. It is clear that the compressive stress on the subject depends as much on the
construction of the object as the magnitude of acceleration. Hence, while acceleration
is most frequently cited as an indication of the severity of impact, it is not necessarily
an absolute indication of the risk of damage to the subject concerned.

If the subject is elastic, then finite time is needed for the stress wave (and the accom-
panying acceleration) to propagate from the point of contact to the free end of the de-
vice. The resultant inertial force could also lead to deformation of the subject in the
form of bending, torsion and even buckling. Strain measurement provides a reliable
indication of the magnitude of these deformations and the risk of damage.

6.1.1.2 Drop impact of portable electronic devices

Consider a PED that is impacted against a rigid target at a horizontal orientation as
shown in Figure 6.1. The impact force results in rapid deceleration of the device hous-
ing, including those points and edges of the PCB assembly that are attached to the
device housing. Being relatively flexible, the propagation speed of deceleration
wave in the PCB assembly is substantially slower than that in the device housing.
As a result, the PCB assembly continues to move downward when its edges have

Figure 6.1 Horizontal impact of a PED and the attached sites of PCB assembly to the device
housing.
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come to a stop. This results in bending of the PCB assembly. Eventually, the entire
PCB assembly, including the attached electronic components, would come to a stop
at the maximum bending of the PCB assembly. The solder joints that interconnect the
IC components to the PCB could experience three sources of loading: (1) the inertial
load of the IC component that acts to pull the IC component away from the PCB; (2)
the differential bending of the IC component and the PCB that has to be accommo-
dated by the solder joints; and (3) the restrictive spacing between the PCB assembly
and the device housing that promotes inter-knocking, which could induce secondary
bending of the PCB.

6.1.2 Selected candidates and experimental setup

Table 6.1 tabulates the specifications for the PEDs characterised in the survey drop
test. The test vehicles cover mobile phones and personal digital assistants (PDAs).

The three modes of loading on the solder joints mentioned in the last section are
best measured using miniature accelerometers and strain gauges mounted on the PCB
assembly. In-plane and out-of-plane (with respect to the PCB) accelerometers were
mounted on selected IC packages to measure the inertial loading on solder joints.
Strain gauges were mounted at the edges of ball grid array (BGA) processor packages
to measure the magnitude of flexural deformation of the PCB around the IC pack-
ages. Two to four strain gauges were mounted on the board assembly of each mobile
product. The directions of measurement are shown in Figure 6.2. Figure 6.3(a) shows
a strain gauge mounted next to a BGA component and a miniature accelerometer
mounted on the package, and Figure 6.3(b) shows sensors with thin measurement
leads that need to be carefully routed out of the product housing during the test
set-up. Results from the survey may be taken as estimates of surface strains in the
central region (where most BGA components are located) of a 1-mm-thick mobile
device board assembly. It is important to note that the measured strain is a summation
of two components of strain: the membrane strain component, which is uniform over
the thickness of the PCB; and the bending strain component, which varies linearly
with thickness with nil magnitude at its neutral plane and maximum magnitudes
on its outer surfaces.

Each product was subjected to drops from a height of 1 m onto a load cell that mea-
sures the impact force and triggers the data capture. The product is impacted on its
faces and edges at orientations of 0� and 45� from the impact surface. Figure 6.4(a)
illustrates these orientations. The orientation control is achieved using a specially
designed gripper, shown in Figure 6.4(b), that maintains the product’s orientation
through much of the free fall and releases the product just before impact, thus ensuring
that impact occurs in the desired orientation.

6.1.3 Analysis of drop test data

Figures 6.5 and 6.6 show examples of peak magnitudes of strain and acceleration,
respectively, taken on the PCB assembly of four PEDs in eight impact orientations.
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Table 6.1 List of portable electronic devices that have been drop tested

Model
Dimensions
L 3W 3 T (mm)/vol (cm3) Mass (g) Announced date

Nokia 8250 102.5 � 45 � 19/73 69 January 2000

Nokia 8310 97 � 43 � 19/66 84 January 2001

Nokia 3650 130 � 57 � 26/139 130 1st Q 2003

Sony Ericsson T68i 101 � 48 � 19.5 84 April 2002

Panasonic GD88 97 � 49 � 23 103 November 2002

Siemens S57 101 � 46 � 30 85 December 2002
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HP Compaq iPaq H3850 PDA 133 � 84 � 16 190 November 2001

Palm M105 118 � 79 � 18 125 March 2001

Palm M500 114 � 79 � 12 118 March 2001

Nokia 3110 classic 108.5 � 45.7 � 15.6/72 87 February 2007

Nokia 2630 105 � 45 � 9.9/45 66 May 2007

Nokia 5610 98.5 � 48.5 � 17/75 111 Augest 2007
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The peak impact force and duration and the peak in-plane acceleration, peak out-of-
plane acceleration, peak longitudinal strain and peak transverse strain taken on the
PCB assembly of a selection of PEDs are analysed and the following observations
were made.

6.1.3.1 Impact force and impact duration

For all devices, the highest magnitude of impact force is observed for the vertical
impact orientation; this is followed by the horizontal impact orientation. The result
is not surprising as impacting in these orientations tends to be more intense as reflected
in the shorter impact duration. By contrast, impacting at angled orientation tends to
induce angular rotation of the device with residual momentum leading to secondary
impact. The magnitude of momentum (and hence, impact force) in individual impact
is therefore lowered.

Longitudinal 
strain gauge

Transverse strain 
gauge

Out-of-plane 
acceleration

Longitudinal 
acceleration

Transverse 
acceleration

Accelerometer

AccelerometerFigure 6.2 Sketch of board
assembly showing measurement
directions of sensors.

(a) (b)

Figure 6.3 Sensor mounting for product test. (a) Strain gauge and accelerometer mounted on
board assembly. (b) Strain gauges around package, with lead wires connected to gauges.
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The average readings of impact force, impact duration and their products over eight
orientations for the six devices are tabulated in Table 6.2. Notice that m105 has the
highest magnitude when it has only the second highest weight after H350. The reason
for this becomes clear when it is noted that the impact duration of H350 is almost twice
that of m105. Figure 6.7 shows good correlation between the average nominal impulse
and the mass of the devices.

Front impactBack impact

–45º top impact45º top impact

45º bottom impact –45º bottom impact0º bottom impact

0º top impact

(a) (b)

Figure 6.4 Product drop test (a) orientations, and (b) gripper that allows orientation control.
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Figure 6.5 Peak magnitudes of PCB strain (in microstrains) in four PEDs for various impact
orientations.

The physics of failure of portable electronic devices in drop impact 207



6.1.3.2 Acceleration

The peak out-of-plane acceleration of the PCB ranges from 580 to 8600 g for five of
the six devices. The average readings of peak in-plane accelerations for the vertical,
horizontal and angled orientations are 2200, 3100 and 1200 g, respectively. The
high reading of out-of-plane acceleration of the PCB at 2200 g in the vertical impact
orientation is perplexing. There is no evidence of lateral rigid-body acceleration of the
devices e the devices have virtually nil lateral velocity before impact and negligible
lateral velocity after impact. This leaves only one possible scenario: that the PCB

3000

4500

6000

7500

0
0 0º

45º

90º

135º

180º

225º

270º

315º

Phone-A
Phone-B

PDA-A
PDA-B

Figure 6.6 Peak magnitudes of acceleration (in g’s) in four PEDs for various impact
orientations.

Table 6.2 Average readings of impact force, impact duration and
impulses for six PEDs

T68i
Nokia
8310

Nokia
8250 m500 m105 H3850

Mass (g) 85 90 90 106 130 190

(a) Average impact
force (N)

627 879 1171 1350 1653 1173

(b) Average impact
duration (ms)

1.49 1.09 1.11 1.08 1.11 2.04

(a)�(b) Average nominal
impulse (N.ms)

936 956 1305 1458 1838 2389

208 Robust Design of Microelectronics Assemblies



assembly has undergone an out-of-plane bending deformation, which could be
together with the entire device or independent of the housing of the device. Assuming
the bending deformation can be given by w ¼ A sin ut, the magnitude of acceleration
is then u2A. For a bending frequency of 600 Hz, it takes only 1.5 mm of bending of
PCB to arrive at an acceleration of 2200 g.

The peak longitudinal acceleration of the PCB ranges from 510 to 5700 g for the six
devices. The average readings of peak in-plane accelerations for the vertical, horizontal
and angled orientations are 2800, 2900 and 1200 g, respectively. The high reading of
longitudinal acceleration of the PCB at 2900 g in the horizontal impact orientation is
even more perplexing, and there is no good explanation for this.

The average out-of-plane and longitudinal accelerations over eight orientations for
the devices are tabulated in Table 6.3. These are compared with the nominal
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Figure 6.7 Correlation between nominal impulse and mass of devices.

Table 6.3 Average readings of nominal and measured accelerations
for six PEDs

T68i
Nokia
8310

Nokia
8250 m500 m105 H3850

(a) Mass (g) 85 90 90 106 130 190

(b) Nominal
acceleration (g)

753 996 1328 1129 1297 630

(c) Average out-of-
plane
acceleration (g)

1754 1396 1700 2929 1338

(d) Average
longitudinal
acceleration (g)

1408 2470 1397 2123 1713 2908

(c)/(b) 2.3 1.4 1.3 2.6 1.0

(d)/(b) 1.9 2.5 1.1 1.9 1.3 4.6
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accelerations of the devices, which are obtained by dividing the average measured
impact force by the respective mass of the devices. The measured acceleration ranges
between 1 and 4.3 times that of the nominal acceleration for the six devices. The larger
magnitude of the measured accelerations is a result of the resonance of the PCB assem-
bly and possibly also the accelerometer. It highlights the frequently futile experience of
trying to interpret the state of the PCB assembly from the measured acceleration.

6.1.3.3 Strains

The peak longitudinal strain of the PCB among the six devices ranges from 150 to
8200 microstrain, while the peak transverse strain of the PCB ranges from 150 micro-
strain to 3150 microstrain. The average readings of peak longitudinal strain for five
devices (excluding m500) and peak transverse strain for six devices for the vertical,
horizontal and angled impact orientations are (810 � 10�6, 690 � 10�6),
(1140 � 10�6, 1910 � 10�6) and (940 � 10�6, 590 � 10�6), respectively, where
the first and second readings in the brackets show longitudinal and transverse strains.

The dominance of bending strain over membrane strain is obvious when noting that
the magnitude of PCB strain registered in horizontal impact is two to three times that
registered in vertical impact. Indeed, it is likely that bending strain dominates even in
the vertical impact orientation as devices are frequently observed to undergo bending
even in vertical impact. The transverse strain registered during vertical bending is a
result of anticlastic curvature due to the Poisson’s ratio effect.

The exact magnitudes of membrane and bending strains can be extracted by
mounting two strain gauges on the surfaces of PCB directly opposite each other. If
the strains on the two surfaces are given by p and q, respectively, then the membrane
strain is given by (p þ q)/2 and the bending strain is given by jp � qj/2.

The average longitudinal and transverse strains over eight orientations for the de-
vices (except m500) are shown in Table 6.4; the two strains are plotted against each
other in Figure 6.8. A very good linear correlation between the two strains is observed.
The fitting gradient of near one is interesting considering that all the impact orienta-
tions (less the horizontal impact) landed on the longitudinal edges of the devices
and none landed on the transverse of the devices. The only logical explanation is
that the measured PCB strain consists of predominantly bending strain, whose orien-
tation (be it longitudinal or transverse) is less sensitive to the specific edges of the
device in impact.

Table 6.4 Average readings of peak PCB strains for six PEDs

T68i
Nokia
8310

Nokia
8250 m500 m105 H3850

Average longitudinal strain
(�10�6)

1220 1056 433 3171 620 1375

Average transverse strain
(�10�6)

1118 860 373 1164 531 1345
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There is also good correlation between the longitudinal strain and the longitudinal
acceleration for four of the devices, which is expected in view of the fact that the
bending of the PCB is inertially induced.

6.1.4 Detailed analysis of the dynamic responses of
PCB assemblies

The dynamic behaviour of the board assembly within a mobile device subjected to
drop impact is very complex due to the effects of the product housing, PCB mountings
and other interior components. Figure 6.9 shows sensor data (impact force, longitudi-
nal strain and out-of-plane accelerations on PCB assembly) captured for a mobile
phone dropped in a ‘back-impact’ orientation. Perfect horizontal impact is near impos-
sible as indicated by the two impulses of impact ① & ⑤. Given the lower magnitude
and the longer duration of its initial impact pulse, the phone has most likely experi-
enced an initial impact on one of its edges followed by a second impact on the opposite
edge/face. Upon the first impact, marked as ① in Figure 6.9(b), the housing deceler-
ates rapidly at the point of contact, but the signal only travels to the points of support of
the PCB at the housing after a fraction of a millisecond ②. The centre region of the
PCB begins to decelerate ③ while it continues to move downward, resulting in a pos-
itive fibre strain on the bottom surface of the PCB ④. The first impact on the edge
results in rotation of the phone e part of which is in mid air e that has led to impact
by the opposite edge, which can also be a surface, of the phone with a larger impulse
⑤. The rotation and the resulting second impact are transparent to the PCB, which com-
pletes its downward elastic deflection and begins on its upward elastic deflection e
negative strain on the bottom surface of the PCB ⑥. However, it appears that second
impact could have happened in the region of the phone that is more closely packed, and
as a result, the impact force seems to have been transferred directly to the centre of the
PCB, giving rise to the high magnitude of upward acceleration of the PCB ⑦and a
corresponding ‘boost’ in its upward elastic deflection ⑧. The sharper peak of the sec-
ond impact corroborates the theory of a harder impact e a result of more rigid contact

Longitudinal strain (×10–6)

Tr
an

sv
er

se
 s

tra
in

 (×
10

–6
)

0.99
1.00

0

500

1000

1500

2000

2500

3000

3500

0
200
400
600
800

1000
1200
1400
1600

0 200 400 600 800 1000 1200 1400 1600

Lo
ng

itu
di

na
l a

cc
el

er
at

io
n 

(g
)

Transverse strain
In-plane acceleration

Figure 6.8 Correlation between longitudinal strain, transverse strain and longitudinal
acceleration.

The physics of failure of portable electronic devices in drop impact 211



due to the more closely packed components within the phone at the second impact
surface.

The response of the PCB assembly consists of the fundamental frequency and other
higher frequencies. The higher frequency components damp off rather quickly as
evident in Figure 6.9(a). The frequency and the damping characteristic of the PCB
at its fundamental mode may be estimated from the free vibration of the PCB after
filtering off the higher frequency components as shown in Figure 6.9(c). The
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Figure 6.9 The impact response of a typical mobile phone experiencing horizontal drop
impact between the duration 0e12 ms; (b) the normalised response data between the duration
0.5e4 ms; and (c) the damping characteristic of the fundamental frequency of the PCB
assembly.
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fundamental frequency of the PCB has been evaluated as 440 Hz. Its damping ratio is
estimated from the decay constant, which is l ¼ 0.3 ms�1 ¼ 300 s�1. The damping
ratio is given by

z ¼ l

un
z 0:11 (6.2)

The use of fibre strain instead of deflection of the PCB assumes linearity between
these two properties. Assuming simple beam theory, the fibre strain on the PCB is
given by

ε ¼ �h

2
d2z
dx2

(6.3)

where h is thickness of PCB. The deflection may be expressed by z ¼ zof(x); hence,
z00 ¼ zo f 00(x), which implies εfzo.

The clattering impact is evident in a phone impacting in a 45� orientation as seen in
the high-speed video sequence of Figure 6.10(a). The fibre strains on the PCB are
measured at four locations shown in Figure 6.10(b). Two patterns ➀ & ➁ of transient
strain oscillations can be observed interrupted by a short pause. The first is generated
by the initial impact at one end of the phone that causes it to rebound, while the second
arises from a clattering impact at the other end after a brief rotation of the phone
through the air. The four strains measured at widely spaced locations are in phase,
making it likely that the flexural vibration occurs in a half-sine fundamental mode
shape, having a frequency of 330 Hz. The PCB strains damp off rapidly, and each
impact may be approximated to produce a single loading cycle.
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Figure 6.10 Angled 45�-impact orientation. (a) High-speed video sequence showing clattering-
impact frequency of the PCB assembly; (b) strain gauge locations; and (c) strain measurements.
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For angled orientations, the fundamental vibration mode generally dominates the
strain response. For horizontal orientations, sharp-bending spikes of high amplitude
and frequency occasionally occur, such as seen in the impact response of phone in
Figure 6.9. These spikes are attributed to knocking of the PCB by the housing (directly
or through intermediate devices) in the region other than those designed to be sup-
ported by the housing. Such spikes are deemed highly damaging not only because
of the resulting high magnitudes of acceleration and bending strain but also because
the high frequency (high strain rate) event tends to promote brittle fracture in the inter-
metallic compound. It is advisable for engineers of mobile devices to design with the
aim of preventing these spikes.

It should be noted that the results discussed in this section are findings from a rather
limited product drop-impact survey e compared to the wide diversity of mobile elec-
tronics available today. Selecting different products or using a larger number of sen-
sors placed at more varied locations may well result in different survey results.
However, the study is useful in providing a basic understanding of what happens under
field conditions.

6.2 The physics of failure

Section 6.1 has identified two physics principles that could be responsible for the fail-
ure of the solder joints that interconnect the IC components to the PCB: (1) the inertial
load of the IC component, F ¼ ma, that acts to tear it from the PCB; and (2) the
bending of the PCB assembly due to inertia and the resultant differential bending of
the IC component and the PCB lead to severe deformation of the solder joints at the
peripheral of the IC component as shown in Figure 6.11; secondary bending may be
induced by knocking of electronic components against the housing.

6.2.1 The dominant physics of failure e experimental evidence

Experiments have been performed to ascertain the dominant physics that is responsible
for the failure of the solder joints in the drop impact of PEDs.

PCB

Solder joint

IC component

Figure 6.11 Finite element
plot (half-symmetry, symmetry
plane on left) with magnified
displacements showing the
effect of PCB bending on
solder joint deformation.
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6.2.1.1 Inertial load of IC component

Two experiments are performed to investigate the effects of inertial loading of IC
component alone by removing as much as possible the effects of PCB bending.
Figure 6.12 shows the set-up of the first experiment. A PCB assembly is sandwiched
between two thick aluminum plates that prevent its bending. An opening in the center
of the bottom aluminum plate exposes the IC component to allow its inertial loading
acting on the solder joints attaching the IC component to the PCB. A peak acceleration
of 4000 g is introduced by a shock table and the same magnitude of acceleration is
measured on the IC component, which is twice what it would be if the PCB were
allowed to flex freely.

Figure 6.13 shows the set-up of the second experiment. The board assembly is cut
to a size slightly larger than the IC component and is attached to the underside of

Aluminium 
backing plates

PCB sandwiched between plates 

Opening in the backing plates 
exposing the chip component 

Shock  table

Figure 6.12 First experiment to investigate the inertia of IC component.

(b) PCB

(c) Rigid extension of shock table

Shock table 
(d) Component

(e) Attached mass
(f) Shock table 

(a) Impact 

Figure 6.13 Second experiment to investigate the inertia of IC component.
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a rigid extension that overhangs the shock table. An inertial mass made of steel of
thickness 3 mm e equivalent to six times the inertia of the IC component e is bonded
to the IC component. The overhanging extension is rigid enough to prevent flexing of
itself or the PCB to ensure that the loading on the solder joints is purely inertial. An
acceleration shock pulse of amplitude 3000 g and duration 0.5 ms is then applied to
the shock table, and the same acceleration is measured on the PCB.

The electrical connectivity of the solder joints is monitored in situ through a daisy
chain connection. In both experiments, the daisy chain remains intact after more than
30 drops, which is much longer than a freely flexing board would have survived. These
two experiments have practically ruled out the inertia of IC component as the physics
of failure.

6.2.1.2 Bending of PCB

The effect of PCB bending on joint failure is most easily observed by monitoring
concurrently the bending strains in the board and the electrical connectivity of the
joints, in a standard laboratory board-level shock test. Here, a PCB assembly with a
single central BGA component is supported at four corners (Figure 6.14) on a
board-level shock test fixture and subjected to half-sine mechanical shocks of ampli-
tude 1500 g and duration 0.5 ms. The electrical connectivity (resistance) of the daisy-
chained solder ball joints is monitored in situ during the test using a high-speed data
logger. A strain gauge mounted adjacent to the component measures the local strains
near the component. An accelerometer measures the local acceleration near the board
centre.

An open circuit in the daisy chain is detected in 10 impacts, indicating solder joint
failure. Figure 6.15 shows the PCB strain and electrical resistance graphs for an
impact shock performed immediately after this first detection of failure. The PCB
strain waveform consists of two superposed vibration mode components, namely a
fundamental mode component with a half-period of approximately 2.5 ms, and a
higher bending mode component with a period of 0.8 ms. At time ¼ 2 ms, before
the impact, the already-failed daisy chain was electrically closed (indicated by low

IC component, daisy 
chained for electrical 
resistance measurement Strain gauge 

(a) (b)

Figure 6.14 Board-level drop test set-up. (a) Strain gauge mounted near component. (b) Board
mounted on shock test fixture, with component facing downward.
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resistance) due to contact between the cracked surfaces maintaining the electrical
connectivity. The impact shock sets the PCB into dynamic oscillations, and the daisy
chain reopens when the PCB develops a bending strain of roughly 1000 microstrains
at an approximate time of 3.2 ms. Subsequently, there is intermittent opening and
closing of the daisy chain roughly corresponding to the peaks and troughs of the
higher bending component. The one-to-one correspondence of the two waveform
patterns suggests PCB bending as a key physics of failure in drop impact of
PEDs. It should be noted that the electrical connectivity does not appear to close/
open at a specific level of measured strain. Several reasons may explain this phenom-
ena, namely (1) wear/deformation of the fracture surfaces when they contact each
other; (2) the effect of bending components in the transverse axis, which may be
slightly out of phase from the ones measured; or (3) the fact that the strain gauge
is located a short distance away from the joint and may not perfectly reflect the events
occurring at the joint.

6.2.2 The dominant physics of failure e analytical evidence

A relative dominance of the two postulated physics of failure principles may be eval-
uated quantitatively using simple analytical equations.

6.2.2.1 Inertia load of IC component

Assuming (1) the inertia load due to the IC component acts evenly over all joints and
(2) each solder ball joint is modelled as a cylinder with stress evenly distributed over its
cross-section, the stress due to inertia of the IC component is given by

sgz
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nA3

(6.4)
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Figure 6.15 PCB strain and electrical resistance waveforms from a board-level shock test.

The physics of failure of portable electronic devices in drop impact 217



where m is the combined mass of the IC component and its solder joints, ag the
acceleration experienced by the mass during the drop shock, n the number of joints on
the IC component and A3 the cross-sectional area of a single solder joint. Using a
typical 10 � 10 � 1 mm3 IC component with mass m ¼ 0.3 g, measured peak accel-
eration magnitude ag¼ 4000 g, and nA3 ¼ 25 mm2, the average stress in the joints due
to inertial loading is estimated to be sg¼ 0.44 MPa, which is way below the strength of
a typical solder joint.

6.2.2.2 Bending of PCB

The analytical solution for the stresses in the solder joint due to bending of PCB is dis-
cussed in detail in Chapter 11, but we shall take the analytical equation here without
proof for the current discussion. The maximum peeling stress in the solder joint,
sp,max, is given by

sp;max ¼ sa;max þ
�
mF;max þ Fs;max

h3
2

�
d3
2I3

(6.5)

where sa,max, Fs,max and mF,max are axial stress, shear stress and bending moment,
respectively, on the critical solder joint and are given by

sa;maxz
4azε2ðLÞ
Deh2

�
sin az p cosh azp� sin azð2L� pÞsinh azp

�
(6.6)

Fs;max z
qε2ðLÞ
lx

�
1� e�bp� (6.7)

mF;max z
2E3I3ε2ðLÞ

azh2
(6.8)

where ε2(L) is the magnitude of fibre strain at the edge of the IC component; the

characteristic constants are given by az ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
De=4lz

4
p

and b ¼ ffiffiffiffiffiffiffiffiffiffiffi
lx=ks

p
; and the

compliances are given by

De ¼ 12

E1h31
þ 12

E2h32
; lxz

X2
i¼ 1

1
Eihi

�
4þ 3h3

hi

�

lz ¼ 13h1
32E1

þ 13h2
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þ pqh3
E3A3
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8G1
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where p, q are the pitches in the x and y directions, respectively; h, d, I, E, G, n are
height, diameter, second moment of area, stretch modulus, shear modulus and
Poisson’s ratio, respectively; L is the half-length of the IC component; the subscripts
1,2,3, represent the IC component, PCB, and solder joints, respectively; lx, lz and ks
are compliances in the x, z and xez directions, respectively. The assumed dimensions
and mechanical properties of the PCB assembly are given in Table 6.5; note that the
total area of solder joints is identical to that used in the above section; that is, nA3 ¼
25 mm2. The evaluated compliances, characteristic constants and forces/moment are
shown in Table 6.6.

The maximum peeling stress in the solder joint has been evaluated as sp,max ¼
6.3 � 104 ε2(L) N mm�2. Table 6.4 shows it is possible for the PCB to acquire a fibre
strain magnitude of 0.001 in the drop impact of a PED. Substituting ε2(L)¼ 0.001 into
the above equation gives sp,max ¼ 63 MPa.

Comparing sp,max ¼ 63 MPa with sg ¼ 0.44 MPa, it is clear that PCB bending is
the dominant physics of failure for board-level solder joints in the drop impact of
a PED.

Table 6.6 Evaluated compliances, characteristic constants and forces/
moment

Compliances
Characteristic

constants Forces/moment

De lx lz ks az b sa,max Fs,max mF,max

7.36 � 10�4 3.23 � 10�4 6.18 � 10�5 1.19 � 10�4 1.31 1.65 1960 ε2 362 ε2 1.2 ε2

Note: De (N
�1.mm�1), lx (N

�1.mm), lz, ks (N
�1.mm3), az, b (mm�1), sa,max (N mm�2), Fs,max (N), mF,max (N mm).

Table 6.5 Assumed dimensions and mechanical properties of PCB
assembly

Component

Dimensions
Mechanical
properties

Planer h p, q d E n

#1, IC component 10 � 10 1 25 0.3

#2, PCB 1.25 24

#3, Solder joints 0.15 0.3, 0.3 0.168 25

Notes: Dimensions in mm; E (GPa).
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Subsystem testing of solder
joints against drop impact 7
7.1 Board-level testing

The failure of solder joints interconnecting the integrated circuit (IC) component to the
printed circuit board (PCB) in a PED experiencing drop impact has raised a number of
difficult questions for the microelectronic assembly industries: What design features
and materials of the IC component and PCB are responsible for the robustness of
the PCB assembly in product drop impact? How can the designs of IC components
and the PCB assembly be assessed for product drop-impact failure? The first question
will be addressed in later sections. The second question was more urgent for practical
reasons, triggering an industry-wide effort to establish a test standard.

The most obvious method for assessing the design of the IC component is to drop
test it in the particular PED in which the IC component will be assembled. However,
this is not possible because it would be too late in the development cycle of the
PED. Also, IC components are designed with universal applications in mind,
independent of the design of the portable device. As a starting point, a board-level
test method that is independent of the portable device and is able to assess qualita-
tively (or comparatively) the reliability of IC components against drop impact is
essential.

7.1.1 Development of test methods: a historical perspective

Some of the earliest work on drop-impact testing was performed by Juso, Yamaji,
Kimura, Fujita, and Kada (1998) and Yamaji et al. (2000) of Sharp, who mounted
PCB assemblies onto a test phone, which was then dropped repetitively in the longi-
tudinal and transverse orientations from a height of 1 m. Such tests are also routinely
performed in-house by manufacturers of mobile devices as part of product qualifica-
tion. However, microelectronic and PCB assembly manufacturers desire a board-
level test method that is independent of the portable product. Peng et al. (2001) of
Auburn University and Mishiro et al. (2002) of Fujitsu performed drop tests of bare
PCB assemblies. Peng et al. conducted experiments where the bare PCB was guided
in the inner bore of a tube, whose diameter was marginally larger than the width of the
PCB, to enable vertical impact of the PCB assembly. The main drawback for this test is
the inability to control the impact velocity of the PCB assembly with the target due to
friction between the PCB and the bore of the tube. Mishiro et al. simply released the
PCB assembly from a horizontal orientation to fall unguided. The main drawback of
this test is the inability to control the impact angle.

A common drawback of drop testing bare boards without fixtures is that the bending
modes of the PCB are not easily controlled. These drawbacks led to the fixed and
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orientation-controlled drop test methods. Zhu (2001) of Ericsson used a setup where
the PCB assembly was suspended along its edges in a guided fixture during drop so
as to impact horizontally onto the floor (Figure 7.1(a)). Sogo and Hara (2001) of
Toshiba reported an improved fixture with a hemisphere attached to its bottom
(Figure 7.1(b)) to ensure consistent impacts. Hirata, Yoshida, and Morizaki (2001)
of NEC suspended the fixture on strings such that the orientation of impact could be
adjusted (Figure 7.1(c)). Qiang et al. (2002) of Yokohama University studied the
positions of the IC components on the PCB using the setup of Figure 7.1(a); they
reported a more severe loading for IC packages that experienced symmetric bending.

At this juncture, it is important to highlight the technical difference between a drop-
impact test (ASTM-D5276, 2009) and a mechanical shock test (ASTM-D6537, 2014;
IPC/JEDEC-9703, 2009). In a drop-impact test, the test specimen is released from a
defined height to impact upon a defined target; the key test parameters are impact
velocity and the contact stiffness of the target. The drop testing of PEDs described
in Chapter 6 and the three test methods shown in Figure 7.1 are examples of drop-
impact tests; the latter may be referred to as board-level drop-impact test. The repro-
ducibility of the board-level drop-impact test depends on the consistency of the
drop-height, the local stiffness of the target and the angle of impact. It is assumed
that by controlling these parameters, the test specimen will experience a reproducible
dynamic experience, which is best reflected in the form of accelerated-time history.
This being the case, it makes more sense to control directly the accelerationetime
characteristic of the impact. This leads to the board-level mechanical shock test, which
prescribes an accelerationetime characteristic for the test fixture.

Goyal, Buratynski, and Elko (2000) of Lucent used mechanical shock tests to inves-
tigate the effectiveness of support damping, as shown in Figure 7.2(a) They character-
ised the response of the PCB mounted on damped supports at six points along its edges
to half-sine shock pulses of durations ranging from 1.5 to 16 ms. The use of shock tests
to assess the robustness of board-level interconnects was reported by Kim et al. (2001)
of Hyundai. However, the test by Kim et al. is believed to be ineffective because the
PCB assembly was attached rigidly to the fixture, as shown in Figure 7.2(b), and was
thus prevented from bending.

Height: 1.3 m

Steel

Strings
(a) (b) (c)

Figure 7.1 Board-level drop test setups of (a) Ericsson, (b) Toshiba and (c) NEC.
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Motivated by the need for an industry standard, Syed et al. of Amkor led a working
group for a new JEDEC test standard JESD22B111 (JESD22B111, 2003), which pre-
scribes a half-sine accelerationetime of amplitude 1500 gravitational acceleration over
a duration of 0.5 ms (equivalent to 1000 Hz) for the test fixture, as shown in
Figure 7.2(c). The desired accelerationetime shock characteristic is achieved through
manipulation of the drop-height and the contact stiffness of the shock generator. The
PCB assembly is allowed to flex under its own inertia. Figure 7.3 shows a typical strain
response of the PCB assembly in the JESD22B111 test. The mechanical shock has
excited a transient bending deflection in the PCB assembly, which is followed by nat-
ural vibration of the PCB assembly with decaying amplitude.

Because the velocity of impact in the JESD22B111 test is derived purely from grav-
itational acceleration, it may be described more precisely as a board-level drop-shock
test (BLDST). Specialised mechanical shock testers are available (Langmont, n.d.),
which introduce additional acceleration (on top of gravitational acceleration) to the
test fixture through either compressed air or compressed springs.

By prescribing a half-sine accelerationetime characteristic of the impact,
JESD22B111 BLDST should offer better reproducibility for the board-level drop-
impact tests shown in Figure 7.1. But, in practice, it is nearly impossible to achieve

Shock generator

Time
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Figure 7.2 Board-level shock test setups of (a) Lucent, (b) Hyundai and (c) JESD22B111.
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Figure 7.3 PCB strain response of JEDEC test standard JESD22B113.
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a perfect half-sine accelerationetime characteristic however the drop-height and the
contact stiffness are manipulated, which raises questions about the reproducibility of
the test method. Another concern with the JESD22B111 BLDST is the bulkiness of
the test fixture. A mechanised hoist is required to hoist it to the required test height,
which slows down the throughput rate of testing. The impact is acoustically deafening
and generates ground-shock that could affect the neighbouring instrument so that
testing needs to be performed in a well-isolated facility. The above concerns with
the JESD22B111 BLDST have motivated continued exploration of board-level test
methods.

The principal element of a mechanical shock is velocity impact. Instead of a moving
test fixture impacting against a stationary target, as in the case of JESD22B111
BLDST, a velocity impact may be achieved by a striker impacting upon the test fixture
at rest, imparting it with the desired accelerationetime characteristics. However, given
the weight of the test fixture, a striker of significant mass and velocity is required; this
test method will suffer from similar setbacks as the JESD22B111 BLDST.

It was highlighted in Chapter 6 that cyclic bending of PCB assemblies is the domi-
nant physics of failure for solder joints interconnecting the IC component to the PCB in
the drop impact of PEDs. The JESD22B111 BLDST simply attempts to duplicate this
physics by setting up cyclic bending in the PCB assembly by imparting a mechanical
shock to the test fixture. There are many simpler methods to induce cyclic bending in
PCB assemblies; the simplest approach is to mechanically deflect the PCB assembly
with a mechanical actuator, as described in the JEDEC test standard JESD22B113, a
schematic of which is shown in Figure 7.4. The acceleration of a mechanical actuator
is limited by its inertia; for a sinusoidal displacement, this is given by €zo ¼ zou2.
The versatile Instron model 5848 MicroTester is used as an illustration; the design
envelop is shown in Figure 7.5, which suggests a limiting acceleration of 0.01 gravita-
tional acceleration. In view of the high sensitivity of the fatigue resistance of solder
joints with strain rate (evidence given in Chapter 8), it is essential that the solder joints
in a board-level test are fatigued at a similar strain rate as that in the PCB assembly of
a PED experiencing a drop impact. Chapter 6 suggests that the PCB assembly in a PED
experiences a nominal acceleration of a few hundred gravitational acceleration and a
fibre strain of a few thousand microstrains, when drop impact from a height of 1 m.
This is way beyond the capability of a standard mechanical tester.

Support span

Load span

Fixed
anvils

Fixed
anvils

Moveable
anvils

Moveable
anvils

IC packages

Printed
wiring
board

Figure 7.4 Schematic test setup of JEDEC test standard JESD22B113.
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The simplest means of imparting high acceleration to a PCB assembly is by striking
the PCB assembly directly at high speed. This requires much less energy than intro-
ducing mechanical shock to the bulky test fixture. Yaguchi, Yamada, and Yamamoto
(2003) and Nagano, Yaguchi, Terasaki, and Yamamoto (2006) of Hitachi reported us-
ing an impact bending test method in which the PCB assembly, clamped at two ends,
was impacted at its centre by a falling plunger (see Figure 7.6(a)). Varghese and
Dasgupta (2003), of the Center for Advanced Life Cycle Engineering (CALCE) at
University of Maryland, delivered the impact using a swinging steel ball (see
Figure 7.6(b)). Reiff and Bradley (2005) of Motorola used a method similar to that
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Figure 7.5 Amplitudeefrequency envelope of Instron model 5848 MicroTester.
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Figure 7.6 Impact bending test setups of (a) Hitachi, (b) CALCE and (c) Motorola. (d) The
strain response of the PCB assembly of Hitachi.
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of Hitachi but introduced a fixture between the impactor and the PCB to enforce four-
point bending of the PCB assembly (see Figure 7.6(c)). However, one drawback is that
the bending frequencies generated tend to be significantly lower than the natural
frequency of the PCB assembly because of the relatively high mass of the impactor,
and also that of the four-point bending fixture for the setup of Motorola. This can
be visualised by treating the PCB impactor as a springemass system whose resonant

frequency is given by un ¼ ffiffiffiffiffiffiffiffiffi
k=m

p
. The natural frequency of these test methods can

be increased by reducing the mass of the striker (and the four-point bending fixture)
while increasing its striking velocity. The bigger concern with the ‘strike’ test methods
is that the PCB assembly undergoes only half-bending deformation, as displayed in
Figure 7.6(d) for the setup of Hitachi. This does not reflect the bi-directional fatigue
experienced by solder joints in the drop impact of PEDs.

The most efficient means of inducing cyclic bending of the PCB assembly at its nat-
ural frequency is through resonant vibration of the PCB assembly using a mechanised
shaker (ASTM-D999, 2008; ISO-5347-22, 1997), when a large amplitude of response
can be induced from a small amplitude of input. A resonant vibration test method was
proposed by Marjam€aki, Mattila, and Kivilahti (2006) of Helsinki University of Tech-
nology, in which a PCB assembly held in a test fixture is resonated using an electro-
magnetic shaker. However, this apparently ideal test method has practical challenges.
Large resonant amplification occurs in a very narrow frequency band, with a steep fall-
off on either side of the band. The resonant frequency of the individual PCB assembly
differs slightly because of deviations in thickness, modulus and the rigidity of its
mounting onto the test fixture; this slight difference is translated into a significant dif-
ference in the amplitudes of response between PCB assemblies.

An ideal board-level test method should, besides offering a reliable and consistent
means of evaluating the robustness of the design of board-level solder joints, be
capable of characterising the fatigue resistance of the solder joints and expressing
the results in a useful form, such as Ds ¼ CoNbo . With the PCB assembly bending
at a decaying amplitude following each mechanical shock, the JESD22B111 BLDST
is incapable of offering a viable expression for the fatigue resistance of solder joints.
Similarly incapable is the resonant vibration method; at the resonant frequency of a
few hundred hertz, the solder joints would have experienced hundreds to thousands
of fatigue cycles as the PCB assembly is being ramped up the test amplitude; consid-
ering the fact that the fatigue life of the solder joints is only in the hundreds to low
thousands, much of the fatigue life of the solder joints would have been consumed
during the ramp-up. The high-speed cyclic bending method proposed by Seah,
Wong, Mai, Rajoo, and Lim (2006) appears to provide the ultimate solution.

7.1.2 The high-speed cyclic bending test

Figure 7.7 shows the high-speed cyclic bend tester, which is a result of collaboration
with Instron. Four-point bending of a PCB assembly is achieved through two sets of
anvils: a set of fixed anvils and a set of displacing anvils. The displacing anvils are
given cyclic displacement by a cam through a lever, whose level arm could be adjusted
to vary the amplitude of displacement. The cam is driven by a high-power servo motor,
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which has a top speed of 1500 rpm, or 25 revolutions per second (rps). A sinusoidal
profile is built into the cam over a segment of 20�. This gives a maximum linear cyclic
frequency of 450 Hz. It takes finite time (and hundreds of revolutions) for the
high-power motor to be accelerated to its operating speed. During this period, the mo-
tor is disconnected with the cam. Upon reaching the operating speed, the motor is then
engaged with the cam through a frictional clutch. The inertia of the cam, the level and
the moving anvils are minimised so that the anvil is brought to the design frequency in
a single cycle. This is illustrated in Figure 7.8, which shows the fibre strain of a PCB
assembly for three cycles; each cycle is a near-perfect sinusoidal waveform of 100 Hz.
The interval between each cycle is the result of the level moving over the circular con-
tour of the cam. Besides offering consistent bending amplitude, frequency and wave-
form, the high-speed cyclic bending test (HSCBT) also offers a very high rate of test
throughput; for example, at 20 rps, it takes less than a minute to accomplish
1000 cycles of bending. An equivalent test using the JESDB111 BLDST would
require hours.

7.1.3 Experimental studies on correlations between
HSCBT and BLDST

Two studies were performed to evaluate the ability of high-speed bend testing to
reproduce the solder interconnect failures encountered in a board-level shock test
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View A
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LeverLinear

motion
Loading anvil

Clamp
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Figure 7.7 High-speed bend tester.
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(Wong et al., 2009). In these studies, the cycle-to-failure and the failure modes ob-
tained using the HSCBT are compared with the drop-to-failure and the failure modes
obtained from BLDST. The first study involves testing various solder joint material
systems, using various solder material and pad combinations. The second study in-
volves the testing of a limited number of material systems prepared under various
manufacturing parameters. The former is referred to as the materials variation study,
whereas the latter is the manufacturing variation study. The test specimen, test condi-
tions and test matrices are described in the following sections.

7.1.3.1 Test specimen

The test specimen is shown in Figure 7.9. The IC component is simulated by a piece of
laminate material. The PCB and the IC component are fabricated from the same lami-
nate panel; hence, both have identical pad finishes. This minimises the inconsistency
derived from variations in the fabrication processes. The board dimensions, solder
joint layout and solder joint dimensions are shown in Figure 7.9(a)e(c), respectively.
The four corner joints are designed to experience a significantly higher stress magni-
tude than the inner joints, ensuring early but controlled failure there. Symmetry en-
sures identical loading on these joints. The corner joints are separated from each
other by several rows and columns of inner joints to ensure independent failure of
each corner joint; that is, the failure of one corner joint does not significantly alter
the loads experienced by the remaining corner joints. Thus, the design allows for
four independent data values to be obtained from a single test specimen. The inner
pads are connected into a daisy-chain for electrical monitoring to verify that the inner
joints do not fail before the corner joints.

7.1.3.2 Test conditions

The BLDST was performed on an AVEX SM 110 mechanical shock tester. The test
specimen is bolted at four points and held along its entire width with a span of
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Figure 7.8 PCB bending strain waveforms generated by the tester.
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140 mm, as shown in Figure 7.9(a). A half-sine shock pulse of amplitude 800 g and
duration 0.5 ms was applied to the supports. This shock pulse is selected for generating
a peak longitudinal PCB strain of 2000 mstrain, measured adjacent to the IC compo-
nent, which results in failures within 10e100 shocks, depending on the solder joint
material system or manufacturing variation. The fundamental mode frequency is
approximately 200 Hz for the specimen mounted in this configuration. The number
of drops to complete electrical failure/open in each individual corner joint is
recorded. Failure is defined as the point when the electrical resistance of the corner
joint exceeds 100 U.

The HSCBTwas performed on the high-speed cyclic bend tester shown in Figure 7.7.
The specimen is clamped by a set of fixed anvils along its entire width at a span of
60 mm and is cycled by a set of moving anvils that has a span of 35 mm, as shown
in Figure 7.9(a), such that the specimen experiences almost pure bending within the
inner span. The test specimens are flexed using a sinusoidal bending waveform at a
frequency of 100 Hz and a peak fibre strain of 2000 mstrain, similar to the peak response
in the BLDST. The number of flexing cycles to failure is recorded.
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Figure 7.9 Test specimen: (a) PCB; (b) IC component; and (c) solder joint.
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7.1.3.3 Test matrix

The test matrix for the materials variation study is shown in Table 7.1. Six solder alloys
and two pad finishes for a total of 12 material systems are investigated. The simplified
symbols for the materials are also given in Table 7.1. The test matrix for the
manufacturing variation is shown in Table 7.2. The study involves only one solder
alloy and two pad finishes; the effect of manufacturing process variations is reflected
in (1) laminates (PCB and component) that are sourced from three vendors (referred to
as X, Y and Z); (2) three thicknesses of immersion gold for electroless nickel plating;
and (3) three thermal ageing conditions, for a total of 11 manufacturing systems.
Twenty data points were collected for each system tested under the BLDST and
HSCBT.

7.1.4 The consolidated experimental data

The cumulative distribution of drops-to-failure (for BLDST) and cycles-to-failure (for
HSCBT) for the materials variation and manufacturing variation studies is shown in
Figure 7.10. The symbols for the materials variation graphs are to be read as [Solder
alloy]_[Pad finish], in which pad finish symbols E and O represent electroless nickel
immersion gold (ENIG) and organic solderability preservative over copper (OSP),
respectively. The symbol for the manufacturing variation graphs is to be read as
[Vendor]_[Pad finish][#]. The # numeric represents the manufacturing variation.
With reference to Table 7.2, #1 and #2 represent thermal ageing at 150 �C for 100
and 200 h, respectively, and #3 and #4 represent thick and thin immersion gold,
respectively.

A cursory examination of the graphs in Figure 7.10 shows good agreement between
BLDST and HSCBT in the performance ranking of the various materials systems. The

Table 7.1 Test matrix for the materials variation study

Parameter Description Symbol

Solder alloy Sn37Pb SnPb

Sn3.5Ag SnAg

Sn1.0Ag0.1Cu SAC101

Sn3.0Ag0.5Cu SAC305

Sn1.0Ag0.1Cu with 0.02% Ni & 0.05% In SAC101(d)

Sn3.0Ag0.5Cu with 0.05% Ni SAC305(d)

Solder pad finish
(from vendor Z)

Electroless nickel immersion gold (ENIG);
Ni (5 mm max thickness), Ag (0.1 mm max
thickness), P (6e8%)

E

Organic solderability preservative over
copper (OSP)

O
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Table 7.2 Test matrix for the manufacturing variation study

Parameter Description/variation

Solder alloy SAC101(d)

Manufacturing
variation
of pad

Pad finish Vendor Variation

ENIG X No conditioning

Z Thermal ageing at 150 �C for:
Baseline e 0 h
#1, 100 h
#2, 200 h

Gold thickness:
Baseline e 0.1 mm max
#3, thick at 0.15 mm
#4, thin at 0.03 mm max

OSP X No conditioning

Y No conditioning

Z Thermal ageing at 150 �C for:
Baseline e 0 h
#1, 100 h
#2, 200 h
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Figure 7.10 Cumulative distribution of the characteristic life of BLDST and HSCBT for
materials variation and manufacturing variation studies.
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most robust joints in both tests are the SAC101_O material system, while the weakest
joints are those made using SAC305 solder.

The characteristic life of a group of sample may be obtained by fitting a two-
parameter Weibull distribution:

Fðx;a; bÞ ¼ 1� exp½�ðx=aÞ�b (7.1)

through the set of data, where x is number of drops to failure for BLDST or number of
bending cycles to failure for HSCBT, F is the accumulation of failure expressed in
fraction, a is the characteristic life (the number of drops/cycles at which 63.2% of the
product has failed) and b is the shape parameter (the gradient of the Weibull distri-
bution). The characteristic life of solder joints for BLDST and HSCBT is shown in
Tables 7.3 and 7.4 for materials variation and manufacturing variation studies,
respectively.

The fracture modes of the solder joints have been investigated by examining the
residual solder on the metal pad. For easy comparison of failure modes between
HSCBT and BLDST, four categories of failure modes have been identified: (1)
‘ductile’, when there is more than 50% of residual solder on the pad; (2) ‘mixed’,
when there is solder residue on 10e50% of the pad surface; (3) ‘brittle’, when less

Table 7.3 Summary of characteristic life and brittleness index of
BLDST and HSCBT for the materials variation study

Material
system

BLDST HSCBT

Characteristic
life

Brittleness
index

Characteristic
life

Brittleness
index

SnPb_O 57 0.0 226 0.0

SnPb_E 27 0.0 212 0.1

SnAg_O 24 0.6 66 0.8

SnAg_E 19 0.5 165 0.3

SAC101_O 20 0.8 121 0.6

SAC101_E 16 0.4 118 0.3

SAC305_O 20 0.9 50 0.9

SAC305_E 11 0.8 54 0.5

SAC101(d)_O 64 0.0 297 0.0

SAC101(d)_E 39 0.4 250 0.2

SAC305(d)_O 31 0.3 297 0.3

SAC305(d)_E 11 0.8 62 0.7
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than 10% of the pad surface is covered with solder; and (4) ‘pad peel’, if the copper pad
lifts off from the PCB. Examples of these failure mode classifications are shown in
Figure 7.11. Note that the mixed failure mode category includes specimens that exhibit
clusters of bulk solder on a predominantly brittle fracture surface, as shown in
Figure 7.11(b).

The failure modes observed in the HSCBT and BLDST tests for both the materials
variation and manufacturing variation studies are summarised in Figure 7.12. There is
good agreement in the failure mode distribution patterns between the two test
methods for both variation studies. For a more quantitative comparison, a brittleness
index is introduced to describe the degree of brittleness of a particular solder joint
material system. Ignoring the pad peel failure mode, which rarely occurs, and
assuming that 50% of mixed failure modes are assignable to brittle failure, the
brittleness index is defined as

Brittleness index ¼ Brittle occurrenceþ 1=2 Mixed failure occurrence (7.2)

A brittleness index of 1 and 0 corresponds to 100% and 0% brittle failure, respec-
tively, of samples in a material system. The brittleness index of solder joints for
BLDST and HSCBT is listed in Tables 7.3 and 7.4 for materials variation and
manufacturing variation, respectively.

Table 7.4 Summary of characteristic life and brittleness index of
BLDST and HSCBT for the manufacturing variation study

Material
system

BLDST HSCBT

Characteristic
life

Brittleness
index

Characteristic
life

Brittleness
index

X_O 24 0.5 207 0.1

Y_O 70 0.3 282 0.2

Z_O 64 0.0 297 0.0

Z_O1 45 0.4 199 0.3

Z_O2 13 0.8 157 0.4

X_E 9 0.9 84 0.6

Z_E 39 0.4 250 0.2

Z_E1 24 0.3 214 0.5

Z_E2 7 0.7 60 0.7

Z_E3 13 0.6 56 0.7

Z_E4 29 0.3 292 0.2
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7.1.5 Analysis of correlations between HSCBT and BLDST

7.1.5.1 Brief introduction to correlation and sensitivity indices

The correlation coefficient between two sets of data, xi and yi, is defined as

rx;y ¼
1
n

Pn
i¼ 1ðxi � xÞ�yi � y

�
sxsy

(7.3)

The values of correlation coefficient rx,y range from �1 to 1. A higher absolute
value indicates a stronger correlation; a positive value indicates a similar trend between
the two sets of data. The operation can be performed using the standard Microsoft
Excel command ‘Correl(x, y)’.

In the presence of a strong correlation between two sets of data, the sensitivity of
one set of data with respect to the other may be analysed by assuming a linear relation-
ship between the two sets of data and computing the gradient. The Microsoft Excel
function ‘Slope(y, x)’ computes the gradient of data set y with respect to data set x us-
ing the equation

(a) 

(c) 

50 μm

50 μm

(b)

(d)

50 μm

50 μm

Figure 7.11 Failure mode classifications: (a) ductile, (b) mixed, (c) brittle, (d) pad peel or
lift-off.
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Figure 7.12 Distribution of failure modes for the (a) materials variation study and (b) manufacturing variation study.
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Gx;y ¼ n
P

xy� ðP xÞðP yÞ
n
P

x2 � ðP xÞ2 (7.4)

To account for the difference in the units of measurement between the two sets of
data, the sensitivity coefficients in this work are computed after normalising the data
sets x and y with the maximum values of the respective data sets. Therefore, the sensi-
tivity index represents the percentage change of y for a 100% change in x.

7.1.5.2 Correlation between brittleness indices of
BLDST and HSCBT

Using the data from Tables 7.3 and 7.4, the brittleness index for the BLDST, desig-
nated as BLDST-BI, is plotted against the number of drops to failure, designated as
BLDST-Life, in Figure 7.13(a). A trend of increasing BLDST-Life with decreasing
BLDST-BI is observed. The strong trend is reflected in the high correlation coefficients
between the two parameters, evaluated as �0.76 and �0.78 for the materials variation
and the manufacturing variation studies, respectively. That is, ductile failure in the
bulk solder is associated with high numbers of shocks to failure.

The brittleness index for HSCBT, designated as HSCBT-BI, is plotted against the
number of cycles to failure, designated as HSCBT-Life, in Figure 7.13(b). The same
trend as BLDST is seen, with even higher correlation coefficients of �0.90 and �0.86
for the materials variation and manufacturing variation studies, respectively.
Hence, ductile failure in the bulk solder is associated with high numbers of cycle to
failure.
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Figure 7.13 Brittleness index plotted against (a) BLDST-Life and (b) HSCBT-Life; and
(c) brittleness index for the two tests plotted against each other.
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Plotting BLDST-BI versus HSCBT-BI, as shown in Figure 7.13(c), it is no surprise
that the two sets of data correlate well. The correlation coefficients for the materials
variation and the manufacturing variation are 0.94 and 0.74, respectively. Thus, the
HSCBT is capable of duplicating the failure mode of the BLDST.

The good agreement between the brittleness of the two test methods suggests they
share the same failure driving force e namely, the high-speed flexing of PCB that in-
duces bending stresses in the solder joints at a high strain rate.

7.1.5.3 Correlation between fatigue life of BLDST and HSCBT

HSCBT-Life is now plotted against BLDST-Life in Figure 7.14(a) for the materials
variation and Figure 7.14(b) for the manufacturing variation. For the purpose of clarity,
the OSP finish is bracketed. The correlation and sensitivity coefficients for the data are
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Figure 7.14 HSCBT-Life plotted against BLDST-Life for the (a) materials variation study and
(b) manufacturing variation study.

Subsystem testing of solder joints against drop impact 237



segregated into OSP and ENIG pad finishes; these are given in Table 7.5. Good
correlations are observed between the two tests. Based on the sensitivity coefficients,
HSCBT-Life has a higher sensitivity to variations than BLDST-Life. The good corre-
lation and the higher sensitivity of HSCBT provide support for the superseding of the
JESDB111 BLDST with the HSCBT.

7.1.6 General observations

7.1.6.1 Materials variation and flow stress

The dynamic stress-strain characteristics of the four solder alloys e Sn37Pb, Sn3.5Ag,
Sn1.0Ag0.1Cu and Sn3.0Ag0.5Cu e will be presented in Chapter 12; the flow stress
of these solder alloys at 10% strain and at a strain rate of 50 s�1 is extracted and shown
in Table 7.6 alongside the BLDST-Life and the HSCBT-Life of the solder joints. The
BLDST-Life and HSCBT-Life of the solder joints are plotted against their flow

Table 7.5 rx,y correlation coefficients and sensitivity coefficients for
HSCBT-Life versus BLDST-Life

Materials variation Manufacturing variation

rx,y Gx,y rx,y Gx,y

OSPa 0.95 120% OSP 0.95 160%

ENIG 0.95 180% ENIG 0.91 50%

aThe data for SAC305(d)_O was an outlier and therefore was excluded.

Table 7.6 Summary of the flow stress of solder alloy, BLDST-Life and
HSCBT-Life

Solder
alloys

Flow stress
(MPa)

BLDST-Life HSCBT-Life

OSP ENIG OSP ENIG

PbSn 80 57 27 226 212

SAC101 110 20 16 121 118

SnAg 125 24 19 66 165

SAC305 135 20 11 50 54

SAC101(d) 110 64 39 297 250

SAC305(d) 135 31 11 297 62
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stresses in Figure 7.15. It is observed that the BLDST-Life and HSCBT-Life of the
solder joints decrease with increasing flow stress of the solder alloys. Because
increasing the flow stress of the solder joint increases the peeling stress and reduces
the effective plastic strain in the joint, this indicates that the fatigue driving force is
the peeling stress and not the plastic strain.

7.1.6.2 Manufacturing variation: thermal ageing

Table 7.7 lists the BLDST-Lift and HSCBT-Life after different durations of ageing at
150 �C and Figure 7.16 plots the normalised BLDST-Life and HSCBT-Life against
these thermal ageing durations. The results suggest that thermal ageing could degrade
the fatigue life of solder joints very significantly.

0

10

20

30

40

50

60

70

70 80 90 100 110 120 130 140

OSP
ENIG
OSP(d)
ENIG(d)

0

50

100

150

200

250

300

350

70 80 90 100 110 120 130 140

OSP

ENIG

OSP(d)

ENIG(d)

B
LD

S
T-

Li
fe

Flow stress (MPa)

H
S

C
B

T-
Li

fe

Flow stress (MPa) 

(a) 

(b)

Figure 7.15 (a) BLDST-Life and (b) HSCBT-Life plotted against flow stresses of solder alloys.
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7.2 Component-level testing

The board-level test methods discussed in the previous section serve to evaluate
qualitatively the robustness of IC components on PCB (the structure, dimensions
and materials of IC components, solder joints and PCB) subjected to a relatively
high strain rate of loading as experienced in the drop impact of PEDs. These tests
are useful during the design phase of the IC component, solder joints and PCB. How-
ever, with designs frozen, it is not economically sensible to continue using the board-
level test as a quality assurance test in manufacturing.

The area array interconnection of ball grid array (BGA) packages to PCB is facil-
itated by the arrays of solder balls on the metal (typically Cu) pads of BGA packages.
The attachment of solder balls to the metal pads is accomplished through melting and
reflowing the solder balls over the metal pads, forming a metallurgical bond in the form
of an intermetallic compound (IMC) between the solder ball and the metal pad. The
manufacturing quality of the metallurgical bond is typically assessed using JEDEC
standard JESD22B117A, a ball shear test (JESD22-B117A, 2006) in which a chosen
solder ball is sheared with a tool of a width marginally larger than the solder ball and at
a speed less than 1 mm/s. Because the quasi-static shear strength of the IMC is typi-
cally much higher than that of the solder alloy that makes up the solder ball, the
tool is expected to smear through the solder ball without fracturing the IMC. Fracture
of IMC is a reflection of an extremely poor solder-reflow process. This test method
works well for solder balls that are destined for applications in which the solder alloy
is the weakest element and the strength of IMC is not critical, as in the creep fatigue of

Table 7.7 Thermal ageing versus BLDST-Life and HSCBT-Life

Thermal
ageing time
at 150 �C (h)

BLDST-Life HSCBT-Life

OSP ENIG OSP ENIG

0 64 39 297 250

100 45 24 199 214

200 13 7 157 60
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Figure 7.16 Detaching of IC component from PCB by knocking followed by ball shear.
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solder joints. At the strain rate experienced by the solder joints of a PCB assembly in a
PED experiencing drop impact, the fracture strength of IMC becomes critical and the
JESD22B117A ball shear test becomes unviable. A new test method for assessing the
quality of the ball-attachment process is needed.

While the JESD22B111 BLDST or the other simpler board-level test methods
may be used for this purpose, the necessity to attach the IC component to a test board
renders the these board-level test methods economically unjustifiable. An ideal qual-
ity assurance test method for the solder ball on the IC component is one that retains
the simplicity of the JESD22B117A ball shear test and is able to emulate the strain
rate experienced by solder joints in product drop impact. Such an ideal test method
has wider applications. The quality of the IMC between the solder ball and the metal
pad is dependent not only on the solder-reflow process but also on the quality of the
surface finishing of the metal pads (e.g., ENIG, organic surface preservative) in the
laminate substrate. The ideal test method can be used by IC component manufac-
turers to control the incoming quality of laminate substrates and by the substrate
manufacturers to control its manufacturing quality. This also applies to PCB manu-
facturers and PCB assembly houses.

7.2.1 Development of test methods

A solder ball on an IC component may be deformed through three principal actions:
shearing, stretching or twisting. The last two require holding the minute ball using a
mechanical vice; this demands good alignment and the application of optimum holding
force so as not to induce damage to the IMC structure of the solder ball. Shearing is the
simplest test method. It requires only a shear tool moving over a solder ball at a speed
that will induce brittle fracture in the solder ball. This typically needs a shearing speed
of a few hundred millimetres per second, which is way beyond the capability of stan-
dard mechanical testers that are screw or hydraulic driven. By contrast, an impactor
can acquire such speed with ease.

Theearliest report ofball impact shearing test (BIST) is probablybyShoji,Yamarmoto,
Kajiwara, Morita, Sato, and Date (2002) of Hitachi. The shearing tool is built into the
end of a miniature pendulum, as shown in Figure 7.17. The linear velocity of the shearing
tool just before and just after the impact aremeasuredoptically; the difference in thekinetic
energy is taken to be consumed in plastically deforming and fracturing the solder ball.
Date, Shoji, Fujiyoshi, Sato, Tu (2004a,b), also of Hitachi, used the same method to
study the fracture energy and the fracture modes of solder ball-on-pad for solder balls
of SnPb, SnAg, SnAgCu, SnZn and SnZnBi alloys. Similar tests were also reported
byOu,Xu, Tu,Alam,Chan (2005) of theUniversity ofCalifornia, LosAngeles, for solder
balls of compositions Sn1Ag, SAC105 and Sn1Ag0.5Cu1In. The angular positions of the
pendulum are recorded and the difference in the potential energy of the pendulum before
and after the impact is assumed to have consumed in plastically deforming and fracturing
the solder ball.

In view of the large deflection of the pendulum, it is highly unreliable to evaluate
the potential energy of the pendulum through the angular position of the pendulum.
The direct measurement of the velocity of the shearing tool as reported by researchers
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of Hitachi offers better accuracy. The main source of error for the pendulum method is
that not all the loss of the potential energy of the pendulum goes into plastically
deforming and fracturing the solder ball; a fraction of the energy goes into deforming
the pendulum elastically, which if unaccounted for can result in significant measure-
ment errors.

The following analysis serves to provide the guidelines for designing a pendulum
impactor. The design is guided by two considerations. The first consideration is the
need to limit the magnitude of the elastic energy in the pendulum impactor after impact
so as to limit measurement error. The fracture energy of the solder ball for a half-sine
impact pulse of shear amplitude Fi and a shear displacement d is given by

FE ¼ 2Fid

p
(7.5)

Assuming a pendulum of uniform cross-section, the strain energy of the pendulum of
length L is given by

SE ¼ F2
i L

3

6EI
(7.6)

Constraining the strain energy of the pendulum to be at 10% of the fracture energy of
the solder ball gives

L3

EI
¼ 6d

5pFi
(7.7)

The second design consideration is the need to limit the input energy of the pendulum
impactor so as to have a high measurement resolution. The kinetic energy of the
pendulum with a mass, m, and a tip speed, v, is given by

Figure 7.17 Pendulum ball impact shearing test.
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KE ¼ mv2

6
(7.8)

The kinetic energy of the pendulum must be larger than the fracture energy of a solder
ball, but it must not be too much larger as to lose sensitivity; an ideal kinetic
energy could be between three and six times the fracture energy of a solder ball.
Equating the kinetic energy with three times the loss in the potential energy (ignoring
friction),

PE ¼ mgh (7.9)

where h is the drop-height at the centre of mass of the pendulum, gives

h ¼ v2

18g
(7.10)

Setting v ¼ 1 m s�1, the rest of the parameters can be evaluated iteratively.
Williamson et al. (2002) reported the use of a sophisticated high-speed water jet

tester that sends a narrow stream of high-speed water jet (at 317 m/s) to impinge
upon the back of a BGA package; they reported the number of dislodged solder balls
per shot as 1, 0.5, 3.3 and 3.3, for SnPb, SnAg, SnAgCu and SnAgCuSb, respectively.
While the simplicity of this test method is appealing, the high-speed water jet tester is
not commercially available. Williamson et al. also reported using the modified split-
Hopkinson pressure bar technique to measure the fracture strength of the above solder
balls through strain gauging the pressure bar. However, the complexity of the Hopkin-
son bar setup limits its application to a laboratory rather than a manufacturing environ-
ment. It was left to the commercial companies, Dage and Instron, to offer a commercial
ball impact shear tester.

BIST using a tester instrumented with either a strain gauge or a force transducer, as
shown in Figure 7.18, was reported by Newman (2005) of Sun Microsystems, Wong
et al. (2005, 2006) of the Institute of Microelectronics, Yeh, Lai, Chang, and Chen
(2005, 2007) and Lai, Chang, and Yeh (2007) of ASE, Valota, Losavioa, Renarc,
and Vicenzo (2006) of ST Microelectronics, Song, Lee, Newman, Clark, and Sykes
(2007) and Song, Lee, Newman, Sykes, and Clark (2007) of HKUST, and Zhao,
Caers, De Vries, Wong, and Rajoo (2007) of Philips.

Strain
gauge 

Force
transducer 

Figure 7.18 Instrumented ball impact shearing test.
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The shearing tool is an elastic body, whose resonance leads to complication in the
measurement of impact force. The placement of a force transducer at the tip eliminates
the resonance of the shearing tool. This feature was first adopted by the Micro Impactor
of Instron. However, even a force transducer has resonant frequency and a piezoelec-
tric transducer offers the highest natural frequency. A piezoelectric transducer was
used in the first generation of Micro Impactor. Figure 7.19 shows a schematic of the
BIST, where only the deformation of the elements in the horizontal direction is consid-
ered. The impact gives rise to a force Fi between the shearing tool and the solder ball.
However, the compliance of the force transducer results in the transducer registering a
false magnitude of Fo. Assuming the impulse from the impact to be half-sine with fre-
quency U, and approximating the duration of impact as

to ¼ 1
2U

z
pad diameter
shear speed

(7.11)

a shear speed of 1 m/s and a pad diameter of 0.3 mm would give to z 0.3 ms and
U z 1.7 kHz. Commercial piezoelectric transducers have resonant frequencies of
approximately u z 30 kHz. This gives the frequency ratio, Ru ¼ u/Uz 18. In the
case of brittle fracture, fracture would occur before the shearing tool smashes through
the entire solder ball. Figure 7.20 illustrates two responses of Fo � t for ductile ball
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Figure 7.19 Schematic of ball impact shear test (BIST).
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Figure 7.20 Dynamic response of strain gauge to impact pulses.
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shearing (Ru ¼ 10, impact duration ¼ to) and brittle ball shearing (Ru ¼ 3, impact
duration ¼ 0.3to), respectively. The case of ductile shearing returns a measured force
Fo that is a near duplication of the impact force, Fi, but with rippling, which gives rise
to minor overestimation in the magnitude of the impact force magnitude. The case of
brittle shearing returns a measured force Fo, whose magnitude is 50% higher than the
impact force Fi. Figure 7.21 shows the amplification of impact force, Fo/Fi, as a
function of frequency ratio, Ru. Thus, errors due to amplification can be reduced by
increasing Ru, which may be achieved through lowering the speed of impact and by
using a transducer with higher natural frequency.

Rippling is an inherent feature of the instrumented BIST, and high-frequency
filtering is used routinely to suppress excessive rippling. Figure 7.22 (Wong et al.,
2005) shows typical forceedisplacement characteristics of various solder joint mate-
rial systems after filtering. The displacement of the shearing tool is measured using
a linear variable differential transducer. The test results have highlighted the fragility
of the SAC305 solder joint for impact application.
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Figure 7.21 Amplification of impact force.
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Newman (2005), Song, Lee, Newman, Clark, et al.(2007) and Song, Lee, Newman,
Sykes, et al.(2007) have evaluated the fracture of solder balls using high-speed pulling.
Compared to ball impact-shear tests, ball impact-pull tests exhibit a lower ductile-to-
brittle transition test speed. This is not at all surprising in view of the fact that pulling
introduces predominantly mode I (opening mode) loading and that mode I fracture
toughness of most materials is lower than its mode II (in-plane shear mode) fracture
toughness. However, the ball impact-pull test suffers from some drawbacks that
have limited its adoption: (1) gripping of the solder ball prior to impact-pulling could
potentially compromise the integrity of the IMC because of the substantial deformation
of the ball by the grip that is needed to enable positive griping of the ball; (2) it is
impossible to extract fracture energy from the impact-pull test because of the substan-
tial slippage between the grip and the ball; and (3) there is a need for very precise align-
ment of the grip to the solder ball.

7.2.2 The correlation experiments

The brittleness of the solder ball in BIST (BIST-BI) is taken as the key indicator of the
quality of the IMC structure in a solder ball (on pad). However, the assessment of brit-
tleness tends to be subjective and may differ between quality inspectors. The instru-
mental BIST could generate a number of characteristic parameters: the peak load,
total fracture energy and energy to peak load. The aim of this correlation experiment
is to establish the characteristic parameters that would give the most reliable indication
of the brittleness of the solder ball (on pad).

Another aim of this correlation exercise is to assess the ability of BIST to duplicate
BLDST. The experimental data for BLDST reported in Section 7.1.3 will be used in
this correlation study; hence, the description of experiments will only be given for
the BIST (Wong et al., 2008).

7.2.2.1 Test specimen

Figure 7.23 shows a schematic of the ball-on-substrate specimen used for the ball
impact shear tests. The solder balls are 0.4 mm in diameter on a solder-mask-
defined pad with 0.3 mm opening diameter.

All dimensions in mm 

0.8

∅0.3
∅0.5

∅0.4

Figure 7.23 Schematic of test specimen for BIST.
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7.2.2.2 Test conditions

The BIST is performed on the Instron MicroImpact tester shown in Figure 7.24. A
piezoelectric transducer with a resonant frequency of 35 kHz is attached to the tip
of a shearing tool, which is driven by a set of flexural springs whose strain energy
can be adjusted to vary the impact speed. The displacement of the shearing tool is
measured with a linear velocity displacement transducer. BIST is performed at two
shearing speeds: 0.5 and 1 m/s. The peak force, energy-to-peak force (area under
the forceedisplacement curve up to the point of peak force) and fracture energy
(area under the forceedisplacement curve) are recorded.

7.2.2.3 Test matrix

There are two test matrices: materials variations and manufacturing variations; these
have been detailed in Tables 7.1 and 7.2, respectively. Between 16 and 20 data points
are obtained for each test combination. A small matrix made of four SAC solders with
increasing silver contents e SAC105, SAC205, SAC305 and SAC405 e on an OSP
pad finishing is prepared for BIST at 1 m/s.

7.2.3 The consolidated experimental data

The cumulative distributions of measured characteristics for the material and
manufacturing variations for the shear speed of 0.5 m/s are shown in Figure 7.25.
The failure mode distributions are shown in Figure 7.26, in which the designation
BIST-0.5 and BIST-1.0 represents shearing speeds of 0.5 and 1.0 m/s, respectively.
The characteristic parameters and the brittleness indices for the material and
manufacturing variations studies are listed in Tables 7.8 and 7.9, respectively. The
cumulative distributions and failure modes for the four SAC solders with different
silver content are summarised in Figure 7.27.

Striker Specimen

Figure 7.24 Instron microimpactor.
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7.2.4 The analysis of correlations among the characteristic
parameters of BIST

The brittleness index, peak load, total fracture energy and energy-to-peak load are
designated as BIST-BI, BIST-Load, BIST-Energy and BIST-EPL, respectively.
BIST-BI plotted against BIST-Load, BIST-Energy and BIST-EPL for shear speeds
of 0.5 and 1.0 m/s are shown in Figure 7.28. Correlation coefficients for the materials
variations, manufacturing variations and combinations thereof are listed in Table 7.10.

In general, the brittleness index decreases with increased BIST-Load, BIST-Energy
and BIST-EPL. Figure 7.28 suggests that the brittle index exhibits a very distinct trend
with BIST-Energy, a less distinct trend with BIST-EPL and a weak trend with
BIST-Load. The correlation data in Table 7.10 suggest that the weak correlation be-
tween BIST-BI and BIST-Load is restricted to the materials variation study; it is espe-
cially apparent at the lower shearing speed. The remarkably good correlation between
BIST-BI and BIST-Energy is only disturbed by the outlier data points of Sn37Pb sol-
der in the materials variation study, which is attributed to the much lower flow stress of
Sn37Pb solder compared to the other solders.
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Figure 7.25 Cumulative distribution of the characteristic parameters of BIST: (a) peak fracture
load, (b) total fracture energy and (c) energy-to-peak load for materials variation and
manufacturing variation.
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Table 7.8 Summary of characteristic parameters and brittleness indices for the materials variation study

Solder joint

BLDT

BIST
Shear speed: 0.5 m/s
Shear speed: 1.0 m/s

Characteristic life Brittle index Peak load Fracture energy
Energy-to-peak
load Brittle index

SnPb_O 57 0.0 4.9
5.5

0.9
0.8

0.5
0.2

0.0
0.0

SnPb_E 28 0.0 4.8
5.6

0.7
0.9

0.3
0.3

0.0
0.0

SnAg_O 24 0.6 7.5
9.4

1.5
1.9

0.7
0.6

0.2
0.0

SnAg_E 19 0.5 5.3
5.4

1.1
0.3

0.3
0.1

0.3
0.9

SAC101_O 20 0.8 5.1
8.3

1.7
1.9

0.5
0.6

0.0
0.0

SAC101_E 16 0.4 6.6
5.6

1.2
0.9

0.9
0.3

0.3
0.4

SAC305_O 20 0.9 6.8
7.5

1.1
0.8

0.5
0.3

0.4
0.7

SAC305_E 11 0.8 5.0
6.6

0.2
0.5

0.1
0.2

1.0
0.8

SAC101(d)_O 64 0.0 6.2
7.9

1.4
1.7

0.6
0.5

0.2
0.1

SAC101(d)_E 39 0.4 5.2
5.9

0.6
0.4

0.2
0.2

0.7
0.8

SAC305(d)_O 31 0.3 6.7
7.2

0.8
1.1

0.4
0.4

0.7
0.4

SAC305(d)_E 11 0.8 3.6
5.3

0.1
0.4

0.1
0.2

1.0
0.7
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Table 7.9 Summary of characteristic parameters and brittleness indices for the manufacturing variation study

Solder joint BLDT

BIST
Shear speed: 0.5 m/s
Shear speed: 1.0 m/s

Solder alloy:
SAC101(d) Characteristic life Brittle index Peak load

Fracture
energy

Energy-to-peak
load Brittle index

X_O 24 0.5 5.4
6.3

0.9
0.8

0.4
0.3

0.5
0.4

Y_O 70 0.61a 5.8
6.5

0.9
0.8

0.2
0.2

a

a

Z_O 64 0.0 6.2
7.9

1.5
1.8

0.6
0.5

0.2
0.1

Z_O1 45 0.4 5.5
6.9

1.1
1.1

0.4
0.3

0.5
0.4

Z_O2 13 0.8 5.2
6.3

0.7
0.6

0.3
0.2

0.6
0.6

X_E 9 0.9 5.9
6.5

1.6
1.5

0.7
0.3

0.1
0.0

Z_E 39 0.4 5.2
5.9

0.6
0.4

0.2
0.2

0.7
0.8

Z_E1 24 0.3 4.7
4.0

0.4
0.3

0.2
0.1

0.8
0.8

Z_E2 7 0.7 4.5
4.7

0.3
0.3

0.2
0.1

0.9
0.9

Z_E3 13 0.6 5.0
5.9

0.8
0.8

0.3
0.2

0.6
0.6

Z_E4 29 0.3 4.1
5.3

0.3
0.5

0.2
0.2

0.7
0.7

aPredominantly pad peeling.
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Increasing the shearing speed from 0.5 to 1 m/s has resulted in shifting of the data
for BIST-BI versus BIST-Load to the right (Figure 7.28(a)) and shifting of the data for
BIST-BI versus BIST-EPL to the left (Figure 7.28(c)). In comparison, the data of
BIST-BI versus BIST-Energy appear to be insensitive to shearing speed
(Figure 7.28(b)).

Referring to Figure 7.27, the data for the four solders bunched up in the case of
BIST-Load, suggesting its indifference to the content of silver. The data for
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Figure 7.27 Silver content. (a) Cumulative distribution for peak load. (b) Cumulative
distribution for total fracture energy. (c) Distribution of failure modes.
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BIST-Energy present a clear trend of decreasing fracture energy with increasing silver
content. The trend of reducing fracture energy is supported by the observed increased
brittleness of the fracture joints.
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Figure 7.28 BIST-BI plotted against (a) BIST-Load, (b) BIST-Energy and (c) BIST-EPL.
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In summary, BIST-Energy is the most reliable indicator and BIST-Load is the least
reliable indicator of failure mode in BIST for both the materials and the manufacturing
variations.

7.2.5 The analysis of correlations between BIST and BLDST

Figure 7.29 shows BIST-BI (at two shear speeds: 0.5 and 1.0 m/s) versus BLDST-BI
for material variance that shows a vague trend of increasing BIST-BI with increasing
BLDST-BI. There are three outliers: SAC101_O and SnAg_O exhibit brittle fracture
in BLDST but ductile fracture in BIST; SAC101(d)_E shows mild brittleness in
BLDST but strong brittleness in BIST, albeit only at the higher shear speed. It is postu-
lated that higher shearing speed is needed for SAC101_O and SnAg_O while lower
shearing speed is needed for SAC101(d)_E in order to reproduce the fracture model

Table 7.10 The correlations of BIST-Brittle index with BIST-Load,
BIST-Energy and BIST-EPL

Characteristics
Shear
speed

Materials
variation

Manufacturing
variation Combined

BIST-Brittle index
vs BIST-Load

0.5 m/s �0.26 �0.89 �0.45

1.0 m/s �0.43 �0.81 �0.59

BIST-Brittle index
vs BIST-Energy

0.5 m/s �0.77 �0.97 �0.83

1.0 m/s �0.78 �0.97 �0.85

BIST-Brittle index
vs BIST-EPL

0.5 m/s �0.64 �0.98 �0.75

1.0 m/s �0.70 �0.94 �0.79
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Figure 7.29 Material variance: BIST-BI versus BLDST-BI.
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of BLDST. Table 7.11 shows moderate correlations for the two test methods, which
are improved dramatically when the two data points of SAC101_O and SnAg_O
are excluded.

The BIST-Load and BIST-Energy for the materials variations at the shearing speed
of 0.5 m/s are plotted against BLDST-Life in Figure 7.30, where the data symbols for
OSP finish are given in brackets. The correlation and sensitivity coefficients are shown

Table 7.11 Material variance: correlations between
BIST-BI and BLDST-BI

Shear speed All data
Excluding SAC101_O
and SnAg_O

0.5 m/s 0.46 0.72

1.0 m/s 0.49 0.82
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Figure 7.30 BIST (0.5 m/s) versus BLSDT for materials variation: (a) fracture load and
(b) fracture energy.
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in Table 7.12. No universal correlations between BLDST-Life and BIST-Load or
BIST-Energy are found even after segregation by pad finishing, although
BIST-Energy appears to give marginally better correlations. These poor correlations
have ruled out any prospect of using BIST for evaluation and selection of solder joints
for drop-impact applications.

Figure 7.29 shows BIST-BI (at two shear speeds: 0.5 and 1.0 m/s) versus
BLDST-BI for materials variation showing a vague trend of increasing BIST-BI
with increasing BLDST-BI. The data point for Y_O, which is pad-peeled in BIST,
has been excluded. The correlations are given in Table 7.13. A moderate correlation
appearing after the data point for X_E is excluded (Figure 7.31).

BIST-Load and BIST-Energy for the manufacturing variation at the shearing speed
of 0.5 m/s are plotted against BLDST-Life in Figure 7.32, where the data for thermal
ageing are given within brackets. The correlation and sensitivity coefficients are listed
in Table 7.14, which show somewhat better correlations than the material variation.
A much better correlation is observed when the data are segregated by pad finish,
but only for the OSP finish. Thus, the ENIG pad finish is responsible for the poor cor-
relation. The data point of X_E is responsible for the degradation in correlation.

In summary, BIST is a reliable test for assessing the manufacturing process of
reflowing solder balls onto the metal pads of laminate substrate; however, it is not a
reliable test for incoming inspection of substrate. Between BIST-Load and
BIST-Energy, the latter is a more reliable characteristic parameter, and it also has a
higher sensitivity.

Table 7.12 Material variance: correlations of BIST (0.5 m/s)-Load
and BIST-Energy with BLDST-Life

BIST-Load BIST-Energy

Range rx,y Gx,y Range rx,y Gx,y

Full 0.11 e Full 0.27 e

Segregation by finishes
OSP �0.39 e OSP �0.25 e

ENIG 0.17 e ENIG 0.24 e

Table 7.13 Manufacturing variance: correlations
between BIST-BI and BLDST-BI

Shear speed All data Excluding X_E

0.5 m/s �0.03 0.49

1.0 m/s �0.02 0.48
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Figure 7.31 Manufacturing variation: BIST-BI versus BLDST-BI.
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Fatigue resistance of
solder joints: strain-life
representation

8
8.1 Introduction

8.1.1 Fatigue as the failure driving force

Portable electronic devices (PEDs) are expected to survive multiple drops, with
most original equipment suppliers specifying a number between 30 and 50 drops.
The robustness requirement of a product has to be supported by the components
that make up the product. The solder joints in printed circuit board (PCB) assem-
blies used for portable products are therefore required to survive multiple shocks;
the JEDEC test standard JESD22-B111 suggests 30 drop-shocks. At each drop-
shock, the PCB assembly undergoes cyclic flexural deformation at a relatively
high amplitude of fibre strain registered on the PCB, but the amplitude decays
rapidly, as shown in Figure 8.1.

The board-level solder joints, which experience the same nature of fatigue his-
tory, may fail by fatigue; however, the solder joints may also fail by overstress
due to the relatively high amplitude of the initial response. Evidence of the fatigue
failure of solder joints is provided in Figure 8.2, which was obtained from a PCB
assembly subjected to multiple drop-shocks. Marks of fatigue striations, which are
the result of the grow-and-stop of fatigue crack in each load reversal, can be
observed in the fractured specimen under a scanning electron microscope. Fatigue
striations in the fractograph indicate fatigue damage initiated from the left edge of
the solder joint and propagated towards the right for approximately two-thirds of
the diameter, where an overstress fracture occurred, as indicated by the dimples
that characterise ductile fracture. Note that fatigue striations on solder joints are
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rarely observed; the softness of the solder material makes it susceptible to deforma-
tion in the subsequent load reversals.

As reported in Chapter 7, there is good correlation between the board-level drop-
shock test (BLDST) and the high-speed cyclic bending test (HSCBT). This provides
further support for the hypothesis that fatigue is the driving force for the failure of sol-
der joints in the drop impact of PEDs.

When assessed at a PCB strain amplitude of 2 � 10�3 at 100 Hz and 25 �C in a lab-
oratory environment using HSCBT, the fatigue performance of the organic solderability
preservative (OSP) pad finish is found to be far superior to that of the electroless
nickel immersion gold (ENIG) pad finish. The fatigue performance of the solder
alloys is ranked in the following order: SAC101(d) > SnPb > SAC305(d) > SnAg >
SAC101 > SAC305. It is not clear if the same ranking will hold at a different strain
amplitude, different frequency or different test environment.

A thorough characterisation of the fatigue resistance of solder joints as a function of
strain amplitude, frequency and environment is essential for the robust design of PEDs
against drop impact.

8.1.2 An introduction to fatigue resistance equations

The fatigue resistance of materials can be expressed in the form of power-law:

F ¼ aNb (8.1)

where F is the amplitude of the driving force; N is the fatigue life, expressed as the
number of cycles to failure; and a and b are material constants. Cyclic stress amplitude

Fatigue striations Overstress fracture

Figure 8.2 Evidence of fatigue failure in solder joint.
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has been found to be the driving force for fatigue failure requiring a large number of
cycles (W€ohler, 1855)—that is, high cycle fatigue (Basquin, 1910):

s ¼ asN
bs (8.2)

Cyclic plastic strain amplitude has been found to be driving force for fatigue failure
requiring a small number of cycles (Coffin, 1954)—that is, low cycle fatigue:

εp ¼ apN
bp : (8.3)

Expressing s as Eεe, Eqns (8.2) and (8.3) may then be plotted on the same graph.
This is shown in Figure 8.3 (Dowling, 2012), in which the solid lines represent the
respective domains of Eqns (8.2) and (8.3). The intersection of the two solid lines gives
the transitional (i.e., between the low and high cycles) fatigue life Nt:

Nt ¼
�
Eap
as

� 1
bs�bp

; (8.4)

The corresponding strain amplitudes are:

εe ¼ εp ¼ ap

�
Eap
as

� bp
bs�bp

(8.5)

Assuming that Eqn (8.2) is extendable to low cycle fatigue and Eqn (8.3) is extend-
able to low cycle fatigue (the dotted lines in Figure 8.3), then a fatigue life equation
based on the total strain amplitude as the driving force may be defined as follows:

ε ¼ εe þ εp ¼ as
E
Nbs þ apN

bp (8.6)
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Figure 8.3 Strain range versus cyclic life.
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The assumed extendibility of Eqns (8.2) and (8.3) implies that fatigue failure is
concurrently dictated by two driving forces: the cyclic stress and the cyclic plastic
strain. Substituting Eqn (8.2) into Eqn (8.3) gives

εp ¼ ap

�
s

as

�bp=bs:
(8.7)

The cyclic stress and cyclic plastic strain are not independent but are governed by
the cyclic stress-strain relationship. Expressed in the form of a Ramberg-Osgood
equation,

εp ¼
�s
K

�1=n
: (8.8)

Substituting into Eqn (8.7) gives

�s
K

�1=n ¼ ap

�
s

as

�bp=bs
; (8.9)

which suggests the following compatibility relationships:

bs ¼ nbp and as ¼ Kap
n: (8.10)

By assuming the extendibility of Eqns (8.2) and (8.3) at high strain rate fatigue and
expressing the material constant K in the Ramberg-Osgood equation to be a function of
strain rate, for example,

K ¼ Ko _ε
a; (8.11)

where a is a positive real number, Eqn (8.10) is readily extended to high strain rate
fatigue. Hence, for the same magnitude of allowable plastic strain amplitude, the
allowable amplitude of stress (or elastic strain) increases with increasing strain rate.
However, for the same magnitude of allowable stress (or elastic strain), the allowable
amplitude of plastic strain decreases with increasing strain rate. This is shown in
Figure 8.4.

Therefore, the assumed compatibility of the failure drivers suggests that the fatigue
life of a material will not be affected by an increase in strain rate if (a) the plastic strain
amplitude remains unchanged despite an increase in the stress amplitude or (b) the
stress amplitude remains unchanged despite a reduction in the plastic strain amplitude.
By contrast, in the absence of the compatibility of the failure drivers, we shall expect to
see the following:

• A reduction in fatigue life with increasing strain rate for fatigue under constant plastic strain
amplitude if stress is the failure driver; and

• An increase in fatigue life with increasing strain rate for fatigue under constant stress ampli-
tude if plastic strain is the failure driver.
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Equations (8.2) and (8.3) are strictly valid for the fatigue cycle about nil mean stress
or strain. However, these may be extended to cases of mean stress and strain using sim-
ple assumptions. At N ¼ 1, s/ as and εp / ap; that is, the coefficient as and ap
correspond to the amplitudes of stress and strain, which will lead to failure in a single
cycle. Assuming the presence of mean stress sm and mean strain εm leads to a reduc-
tion of s and εp at N ¼ 1 to srN ¼ 1 ¼ as � sm and εprN¼1 ¼ ap � εm. Assuming this
reduction applies to other values of N, then Eqns (8.2) and (8.3) may be modified for
the presence of mean stress and mean strain as follows:

s ¼ as

�
1� sm

as

�
Nbs (8.12)

εp ¼ ap

�
1� εm

ap

�
Nbp (8.13)

8.2 Design of test specimens

The inability of the JEDEC JESD22-B111 BLDSTmethod to introduce cyclic bending
of constant amplitude to the test specimen has excluded it from being a viable test
method for establishing the fatigue resistance equation of solder joints. The HSCBT,
which is capable of imposing constant amplitude cyclic bending to the PCB assembly
over a wide spectrum of frequencies, is ideal for characterising and establishing the
fatigue resistance of solder joints.

The standard fatigue characterisation experiments (ASTM-D7774, 2012;
ASTM-D7791, 2012) use test specimens of simple geometry, which are selected
so that there is a simple distribution of stress/strain in the cross-section within the
‘gauge domain’ of the test specimen when subjected to an applied load (uniaxial,
bending, torsion) of cyclic nature. Engineering components in practical applications
are frequently made of complex geometry; many result in singularity of stress/strain,
making the exact evaluation of their magnitude impossible. In such a case, the only
viable approach is to perform a fatigue test using an engineering test specimen that is

ap
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Figure 8.4 Cyclic
stressestrain.
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similar in geometrical construction to that of the engineering component of interest.
However, singularity at the point of fatigue failure renders strain measurement
impossible; instead, a representative strain measurement is taken at a point where
there is a relatively small strain gradient. The fatigue resistance equation takes
the form

Dεrep ¼ aNb (8.14)

Considering the criticality of the fatigue resistance of intermetallic compound
(IMC) structure in solder joints destined for drop-impact applications, the use of engi-
neering test specimens that have a similar IMC structure is beyond debate. The test
specimen for characterising the fatigue resistance of solder joints is shown in
Figure 8.5, which is identical to that used in HSCBT described in Chapter 7. The
test specimen is supported at two spans, such that a uniform bending moment is gener-
ated within the inner span and the fibre strain on the PCB provides a consistent and
representative strain measurement for the failure driving force. The fatigue resistance
equation of solder joints in a PCB assembly may be expressed as

Dεpcb ¼ CN�b (8.15)

40 PCB 

Outer span 60 

Component 

12 

12 

All dimensions in mm 

∅0.3

∅0.4
0.8

0.8

Inner span 35
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1x
9 

1x3

Figure 8.5 Test specimen for characterising the fatigue resistance of solder joints at high cyclic
frequency.
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where εpcb and b are the fatigue resistance coefficient and exponent, respectively. The
four corner joints of the test specimen are designed to experience a higher magnitude
of stress/strain compared to the inner solder joints and will fail independently. The
electrical resistance at the four corner joints is monitored individually; failure is
defined as the point when the electrical resistance of the corner joint exceeds 10 U for
the duration of 1 ms.

It must be noted that the fatigue resistance equation established using an
engineering test specimen is a function of its geometrical construction, dimensions
and elastic stiffness. The relations for transferring the coefficients of the fatigue resis-
tance equation to engineering specimens of other geometrical constructions,
dimensions and elastic stiffness can be established both analytically and numerically.

Four aspects of the fatigue resistance of solder joints are investigated: solder joint
materials, cyclic frequency, test environmental conditions and room-temperature
aging.

8.3 Fatigue resistance equations: materials

8.3.1 Test matrix

Six out of the 12 solder joint material systems investigated in the board-level sub-
system test in Chapter 7 are given further investigations (Wong et al., 2009). The
material systems are shown in Table 8.1. A standard HSCBT is used to cycle test
specimens at 100 Hz at five constant PCB strain amplitudes: 1200, 1500, 1800,
2100 and 2400 microstrains. The magnitude of strain amplitude is selected
based on the range of measured strains of PCB assembly in the drop impact of
PEDs, as reported in Chapter 2. Each test leg consists of between 12 and 20
data points.

8.3.2 Consolidated results and analysis

The cumulative failure distributions for the 33 test legs were evaluated; those of
SnPb_OSP and SnPb_ENIG solder joints are shown in Figure 8.6. Assuming Wei-
bull distribution, the characteristic life, N, and shape parameters, g, of each test leg

Table 8.1 Solder material system

Parameter Description Symbol

Solder alloy Sn37Pb
Sn1.0Ag0.1Cu
Sn1.0Ag0.1Cu with 0.02% Ni and 0.05% In

SnPb
SAC101
SAC101(d)

Pad finish Organic solder preservative
Electroless nickel immersion gold

OSP
ENIG
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were evaluated. The quality of the data was assessed using two criteria: Weibull
shape parameter and R2 of the linearised Weibull distribution, Y ¼ gX þ c. To
aid the assessment, the z-value (the magnitude of deviation from the mean
expressed in unit of standard deviation) of these quality indicators was evaluated.
These values are given in Table 8.2. The values of g and R2 that are of suspicious
quality (z-value > 1) and the corresponding fatigue life were underlined; data of
suspicious quality were examined in detail and the outliers discarded in subsequent
analysis.

The mean characteristic life of three solder alloys and those of the two pad finishes
are listed in Table 8.3. Among the two pad finishes, the OSP pad finish outperformed
the ENIG pad finish by almost 2:1. Among the three solder alloys, SAC101(d)
distinctively outperformed the other two solder alloys, with SAC101 marginally out-
performing SnPb solder alloy. When the fatigue life of solder joints was evaluated
using BLDST and HSCBT at a single PCB strain amplitude of 2000 microstrains
in Chapter 7, the fatigue life of the OSP pad finish was found to be far superior to
that of the ENIG pad finish; and the fatigue life of solder alloys was ranked in the
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Figure 8.6 Cumulative failure of (a) SnPb_OSP and (b) SnPb_ENIG solder joint material
systems when subjected to PCB bending at 100 Hz and 5 PCB strain amplitudes.
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Table 8.2 The fatigue life of solder joint material systems at various
PCB strain amplitudes

Solder joint
material
system

PCB strain
amplitude,
εpcb (310L3)

Characteristic
life, N (cycles)

Quality of data

g, Weibull R2

Abs z Abs z

SnPb_OSP 1.2 830 5.6 �0.08 0.93 �0.03

1.5 273 6.0 0.04 0.94 0.08

1.8 190 3.5 �0.78 0.88 �1.64

2.1 141 3.3 �0.82 0.96 0.67

2.4 132 10.9 1.65 0.96 0.92

SnPb_ENIG 1.2 258 0.7 �1.54 0.92 0.33

1.5 127 1.6 0.28 0.89 �0.30

1.8 88 1.5 0.07 0.94 0.71

2.1 69 2.0 1.24 0.95 0.86

2.4 61 1.4 �0.05 0.83 �1.60

SAC101_OSP 1.0 1013 2.3 1.28 0.97 0.82

1.2 855 2.3 1.30 0.98 0.95

1.5 292 1.3 �0.50 0.97 0.94

1.8 210 1.2 �0.76 0.95 0.44

2.1 288 1.6 0.06 0.86 �1.03

2.4 312 1.6 �0.03 0.86 �1.20

2.7 55 0.9 �1.35 0.87 �0.91

SAC101_ENIG 1.2 278 2.4 1.15 0.92 0.65

1.8 144 1.9 0.50 0.87 �0.86

2.1 48 0.8 �1.02 0.93 1.06

2.4 52 1.0 �0.63 0.87 �0.85

SAC101(d)_OSP 1.2 1348 3.0 �0.75 0.96 0.46

1.5 411 4.3 0.38 0.97 0.54

1.8 317 2.7 �1.07 0.81 �1.79

2.1 250 3.8 �0.01 0.95 0.36

2.4 215 5.5 1.46 0.96 0.42

Continued
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order: SAC101(d) > SnPb > SAC305(d) > SnAg > SAC101 > SAC305. These
two test results agree on the following:

• Superiority of OSP pad finish over the ENIG pad finish
• Superiority of SAC101(d) over SAC101 and SnPb solder alloys

However, the two test results disagree on the relative superiority of SAC101 and the
SnPb solder alloys. The different conclusion is attributable to the significant difference
in the magnitude of the fatigue exponents of these two solder alloys, which will be dis-
cussed in the next section. SnPb solders have relatively superior fatigue performance at
high PCB strain, while SAC101 solder has relatively superior fatigue performance at
low PCB strain. In view of the higher damage associated with higher PCB strain, it is
suggested that a high magnitude of PCB strain should be used for evaluating the fa-
tigue resistance of solder joints, if the fatigue test could afford to be performed at
only one PCB strain amplitude.

Table 8.2 Continued

Solder joint
material
system

PCB strain
amplitude,
εpcb (310L3)

Characteristic
life, N (cycles)

Quality of data

g, Weibull R2

Abs z Abs z

SAC101(d)_ENIG 1.0 867 3.3 1.93 0.90 �0.53

1.2 774 1.9 0.23 0.98 1.54

1.5 280 1.4 �0.36 0.95 0.86

1.8 231 1.2 �0.57 0.90 �0.50

2.1 114 1.1 �0.69 0.91 �0.22

2.4 122 1.2 �0.54 0.88 �1.15

Note: Underlined data were omitted in the subsequent evaluations.

Table 8.3 The mean fatigue life of solder joint material systems and
pad finishes

Solder joint
material system

Mean
characteristic
life, N (cycles) Pad finish

Mean
characteristic
life, N (cycles)

SnPb 217 OSP 436

SAC101 328 ENIG 234

SAC101(d) 448
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8.3.3 Fatigue resistance equations

The εpcbeN data of the six solder joint material systems, plotted in normal scale and in
logarithmic scale, respectively, are shown in Figure 8.7. The solder joints with OSP
pad finish are shown with ‘open’ symbols, whereas those with ENIG finish are indi-
cated by solid symbols. The superiority of the OSP pad finishing over the ENIG
pad finishing is apparent.

The near-linear nature of the data expressed in the logarithmic scale suggests a
power-law relation that has endorsed the validity of Eqn (8.15). The optimum values
of C and b that best fit the experimental data of the individual solder joint material sys-
tem have been evaluated using the method of regression; these are tabulated in
Table 8.4. Because of the use of engineering test specimens, the fatigue resistance co-
efficient C depends not only on the solder joint material systems but also on the
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Figure 8.7 εpcbeN characteristics of solder joint material systems.

Table 8.4 The constants of εpcb[CNLb as extracted from
experimental data

Solder alloy Pad finish

εpcb [CNLb

All data
Exclude data at

εpcb [ 1.23 10L3

Only data at
εpcb [ 1.23 10L3

&
εpcb [ 2.43 10L3

C
(310L3) b R2

C
(310L3) b R2 b

SnPb OSP 11.7 0.35 0.90 41.9 0.60 0.96 0.20

ENIG 15.0 0.46 0.96 29.7 0.62 0.98 0.32

SAC101 OSP 9.8 0.32 0.98

ENIG 8.5 0.34 0.88

SAC101(d) OSP 14.3 0.35 0.88 109 0.71 0.99 0.19

ENIG 13.1 0.37 0.95
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geometry and dimensions of the solder joints, the layout of the solder joints on the
component/PCB, and the dimensions and elastic constants of the PCB and the compo-
nent. Conversely, the fatigue resistance exponent b is a characteristic of the solder joint
material system alone. It is interesting to note that the fatigue resistance exponent b for
the six solder joint material systems falls within the range of 0.32e0.46. If excluding
SnPb_ENIG, the fatigue resistance exponent b for the other five solder joint material
systems falls within the range of 0.32e0.37. This suggests that, except for the
SnPb_ENIG solder joint, the relative fatigue resistance of solder joint material systems
is insensitive to the amplitude of the PCB strain. Hence, the relative performance of
the solder joints may be assessed with reasonable confidence using just one single
PCB strain amplitude.

8.4 Fatigue resistance equations: frequency

8.4.1 Test matrix

Two out of the above six material systems, SAC101_OSP (Wong, Seah, Caers, & Lai,
2014) and SAC101(d)_ENIG (Wong, Seah, & Shim, 2014), were given further consid-
eration. A standard HSCBT was used to cycle test specimens at four cyclic bending
frequencies: 30, 50, 100 and 150 Hz at PCB strain amplitudes of 1000, 1250, 1500,
1800, 2100, 2400 and 2700 microstrains. Each test leg consisted of between 12 and
32 data points. The test matrix is shown in Table 8.5.

8.4.2 Consolidated results and analysis

The cumulative failure distributions for these test legs were evaluated. The
SAC101_OSP and SAC101(d)_ENIG solder joints at bending frequencies of 30 and
100 Hz are shown in Figure 8.8 and Figure 8.9 as illustrations.

Following the procedures used in Section 8.3, Weibull distribution was
assumed and the characteristic life, N, and shape parameters, g, were evaluated
for individual test leg; the quality of the data was assessed using the same criteria:
Weibull shape parameter and the R2 of the linearised Weibull distribution. These
values are given in Tables 8.6 and 8.7 for SAC101_OSP and SAC101(d)_ENIG,
respectively. The values of g and R2 that were of suspicious quality (z-value > 1)
and the corresponding fatigue life were underlined. Data of suspicious quality were
examined in detail; the outliers were discarded in the construction of the PCB
εpcbeN curves.

Table 8.5 Cyclic frequency

Solder joints Cyclic frequency

SAC101_O
SAC101(d)_ENIG

30 Hz, 50 Hz, 100 Hz, 150 Hz
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Table 8.6 The fatigue life of SAC101_OSP at four cyclic frequencies at various PCB strain amplitudes

Cyclic frequency,
f (Hz)

PCB strain amplitude,
εpcb (310L3)

Characteristic
life, N (cycles)

Quality of data

g R2

Abs z Abs z

30 1.2 1375 2.9 0.22 0.93 0.22

1.5 776 4.1 1.20 0.98 1.62

1.8 450 3.4 0.58 0.90 �0.67

2.1 300 1.8 �0.71 0.90 �0.89

2.4 121 1.1 �1.29 0.92 �0.28

50 1.2 998 2.2 1.31 0.98 1.57

1.5 559 1.5 0.07 0.91 �0.86

1.8 361 1.7 0.46 0.91 �0.78

2.1 303 1.1 �0.49 0.94 0.35

2.4 195 0.6 �1.35 0.93 �0.28
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100 1.0 1013 2.3 1.28 0.97 0.82

1.2 855 2.3 1.30 0.98 0.95

1.5 292 1.3 �0.50 0.97 0.94

1.8 210 1.2 �0.76 0.95 0.44

2.1 288 1.6 0.06 0.86 �1.03

2.4 312 1.6 �0.03 0.86 �1.20

2.7 55 0.9 �1.35 0.87 �0.91

150 1.2 204 2.8 1.79 0.97 1.02

1.5 139 1.2 �0.44 0.92 �0.20

1.8 77 1.2 �0.46 0.93 0.10

2.1 18 1.3 �0.37 0.95 0.66

2.4 24 1.2 �0.52 0.86 �1.57

Note: Underlined data were omitted in the subsequent evaluations.
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Table 8.7 The fatigue life of SAC101(d)_ENIG at four bending frequencies at various PCB strain amplitudes

Cyclic frequency,
f (Hz)

PCB strain
amplitude, εpcb
(310L3)

Characteristic
life, N (cycles)

Quality of data

g R2

Abs z Abs z

30 1.2 1139 1.9 0.74 0.91 �0.08

1.5 673 0.8 �0.99 0.85 �1.37

1.8 383 1.5 0.12 0.89 �0.48

2.1 237 2.2 1.17 0.96 1.05

2.4 107 0.7 �1.04 0.95 0.89

50 1.2 768 1.3 0.03 0.92 0.08

1.5 441 1.8 1.35 0.92 �0.26

1.8 169 0.7 �1.41 0.90 �1.55

2.1 220 1.1 �0.29 0.94 0.96

2.4 158 1.4 0.32 0.93 0.77
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100 1.0 867 3.3 1.91 0.90 �1.58

1.2 774 1.9 0.28 0.98 1.14

1.5 292 1.3 �0.36 0.96 0.42

1.8 252 1.1 �0.58 0.95 0.13

2.1 126 1.0 �0.70 0.96 0.65

2.4 132 1.2 �0.55 0.92 �0.77

150 1.2 337 1.3 0.99 0.92 �0.54

1.5 138 1.2 0.23 0.90 �1.30

1.8 102 1.3 0.84 0.93 �0.15

2.1 85 1.0 �0.76 0.96 0.90

2.4 68 0.9 �1.30 0.96 1.09

Note: Underlined data were omitted in the subsequent evaluations.
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8.4.3 Fatigue resistance equations

The εpcbeN characteristics of SAC101_OSP and SAC101(d)_ENIG solder joints,
expressed in terms of logarithmic scale, are shown in Figure 8.10. The fatigue lives
of both solder joint materials decrease with increasing bending frequency of PCB.
For example, increasing the bending frequency from 30 to 150 Hz reduces the fatigue
life of the SAC101_OSP and the SAC101(d)_ENIG solder joint systems by 80% and
70%, respectively. Increasing frequency suppresses plastic strain while raises the level
of stress in the solder joints; the hypothesis of strain as a failure driver would predict
increased fatigue life, while the hypothesis of stress as a failure driver would predict
reduced fatigue life. The experimental evidence supports the hypothesis of stress as
the failure driver.

Expressing the PCB strain-solder life relation in the form of εpcb ¼ CN�b, the con-
stants C and b for the two material systems at four cyclic frequencies were extracted
using the method of linear regression; these are given in Table 8.8. It was noted that the
coefficient C increases as the frequency is increased from 30 to 50 Hz but decreases as
the frequency is increased further to 150 Hz. By contrast, the exponent b fluctuates
within a much smaller range with no clear trend. It was postulated that the fatigue resis-
tance exponent b is independent of the cyclic frequency; taking the average of b over
the four bending frequencies, the mean values of fatigue exponent b for SAC101_OSP
and SAC101(d)_ENIG solder joints were evaluated as 0.36 and 0.40, respectively.
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Figure 8.10 εpcbeN characteristics versus bending frequency for (a) SAC101_OSP and
(b) SAC101(d)_ENIG solder joint systems.
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Using these mean values, the fatigue resistance coefficient C was revaluated using the
method of regression; the new constants C and and b for the two material systems are
listed in Table 8.9. Figure 8.11 shows that the fatigue resistance coefficient C decreases
linearly, at an almost identical rate, with increasing cyclic frequency of PCB for the
two solder joint material systems.

The following unified equation for creep-fatigue was introduced in Chapter 2:

εpcb ¼ CocðT ; f ÞN�bosðT ; f Þ (8.16)

Table 8.8 The constants of εpcb[CNLb as extracted from
experimental data

Material systems
Cyclic frequency, f
(Hz)

εpcb [CNLb

C (310L3) b

SAC101_OSP 30 16.7 0.36

50 24.5 0.44

100 9.8 0.32

150 6.6 0.31

SAC101(d)_ENIG 30 14.6 0.35

50 22.9 0.44

100 14.9 0.39

150 13.5 0.42

Table 8.9 The constants of εpcb[CNLb assuming a mean value of
constant b

Material systems
Bending
frequency, f (Hz)

εpcb [CNLb

b C (310L3)

SAC101_OSP 30 0.36 16.3

50 15.3

100 12.2

150 8.3

SAC101(d)_ENIG 30 0.40 19.6

50 17.6

100 15.7

150 12.0
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where the function c(T, f) accounts for the reduction of allowable plastic strain
due to creep, while the function s(T, f) accounts for increased creep with increas-
ing stress. The unified equation for rate-induced reduction in fatigue life takes
the form

εpcb ¼ Corð f ÞN�bo (8.17)

The linearity of Co versus frequency, shown in Figure 8.11, suggests the rate
function has the form

rlinearð f Þ ¼ 1� r1ð f � frefÞ (8.18)

where r1 is a positive constant and fref is the frequency at and below which the rate
effect is not active; the fatigue exponent is assumed to be independent of strain
rate. Taking fref ¼ 1 Hz, the unified equation for SAC101_OSP and
SAC101(d) ENIG solder joints using regression analysis gives fCo ¼ 0:0176; r1 ¼
0:00344; bo ¼ 0:353g and fCo ¼ 0:0177; r1 ¼ 0:00241; bo ¼ 0:383g, respec-
tively. These results suggest that SAC101_OSP solder has a stronger dependence on
strain rate.

By defining the transformation relation as Nref ¼ rð f Þ�1=boN or εpcb;ref ¼
rð f Þ�1

εpcb, Eqn (8.17) is transformed to the reference conditions:

εpcb ¼ CoN
�bo
ref (8.19)

and

εpcb;ref ¼ CoN
�bo (8.20)

respectively. Plots of εpcb versus N at the reference condition of fref ¼ 1 Hz for
SAC101_OSP solder joints are shown in Figure 8.12, which shows the collapse of all
data into one curve at fref ¼ 1 Hz.
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Figure 8.11 Coefficient Co versus PCB bending frequency.
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For ease of subsequent manipulation, the rate function is assumed to take the
power-law form

rpowerð f Þ ¼
�

f

fref

��q

(8.21)

Taking fref ¼ 1 Hz, the coefficients have been evaluated by regression as fCo ¼
0:050; q ¼ 0:341; bo ¼ 0:345g and fCo ¼ 0:0332; q ¼ 0:211; bo ¼ 0:377g
for SAC101_OSP and SAC101(d)_ENIG solder joints, respectively. These are shown
in Table 8.10.
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Figure 8.12 εpcb versus N at fref ¼ 1 Hz: (a) εpcbversus Nref and (b) εpcb;refversus N for
SAC101_OSP solder joint.
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8.4.4 Equivalent fatigue life

Rearranging Eqn (8.17) to

CoN
�bo ¼ εpcb

rð f Þ (8.22)

and substituting (εpcb,1, f1) and (εpcb,2, f2), respectively, into Eqn (8.22) and equating
them, we obtain

rð f1Þ
rð f2Þ

εpcb;2

εpcb;1
¼ 1 (8.23)

Equation (8.23) gives the condition for the equivalent fatigue life. For reasons
of simplicity, let rð f Þ ¼ rpowerð f Þ ¼ f�q. Substituting into Eqn (8.23) gives�
f2
f1

�q
εpcb;2

εpcb;1

�����
f1¼f2

¼
�
f2
f1

�q
εpcb;2

εpcb;1

�����
εpcb;1¼εpcb;2

0
εpcb;2

εpcb;1
¼

�
f2
f1

�q

(8.24)

Substituting q ¼ 0.341 for the SAC101_OSP solder joint and increasing the cyclic
frequency by 10 times is equivalent to increasing the PCB strain amplitude by 2.2
times; the latter is much easier to achieve experimentally.

8.5 Fatigue resistance equations: environment

8.5.1 Tester for environmental testing

Mechanical test machine manufacturers, such as Instron and MTS, provide a temper-
ature chamber as an accessory to their range of mechanical testers. An example of a
general-purpose temperature chamber is shown in Figure 8.13. It also shows a sche-
matic of a bending test setup in the temperature chamber.

Table 8.10 The coefficients of unified equations

Material systems

εpcb [Co½1Lr1ðfL1Þ�NLbo εpcb [CofLqNLbo

bo

Co

(310L3)
r1
(310L3) bo

Co

(310L3) q

SAC101_OSP 0.353 17.6 3.41 0.345 0.050 0.341

SAC101(d)_ENIG 0.383 17.7 2.44 0.377 0.0332 0.211
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However, a general-purpose environmental chamber is too large to be accommo-
dated in a high-speed cyclic bend tester. The long plungers introduce false displace-
ments due to thermal expansion; the larger chamber presents a larger thermal inertia.
An ideal environmental chamber is one that is integrated with the loading anvils, as
illustrated in Figure 8.14. The environmental chamber encloses only a controlled
volume over the domain of interestein this case, the section of PCB that is assem-
bled with the integrated circuit component. The environmental chamber doubles up
as a loading anvil applying vertical displacements to the test specimen, while the
two ends of the test specimen are prevented from vertical displacement by the fixed
pivots. The integrated chamber is made in two pieces, each with a cavity, and the
two pieces are mechanically fastened together. The desired test environment in
the chamber is established by piping in the appropriate environment from external
source. The cavities are sealed along their faces to maintain the desired environment
within the controlled volume; the cavities in Figure 8.14 are open in the front view
in order to show the domain of interest for illustrative purposes. Figure 8.15 shows
an integrated environmental chamber in operation with a PCB assembly, complete
with instrumentation for temperature monitoring of the chamber, electrical resis-
tance across solder joints, and strain gauging of PCB. This setup is used to study
the environmental effects of solder joints when fatigued at high cyclic frequencies.

Loading plunger

Support plunger 

Test specimen

Bottom anvil

Top anvil

Figure 8.13 A general-purpose environmental chamber.

Domain of interest

Fixed pivots

Fixed pivots 

Moving pivots (attached to anvil)

Loading anvils cum
environmental chamber  

Moving pivots (attached to anvil)

Loading plunger 

Figure 8.14 A schematic representation of an integrated environmental chamber: symmetric
bending of a PCB assembly.
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8.5.2 The effects of temperature on the fatigue performance
of solder joint material systems

PEDs are susceptible to drop impact at a wide range of temperatures. So far, the fatigue
performance of solder joint material systems has been evaluated in a laboratory’s
ambient environment. The ductility of solder joints decreases with decreasing temper-
ature; the hypothesis of stress as the fatigue failure driver would predict decreasing
fatigue performance with decreasing temperature. This hypothesis is investigated in
this section.

8.5.2.1 Test matrix

Six solder alloys and two pad finishes were evaluated at two test temperatures. These
are tabulated in Table 8.11. The test temperature of 22 �C is the ambient temperature of
the test laboratory, while dry nitrogen was used for the lower test temperature.

Anvil with integrated
temperature chamber  

Inlet for hot/cold air 

Test specimen Fixed pivots

Fixed pivots

Thermocouple

Electrical resistance
measurement  

Solder joints

Figure 8.15 An integrated environmental chamber in operation: symmetric bending of a PCB
assembly.

Table 8.11 Test matrix for test temperatures

Solder alloys Designation
Pad finish
(PCB strain) Test temperature

Sne37Pb
Sne1.0Age0.1Cu
Sne3.0Age0.5Cu
Sne1.0Age0.1Cue
0.02Nie0.05In

Sne0.6Cue
0.05Ni þ Ge

Sne0.8Cue
0.05Ni þ Ge

SnPb
SAC101
SAC305
SAC101(d)

SN100-0.6

SN100-0.8

OSP (2 � 10�3)
ENIG (1.2 � 10�3)

22 �C (ambient)
0 �C (dry nitrogen)
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The fatigue life of the solder joints was evaluated only at one PCB strain: 2 � 10�3 for
OPS pad finish and 1.2 � 10�3 for ENIG pad finish. The magnitudes of PCB strain
were selected so that most of the solder joints will have experienced failure within
2000 bending cycles. A cyclic bending frequency of 100 Hz is used for all test spec-
imens. Between 8 and 16 data points have been collected for each solder joint.

8.5.2.2 Consolidation of data

The cumulative percent-failure plots for the six solders with OSP pad finish at 22 �C
and at 0 �C are shown in Figure 8.16. The characteristic life, first-fail life and shape
factors for the solder joints, assuming Weibull distribution, are given in Table 8.12.
The same results for the ENIG pad finish are plotted in Figure 8.17 and in Table
8.13. The solder joints have not been monitored for failure beyond 2000 bending cy-
cles. Because no failure of Sn100-0.8 was observed up to 2000 bending cycles at a test
temperature of 0 �C, no data were reported for this alloy at 0 �C. For the same reason,
only three data for Sn100-0.6 were reported at 0 �C.
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Figure 8.16 Cumulative percent-failures of solider joints with OSP pad finish subjected to PCB
bending strain of 2 � 10�3 at 100 Hz and at temperatures of (a) 22 �C, ambient environment
and (b) 0 �C, dry nitrogen.
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Table 8.12 Fatigue characteristics of solder joints on OSP pad finish at two test temperaturesa

Solder alloys Temperature

Characteristic life, N First-fail life, N1% Shape factor, g

Absolute
Ratio (0 �C/
22 °C) Absolute

Ratio (0 �C/
22 �C) Absolute

Ratio (0 �C/
22 �C)

SAC305 22 �C 46 ⑥ 3.0 13 ⑥ 3.5 1.1 1.5

0 �C 136 ⑥ 45 ⑥ 1.6

SAC101 22 �C 70 ⑤ 3.2 33 ⑤ 1.8 2.0 1.0

0 �C 221 ⑤ 61 ⑤ 1.9

SnPb 22 �C 228 ④ 2.8 200 ④ 2.1 10.9 0.5

0 �C 630 ④ 415 ④ 5.0

SAC101(d) 22 �C 347 ③ 3.6 219 ③ 3.7 4.2 0.8

0 �C 1257 ③ 810 ① 3.4

SN100-0.6 22 �C 364 ② 3.5 300 ① 1.6 9.2 0.3

0 �C 1289 ② 465 ③ 2.4

SN100-0.8 22 �C 369 ① 4.0 270 ② 2.7 6.8 0.5

0 �C 1465 ① 732 ② 3.4

Ave 22 �C 237 3.5 173 2.4 5.8 0.53

0 �C 830 422 3.0

Coefficient of
variation

0.13 0.35 0.56

Note: Circled superscript numbers show the ranking of the solder joints.
a22 �C at laboratory ambient, 0 �C using dry nitrogen.
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8.5.2.3 Analysis: OSP pad finish

In Tables 8.12 and 8.13, the relative ranking of the solder joints based on characteristic
life and first-fail life, respectively, at the two test temperatures is indicated (enclosed in
circles) besides their respective fatigue life. The fatigue life of the individual solder joints
at the test temperature of 0 �C was normalised against the same at 22 �C; this is reflected
as the ‘Ratio (0 �C/22 �C)’. The average characteristics and the coefficient of variation
(COV) taken over the six solder joints are tabulated in the last rows of the tables.

The following observations and analyses were made:

• The data are generally of good quality, as reflected in the relatively high magnitudes of shape
factors for most of the test legs.

• Judging from either the characteristic life or the first-fail life, the solder joints exhibited
near-identical rankings in fatigue performance at both test temperatures. The results sug-
gest that evaluation of the fatigue performance of solder joint material systems can be per-
formed at just one temperatureetypically, the room temperature of the laboratory. The
unwelcoming prospect of having to perform evaluation at multiple test temperatures is
thus averted.

• The characteristic life of the six solder joints improved when tested at the lower temperature.
The ratio of improvement ranges from 2.8 times for SnPb to 4 times for Sn100-0.8, with an
average improvement of 3.5 times for the six solder joints. This ratio of improvement has a
COV of 0.13, suggesting good uniformity in improvement among the six solder joints.

(b) 

(a)

C
um

ul
at

iv
e 

fa
ilu

re
 (%

)
C

um
ul

at
iv

e 
fa

ilu
re

 (%
)

Cyclic bending life (cycles)

Cyclic bending life (cycles)

100%

80%

60%

40%

20%

0%
0

100%

80%

60%

40%

20%

0%
0 500 1000 1500 2000

SAC305 
SAC101  
SnPb  
SAC101(d) 
SN100-0.6  
SN100-0.8 

SAC305 
SAC101 
SnPb 
SAC101(d)
SN100-0.6 

Test temp. 0 ºC

Test temp. 22 ºC

500 1000 1500 2000

Figure 8.17 Cumulative percent-failures of solider joints with ENIG pad finish subjected to
PCB bending strain of 1.2 � 10�3 at 100 Hz and at temperatures of (a) 22 �C, ambient
environment and (b) 0 �C, dry nitrogen.
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Table 8.13 Fatigue characteristics of solder joints on ENIG pad finish at two test temperaturesa

Solder alloys Temperature

Characteristic life, N First-fail life, N1% Shape factor, g

Absolute
Ratio (0 °C/
22 °C) Absolute

Ratio (0 °C/
22 °C) Absolute

Ratio (0 °C/
22 °C)

SAC305 22 �C 359 ⑥ 2.2 140 ② 1.1 2.3 0.5

0 �C 804 ④ 156 ③ 1.2

SAC101 22 �C 384 ⑤ 2.2 71 ⑤ 1.6 1.7 0.7

0 �C 837 ③ 112④ 1.3

SnPb 22 �C 504 ④ 1.2 95 ③ 0.9 1.5 0.7

0 �C 587 ⑤ 90⑤ 1.1

SAC101(d) 22 �C 616 ① 0.7 18 ⑥ 2.0 1.1 0.9

0 �C 435 ⑥ 36 ⑥ 0.9

SN100-0.6 22 �C 603 ② >2.8 145 ① 10.9 1.8 e

0 �C >1693 ② 1575 ② e

SN100-0.8 22 �C 542 ③ >3.7 75 ④ >26.7 1.5 e

0 �C >2000 ① >2000 ① e

Ave 22 �C 501 >2.1 91 >7.2 1.6 0.67

0 �C >1059 >394 1.1

Coefficient of
variation

>0.51 >1.43 0.29

Circled superscript numbers show the ranking of the solder joints.
a22 �C at laboratory ambient, 0 �C using dry nitrogen.
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• A similar trend was observed for the first-fail life of the solder joints, even though the ratio of
improvement is lower at 2.4 times. The lower ratio of improvement points to an increased
spread of data caused by early failure when tested at the lower temperature. The higher value
of COV at 0.35 suggests relatively larger variation (compared to that of characteristic life) in
the ratios of improvement among the six solder joints. The observed early failure when tested
at the lower temperature is reflected in the deterioration in the Weibull shape factors of the
solder joints. The average ratio of degradation is 0.53.

8.5.2.4 Analysis: ENIG pad finish

The following observations and analyses were made:

• Compared to the data for the solder joints with OSP pad finishes, the data of solder joints
with ENIG pad finishes were generally of poorer quality, as reflected in the relatively low
values of shape factors and the lower first-fail life.

• Much less consistency in the ranking pattern was observed between the characteristic life and
the first-fail life of the solder joints and between the characteristic life of the solder joints at
the two test temperatures. Most alarming is the dramatic change of order of the SAC101(d)_
ENIG solder joints at the two test temperaturesefrom first rank at 25 �C to sixth rank at 0 �C.
The results highlighted the risk of evaluating and selecting solder joints with ENIG pad fin-
ishes at a single test temperature.

• Unlike the solder joints with OSP pad finishes, there was no across-the-board improvement
in the characteristic life among the six solders when tested at the lower temperature. Two
distinctly different responses were observed from the six solder joints at the two test temper-
atures. Although there were significant improvements (more than 2.8 times) for the two
Sn100 solder joints when tested at the lower temperature, degradation in fatigue life was
observed for the SAC101(d) solder joint; marginal improvements were found for other three
solder joint material systems.

• The fatigue performance of SAC101(d) solder joints decreased at�10 �C, dry nitrogen, in an
opposite trend from the other five solder joints. This is attributed to its inclination to brittle
fracture at the lower test temperature, as is evident in Figure 8.18.

22 ºC

–10 ºC

Figure 8.18 Prevailing fracture modes of SAC101(d)_ENIG solder joint cyclic bend at 100 Hz
at 22 �C and at �10 �C.
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The superior fatigue performance at the lower temperature contradicts the hypoth-
esis of stress as the fatigue failure driver. However, besides temperature, the compo-
sitions of the environmental gases are also different between the two test conditions.
It is unclear if the dry nitrogen used at 0 �C was responsible for the unexpected
enhancement of fatigue life.

8.5.3 The effects of test environment on fatigue performance
of solder joints

8.5.3.1 Test matrix

The fatigue life of the Sn100-0.8_OSP solder joint was evaluated at a PCB strain
amplitude of 3 � 10�3 at 100 Hz in three test environments: 22 �C, laboratory
ambient; 22 �C, dry nitrogen; and 50 �C, dry nitrogen, as given in Table 8.14. Eight
data points were collected for each test leg.

8.5.3.2 Consolidation of test results

The cumulative percent-failure plots for the three test environments are shown in
Figure 8.19. The Weibull characteristic life and shape parameters of the solder joints
are listed in Table 8.15. Also included in the table are the Weibull characteristics of the

Table 8.14 Test matrix for PCB strain-life versus test environment

Solder joint Designation PCB strain Test environment

Sne0.8Cue
0.05Ni þ Ge on
OSP pad finish

SN100-0.8_OSP 3 � 10�3 22 �C (laboratory
ambient)

22 �C (dry
nitrogen)

50 �C (dry
nitrogen)
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Figure 8.19 Cumulative failure of the Sn100-0.8_OSP solder joint when subjected to cyclic
bending at 3 � 10�3 PCB strain amplitude at 100 Hz in three test environments.
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same solder joint evaluated at a PCBstrain amplitude of 2 � 10�3 at 100 Hzat the two test
conditions: 22 �C (ambient) and 0 �C (dry nitrogen); these are extracted from Table 8.12
and listed under ‘D’ and ‘E’, respectively, in Table 8.15. The fatigue life for 0 �C (dry
nitrogen) is extrapolated toPCBstrain amplitude of2 � 10�3 by assuminga fatigue expo-
nent of 0.35. This is listed under ‘F’ in Table 8.15. The computed fatigue life varies be-
tween 380 and 532 for the exponent range between 0.3 and 0.4.

8.5.3.3 Analysis

It is noted that the fatigue life of the solder joint is enhanced by 3.2 times by simply
changing the test environment from ambient air to nitrogen while keeping the test
temperature at 22 �C, highlighting the role of dry nitrogen in enhancing the fatigue
life of the solder joints. The physics of the dry nitrogen test environment is believed
to be similar to that of the vacuum test environment: the elimination of oxidation along
the faces of the slip bands facilitates their intrusion and extrusion, thus eliminating
local stress/strain lock-up that leads to crack initiation.

Raising the test temperature from 0 �C to 22 �C in a dry nitrogen environment
increases fatigue life; this is in agreement with the hypothesis of stress being the failure
driver. However, raising the test temperature from 22 �C to 50 �C under dry nitrogen
almost halves the fatigue life of the solder joint, which contradicts the hypothesis.
Unlike the SAC101(d)_ENIG solder joint, which shows brittle fracture at 0 �C (dry ni-
trogen; see Figure 8.18), Figure 8.20 shows that fatigue crack propagation is contained
entirely within the ductile bulk solder, even for the solder joint that failed at 0 �C.
Although the crack path has migrated towards the solderepad interface, it remains pre-
dominantly away from the layers of brittle IMCs. The only logical explanation is that the
fatigue resistance of the solder joints has been degraded at 50 �C, and the magnitude of
degradation is more than the reduction in the fatigue failure driving force.

Table 8.15 Fatigue characteristics of Sn100-0.8_OSP in three test
environments

S/No Test environment

PCB strain
amplitude
(310L3)

Characteristic life, N
(cycles)

Shape
parameter,
gAbsolute Ratio

A 22 �C, ambient air 3 189 e 4.6

B 22 �C, dry nitrogen 3 607 B/A ¼ 3.2 2.8

C 50 �C, dry nitrogen 3 344 C/B ¼ 0.6 1.6
aD 22 �C, ambient air 2 369 e 6.8
aE 0 �C, dry nitrogen 2 1465 E/D ¼ 4.0 3.5
bF 0 �C, dry nitrogen 3 460 F/B ¼ 0.76

aExtracted from Table 8.12.
bExtrapolated from E assuming a fatigue exponent of 0.35.
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8.5.4 The effects of the test environment on fatigue resistance
equations

The fatigue equation of solder joints has been evaluated at laboratory ambient con-
dition. This section investigates the fatigue resistance equation at 0 �C under dry
nitrogen.

8.5.4.1 Test matrix

Three solder joints from the previous experiment, including the SAC101(d)_ENIG
solder joint that shows ‘normal’ characteristics in the previous test, are selected for
these experiments. The solder joints are subjected to cyclic bending at 100 Hz at
two test temperatures: 22 �C and �10 �C; the former is the equilibrium ambient tem-
perature of the test laboratory and the latter is achieved using dry nitrogen. The fatigue
life of the solder joints was evaluated at four PCB strain amplitudes: 1.2 � 10�3,
1.5 � 10�3, 1.8 � 10�3 and 2.1 � 10�3. The test matrix is summarised in Table 8.16.
Between 12 and 20 data points have been collected for each solder joint.

8.5.4.2 Consolidation of test results

The cumulative percent-failure plots for the SnPb_OSP solder joint, the
SAC101_ENIG solder joint and the SAC101(d)_ENIG solder joint at the four
PCB strain amplitudes and two test temperatures are shown in Figures 8.21e8.23,
respectively. The corresponding characteristic life and shape parameters of all solder
joints are tabulated in Table 8.17. The coefficients and exponents of the fatigue

Figure 8.20 Cross-section of the Sn100-0.8_OSP solder joint at test conditions: (a) 2 � 10�3

PCB strain amplitude, 0 �C, dry nitrogen and (b) 3 � 10�3 PCB strain amplitude, 22 �C, dry
nitrogen.
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Figure 8.21 Cumulative failure of SnPb_OSP solder joint when subjected to cyclic bending at
100 Hz at four PCB strain amplitudes and at temperatures of (a) 22 �C, ambient environment
and (b) �10 �C, dry nitrogen.

Table 8.16 Test matrix for PCB strain-life versus test temperatures

Solder joints Designation PCB strain Test temperature

Sne37 Pb with OSP
pad finish

Sne1.0Age0.1Cu
with ENIG pad
finish

Sne1.0Age
0.1Cue0.02Nie
0.05In with OSP
pad finish

SnPb_OSP

SAC101_ENIG

SAC101(d)_ENIG

1.2 � 10�3

1.5 � 10�3

1.8 � 10�3 and
2.1 � 10�3

22 �C (ambient)
0 �C (dry nitrogen)
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Figure 8.23 Cumulative failure of SAC101(d)_ENIG solder joint when subjected to cyclic
bending at 100 Hz at four PCB strain amplitudes and at temperatures of (a) 22 �C, ambient
environment and (b) �10 �C, dry nitrogen.

100%

80%

60%

40%

20%

0%
0 100 200 300 400 500

Cyclic bending life (cycles)

Cyclic bending life (cycles)

100%

80%

60%

40%

20%

0%
0 200 400 600 800 1000 1200

C
um

ul
at

iv
e 

fa
ilu

re
 (%

)
C

um
ul

at
iv

e 
fa

ilu
re

 (%
)

1.2 × 10–3

 1.5 × 10–3

 1.8 × 10–3

 2.1 × 10–3

PCB strain
amplitude

(b)

(a)

Figure 8.22 Cumulative failure of SAC101_ENIG solder joint when subjected to cyclic
bending at 100 Hz at four PCB strain amplitudes and at temperatures of (a) 22 �C, ambient
environment and (b) �10 �C, dry nitrogen.
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Table 8.17 PCB strain-life of SnPb_OSP, SAC101_ENIG and SAC101(d)_ENIG at two test temperaturesa

Test
environment

PCB strain
amplitude,
εpcb (310L3)

Characteristic life, N (cycles) Shape parameter, g

SnPb_OSP
SAC101_
ENIG

SAC101(d)_
ENIG

SnPb_
OSP

SAC101_
ENIG

SAC101(d)
_ENIG

22 �C,
ambient

1.2 830 278 708 5.6 2.4 2.1

1.5 273 e 280 6.0 e 1.4

1.8 190 144 231 3.5 1.9 1.2

2.1 141 48 114 3.3 0.8 1.1

�10 �C, dry
nitrogen

1.2 821 519 405 6.5 2.9 1.3

1.5 707 356 188 6.4 2.2 1.1

1.8 407 259 27 6.4 1.5 1.0

2.1 275 115 21 5.3 1.1 0.8

aThe data for 22 �C, ambient, were extracted from Table 8.2.
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equations are given in Table 8.18. Note that the characteristic life and the coefficients
for the test environment of 22 �C (ambient) were extracted from Tables 8.2 and 8.4,
respectively.

8.5.4.3 Analysis

The values of the shape factor in Table 8.17 suggest good data quality for
the SnPb_OSP solder joint but poor data quality for the other two solder joints.
The characteristic lifetimes of the three solder joints are given in the εpcbeNa

plots of Figure 8.24. Changing the test environment from 22 �C (ambient) to
�10 �C (dry nitrogen) resulted in translation of the εpcbeN characteristics of
the SnPb_OSP and the SAC101_ENIG solder joints to the right along the N
axis; thus, the positive effect of dry nitrogen applies across the entire range
of PCB strains.

By contrast, changing the test environment from 22 �C (ambient) to �10 �C (dry
nitrogen) has resulted in translation of the εpcbeN characteristics of the SAC101(d)
_ENIG solder joint to the left along the N axis e more so for the larger
amplitude of PCB strain. This is reflected in the reduced magnitude of fatigue
coefficient and fatigue exponent as shown in Table 8.18. The reduced fatigue life
is attributed to the transition to brittle failure of the SAC101(d)_ENIG solder joints
at the lower temperature, despite the presence of dry nitrogen as shown in
Figure 8.18; the tendency for brittle failure increases with increasing PCB strain
amplitude.

Table 8.18 The constants of εpcb[CNLb as extracted from
experimental dataa

Solder joints
Test
environment

εpcb [CNLb

C(310L3) b R2

SnPb_OSP 22 �C, ambient 11.7 0.35 0.90

�10 �C,
nitrogen

63 0.58 0.90

SAC101_ENIG 22 �C, ambient 8.5 0.34 0.88

�10 �C,
nitrogen

24 0.48 0.95

SAC101(d)_ENIG 22 �C, ambient 13.1 0.37 0.95

�10 �C,
nitrogen

4.6 0.22 0.97

aThe data for 22 �C, ambient, were extracted from Table 8.4.
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Figure 8.24 εpcbeNa characteristics versus test temperature for (a) SnPb_OSP,
(b) SAC101_ENIG, (c) SAC101(d)_ENIG and (d) all three solder joints.
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8.5.5 The effects of room-temperature aging

Newman (2005) reported a transition of the failure mode of solder joints towards
ductile fracture with increased duration of aging at room temperature when tested un-
der the conditions of ball impact shearing and ball impact pulling. The effects of aging
on the board-level drop-shock resistance of solder joints are investigated in this
section.

8.5.5.1 Test matrix

Five solder joint alloys on an OSP pad finish were studied. The fatigue resistance of the
solder joints was evaluated using a BLDST with test conditions equivalent to Condi-
tion H of the JEDEC standard: a prescribed shock pulse of 2900 g and a duration of
0.3 ms. The test samples were manufactured and tested on two separate occasions:
one on the same day of manufacture as the control vehicle and another 10 days after
manufacture while stored in ambient laboratory conditions. The test matrix is tabulated
in Table 8.19. The number of drop-shocks to failures was recorded.

8.5.5.2 Consolidation of results

The cumulative percent-failure plots for the solder joints without and with aging are
shown in Figure 8.25(a) and (b), respectively. The corresponding characteristic life
and shape parameters of the solder joints are shown in Table 8.20.

8.5.5.3 Analysis

The effects of room-temperature aging vary among the five solder joint material sys-
tems. Aging up to 10 days has virtually no effect on the BLDST resistance of three
solder joint material systems: SnPb_OSP, Sn100-0.6_OSP and Sn100-0.8_OSP.
However, the BLDST resistance of the SAC101(d)_OSP solder joint appears to be
susceptible to degradation by room-temperature agingeby up to 40% after 10 days.

Table 8.19 Test matrix for room-temperature aging

Solder alloys Designation
Pad
finish

Aging
condition Test condition

Sne37Pb
Sne3.0Age0.5Cu
Sne1.0Age0.1Cu
e0.02Nie0.05In

Sne0.6Cu
e0.05Ni þ Ge

Sne0.8Cu
e0.05Ni þ Ge

SnPb
SAC305
SAC101(d)
SN100-0.6
SN100-0.8

OSP Laboratory
ambient for

• less than 8 h
• 10 days

BLDST (JEDEC
condition
H equivalent)
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Table 8.20 BLDST resistance of solder joints with and without room-
temperature aging

Serial
number Solder joint Aging

Characteristic life, N
(cycles)

Shape
parameter,
gAbsolute Ratio

A SnPb ✘ 12.1 e 4.6

B SnPb U 12.1 B/A ¼ 1.0 5.4

C SAC305 ✘ 1.9 e 1.4

D SAC305 U 3.9 C/D ¼ 2.0 1.5

E SAC101(d) ✘ 15.1 e 3.4

F SAC101(d) U 9.3 E/F ¼ 0.6 2.9

G Sn100-0.6 ✘ 16.3 e 7.7

H Sn100-0.6 U 18.6 G/H ¼ 1.1 3.4

I Sn100-0.8 ✘ 15.4 e 12.3

J Sn100-0.8 U 17.2 I/J ¼ 1.1 7.9
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Figure 8.25 Cumulative failure of solder joint material systems in BLDST (a) without aging
and (b) with 10 days of aging at room temperature before test.
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The results also point to a higher risk of data spread after aging. The test data for
SAC305_OSP suggest improved BLDST resistance by aging. However, the above
observations are not conclusive due to the limited experimental data available.
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Fatigue crack growth in solder
joints at high strain rate 9
9.1 Introduction

Attempts to quantify the creep-fatigue crack growth in solder joints due to temperature
cycling have been reported using an interrupted fatigue test (Darveaux, 2002). The
crack growth in the solder joints is monitored by cross-sectioning the joints at intervals
and averaging the crack growth rate over multiple samples of solder joints. This destruc-
tive test is expensive to perform in view of the large sample size required; each sample
requires cross-sectioning, polishing and quantification of crack length. The interrupted
test also introduces inaccuracies due to the discontinuous monitoring of data. Moreover,
because of the loss of history in individual solder joints, no useful insights into the na-
ture of crack propagation are obtained.

Although low-sensitivity resistance measurements are commonly used in the indus-
try for the detection of complete failures of solder joints, high-sensitivity measure-
ments for characterising the fatigue leading up to final failure are rarely performed.
Zheng and Constable (1996) performed high-sensitivity resistance monitoring on a cir-
cuit board subjected to low-amplitude vibration. Because the circuits being monitored
consisted of multiple joints, they reported that cracking occurred catastrophically at the
end of the fatigue life; the observed gradual resistance changes were attributed to an
aggregate of metallurgical changes caused by cyclic loading. Using high-sensitivity
resistance tracking over a single solder joint, Seah et al. (2008) and Caers et al.
(2010) reported progressive crack growth in solder joints subjected to high strain
rate loading. Their studies have highlighted the feasibility of continuous tracking of
crack growth in a solder joint through in situ monitoring of the change of electrical
resistance across the solder joint.

9.2 Establishment of continuous crack growth tracking
capability

The methodology for establishing continuous crack growth tracking in a solder joint is
shown in Figure 9.1.

9.2.1 High-sensitivity in situ electrical resistance measurement

The test specimen is identical to that used for characterising the fatigue resistance
equation, as shown in Figure 8.6. However, dedicated test structures, which allow
very high measurement accuracy of the electrical resistance across the individual
corner solder joints, have been added. The test structure is shown in Figure 9.2.
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The presence of a crack restricts the flow of current, which is reflected in the
increase of electrical resistance. Electrical resistance was measured using a four-
wire (Kelvin connection) technique, where a stable source current of 200 mA was
passed through each corner circuit, and the voltage drop across the corner joint was
measured across two points close to the joint. To realise the required high measuring
resolution, the current source was provided by a Keithley 2410 source meter that has
an accuracy of 0.07% for the current reading; voltage measurements were made with
an HP 8.5- digit reference multimeter that has a resolution of 0.05 mV. The voltage
measurement has a sampling rate of 1000 data points per second, which is adequate
for a medium transient dynamic event, such as the resonant vibration of a printed

BLDST or HSCBT

1. Establish capability
for high-sensitivity in

situ electrical resistance
measurement   

(using four-wire technique) 

2. Establish evolution of 
crack geometry with crack 

length 
(using experimental dye-&-

ply technique) 

3. Establish mathematical 
relations between electrical 
resistance and crack lengths  

(through finite element analysis)

4. Validation of the 
mathematical relations 

Induce crack in test specimen

As input to FE model

Figure 9.1 Methodology for establishing continuous crack growth tracking in a solder joint.
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Figure 9.2 Test structure in test specimen for four-wire electrical resistance measurement.
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circuit board (PCB) assembly. However, if a higher sampling rate is desired for highly
transient event, such as impact, then a 16-bit oscilloscope with higher sampling rate
could be used.

The design measures the voltage drop (and hence, the electrical resistance) across a
solder joint, including a short length of Cu trace leading to the joint pads. It should be
noted that even a short length of Cu trace accounts for more than 95% of the total elec-
trical resistance due to the small cross-section and the significant length of the trace
relative to the joint. However, this does not matter because it is the incremental change
in electrical resistance that is of interest. The minimum detectable resistance change is
approximately 20 mU, which is the noise floor for the measurement bandwidth of
5 kHz used for the dynamic bending tests.

In a typical experiment, the current is applied for several minutes prior to the start of
cyclic bending to stabilise temperature drifts and resistance fluctuations caused by
Joule heating of the Cu traces. Cyclic bending is then applied, during which an oscil-
loscope tracks changes in potential drop across the joint caused by the fatigue process.
The test is continued until a completely open electrical circuit occurs, indicating a
100% cracking.

Undesirable fluctuations in measured voltage (on the order of microvolts) have been
observed, which can be attributed to joule heating (electrical heating in the form of
I2R), the body heat of the individual when handling the test specimen, and environ-
mental temperature fluctuations. To minimise joule heating, the source current was
limited to 200 mA, without significantly compromising the resolution of the electrical
voltage/resistance measurement. Background measurement noise of up to 20 mV in
amplitude is prevalent, which can be easily handled with appropriate filtering. Electri-
cal noise, caused possibility by electromagnetic induction, also may be noticed from
the unrestrained flapping of the cables, which should be restrained when performing
the test.

9.2.2 Evolution of crack geometry with crack length

Cracks of progressively larger size in the solder joints can be obtained through an
interrupted test generated by either board-level drop-shock test (BLDST) or board-
level high-speed cyclic bend test (HSCBT). At different intervals, samples were
taken out and the crack surfaces were marked by dye. The cracked sample was
immersed in Dykem Steel Red/Steel Blue dye for 5 min, followed by oven baking
at 150 �C for 15 min to allow the dye penetrate the cracked faces and to evaporate
the residual dye. The use of a hot-air blower is not advised because this will blow
off the dye before it has fixed onto the crack faces. To enhance the dye-staining of
the cracked surfaces, the cracked samples were pre-bent with the aid of an auxiliary
board and a splitter before immersing into the dye, as shown in Figure 9.3. The outer
solder joint will generally experience more than one crack; a large crack (referred to
as the main crack) may originate from the outer edge of the solder joint near the sol-
derePCB interface, whereas a smaller crack (referred to as a secondary crack) may
originate from the inner edge of the solder joint near the solderecomponent inter-
face. For this reason, each sample was subjected to two pre-bends: one opened up
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the main crack and the other opened up the secondary crack. The magnitude of
pre-bending was controlled so as not to induce artificial extension of existing cracks
in the solder joints.

To characterise the planar geometry of the main crack, the component together with
the solder joints have to be removed from the PCB to reveal the residual stained sur-
face of the main crack on the PCB. Prying the component away from the PCB will
cause the solder joint to undergo excessive plastic deformation, hence distorting the
shape of the crack front. A technique was introduced here to take advantage of the
fact that the fracture mode of the solder joint is highly sensitivity to strain rate. The
component was dislodged from the PCB by light-impact hammering, as illustrated
in Figure 9.4; this revealed the crack front of the main crack with virtually no artificial
deformation. The relevant solder joint was then removed from the component to reveal
the stained surface of the secondary crack while minimizing by impact shearing plastic
deformation of the crack front.

The cracks run in the direction approximately parallel to the metal pad. Figure 9.5
shows the typical evolution of a main crack. The crack initiates along the edge, over
approximately half the perimeter of the solder joint; its front assumes a curvature
similar to that of the circular metal pad (a). The crack advances at different rate along
its crack front, with a higher rate closer to the middle of the crack front and a lower rate
nearer the edges (b), resulting in the gradual straightening of the crack front (reduced
curvature) as the crack advances (c). The crack front becomes almost fully straightened

IC component

Auxiliary board 

Pressure clip

Splitter

Main crack

Secondary crack

PCB 

Component

Figure 9.3 Pre-bent samples before immersing into dye.
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when the area of the crack grows to approximately three quarters of the cross-sectional
area (d). This pattern of crack growth continues until the solder joint is fully broken (e).

9.2.3 Relating electrical resistance to crack length

Given the geometries of a solder joint, including the geometry of the crack, and the
electrical conductivity of the materials involved, the electrical resistance across the sol-
der joint can be evaluated through numerical modelling. The aim of this activity is to
establish the theoretical relationship between the incremental electrical resistance
across the solder joint and the size of cracks in the solder joint. The electrical model
for a four-point resistance measurement circuit is shown in Figure 9.6(a). Because
only the incremental electrical resistance is needed, and it is assumed that the electrical
resistance of the copper traces and the bulk solder joints are independent of the current
density, it is sufficient just to model a particular solder joint. This is shown in
Figure 9.6(b), in which the boundary conditions for the model are also shown. The
model includes the solder joint, the metal pads from the integrated circuit (IC) compo-
nent (top) and the PCB (bottom) and short segments of copper traces. Again, because

V 

 

 

 

The stained crack face of the
main crack is revealed on the

metal pads of the PCB  

The stained crack face of the
secondary crack is revealed on

the metal pads of the IC
component 

Figure 9.4 Dislodging of the IC component from the PCB by impact hammering and the solder
joint from ICC component by impact shearing.

(a) (b) (c) (d) (e)

Figure 9.5 Evolution of the crack profile in the solder joint as observed from the dye-and-break
experiments.
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only the incremental change in the electrical resistance is required, the intermetallic
compounds (IMCs) are not included in the model. A pre-existing planar crack oriented
parallel to the metal pad was introduced into the solder joint adjacent the PCB pad. The
crack faces were modelled as two surfaces that have no mutual electrical connectivity.
Figure 9.6(c) shows the electrical potential contour in the cross-section of the solder
joint along a plane symmetric to the crack front. Much of the potential drop between
the top and bottom pads occurred in the vicinity of the crack, where potential discon-
tinuity was observed over the crack surfaces; high potential gradient developed around
the remaining area of the solder joint due to the constricted current flow.

The crack fronts were modelled to have similar shapes as those observed in the
experimental dye-and-break tests. The mathematical description of the crack front is
given in Figure 9.7. The metal pad is represented by a circle of radius rpad. The crack
front is defined by the arc of a larger circle that intercepts with the circumference of the
pad. The area enclosed by the two arcs gives the crack area, Acrack, and the offset be-
tween the two arcs gives the crack length, lcrack$ Acrack is a function of lcrack and vice
versa. Advancement of the crack front is modelled by increasing the offset while
increasing the diameter of the intercepting circle. The relationship between the offset
and the diameter of the intercepting circle is defined by experimental observations of
Figure 9.5. Two intersecting circles, Circle 1 and Circle 2, are shown in Figure 9.7 to
illustrate the progression of the crack at two crack fronts.

Current out 0.2 A 

Current  
in 0.2 A 
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V=0 
I+ 

PCB

Component

Crack

µV

Cu trace

Cu trace
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(b)
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0
– 10
– 24
– 38
– 52
– 66
– 80
– 94

– 108
– 122
– 136
– 150
– 164
– 178
– 192
– 206
– 220
– 234
– 248
– 262
– 276

Figure 9.6 Electrical model of solder joint with pre-existent crack. (a) Four-point resistance
circuit; (b) solder joint of interest showing the boundary condition; and (c) contour of electrical
potential in the solder joint of interest.
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Designating the potential drop across the solder joint as DV, which is a function of
the crack size, the electrical resistance across the solder joint is simply R ¼ DV/I. For
the same current input (0.2 A), the potential difference and hence the electrical resis-
tance increases with increasing crack size. Setting the electrical resistance across a
pristine solder joint as nil, the incremental electrical resistance, DR, across the solder
joint as a function of the fractional fractured area of the crack (the area of crack as a
fraction of the cross-sectional area of the solderepad interface) is shown in
Figure 9.8. The exponential nature of the relationship suggests increasing sensitivity
of measurement with increasing crack size. As an illustration, a 100-mU incremental
resistance may imply a growth of fractional fracture area from 30% to 45% or from
90% to 92%. Given that the crack length, lcrack, is a function of the crack area, Acrack,
the horizontal axis may be expressed in terms of crack length.

A secondary crack that occurs diagonal to the main crack is frequently observed.
The effects of the secondary crack on the electrical resistance across the solder joint
have been modelled and are depicted in Figure 9.9. The horizontal axis is again the

Crack front 2
Crack front 1

Crack length 1

Crack length 2

rpad

r1
r2

Figure 9.7 Description of the planar crack front in the solder joint.
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Figure 9.8 Electrical resistance versus crack size (main crack).
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fractional fracture area of the main crack, designated as FFAmain; the secondary crack
is also modelled as a fraction of the solderepad area, designated as FFAsecondary and
ranging from 0 to 0.95. For any particular size of the main crack, the electrical resis-
tance increases exponentially with increasing size of the secondary crack, as expected.
However, it is interesting to note that the absolute electrical resistance due to the sec-
ondary crack is almost independent of the size of the main crack, implying a simple
additive relation for the electrical resistance attributed to the two cracks. As an illus-
tration, Figure 9.8 gives DR equal to 180 and 400 mU for FFAmain ¼ 0.44 and 0.67,
respectively; the sum of resistance equals to 580 mU. Referring to Figure 9.9, taking
FFAmain ¼ 0.44 and FFAsecondary ¼ 0.67 gives approximately 580 mU. That is, the
electrical resistances from the two cracks behave as if they are in series connection
in the electrical circuit.

The location of the main crack with respect to the copper trace of the incoming cur-
rent was also investigated; the results are shown in Figure 9.10. It was found that
cracks forming adjacent to the incoming current result in fractionally higher electrical
resistance.

9.2.4 Validation of resistance to crack length relationships

The theoretical relationships between the incremental electrical resistance and frac-
tional crack area, as shown in Figure 9.9, have to be validated or otherwise calibrated
with experiments. The electrical resistance obtained from modelling was compared
against that from experimental measurements; the results are tabulated in Table 9.1.
The difference between the modelled DR and the experimentally measured DR ranges
from 2% to 30%. This is encouraging considering (a) the inaccuracy in describing the
shape and size of the cracks and (b) the gross simplification of the cracks as planar
cracks, when in reality the crack could be deviated from the horizontal plane.
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Figure 9.9 Electrical resistance versus crack size (main and secondary cracks).
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9.3 Crack propagation characteristics: board-level
drop shock test

With the relationship between the crack size and the electrical resistance established, it
is now possible to investigate in situ the characteristics of crack growth in the solder
joint of interest. The electrical resistance in the corner joint of a test specimen with
eutectic SnPb_OSP solder joints when subjected to consecutive BLDST of amplitude
800 g and duration ¼ 0.5 ms was studied. The characteristics of electrical resistance
for consecutive drop numbers 1, 3, 5 and 7 of the test specimen are shown in
Figure 9.11. The resistance in the circuit is approximately 15 mU. A momentary in-
crease in electrical resistances of magnitude between 30 and 36 mU was observed at
200 ms, which is in synch with the maximum bending of the test specimen. Much
of this increased resistance was recovered with the unbending of the test specimen.
However, residual resistance ranging from 12 to 25 mU was observed. The recoverable
resistance, which has an average magnitude of 16 mU, can be attributed to the elastic
deformation of the local traces in the resistance measurement circuit. The relationship
is given by:

Rþ DR ¼ r
Lð1þ εÞ
Að1� 2nεÞ ¼ 1þ ε

1� 2nε
0

DR

R
¼ εð1þ 2nÞ

1� 2nε
(9.1)

where r is electrical resistivity and R ¼ rL/A. Substituting R ¼ 15 mU, DR ¼ 16 mU
and n ¼ 0.3 gives the average stretching strain in the traces as 700 microstrains. The
lower magnitude of strain compared to the amplitude of the PCB strain is expected in
view of the fact that not all the local traces in the resistance circuit experience the
maximum magnitude of the PCB strain.

While it is tempting to attribute the residual resistance to the plastic deformation of
the copper traces in the resistance measurement circuit, this cannot explain the
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Figure 9.10 Electrical resistance versus crack orientation with respect to the Cu trace.
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observed increase in the residual resistance with increasing number of drops at the
same severity-increased plastic deformation of the copper traces is only possible if
the test specimen is subjected to subsequent drop-shocks at increased severity. How-
ever, the presence of cracks in the solder joint will provide a satisfactory explanation
for the observed residual resistance. It now appears that a single drop of the specimen

Table 9.1 Comparisons of electrical simulation and experimental
measurements

Main crack Secondary crack

Electrical resistance (mU)

Exp FE % Diff

1 220 142 �35

2 925 910 �2

3 250 325 30

4 220 235 7

5 500 530 6

6 170 210 24

7 200 160 �20

Exp, experiment; FE, finite element; % Diff, percentage difference.
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is enough to induce a detectable crack at approximately 5% FFAmain, which progressed
to approximately 20% FFAmain at the seventh drop.

9.4 Crack propagation characteristics: high-speed
cyclic bending test

Chapter 7 reported that solder joints exhibiting different failure mode have very
distinct crack propagation path: predominantly within the bulk solder for ductile solder
joints, such as SnPb_OSP and SAC101(d)_OSP, and predominantly within the IMC
structures for brittle solder joints such as SAC305_ENIG and a combination of bulk
solder and IMC in SAC101_OSP. It is expected that solder joints which have distinc-
tively different failure modes would exhibit different crack propagation characteristics.

9.4.1 Crack propagation in ductile solder joints

Figure 9.12 shows four typical characteristics of crack propagation in SnPb_OSP
solder joints subjected to the high-speed cyclic bending test at PCB strain amplitude
of 1800 microstrains and frequency of 100 Hz. The fatigue crack is expressed in terms
of crack length (%), which is the length of the crack observed in a sectional view
though the centre of the joint expressed as a percentage of the pad diameter. The scan-
ning electron micrograph of the sectional view of the solder joints, obtained from
cross-sectioning the joints after testing, shows that the cracks occur entirely within
the bulk solder material.
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Figure 9.11 Electrical resistance characteristics of SnPb_OSP subjected to BLDST.
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Detailed analysis of a particular SnPb solder is presented in Figure 9.13. A magni-
fied view of the crack growth at the circuit board interface is shown in Figure 9.13(b).
The sharp peaks and troughs correspond to the sinusoidal bending pulses of HSCBT.
For each pulse, bending in the direction of an upward arch causes the crack to advance,
as indicated by the small peaks in the waveform. Bending in the reverse (downward
arch) direction causes the fracture surfaces to come back into contact, resulting in a
momentary drop in electrical resistance, indicated by the deep and sharp troughs in
the waveform.

It should be noted that troughs due to crack closure have much higher magnitudes
and frequencies than peaks due to crack opening, although both result from the same
100 Hz sinusoidal bending pulse. This difference points to a significant limitation in
frequency-domain measurements, which extract narrow bandwidths around certain
frequencies of interest. In Figure 9.13(c), the high-frequency peaks and troughs
have been filtered out for a clearer view of the crack growth trend from the start of
cycling until failure at cycles-to-failure Nf ¼ 248. The curve presents an S-shaped
pattern that is typical of cracks occurring in bulk solder. The rate of crack growth,
da/dN, is shown in Figure 9.13(d). The rate of crack growth increases steadily from
0.3 mm/cycle at the initiation of crack to the peak rate of 1.7 mm/cycle, which corre-
sponds to a crack length of 38%; from here, the rate of crack growth decreases steadily
to 0.6 mm/cycle at 90% crack length before fracture.

This pattern of crack growth is due to two opposing effects on the crack driving
force. The rate of crack propagation is dependent on crack driving force, which may
be expressed simplistically as K ¼ Y

ffiffiffiffiffiffi
sa

p
, where K is the stress intensity factor, Y

is the geometrical parameter, s is the remote stress and a is the crack length. The crack
driving force K is effectively dependent on the product of s and a, which are inversely
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Figure 9.12 Crack propagation characteristics of SnPb_OSP subjected to HBSCT.
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related: increasing a increases the compliance of the system and hence decreases s.
The crack driving force is effectively given by:

K þ DK ¼ Y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðsþ DsÞðaþ DaÞ

p
(9.2)

which after some manipulation becomes:

K þ DK ¼ K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Da

a
þ Ds

s

r
(9.2a)

Expanding
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Da

a þ Ds
s

q
using the binomial series and ignoring the higher order term

gives

DK ¼ K

2

�
Da

a
þ Ds

s

�
(9.3)

The rate of crack driving force is given by

DK

Da
¼ K

2

�
1
a
þ Ds

sDa

�
(9.4)
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wherein 1/a is always positive and Ds/Da is always negative for the condition of
fixed displacement. At a small crack length, 1/a is large, 1/s is small and DK/Da is
positive. At a large crack length, 1/a is small, 1/s is large and DK/Da becomes
negative. The equilibrium point for the solder joint of Figure 9.13 is at 38% of
crack length. As fatigue loading continues, the crack grows until there is too little
solder to maintain a mechanical connection, resulting in a final rapid rate of fracture
propagation, as indicated by the sharp upturn at the end of the curve of
Figure 9.13(c).

9.4.2 Crack propagation in brittle solder joints

SAC305 and SAC101 solders on Cu-OSP and ENIG pad finishes tend to exhibit brittle
to mixed failure modes with much more unpredictable crack growth, as shown in
Figure 9.14 for four SAC305_ENIG solder joints. Cracks running through the IMC
(samples a and b) gave rise to steeper crack propagation. Conversely, cracks running
through the ductile solder (sample d and part of sample c) yielded more gradual crack
propagation.

The rate of crack growth DK/Da is given by Eqn (9.4). Referring to Figure 9.15,
the moment m is synonymous to s and the stiffness of the system is given by the
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rotational stiffness of solder joint kF. For the condition of fixed displacement, the
magnitude of m is proportionate to kF. Figure 9.15 illustrates the rotational stiffness
of solder joints under the conditions of (a) no crack, (b) single crack in IMC, (c) sin-
gle crack in bulk solder and (d) dual cracks in bulk solder. The rotational stiffness of
the solder joint is inversely proportional to the opening of the crack face. Compared
to a single crack in the bulk solder, a crack in the brittle IMC results in less opening
of the crack faces because of limited plasticity at the crack tip. The rotational stiffness
of the solder joint therefore decreases monotonically from the condition of (a) to the
condition of (d); the same is true for the moment m (or s). The term Ds/sDa in the
bracket of Eqn (9.4) therefore increases from condition (a) to condition (d); hence,
DK/Da decreases from condition (a) to condition (d). Thus, the crack growth rate
is higher in a brittle crack (e.g. a and b of Figure 9.14) than in a ductile crack
(e.g. c and d of Figure 9.14).

Detailed crack growth analysis for a particular SAC101_OSP solder joint and a
particular SAC305_ENIG solder joint are presented in Figure 9.16. Both solder joints
exhibited some degree of mixed-mode fracture. Figure 9.16(b) shows a crack that
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started in the bulk solder of SAC101_OSP solder joint, then grew along the IMC
layer for a short distance, and then returned to the solder before final failure. The cor-
responding crack growth curve in Figure 9.16(a) reflected this behaviour, where the
marked section of the curve between N/Nf ¼ 0.17 and 0.37, corresponding to crack
propagation in the IMC, shows a rapid increase in crack length from 20% to 40%.
Figure 9.16(d) shows a mixed-mode fractograph of an SAC305_ENIG solder joint.
The crack initiated in and grew in the bulk solder for a short distance. Propagation
of the crack into the IMC region at N/Nf ¼ 0.95 resulted in a sudden catastrophic fail-
ure, as indicated by the almost vertical segment of the crack growth curve in
Figure 9.16(c).

The above analysis suggests that the fatigue life of a solder joint experiencing mixed-
mode is dominated by crack propagation within the bulk solder. This agrees with the
earlier conclusion that the crack growth rate is higher in a brittle crack than in a ductile
crack. The fatigue life of a solder joint can be improved significantly if a crack that has
initiated in the bulk solder can be prevented from transiting into the IMC.
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9.5 Three-dimensional fracture mechanics modelling
of the crack front

Finite element analysis was performed by Wang et al. (2008) to provide insights into
the observed evolution of the crack front, as depicted in Figure 9.5, and the observed
characteristic of crack propagation, as depicted in Figure 9.13.

9.5.1 The finite element model

The commercial finite element software Abaqus was used to perform the analysis.
A global-local modelling technique was used to allow detailed modelling of the crack
front in the corner solder joint. In a nutshell, global modelling aims to obtain a good
quality of displacement for the global model, especially those around the subject of
interest. Details that do not affect the quality of the displacement information are
ignored in the global model. In the consecutive modelling, only the subject of interest
and the immediate boundary that carries the displacement information from the global
model are modelled; the displacement information becomes the boundary condition
for the local modelling. Details that affect the quality of the intended information
are included in the local model. An important consideration in selecting the immediate
boundary is that the accuracy of the displacement information obtained from the global
model must not be compromised by the use of a coarse model.

The global model of the PCB assembly and the local model of the corner jointe the
subject of interest e are shown in Figure 9.17. The global model is made of a quarter
symmetry of the PCB assembly. The PCB, the IC component and the solder joints were
modelled with relatively coarse mesh; the solder joints were modelled simply as cylin-
ders. To enhance the quality of the global displacement from the model, the solder
joints were assigned with the appropriate elasticeplastic constitutive property, and
the model was assumed to experience large geometrical deformation. The PCB assem-
bly experiences predominantly fundamental-mode deformation in BLDST and uniform
curvature deformation in HSCBT. As far as the solder joint is concerned, the parameter
that is of paramount importance is the PCB strain, whereas the exact mode of deforma-
tion of the PCB assembly is of much less importance. The global model was subjected
to gravitational loading, which induced a fundamental-mode deformation. The magni-
tude of the gravitational acceleration was artificially adjusted so that the strain on the
PCB reproduced that experienced by the PCB assembly in BLDST or HSCBT.
The crack in the corner solder joint was not modelled in the global model.

The local model (or submodel) consisted of the corner solder joint and segments of
PCB and component that carried the global displacement information. A pre-existing
crack was introduced into the bulk solder on the PCB side. For this study, the crack
front was modelled to propagate along a plane slightly above the copper pad and within
the solder material. To facilitate the modelling of the two-dimensional crack front, the
crack front was modelled using a tube constructed of rings of second-order hexahedral
elements, as shown in Figure 9.18. The crack tip was made up of the collapsed edges of
a ring of second-order hexahedral elements. The mid-nodes of these collapsed
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elements were translated to a quarter length of the element so as to induce a singular
strain field around the crack tip. The three-dimensional tube was embedded into a sea
of second-order tetrahedral elements with compatible shape function.

9.5.2 Evolution of the crack front

To avoid mesh sensitivity and to improve the accuracy of the calculation of the three-
dimensional J-integral, Abaqus uses volume integration over a finite domain surround-
ing the crack instead of area integration. The J-integrals are extracted along the crack
front in the direction normal to the crack front. These are expressed in terms of angular
degree, as shown in Figure 9.19, where zero degree is the direction parallel to the
length of the PCB. The J-integrals along the crack front for crack lengths from 10%
to 50% of the pad diameter are presented. Notice that the value of the J-integral is
the highest near the middle of the crack front (zero degree) and recedes towards the
edges. The higher rate of crack growth for the lower angular orientation is responsible
for the observed crack front changing from concave to convex with increasing crack
length, as shown in Figure 9.5.

9.5.3 Rate of crack growth with crack length

Figure 9.20 shows the values of the J-integral extracted at the middle of the crack front
as a function of the crack length. It was observed that the value of the J-integral
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Figure 9.17 Global-local model of the PCB assembly and the corner solder joint.
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increases with increasing crack length up to about 10% of the pad diameter, after which
the value of the J-integral decreases almost linearly with increasing crack length. This
characteristic agrees with both the experimentally observed crack growth rates shown
in Figure 9.13(d) and Eqn (9.4).

9.6 Crack propagation in the solder joints of a mobile
phone experiencing drop impact

We have thus far learned much about the nature of crack propagation in ductile and brit-
tle solder joints when the PCB assembly is subjected to BLDST and HSCBT. The PCB
assembly experiences regulated bending waveforms in both loading conditions e a
bending waveform of constant amplitude and frequency in the case of HSCBT and a
bending waveform of receding amplitude at an almost-constant frequency in the case
of BLDST. In reality, the bending waveform experienced by the PCB assembly in a
portable electronic device (PED) subjected to drop impact is much more complex, as
discussed in Chapter 6. With an understanding of crack propagation in solder joints un-
der complex loading, we hope to provide more insights for robust design against drop-
impact.

9.6.1 Design of experiment and test vehicle

The PCB assembly of a selected PED is replaced with a test board that is cut to iden-
tical dimensions as the original PCB, as shown in Figure 9.21. The layout of the solder
joints on the test board (and the simulated IC component) is identical to those used for
HSCBT with the test structure given in Figure 9.2. The test board is completed with the
same four-wire resistance measurement circuits used in the previous sections, which
allow in situ monitoring of the electrical resistance across the solder joint during the
drop impact of the PED. In situ monitoring of the board strain is provided by strain
gauges mounted on the reverse face of the test board.
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Figure 9.20 J-integral versus the crack length.
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The PED with the test board is dropped from a height of 1 m, impacting at its bot-
tom edge at an orientation of 45� against a steel target. The crack growth characteristics
of two solder joint material systems, SnPb_ENIG and SAC101_OSP solder joints, are
investigated here.

9.6.2 Results and analysis of SnPb_ENIG solder joints

The PED assembled using the test board with SnPb_ENIG solder joints was subjected to
24 consecutive drop impacts. Figure 9.22(a) shows the characteristics of crack opening,
expressed as a percentage of the metal pad area, in a particular corner solder joint as a
function of time for consecutive drops of the PED. The consecutive drop number is indi-
cated in a bracket next to the drop-response. Note that not all of the responses from the
24 drop impacts are presented. The responses of some of the drops in which there is
insignificant crack growth e between drops 1 and 5, for example e are neglected.
That is, the horizontal axis of the figure represents the incremental time, not the absolute
time. There are two jumps in the registered crack opening for each drop impact of the
PED. These correspond to the ratcheting discussed in Chapter 6. The pseudo ‘jumps’
in the registered crack opening are attributable to the jumps in the electrical resistance
due to the elastic opening, and closure of the crack surfaces corresponds to the bending
of the test board. The true crack area is given by the stabilised crack opening. It appears
that a crack of approximately 10% (of the pad area) is initiated by the first drop impact.
The crack area increases progressively with subsequent drops. Figure 9.22(b) shows the
progressively increasing crack area, computed from the residual resistance, with an
increasing number of drops. The characteristic resembles a bilinear behaviour e a
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Figure 9.21 PED with a test board used for the drop test.
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gradual growth rate at approximately 0.6% pad area per drop up to drop 13, followed by
a rapid growth rate at approximately 6% crack area per drop. This characteristic is very
different from that observed in a PCB assembly tested under HSCBT. Figure 9.22(c)
shows the fractograph of the solder joint on the board side, revealing a mixture of ductile
and brittle fracture modes with substantial residual solder along the fringes of the pad.
However, it provides no insight on the observed bilinear crack growth characteristic.

Figure 9.23 shows the board strain and the crack opening plotted on the same time
scale for drop 21. The board strain was measured with a strain gauge attached to the
face opposite to the IC component and adjacent to the corner solder joint. Upon
impact of the PED, the test board underwent a downward deflection, predominantly
in the fundamental mode. This is illustrated in the sketches below the plots. The pos-
itive curvature resulted in compressive strain at the top of the test board and was
picked up by the strain gauge, which showed a frequency of approximately
800 Hz ①. A higher flexural mode that travelled through the test board was also
picked up by the strain gauge. The higher mode (at an approximate frequency of
3500 Hz) resulted in a further increase in the local curvature of the test board at
which the strain gauge was attached, producing increased compressive strain ②.
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Figure 9.22 Crack growth characteristics of an SnPb_ENIG solder joint in the drop impact of a
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The global deflection of the test board e the fundamental mode e led to stretching of
the corner solder joint at its outer edge and opened up the main crack ③, as illus-
trated in the second sketch. By contrast, the higher flexural mode resulted in momen-
tary closure of the main crack④, despite registering a compressive strain at the strain
gauge, as illustrated in the third sketch. The crack returned to the opening once the
higher flexural mode passed the corner solder joint. The reverse global bending of the
test board resulted in positive strain being registered at the strain gauge⑤ and a cor-
responding closure of the crack ⑥.

9.6.3 Results and analysis of SAC101_OSP solder joints

The test board with the SAC101_OSP solder joint was condition-aged at laboratory
ambient temperatures for a couple of weeks before being assembled onto the PED
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and subjected to 11 consecutive drop impacts. Figure 9.24(a) shows the crack opening
with time for 11 consecutive drops. Figure 9.24(b) shows characteristics of crack area,
computed from the residual electrical resistance, with an increased number of drops.
A period of barely discernible (approximately 6% of pad area) crack growth was
observed between drop 1 and drop 10; this was followed by distinct crack growth
(to 14%) after drop 10 and an abrupt failure during drop 11. The crack growth char-
acteristics are different from that observed in HSCBT. Figure 9.24(c) shows the fracto-
graph of the fracture surface on the test board, with distinct zones of ductile and brittle
fractures; the crack propagated through the ductile zone before reaching the brittle
zone. Thus, much of the life of the solder joint was spent propagating the crack in
the ductile bulk solder. The solder joint underwent a near-immediate fracture once
the crack path moved into the IMC layer. This observation is in agreement with that
in HSCBT of the same solder joint.

Figure 9.25 shows the impact force, board strain and the crack opening plotted on
the same time scale for drop 1. The impact of the PED happened at 2.5 ms and
resulted in a near half-sine impact force pulse that induced a transient response of
the test board e a negative strain (positive curvature)① followed by a positive strain
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(negative curvature) ② at a rather high frequency. This resulted in transient opening
③ and closure ④ of the corner solder joint. The transient response of the test board
was followed by global flexing (fundamental frequency)⑤ (positive curvature) and a
corresponding crack opening ⑥. The presence of the higher frequency modes led to
bleeps in the board strain and the crack opening ⑦. The 45� impact of the PED at its
bottom edge yielded rigid body rotation and led to a second impact of the PED at its
top edge. The second impact occurred at 10.5 ms and registered a higher magnitude of
impact force, most likely due to higher rigidity, as evident by the higher frequency of
impact at an almost identical magnitude of impulse as the first impact. The larger
magnitude of the impact force with a frequency that was closer to the first harmonic
of the test board induced a larger response of the test board ⑧ and a corresponding
higher crack opening ⑨.
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Dynamic deformation of a printed
circuit board in drop-shock 10
10.1 Introduction

The experimental drop-shock testing of board-level solder joints was reported in
Chapter 7. This chapter provides insight into the dynamics of this event through simple
analytical equations. This section presents a brief introduction to the numerical
schemes used by commercial finite element (FE) code in modelling transient dynamics
and an overview of the numerical modelling of board-level drop impact/shock.

10.1.1 A brief introduction to numerical schemes for
transient dynamics

Computational transient dynamic modelling has a long history in the fields of aero-
space and defense engineering. The flight dynamics of aircraft and ballistic projectiles
were modelled extensively, even before the commercial FE codes became available.
Explicit hydro-code was used extensively in the analysis of the penetration of projec-
tiles against armour targets in the 1980s. Computational modelling of the drop impact
of portable electronic products was first reported in the 1990s (Wu, Song, Yeh, &
Wyatt, 1998) and became more common in the 2000s (Kim, 2001; Zhu, 2003), with
focus on analysing the mechanical robustness of product housings and the liquid crys-
tal display panels. The electronic assembly community began the computational
modelling of the transient dynamics of printed circuit board (PCB) assemblies in the
early 2000s, before the advent of the board-level shock-test standard JESD22-B111
in 2003 to study the nature of stresses in solder joints under various board-level test
conditions (Hirata, 2001; Qiang, 2002; Sogo, 2001; Wang, 2008; Zhu, 2001) and to
understand the physics of failure of the board-level solder joints (Wong, 2002). The
activities in transient dynamic modelling of PCBs increased rapidly after the board-
level shock-test standard JESD22-B111 was established. Based on published articles,
however, it appears that transient dynamic modelling remains relatively unfamiliar to
the electronics assembly community, especially for boundary conditions. A brief intro-
duction is presented in this section.

The numerical scheme for describing the transient dynamics of an engineering
system is expressed in the form of Newton’s second law of motion:

M€uþ C _uþKu ¼ F (10.1)

where F is the external force. A transient solution is needed when the magnitudes of
the inertial force M€u and the damping force C _u are significant compared to the
structural deformation force Ku. In general, the inertia force M€u becomes significant
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when the time frequency of the applied force F is higher than the resonant frequency of
the structure.

Numerical methods discretise the time domain and seek to satisfy dynamic equilib-
rium at a discrete time. There are generally two numerical methods for solving tran-
sient dynamic problems: the direct integration method and the mode-superposition
method. In the direct method, Eqn (10.1) is solved in its original form via time inte-
gration. Different assumptions have led to a number of time-integration schemes,
which can be classified into two main schemes: explicit schemes and implicit schemes.

10.1.1.1 Explicit schemes

An explicit scheme seeks to solve for acceleration from the equation of motion during
each time increment:

€ut ¼ M�1
�
Ft �Kut � C _ut�Dt=2

�
(10.2)

Having evaluated €ut, the velocity at t þ Dt=2 and the displacement at t þ Dt=2 are
updated using the following relationships:

_utþDt=2 ¼ _ut�Dt=2 þ €utDt (10.3)

utþDt ¼ ut þ _ut�DtDt=2 (10.4)

and the process continues. The starting of time marching for acceleration €ut at t ¼ 0
requires knowledge of _u0�Dt=2, which may be evaluated from _u0 and €u0 using the
relationship:

_u0�Dt=2 ¼ _u0 � Dt

2
€u0 (10.5)

By reducingM to a diagonal matrix, Eqn (10.2) becomes uncoupled and no iteration is
needed during time integration, even for nonlinear problems, thus making the explicit
time-marching scheme extremely efficient for nonlinear problems. The tradeoff is its rela-
tively poor stability. A bounded solution is obtained only when the time increment Dt is
less than the stable time increment Dtmin. If Dt � Dtmin, then the solution will be unstable
and oscillations will occur in the model space. The stable time increment is defined by

Dtmin ¼ 2
umax

� ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

q
� x

�
(10.6)

where umax and x are the maximum resonant frequency and the damping ratio,
respectively, of the system. A conservative estimate of the stable time increment is
given by
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Dtmin ¼ Le
cd

(10.7)

where Le is the characteristic length of the smallest FE in the model and cd is the
dilatational wave speed of the material, which is given by

cd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K þ 4G=3

r

s
(10.8)

where K, G and r are the bulk modulus, shear modulus and density respectively, of the
material. Physically, the stable time increment is approximately equal to the time for an
elastic wave to travel the smallest elemental length in the model.

The following conclusions can be made for the explicit scheme:

• Acceleration is the field variable, and it is the natural boundary condition.
• It is best suited for a highly nonlinear or highly transient event, such as product-level drop-

impact, which requires small time increments to resolve the interaction of the product with
the target.

10.1.1.2 Implicit schemes

An implicit scheme seeks to solve for displacement:

KutþDt ¼ FtþDt �M€utþDt � C _utþDt (10.9)

or

KDu ¼ FtþDt �M€utþDt � C _utþDt � Rt (10.10)

where Rt ¼ Kut is the internal force.
One of the most commonly used numerical methods for solving Eqn (10.10) is the

Newmark-b method. The key feature of Newmark’s method is the use of two param-
eters, g and b, to linear-interpolate acceleration between the time interval, Dt; that is,

€ug ¼ ð1� gÞ€ut þ g€utþDt

€ub ¼ ð1� 2bÞ€ut þ 2b€utþDt
(10.11)

By varying the parameter g between 0 and 1 and the parameter b between 0 and 1/2 ,
the accelerations, €ug and €ub, are made to take different proportionate weights of
acceleration at t and t þ Dt. The velocity and displacement are given, respectively, by

_utþDt ¼ _ut þ €ugDt

utþDt ¼ ut þ _utDt þ 1
2
€ubDt

2
(10.12)
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Substituting Eqn (10.11) into Eqn (10.12) and after some rearrangement gives

_utþDt ¼ _ut þ ð1� gÞ€utDt þ g€utþDtDt

€utþDt ¼ Du

bDt2
� _ut
bDt

� ð1� 2bÞ€ut
b

(10.13)

Substituting the second equation of Eqn (10.13) into its first equation gives

_utþDt ¼ gDu
bDt

þ
�
1� g

b

�
_ut þ

�
1� g

2b

�
€utDt (10.14)

Note that the velocity, _utþDt, and the acceleration, €utþDt , are now expressed as a
function of Du. Substituting these into Eqn (10.10) gives

K

ˇ

Du ¼ F

ˇ

tþDt (10.15)

where

K

ˇ

¼ Kþ 1

bDt2
MtþDt þ g

bDt
CtþDt

F

ˇ

tþDt ¼ FtþDt þM
�

1

bDt2
ut þ 1

bDt
_ut þ 1� 2b

2b
€ut

�

þC
�

g

bDt
ut þ g� b

b
_ut þ Dtðg� 2bÞ

2b
€ut

�
(10.15a)

and the process continues.
The inverse operation of theK

ˇ

matrix is computationally taxing. Because of the un-
known matrix of K at t þ Dt for nonlinear problems, iteration is needed within each
time increment. An implicit scheme therefore requires much longer computational
time per time increment compared with the explicit scheme. However, the equation
is unconditionally stable when g and b satisfy the equation

2b � g � 1
2

(10.16)

For zero damping, the Newmark method is conditionally stable if

g � 1
2
; b � 1

2
; Dt � 1

umax
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g=2� b

p (10.17)
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Because of the unconditional stability, the Newmark method is inherently robust.
However, a sufficiently small time-step must be used, say Dt ¼ 1/(10fmax), to ensure
there is adequate resolution of the event. Precautions must be taken for errors associ-
ated with ‘numerical damping’ and ‘period elongation’ when g � 1/2, and the indef-
inite oscillation of the higher modes if excited.

The following conclusions can be made for the implicit scheme:

• Displacement is the basic field variable 0 the acceleration boundary condition must be
expressed into displacement boundary condition: ub ¼ RR

€ubdt:
• The scheme is best suited for a moderate transient event, such as board-level drop-shock in

which both the frequencies of the applied shock pulse (z500 Hz) and the response of the
PCB assembly (z200 Hz) are relatively low, permitting the use of relatively larger time
increments.

10.1.1.3 Mode superposition

By expressing the global displacement into a summation of its eigenvectors:

uðtÞ ¼ FQðtÞ ¼
Xn
i¼ 1

fiqiðtÞ (10.18)

where

F ¼ ½f1; f2; :::: fn �; QðtÞ ¼

2
666664

q1ðtÞ
q2ðtÞ
:::

qnðtÞ

3
777775 (10.19)

and fi and qi(t) are the eigenvector and the corresponding participating factor of i
mode, the differential equation of motion constituting of infinite degree of freedom

M€uðtÞ þKuðtÞ ¼ FðtÞ (10.20)

is transformed into one with n degrees of freedom:

€QðtÞ þu2QðtÞ ¼ FTFðtÞ (10.21)

where

u2 ¼

2
666664

u2
1

u2
2

:::

u2
n

3
777775 (10.21a)
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Equation (10.21) degenerates into n-differential equations, each a differential equa-
tion describing a single degree of freedom (SDOF) system with angular frequency ui:

€qiðtÞ þ u2
i qiðtÞ ¼ fT

i FðtÞ (10.22)

Thus, the task of analysing the dynamic response u(t) of a system is reduced to one of
(1) evaluating the eigenvalues u and eigenvectors F of the system followed by
(2) evaluating the participating factor Q(t) of the eigenvectors.

The mode-superposition method is the most efficient scheme for a linear system,
especially if one is interested in investigating the response of a system under different
load conditions.

10.1.2 A brief overview of numerical modelling of a PCB
assembly subjected to impact/shock

Before the board-level drop-shock standard JESD22-B111 was established, the
evaluation of the robustness of board-level solder joints was typically performed
by mounting the PCB assembly to a rigid fixture, which was then dropped from a
specified height against a rigid base. The shock interaction between the impacting
bodies was not specified but was left to the inertia and the rigidity of the impacting
bodies. The highly transient event and the non-linear contact interaction between the
impacting bodies are best modelled using the explicit scheme.

Zhu (2001), Sogo et al. (Sogo, 2001), Hirata (2001), Qiang et al. (Qiang, 2002) and
Wang et al. (Wang, 2002) were among the pioneers in modelling the drop impact of a
PCB assembly (suspended in a fixture) using explicit codes. The forceetime interac-
tion between the impacting bodies was modelled by Sogo (2001) and Wang (2002),
who also performed detailed submodelling analysis of the outermost solder joints
that experienced the maximum magnitude of stress and identified the maximum stress
to be along the axial direction of the solder joint, namely the peeling stress. Circum-
venting the complexity of contact modelling, Qiang et al. (Qiang, 2002) and Wong
et al. (Wong, 2002) performed velocity impact modelling of the suspended PCB as-
sembly using the implicit algorithm; they arrived independently at the conclusion
that the flexural response of the PCB was dominated by its fundamental mode. Model-
ling the solder joints using beam elements, Wong et al. (Wong, 2002) also reported that
the bending stress in the outermost solder joint was much higher in magnitude than the
axial and shear stresses.

The JESD22-B111 test standard prescribes a half-sine acceleration shock for
the impact interaction that has greatly simplified the modelling. The problem is
reduced from one of drop impact to one of acceleration-shock. The prescription of
an acceleration shock has eliminated the need to model the non-linear contact
interaction between the impacting bodies. Instead, the prescribed acceleration shock
becomes the boundary condition for the impacting bodies.

When the fundamental frequency of the test fixture is significantly higher than that
of the acceleration shock, the accelerationetime profile that is prescribed between the
impacting bodies may be assumed to be transmitted to the regions of the PCB that are
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joined to the connectors e henceforth referred to as PCB supports e without loss or
distortion. That is, the test structure behaves as a rigid body. In such a case, the
dynamics of the board-level drop impact can be analysed simply through application
of the acceleration input directly at the PCB supports.

Tee et al. (Tee, 2004) performed drop-shock modelling of a PCB assembly sub-
jected to a half-sine shock pulse using an explicit algorithm in which the shock pulse
at the PCB supports was defined using an acceleration boundary condition e the
natural boundary condition for the explicit algorithm. In view of the relatively low
frequency of the prescribed acceleration shock, the JEDEC BLDST can be more effi-
ciently modelled using implicit scheme for a linear system. The use of an implicit
algorithm for acceleration-shock boundary condition was demonstrated by Wong
(2005), in which the acceleration boundary condition was replaced with the displace-
ment boundary condition; the numerical results were used to validate the analytical
solutions, which too used the displacement boundary condition. Instead of replacing
the acceleration boundary condition with a displacement boundary condition, Yeh
and Lai (2006) demonstrated the ‘support excitation’ method, using the commercial
ANSYS solver.

Computational modelling is capable of solving problems with complex geometry
and nonlinearity. It allows users to solve complex problems without an adequate un-
derstanding of the underlying physics/mechanics, which is not at all a good practice.
The following sections attempt to provide fundamental understanding through analyt-
ical analysis of board-level drop impact using increasingly sophisticated models: a
spring-mass model with no damping, a spring-mass model with damping, a beam
model with no damping and a beam model with damping.

10.2 Vibration of a test board in the JESD22-B111
drop-shock test

The frequency and the damping ratio of the PCB board in a PED are found to be
around 400 Hz and 0.1, respectively. The fibre strain response of the test board in a
JESD22-B111 was discussed in Chapter 7. The vibration frequencies and damping ra-
tios were found to decrease with bending cycles; they range between 160 and 200 Hz
and 0.013 to 0.035, respectively, as shown in Figure 10.1.

Figure 10.2(a) plots the vibration frequency against the fibre strain of the test board
using the data from Figure 10.1(b); however, the first data point, which is prone to
contamination by the higher frequency components, is ignored. It was observed that
the frequency of the test board increases with increasing fibre strain which is larger
than 0.6 � 10�3. The increased vibration frequency reflects the increased stiffening
of the test board due to the increased presence of membrane strains with increased
bending of the board, whose lateral displacements are constrained by the four bolted
supports. The initial clearance between the bolts and holes on the board provides
for unconstrained lateral displacement for small strains, which is believed to be respon-
sible for the independence of its resonant frequency with fibre strain for magnitudes
less than 0.6 � 10�3.
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The damping ratio may be expressed in terms of Rayleigh constants, a and b, as
z ¼ a/2u þ ub/2. The first term is associated with mass damping (or viscous
damping) e the damping of the entire system in a viscous medium e and is inversely
proportional to the vibrating frequency. The second term is associated with structural
damping (or hysteretic damping)e damping due to micro-slippage within the structure
of the system e and is proportional to the vibrating frequency. Figure 10.2(b) shows
damping ratio against vibrating frequency of the test board. The linear increase of
damping ratio with frequency suggests hysteretic damping as the dominant physics
for the board-level shock test.

10.3 Analytical solutions for a spring-mass system
subjected to half-sine shock

10.3.1 An undamped spring-mass system

If only the fundamental modal response of the PCB is of interest, the PCB can be
modelled as a single spring-mass system. This is depicted in Figure 10.3, where m
and k represent the mass and the flexural stiffness, respectively, of the spring; Y and
y are the absolute displacement of the support and the displacement of the mass,
respectively; and w ¼ y � Y is the deflection of the spring.
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Figure 10.1 The (a) unfiltered and (b) filtered strain responses of test board in a JEDEC
JESD22-B111 shock test.
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The support is subjected to an acceleration €Y(t) described by a half-sine pulse of
magnitude Ao and duration to (frequency U ¼ p/to), followed by an extended duration
of nil acceleration; that is

€YðtÞ ¼
(
Ao sin Ut for 0 � t � to

0 for t � to
(10.23)
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The equation of motion is given by dynamic equilibrium between the inertial force m€y
and the elastic force kw:

m€yðtÞ þ kwðtÞ ¼ 0 (10.24)

The coordinate relation gives y ¼ Y þ w, which when substituted into Eqn (10.24)
gives

€wðtÞ þ u2wðtÞ ¼ �€YðtÞ (10.25)

where u2 ¼ ffiffiffiffiffiffiffiffiffi
k=m

p
is the natural frequency of the system.

The general base displacement function that satisfies the acceleration condition of
Eqn (10.23) is given by

YðtÞ ¼

8>>>><
>>>>:

Yo þ
�

_Yo þ Ao

U

�
t � Ao

U2 sin Ut for 0 � t � to

Yo þ
�

_Yo þ Ao

U

�
to þ

�
_Yo þ 2Ao

U

�
ðt � toÞ for t � to

(10.26)

Acceleration shock is induced via velocity impact; the required differential velocity
may be derived either through a gravitational fall against a stationery target, as in drop
impact, or simply through striking by a moving object as in hammer-impact. In the
case of drop impact, the initial conditions are yo ¼ Yo ¼ 0 and _yo ¼ _Yo ¼ �Vimp:
In the case of hammer-impact, the initial conditions are yo ¼ Yo ¼ 0 and
_yo ¼ _Yo ¼ 0: The initial conditions wo ¼ _wo ¼ 0 apply to both cases. For the
same acceleration shock, the drop impact and the hammer-impact will give an identical
solution of deflection w(t) and its time differentials, _wðtÞ and €wðtÞ: Owing to the
relatively simple boundary conditions of the hammer-impact, it is used as an illustration
in the rest of this chapter.

10.3.1.1 Deflection-time

The solution to Eqn (10.25) can be expressed in terms of the convolution integral
(Singiresu, 1995):

wðtÞ ¼

8>>>>>><
>>>>>>:

wo cos ut þ _wo

u
sin ut � 1

u

Z t

0

€YðsÞsin uðt � sÞds for 0 � t � to

wðtoÞcos uðt � toÞ þ _wðtoÞ
u

sin uðt � toÞ for t � to

(10.27)
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0 � t � to
For the period 0 � t � to, the acceleration of the support is prescribed by
€YðtÞ ¼ Ao sin Ut: Substituting this function of €YðtÞ into Eqn (10.27) together with
the initial condition wo ¼ _wo ¼ 0, after some manipulation, gives the deflection of
the mass as

u2

Ao
wðtÞ ¼ �Ru

1� R2
u

ðsin ut � Ru sin UtÞ (10.28)

where Ru ¼ u/U. The deflection of the mass is a strong function of the frequency ratio,
Ru; w(t) / 0 as Ru / 0 and wðtÞ/� €YðtÞ=u2 as Ru / N.

The acceleration of the mass is given by €yðtÞ ¼ €wðtÞ þ €YðtÞ: It may be evaluated
by differentiating Eqn (10.28) twice with time:

€wðtÞ
Ao

¼ Ru

1� R2
u

�
� 1
Ru

sin Ut þ sin ut

�
(10.29)

and adding to it €YðtÞ=Ao:

€yðtÞ
Ao

¼ €wðtÞ
Ao

þ
€YðtÞ
Ao

¼ Ru

1� R2
u

ð�Ru sin Ut þ sin utÞ (10.30)

Comparing Eqn (10.30) with Eqn (10.28) yields

€yðtÞ ¼ �u2wðtÞ (10.31)

t � to
For the period t � to, the acceleration of the support is prescribed by €Y ¼ 0: The sys-
tem is now under free-vibration and the deflection of the spring is described by the sec-
ond equation of Eqn (10.27). The initial conditions, w(to) and _wðtoÞ, are evaluated by
substituting t ¼ to into Eqn (10.28) and its differentia, leading to

wðtoÞ ¼ �AoRu

u2
�
1� R2

u

� sin pRu; _woðtoÞ ¼ �AoUR2
uð1þ cos pRuÞ

u2
�
1� R2

u

� (10.32)

Substituting Eqn (10.32) into the second equation of Eqn (10.27), after some manip-
ulation, gives the deflection of the mass as

u2

Ao
wðtÞ ¼ �2Ru

1� R2
u

sin

�
ut � pRu

2

�
cos

�
pRu

2

�
(10.33)

The acceleration of the mass is given by €yðtÞ ¼ €wðtÞ, which can be shown readily to
be satisfying Eqn (10.31).
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0 � t �N
The consolidated deflection-time relation of the mass is

u2

Ao
wðtÞ ¼

8>>>>><
>>>>>:

�Ru

1� R2
u

ðsin ut � Ru sin UtÞ for 0 � t � to

�2Ru

1� R2
u

sin

�
ut � pRu

2

�
cos

�
pRu

2

�
for t � to

(10.34)

Putting s ¼ t/to and noting that U ¼ p/to gives Ut ¼ ps and ut ¼ pRus. Substituting
these into the above equations, we obtain the deflection of the mass expressed in
normalised time, s, as

u2

Ao
wðsÞ ¼ TRðRu; sÞ

¼

8>>>>><
>>>>>:

�Ru

1� R2
u

ðsin pRus� Ru sin psÞ for 0 � s � 1

�2Ru

1� R2
u

sin

�
pRus� pRu

2

�
cos

�
pRu

2

�
for s � 1

(10.35)

The normalised deflection-time responses of the mass for Ru ¼ 0.2, 2, 3, 4 are
shown in Figure 10.4(a) and the following points are noted:

1. An excessively high-frequency impulse (a very low Ru) incites little response in the normal-
ised response u2w/Ao, attributed to the small magnitude of u2; physically, there is inadequate
time for the mass to response for s � 1; that is, y(s) z 0, which implies

u2

Ao
wðsÞzu2

Ao
YðsÞ ¼ R2

u

	
ps

�
U _Yo

Ao
þ 1

�
� sin ps



for 0 � s � 1 (10.36)

and w(s) / 0 for Ru � 1.
2. The magnitude of normalised deflection first increases and then decreases with increasing Ru;
3. There is virtually no deflection at Ru ¼ 3 for s > 1, which could be traced to the second equa-

tion of Eqn (10.35). Setting w(s) ¼ 0 for s > 1 gives cos(pRu /2) ¼ 0, which gives Ru ¼ 3, 5,
7.; the condition Ru ¼ 1 renders the second equation of Eqn (10.35) indeterminate and
is excluded. That is, any odd integer of Ru, except for Ru ¼ 1, will return a null response
of w(s) for s > 1. Physically, this implies that the spring is under no deflection and the
mass undergoes a rigid-body motion that is synchronised with the support.

The normalised deflection-time responses of the mass for Ru ¼ 3, 5, 7, 9 are shown
in Figure 10.4(b). At Ru ¼ 3, the first equation of Eqn (10.35) is reduced to
u2w(t)/Ao ¼ �1.5sin3(ps), giving an inverted bell shape with the highest magnitude.
The area enclosed by the four curves and the normalised time axis are identical at
s ¼ 2/p.
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10.3.1.2 Deflection versus base displacement

The base displacement of Eqn (10.26) may be expressed in terms of normalised time s:

u2

Ao
YðsÞ ¼

8>>>>><
>>>>>:

u2Yo
Ao

þ
�
u _Yo

Ao
þ Ru

�
pRus� R2

u sin ps for 0 � s � 1

u2Yo
Ao

þ
�
u _Yo

Ao
þ Ru

�
pRu þ

�
u _Yo

Ao
þ 2Ru

�
ðs� 1ÞpRu for s � 1

(10.37)

The case of hammer-impact is illustrated. Substituting the initial condition
Yo ¼ _Yo ¼ 0 into Eqn (10.37) gives

u2

Ao
YðsÞ ¼

(
R2
uðps� sin psÞ for 0 � s � 1

pR2
uð2s� 1Þ for s � 1

(10.38)
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Figure 10.4 Normalised deflection-time response for selected Ru. (a) Ru ¼ 0.2,2,3,4;
(b) Ru ¼ 3,5,7,9.
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Figure 10.5 shows the displacement of the support increases monotonically with the
normalised time.

The ratio of the deflection of the spring to the displacement of the support is given by

wðsÞ
YðsÞ ¼

8>>>>>>><
>>>>>>>:

1

Ru

�
1� R2

u

��Ru sin ps� sin pRus
ps� sin ps

�
for 0 � s � 1

�2

1� R2
u

sin

�
pRus� pRu

2

�
cos

�
pRu

2

�
pRuð2s� 1Þ for s � 1

(10.39)

Figure 10.6 shows the ratios for Ru ¼ 0.2, 0.99, 2 and 4. It is noted that the magnitude
of the ratio decreases nearly monotonically with increasing s. Physically, this is borne
by the simple fact that the displacement of the support increases monotonically while
the deflection of the spring oscillates between a fixed amplitude.

10.3.1.3 Maxima spectra of deflection

The maxima of deflection may be evaluated through finding the stationary point of
Eqn (10.35); that is,
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Figure 10.5 Displacement of support due to hammer impact.
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Figure 10.6 The ratios of deflection to base displacement for hammer impact.
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u2

Ao

dw
ds

¼

8>>>>><
>>>>>:

�R2
u

1� R2
u

ðcos pRus� cos psÞ ¼ 0 for 0 � s � 1

�2R2
u

1� R2
u

cos

�
pRus� pRu

2

�
cos

�
pRu

2

�
¼ 0 for s � 1

(10.40)

which gives

�2 sin

�
psðRu þ 1Þ

2

�
sin

�
psðRu � 1Þ

2

�
¼ 0 for 0 � s � 1

cos

�
pRus� pRu

2

�
cos

�
pRu

2

�
¼ 0 for s � 1

(10.41)

The normalised time sm that corresponds to the maxima of deflection is given by
(Tsai, Yeh, Lai, & Chen, 2007)

sm ¼

8>>>><
>>>>:

2p
Ru � 1

; p ¼ 1; 2; 3:::; 0 � sm � 1

Ru þ n

2Ru
; n ¼ 1; 3; 5:::; sm � 1

(10.42)

Substituting Eqn (10.42) into Eqn (10.35) gives

u2

Ao
wmax ¼

8>>>>><
>>>>>:

�Ru

1� R2
u

	
sin

�
2pRup

Ru � 1

�
� Ru sin

�
2pp

Ru � 1

�

; p ¼ 1; 2; 3:::; 0 � 2p

Ru � 1
� 1

�2Ru

1� R2
u

cos

�
pRu

2

�
sin

�np
2

�
; n ¼ 1; 3; 5:::;

Ru þ n

2Ru
� 1

(10.43)

The valid values of Ru are given by

Ru � 2p� 1

Ru � 2pþ 1

)
p ¼ 1; 2; 3:::

Ru � n; n ¼ 1; 3; 5:::

(10.44)

Substituting Eqn (10.44) into Eqn (10.43) and noting that sin(np/2) ¼ 1 for
n ¼ 1, 3, 5., gives
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u2

Ao
wmax ¼

8>>>>>>>>>>><
>>>>>>>>>>>:

wm1 ¼ �Ru

1� R2
u

	
sin

�
2pRup

Ru þ 1

�
� Ru sin

�
2pp

Ru þ 1

�

; p ¼ 1; 2; 3:::; Ru � 2p� 1

wm2 ¼ �Ru

1� R2
u

	
sin

�
2pRup

Ru � 1

�
� Ru sin

�
2pp

Ru � 1

�

; p ¼ 1; 2; 3:::; Ru � 2pþ 1

wm3 ¼ �2Ru

1� R2
u

cos

�
pRu

2

�
; Ru � 1; 3; 5::::

(10.45)

The characteristic of wm3 and the characteristics of wm1 and wm2 for p ¼ 1 and p ¼ 2
are shown in Figure 10.7. The dashed lines for wm1 and wm2 indicate the range of Ru

in which the functions are invalid for failing the constraint Rm � 2p � 1 and
Rm � 2p þ 1, respectively. The following points are noted:

• The functions wm1 and wm2 are invalid for Ru < 1; that is, only the function wm3 is valid for
Ru < 1.

• Within the Ru range wherein wm1 and wm2 are both valid, jwm1j � jwm2j; thus, the function
wm2 is redundant in the discussion of maxima and will not be further investigated.

The functions jwm3j and the function jwm1jp for p ¼ 1e5 are shown in Figure 10.8.
The dashed lines show the Ru range in which the functions are invalid; the solid lines
show the Ru range in which the functions are valid; and the thick solid lines show the
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Figure 10.7 Characteristics of the maxima function s for normalised deflection: (a) p ¼ 1;
(b) p ¼ 2.
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Ru range in which the functions are not only valid but have the maximum magnitude
across the Ru domain. The following points are noted:

• jwm3j � jwm1j only for Ru < 1; jwm1j � jwm3j for Ru > 1.
• The maxima of jwm1jp occurs only over a limited range of Ru; for example, jwm1jp¼1 has the

highest magnitude for 1 � Ru � 5 while jwm1jp¼2 has the highest magnitude for 5 � Ru � 9.
The range of Ru for which jwm1jp is a maximum may be described mathematically as
(4p � 3) � Rw � (4p þ 1).

The function wm1 may be written more concisely as Ru

1�Ru
sin

�
2pp
1þRu

�
(Mindlin,

1946). Eqn (10.45) may now be written as

u2

Ao
jwmaxj ¼ TRmaxðRuÞ

¼

8>>>>>>><
>>>>>>>:

2Ru

1� R2
u

cos

�
pRu

2

�
at sm ¼ 1þ Ru

2Ru
for Ru < 1

�Ru

1� Ru
sin

�
2pp

1þ Ru

�
at sm ¼ 2p

1þ Ru

for ð4p� 3Þ � Rw;p �

ð4pþ 1Þ; p ¼ 1; 2; 3:::

(10.46)

It is further noted that:

• The maximum response of u2jwmaxj
Ao

is 1.768, corresponding to Rw ¼ 1.620.

• The function u2jwmaxj
Ao

tends to 1 as Ru /N. Mathematically, u2jwmaxj
Ao

����
u/N

/1 implies

jwmaxju/N/Ao
u2

����
u/N

/0: Physically, this implies the spring-mass system translates as a

rigid body when the frequency of the applied acceleration shock is much lower than that of
the system, which is intuitive.
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Figure 10.8 Characteristics of the absolute maxima function s for normalised deflection for
p ¼ 1 to p ¼ 5.
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When Ru � 1
When the excitation frequency is significantly higher than the resonant frequency of
the system, the mass has negligible response during the time of the acceleration im-
pulse. Using the case of hammer-impact of the support as an illustration, the displace-
ment and velocity of the mass is given by yðtoÞ ¼ _yðtoÞz 0: If it is further assumed
that w(to) is also negligibly small, then the problem is reduced to the condition of ve-
locity impact upon the support. The velocity of the deflection is given by

_wðtoÞz � _YðtoÞ ¼ �
Zto
0

€Ydt (10.47)

where
Z to

0

€Ydt is the area under the accelerationetime curve, referred to as the ac-

celeration impulse. The velocity impact sets up a harmonic vibration in the spring-
mass given by

wðtÞz _wðtoÞ
u

sin uðt � toÞ (10.48)

The maximum magnitude of deflection is given by

jwmaxjz
���� _wðtoÞu

���� ¼

���������

Z to

0

€YðtÞdt
u

���������
(10.49)

That is, for small values of Ru, jwmaxj is linearly proportional to the acceleration impulse
and independent of the actual description of the acceleration function €YðtÞ: Therefore, a
square acceleration impulse of magnitude Ao and duration to gives the same maximum
deflection as a triangular acceleration impulse of amplitude Ao and duration 2to.

For the case of a half-sine acceleration impulse, €Y ¼ Ao sin Ut; the velocity of

the support at t ¼ to is given by _YðtoÞ ¼
Z to

0

€Ydt ¼ 2Ao

U
, which upon substituting

into Eqn (10.49) gives

jwmaxjz 2Ao

uU
¼ 2Aoto

pu
(10.50)

Hence, the maximum magnitude of deflection is proportional to the amplitude and the
duration of the half-sine acceleration, but it is inversely proportional to the frequency
of the spring-mass system. Equation (10.50) may be rewritten as

u2

Ao
jwmaxj ¼ TRmaxðRuÞz 2Ru (10.51)
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That is, the maximum deflection of the spring increases linearly with Ru at a gradient

of 2. The first equation of Eqn (10.46), TRmaxðRuÞ ¼ 2Ru

1�R2
u

cos

�
pRu

2

�
, has been

evaluated numerically and has been found, through regression, to be

u2

Ao
jwmaxj ¼ TRmaxðRuÞz

(
1:996Ru for 0 � Ru � 0:1

1:895Ru for 0 � Ru � 0:5
(10.52)

which has validated Eqn (10.51).

10.3.2 A damped spring-mass system

A schematic of a damped spring-mass system is depicted in Figure 10.9, where a block
of damping material is introduced between the base and the mass. The equation of mo-
tion is given by the dynamic equilibrium between the inertial force m€y, the damping
force c _y and the elastic force kw; thus, we have,

m€yðtÞ þ c _wðtÞ þ kwðtÞ ¼ 0 (10.53)

Using the coordinate relation, y(t) ¼ w(t) þ Y(t), Eqn (10.53) is expressed in terms of
deflection as

€wðtÞ þ 2zu _wðtÞ þ u2wðtÞ ¼ �€YðtÞ (10.54)

where u ¼ k/m and z ¼ c/(2mu) are the un-damped natural frequency and the damping

ratio of the system, respectively; and €YðtÞ ¼
�
Ao sin Ut for 0 � t � to
0 for t � to

10.3.2.1 Deflection-time

The solution to Eqn (10.54) can be expressed in terms of the convolution integral:

y(t)

Y(t) 

M 

K

t

to    = π/Ω 

(a) (b)

w(t) 

Ÿ = Ao  sin Ωt

Ref

Ÿ

Ÿ
C 

Figure 10.9 (a) PCB modelled as a single spring-damper-mass system. (b) Input acceleration
pulse.
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wðtÞ ¼

8>>>>>><
>>>>>>:

e�zut
	
wð0Þcos udt þ _wð0Þ þ zuwð0Þ

ud
sin udt



� 1
ud

Z t

o

€YðtÞ$e�zuðt�sÞ sin udðt � sÞds for 0 � t � to

e�zuðt�toÞ
	
wðtoÞcos udðt � toÞ þ _wðtoÞ þ zuwðtoÞ

ud
sin udðt � toÞ



for t � to

(10.55)

where ud ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p
u is the damped frequency of the system.

0 � t � to
For the period 0 � t � to, the acceleration of the PCB support is prescribed by
€YðtÞ ¼ Ao sin Ut: Substituting €YðtÞ into the first equation of Eqn (10.55) plus the
initial condition wo ¼ _wo ¼ 0, after some algebraic manipulations, gives the
deflection of the mass as

u2

Ao
wðtÞ ¼ �Rue�zut�

1� R2
u

�2 þ ð2zRuÞ2
TRD_1ðRu; z; tÞ (10.56)

where

TRD_1ðRu; z; tÞ ¼ 2zR2
u

�
cos udt � ezut cos Ut

�þ 1� R2
u þ 2z2R2

uffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p sin udt

� Ru

�
1� R2

u

�
ezut sin Ut

(10.56a)

t � to
For the period t � to, the system is under free vibration. The initial condition w(to) and
_wðtoÞ can be obtained by substituting t ¼ to into Eqn (10.56) and its differentiation,
leading to

u2

Ao
wðtoÞ ¼ �Rue�zuto�

1� R2
u

�2 þ ð2zRuÞ2
TRD_1ðRu; z; toÞ (10.57)

and

u

Ao
_wðtoÞ ¼ � Rue�zuto�

1� R2
u

�2 þ ð2zRuÞ2

"�
1� R2

u

�
cos udto �

z
�
1� R2

u

�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p sin udto

#

� Ru

�
1� R2

u

�
�
1� R2

u

�2 þ ð2zRuÞ2
(10.58)
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Substituting the above into the second equation of Eqn (10.55) and after some
algebraic manipulation, we obtain the deflection of the mass as

u2

Ao
wðtÞ ¼ �Rue�zut�

1� R2
u

�2 þ ð2zRuÞ2
TRD_2ðRu; z; tÞ (10.59)

where

TRD_2ðRu; z; tÞ ¼ 2zR2
u

	
cos udt þ ezpRu cos

�
udt � p

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

q
Ru

�


þ 1� R2
u þ 2z2R2

uffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p 	
sin udt þ ezpRu sin

�
udt � p

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

q
Ru

�

(10.59a)

0 � t �N
The consolidated deflectionetime relation of the mass is

u2

Ao
wðtÞ ¼ TRDðRu; z; tÞ

¼ �Rue�zut�
1� R2

u

�2 þ ð2zRuÞ2

(
TRD_1ðRu; z; tÞ for 0 � t � to

TRD_2ðRu; z; tÞ for t � to

)

(10.60)

Putting Ut ¼ ps, ut ¼ pRus, udt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p
pRus ¼ ms and s ¼ t/to gives the

deflection of the mass expressed in the normalised time, s, as

u2

Ao
wðsÞ ¼ TRDðRu; z; sÞ

¼ �Rue�zpRus�
1� R2

u

�2 þ ð2zRuÞ2

(
TRD_1ðz;Ru; sÞ for 0 � s � 1

TRD_2ðz;Ru; sÞ for s � 1

)

(10.61)

where

TRD_1ðz;Ru; sÞ ¼ 2zR2
u cos msþ 1� R2

u þ 2z2R2
uffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p sin ms

�Rue
zpRus


2zRu cos psþ �

1� R2
u

�
sin ps

�
TRD_2ðz;Ru; sÞ ¼ 2zR2

u


cos msþ ezpRu cos mðs� 1Þ�

þ 1� R2
u þ 2z2R2

uffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p 
sin msþ ezpRu sin mðs� 1Þ�

(10.61a)
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It is noted that Eqn (10.61) is reduced to Eqn (10.35) when z ¼ 0. Furthermore, it can
be shown that €yðtÞ ¼ �u2wðtÞ:

The normalised deflection-time response of the mass for Ru ¼ 0.99 and Ru ¼ 3
for z ¼ 0, 0.3, 0.6, 0.9 are illustrated in Figure 10.10(a) and (b), respectively. It is
noted that:

1. Damping reduces the magnitude of deflection, as expected.
2. Damping shifts the time at which the maximum deflection occurs: to the left for Ru � 1.2 and

to the right for Ru � 1.2.

10.3.2.2 Maxima spectra of deflection

There is no simple analytical equation for describing the maxima of the normalised
deflection of a damped spring-mass system. Nevertheless, the maxima of the normal-
ised deflection for any value of Ru described by Eqn (10.61) may be sought numeri-
cally. The maxima spectra are shown in Figure 10.11. We shall designate the maxima
function as TRDmax(Ru, z). It is noted that with increasing damping ratio (1) the
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Figure 10.10 Normalised deflection-time response of a damped spring-mass system for
(a) Ru ¼ 0.99 and (b) Ru ¼ 3.
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magnitude of the maximum response decreases, as expected and (2) the frequency ratio
Ru at which the maximum response occurs increases.

When Ru � 1
Again, we use the case of hammer-impact of the support as an example, which may be
approximated as a velocity impact for Ru � 1. The harmonic vibration of the damped
spring-mass system is given by

wðtÞz e�zuðt�toÞ _wðtoÞ
ud

sin udðt � toÞ (10.62)

Differentiating Eqn (10.62) with respect to time gives the maximum deflection as

u2

Ao
jwmaxj ¼

�����u
_YðtoÞ
Ao

exp

"
� z cos�1ðzÞffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

#����� (10.63)

Again, jwmaxj is linearly proportional to the acceleration impulse and independent
of the actual acceleration shock. For the case of a half-sine acceleration shock,
substituting _YðtoÞ ¼ 2Ao=U into the above equation gives

u2

Ao
jwmaxj ¼ TRDmaxðRu; zÞz kðzÞRu (10.64)

where

kðzÞ ¼ 2 exp

"
� z cos�1ðzÞffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

#
(10.64a)

Thus, for small values of Ru, jwmaxj for half-sine acceleration, shock increases line-
arly with Ru, whose gradient decreases with increasing damping ratio (see Figure 10.11).
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Figure 10.11 Maxima spectra of a damped spring-mass system.
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10.4 Analytical solutions for a beam/plate subjected
to half-sine shock

In general, integrated circuit (IC) components that are mounted on a test board are
significantly smaller in size than the test board itself; hence, the test board can be
modelled as a beam/plate of equivalent resonant frequency. The vehicle used for
this analysis consists of a rectangular strip of PCB that is supported at two loca-
tions along its full width such that it experiences symmetric bending about its
mid-length when subjected to mechanical shock applied to the two supports.
Compared to the asymmetrical deformation of the four-point supported test board
as specified in the JESD22-B111 test method, the two-edge supported test board
design offers greater ease of analysis of the experimental data. In any case, the
analysis performed here will be applicable qualitatively to a four-point supported
test board.

10.4.1 The equation of motion

Figure 10.12 shows an elemental length of a beam of thickness h that is in dynamic
equilibrium. The equation of motion in the vertical direction is given by

m
v2 y

vt2
þ c

vw

vt
� vV

vx
¼ F (10.65)

where m ¼ rh and c are the mass and damping coefficient, respectively, of the beam
per unit cross-sectional area; V is the sectional force per unit width; and F is the
distributed force. The condition of moment equilibrium and the momentecurvature
relation gives, respectively,

V ¼ �dM
dx

(10.66)

M ¼ D
d2w
dx2

(10.67)

V + dVV 

F 

M + dMM 

c

dx

h
y

x

Figure 10.12 Equilibrium of a beam
element.
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where M is bending moment per unit width and D is the flexural rigidity of the beam
per unit width. Substituting these two relations into Eqn (10.65) gives the equation of
motion as

€yþ l2wIV þ 2zu _w ¼ F (10.68)

where z ¼ c=2mu; and l ¼ ffiffiffiffiffiffiffiffiffiffi
D=m

p
is the characteristic constant of the beam.

10.4.2 An undamped beam

The equation of motion of a test board modelled as an undamped beam subjected to a
half-sine acceleration shock applied to its two supported ends as shown in Figure 10.13
is given by

€yðx; tÞ þ l2wIV ðx; tÞ ¼ 0 (10.69)

Using the coordinate relation, y(x, t) ¼ w(x, t) þ Y(t), Eqn (10.69) can be expressed in
terms of deflection as

€wðx; tÞ þ l2wIV ðx; tÞ ¼ �€YðtÞ (10.70)

where €YðtÞ ¼
�
Ao sin Ut for 0 � t � to
0 for t � to

10.4.2.1 Deflection-time

The dynamic deflection of the beam may be described by a linear superposition of the
dynamics of individual deformation response as:

wðx; tÞ ¼
XN
n

wnðx; tÞ (10.71)

where the individual modal deflection is given by

wnðx; tÞ ¼ WnðxÞqnðtÞ (10.72)

Ÿ 

y(x

x 

to

Ÿ = Aosin Ωt sin Ωt

Y(t) w(

t) 

,t) 

to

Ÿ
Ÿ

= Ao

L

t

x

t

,
Figure 10.13 Test board modelled as
a beam subjected to half-sine acceler-
ation at end supports.
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where Wn(x) is the nth modal deflection function (or eigenfunction), and qn(t) is the
corresponding participating factor. Substituting Eqns (10.71) and (10.72) into
Eqn (10.70) gives

XN
n¼ 1

WnðxÞ€qnðtÞ þ
XN
n¼ 1

u2
nWnðxÞqnðtÞ ¼ �€YðtÞ (10.73)

Equation (10.73) can be simplified by first multiplying it with Wm(x) followed by
integration over the length of the board to give

XN
n¼ 1

€qnðtÞ
ZL
0

WmðxÞWnðxÞdxþ
XN
n¼ 1

u2
nqnðtÞ

ZL
0

WmðxÞWnðxÞdx

¼ �
ZL
0

WmðxÞ€YðtÞdx
(10.74)

and then applying the orthogonality principle

ZL
0

WnðxÞ$WmðxÞdx ¼ 0 nsm (10.75)

to reduce the equation to

€qnðtÞ þ u2
nqnðtÞ ¼ �

Z L

0
WnðxÞdxZ L

0
W2

n ðxÞdx
€YðtÞ (10.76)

The eigenfunction Wn(x) can be shown to satisfy the homogeneous equation

WIV
n ðxÞ � b4nWnðxÞ ¼ 0 (10.77)

where bn ¼ ffiffiffiffiffiffiffiffiffiffi
un=l

p
, and un is the n-modal frequency of the board. The general

solution is given by

WðxÞ ¼ C1 cos bxþ C2 sin bxþ C3 cosh bxþ C4 sinh bx (10.78)

where the coefficients are defined by the support conditions of the beam. For
simplicity, the case of the simply supported test board that deflects symmetrically
about the mid-length is analysed, while not sacrificing the physical insights. The
eigenfunction is given by
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WnðxÞ ¼ sin bnx; bn ¼ np

L
; n ¼ 1; 3; 5. (10.79)

where L is the span of the test board between the two supports. It is understood that
n ¼ 1, 3, 5. in the following equations and hence will not be specifically stated.
Substituting Eqn (10.79) into Eqn (10.76) leads to

€qnðtÞ þ u2
nqnðtÞ ¼ � 4

np
€YðtÞ (10.80)

Comparing Eqn (10.80) with Eqn (10.25), it becomes clear that the solution for
qn(s) takes the form of Eqn (10.35); that is,

u2
n

Ao
qnðsÞ ¼ 4

np
TRðRun ; sÞ (10.81)

where Run ¼ un=U. Using the relationship un ¼ lb2n ¼ lðnp=LÞ2, the nth modal
frequency un may be expressed in terms of the fundamental frequency u1 as

un ¼ n2u1 (10.82)

Substituting Eqn (10.82) into Eqn (10.81), we have

u2
1

Ao
qnðsÞ ¼ 4

n5p
TRðRun ; sÞ (10.83)

The modal deflection response is therefore

u2
1

Ao
wnðx; sÞ ¼ 4

n5p
TRðRun ; sÞsin bnx (10.84)

and the deflection of the board modelled as a beam is given by

u2
1

Ao
wðx; sÞ ¼ u2

1

Ao

XN
n¼ 1;3;5.

wnðx; sÞ ¼
XN

n¼ 1;3;5.

	
4

n5p
TRðRun ; sÞsin bnx




(10.85)

10.4.2.2 Maxima spectra of deflection

The maximum of the modal deflection occurs at x ¼ L/2 and takes the form:

u2
1

Ao

��wn;max
�� ¼ 4

n5p
TRmaxðRunÞ (10.86)
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where the function TRmaxðRunÞ has been defined in Eqn (10.46), simply replacing
Ru with Run :

The ratio of the higher mode to the fundamental mode response is given by����wn;max

w1;max

���� ¼ 1
n5

TRmaxðRunÞ
TRmaxðRu1Þ

(10.87)

Equation (10.87) is bounded at two limiting values of Ru1: Ru1/0 and Ru1/N: At
small values of Ru1 and Run , Eqn (10.51) gives TRmaxðRu1Þz 2Ru1 and
TRmaxðn2Ru1Þz 2n2Ru1 ; thus,����wn;max

w1;max

����
Ru1/0

z
1
n3

(10.88)

At large values of Ru1 and Run , Eqn (10.46) gives TRmaxðRu1Þz 1 and
TRmaxðRunÞz 1; thus,

����wn;max

w1;max

����
Ru1/N

z
1
n5

(10.89)

The function
���wn;max

w1;max

��� for n ¼ 3 and 5, respectively, are shown in Figure 10.14. It

becomes obvious that the higher modes have relatively little contribution in the
deflection of the beam; and the contribution of the higher mode decreases with
increasing frequency ratio of Ru1 : For all practical purposes, the higher mode
deflection response can be ignored.

It is noted that jwmaxjs
PN

n

��wn;max
�� because the maximum of individual mode

does not occur at the same time and at the same location. There is no simple analytical
equation for jwmaxj:Nevertheless, because of the dominance of the fundamental mode,
the maximum of the board deflection can be approximated by the maximum of the
fundamental modal deflection; that is,
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Figure 10.14 Ratios of higher mode to the fundamental mode: deflection.
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Figure 10.15 Comparison of wmax and w1,max.

u2
1

Ao
jwmaxjzu2

1

Ao

��w1;max
�� ¼ 4

p
TRmaxðRu1Þ (10.90)

The goodness of Eqn (10.90) for estimating the maximum board deflection is
illustrated in Figure 10.15 (the figure to the right shows the expanded view for

0 � Ru1 < 1), in which the data for u2
1

Ao
jwmaxj have been computed numerically.

10.4.2.3 Fibre strain-time

The simple bending relationship for the beam is given by

Mnðx; sÞ
D

¼ � 2εnðx; sÞ
h

¼ v2wnðx; sÞ
vx2

(10.91)

Substituting Eqn (10.84) into the above and noting that v2

vx2 sin bnx ¼ �
�
np
L

�2
sin bnx

gives

� u2
1L

2

AoD
Mnðx; sÞ ¼ 2u2

1L
2

Aoh
εnðx; sÞ ¼ 4p

n3
TRðRun ; sÞsin bnx (10.92)

The fibre strain of the board modelled as a beam is given by

2u2
1L

2

Aoh
εðx; sÞ ¼ 2u2

1L
2

Aoh

XN
n¼ 1;3;5.

εnðx; sÞ ¼
XN

n¼ 1;3;5.

	
4p
n3

TRðRun ; sÞsin bnx




(10.93)

10.4.2.4 Maxima spectra of fibre strain

The maxima of the modal bending moment and fibre strain occur at x ¼ L/2 and take
the form:

u2
1L

2

AoD

��Mn;max
�� ¼ 2u2

1L
2

Aoh

��
εn;max

�� ¼ 4p
n3

TRmaxðRunÞ (10.94)
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The ratio of the higher mode to the fundamental mode response is given by����εn;max

ε1;max

���� ¼ 1
n3

TRmaxðRunÞ
TRmaxðRu1Þ

(10.95)

The maximum magnitude of the ratio is:

����εn;max

ε1;max

����
Ru1/0

z
1
n

(10.96)

The function
���εn;max

ε1;max

��� for n ¼ 3 and 5, respectively, are shown in Figure 10.16. It

becomes obvious that the higher modes have a significant contribution to the fibre

strain of the beam, but the contribution recedes rapidly with increasing Ru1 and
becomes negligible for Ru1 > 0:3:

Again, the maximum board strain is not the simple summation of the maxima of the
individual modal strain; that is, jεmaxjs

PN
n¼ 1;3;5

��
εn;max

��: Nevertheless, due to the
relative dominance of the fundamental mode for Ru1 > 0:3, the maximum board strain
is approximated by the maximum fundamental modal strain; that is,

2u2
1L

2

Aoh
jεmaxjz 2u2

1L
2

Aoh

��
ε1;max

�� ¼ 4p$TRmaxðRu1Þ (10.97)

For small values of Ru, the function TRmax (Ru) is proportional to the magnitude of the
acceleration impulse, independent of the actual function of the acceleration shock; and

2u2
1L

2

Aoh
jεmaxjz 8pRu1 (10.98)

The goodness of Eqn (10.97) is illustrated in Figure 10.17 (the figure to the right
shows the expanded view for 0 � Ru1 < 1). The deviation appears to be much
more subdued than suggested in Figure 10.16. This is attributed to the fact that
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Figure 10.16 Ratios of the higher mode to the fundamental mode: fibre strain.
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Figure 10.16 is expressed as a percentage difference, while the absolute magnitude of
ε1,max is relatively small for Ru1 < 0:3: Equation (10.97) is thus a good approximation
for the maximum of the fibre strain. The relative insensitivity of the fibre strain to the
higher deformation mode endorses the practice of using fibre strain as a measurement
of the severity of the loading experienced by a PCB assembly.

10.4.2.5 Acceleration-time

Differentiating the modal deflection function twice with respect to time gives the
modal w-acceleration function below:

€wnðx; sÞ
Ao

¼

8>>><
>>>:

�4
np

½TRðRun ; sÞ þ sin ps�sin bnx for 0 � s � 1

�4
np

TRðRun ; sÞsin bnx for s � 1

(10.99)

The modal acceleration of the board modelled as a beam is given by

€ynðx; sÞ
Ao

¼ €wnðx; sÞ
Ao

þ
€YðsÞ
Ao

¼

8>>><
>>>:

�4
np

½TRnðRun ; sÞ þ sin ps�sin bnxþ sin ps for 0 � s � 1

�4
np

TRnðRun ; sÞsin bnx for s � 1

(10.100)

A common mistake in evaluating the y-acceleration of the board is in assuming
that €yðx; sÞ ¼ PN

n¼ 1;3;5.€ynðx; sÞ, which would grossly overestimate the magnitude
of y-acceleration for 0 � s � 1 due to the repeated summation of €Y(s). The correct
procedure is to evaluate the resultant w-acceleration of the board using
€wðx; sÞ ¼ PN

n¼ 1;3;5.€wnðx; sÞ followed by addition of €Y(s); that is,
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Figure 10.17 Comparison of εmax and ε1,max.
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€yðx; sÞ
Ao

¼

8>>>><
>>>>:

€wðx; sÞ
Ao

þ sin ps for 0 � s � 1

€wðx; sÞ
Ao

for s � 1

(10.101)

Equation (10.101) is benchmarked against FE analysis. The parameters for
the validation vehicle are shown in Table 10.1. Figure 10.18 compares the
absolute acceleration of the validation vehicle at its mid-length evaluated by
Eqn (10.101) and by finite element analysis (FEA) using implicit scheme in which the
initial conditions yo ¼ _yo ¼ Yo ¼ _Yo ¼ 0 and the displacement boundary conditions

YðtÞ ¼

8>>><
>>>:

Aot

U
� Ao

U2 sin Ut for 0 � t � to

Aoto
U

þ 2Ao

U
ðt � toÞ for t � to

are prescribed. The two results match

up almost perfectly.

10.4.2.6 Maxima spectra of acceleration

The maximum of the modal w-acceleration occurs at x ¼ L/2 and takes the form:

€wn;max

Ao
¼

8>>><
>>>:

4
np

max½TRnðRun ; sÞ þ sin ps� for 0 � s � 1

4
np

TRmaxðRunÞ for s � 1

(10.102)

Table 10.1 Parameters for the FE and the analytical models

Beam Input pulse

L (mm) h (mm) E (GPa) r (g/cm2) u1 (rad/s) Ao (g) U (rad/s)

100 1 24 2 986 1000 3142

–1000

–500

0

500

1000

0 2 4 6 8 10
Time (s)

FEA
Analytical

(g)y

Figure 10.18 Absolute acceleration at the mid-length of the board: comparison between
analytical and FEA.
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The ratios
���€wn;max

€w1;max

��� for n ¼ 3 and 5 have been evaluated numerically; these are shown

in Figure 10.19. Unlike the deflection or fibre strain, the ratio does not decrease mono-
tonically with increasing Ru1 : The maximum ratio of 58% for n ¼ 3% and 34% for
n ¼ 5 occurs at Ru1 ¼ 0:15 and Ru1 ¼ 0:05, respectively. The strong presence of
the higher modes is responsible for the ‘noisy’ acceleration response observed in
the experimental measurements.

Despite the significant contribution of the higher model accelerations, it is neverthe-
less tempting to approximate the maximum board acceleration to the maximum
fundamental modal acceleration; that is,

��€ymax

��
Ao

z

���€y1;max

���
Ao

¼

8>>><
>>>:

Max

�
4
p
½TRðRu1 ; sÞ þ sin ps� þ sin ps

�
for 0 � s � 1

4
p
TRmaxðRu1Þ for s � 1

(10.103)

If the last term in the first equation, sin ps, had been 4
p sin ps, then Eqn (10.103) may

be reduced to

��€ymax

��
Ao

z

���€y1;max

���
Ao

z
4
p
TRmaxðRu1Þ (10.104)

We recall in the discussions of the maxima for a spring-mass system that the
maxima for the period 0 � s � 1 corresponds to Ru1 > 1: We shall therefore
expect Eqn (10.104) to have overpredicted the magnitude of acceleration, approx-
imately by the magnitude of (4 � p)/p z 0.27 for Ru1 > 1: This is shown in
Figure 10.20, where a persistence deviation of z0.3/Ao is observed for Ru1 > 1:
The observed deviation for Ru1 < 1 is due to the contributions of the higher
modal acceleration, which has been shown to be more pronounced at small magni-
tudes of Ru1 :
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Figure 10.19 Ratios of the higher mode to the fundamental mode: acceleration.
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10.4.3 A damped beam

The equation of motion of a PCB modelled as a beam subjected to half-sine
acceleration shock taking into account of damping is given by

l2wIV ðx; tÞ þ €wðx; tÞ þ 2zu _wðx; tÞ ¼
(�Ao sin Ut for 0 � t � to

0 for t � to
(10.105)

Following the procedures in Section 10.4.2 leads to the following equation for the
modal participating factor:

€qnðtÞ þ 2znun _qnðtÞ þ u2
nqnðtÞ ¼

8><
>:

� 4
np

Ao sin Ut for 0 � t � to

0 for t � to

(10.106)

Comparing Eqn (10.106) with Eqn (10.54) suggests the solution to be

qnðsÞ
Ao

u2
n ¼ 4

np
TRDðRun ; zn; sÞ; n ¼ 1; 3; 5. (10.107)

where the function TRDðRun ; zn; sÞ has been defined in Eqn (10.61). The modal
deflection and the modal fibre strain of the board modelled as a beam with damping are
simply

u2
1

Ao
wnðx; sÞ ¼ 4

n5p
TRDðRun ; zn; sÞsin bnx

2u2
1L

2

Aoh
εnðx; sÞ ¼ 4p

n3
TRDðRun ; zn; sÞsin bnx

(10.108)
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Figure 10.20 Comparison of €ymax and €y1;max:
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The corresponding maxima are

u2
1

Ao
wn;max ¼ 4

n5p
TRDmaxðRun ; znÞ

2u2
1L

2

Aoh
εn;max ¼ 4p

n3
TRDmaxðRun ; znÞ

(10.109)

From Eqn (10.64), the function TRDmaxðRun ; znÞ may be approximated by a linear
function of Run for small values of Run ; that is,

TRDmaxðRun ; znÞz kðznÞRun (10.110)

where

kðznÞ ¼ 2 exp

2
64� zn cos

�1ðznÞffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2n

q
3
75 (10.110a)

Thus,

u2
1

Ao
wn;max z

4

n5p
kðznÞRun

2u2
1L

2

Aoh
εn;max z

4p

n3
kðznÞRun

(10.111)

10.4.4 An undamped plate

The PCB is more appropriately modelled as a plate. Figure 10.21 depicts a plate
subjected to a half-sine acceleration input pulse along its four edges that are simply
supported. The assumption of the plate being simply supported along its edges instead
of four corners is not ideal but is necessary for analytical simplicity.

10.4.4.1 Equation of motion

The equation of motion is given by

€zðx; y; tÞ þ l2V2V2 wðx; y; tÞ ¼ 0 (10.112)

or for a half-sine acceleration at the supports:

€wðx; y; tÞ þ l2V2V2wðx; y; tÞ ¼
(�Ao sin Ut for 0 � t � to

0 for t � to
(10.113)
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where l ¼ ffiffiffiffiffiffiffiffiffiffi
D=m

p
, D ¼ Eh3

12ð1�n2Þ, m ¼ rh; and

V2V2w ¼ v4w

vx4
þ 2

v4w

vx2vy2
þ v4w

vy4
(10.113a)

10.4.4.2 Deflection-time

Describing the deflection as a linear superposition of eigenfunction:

wðx; y; tÞ ¼
XN
n¼ 1

XN
m¼ 1

wnmðx; y; tÞ (10.114)

where

wnmðx; y; tÞ ¼ WnðxÞWmðyÞqnmðtÞ (10.115)

and following the procedures derived for the beam model, the eigenfunctions of
a rectangular plate simply supported at its four edges are given by Eqn (10.116).
The associated modal frequency is given by Eqn (10.117):

WnðxÞ ¼ sin bnx; bn ¼ np

Lx

WmðyÞ ¼ sin amy; am ¼ mp

Ly

; n ¼ 1; 3; 5 and m ¼ 1; 3; 5. (10.116)

Zb(t) 

w(x,y,t)

z(x,y,t) 

Lx

Ly
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y 

x 
z 

t
to

= Aosin Ωt

Figure 10.21 Plate model and the coordinate system (simply supported on four edges).
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unm ¼ l
�
b2n þ a2m

� ¼ lp2

L2x

�
n2 þ r2am

2�; where ra ¼ Lx
�
Ly (10.117)

For reasons of brevity, the definitions n ¼ 1, 3, 5. and m ¼ 1, 3, 5. will be hid-
den in the following discussions. Following the procedures described for the beam
model, the modal participating factor can be shown to be given by

qnmðtÞ
Ao

u2
nm ¼ 16

nmp2 TRðRumn ; sÞ (10.118)

From Eqn (10.117), the frequency unm may be expressed in terms of the funda-
mental frequency as

unm ¼
�
n2 þ r2am

2

1þ r2a

�
u11 (10.119)

Substituting into Eqn (10.118) and then into Eqn (10.115) gives the modal deflection
as

u2
11

Ao
wnmðx; y; sÞ ¼

�
1þ r2a

n2 þ r2am
2

�2
16

p2nm
TRðRunm ; sÞsin bnx$sin amy (10.120)

The deflection of the board modelled as a plate is given by

u2
11

Ao
wðx; sÞ ¼ u2

11

Ao

XN
n¼ 1;3;5.

XN
m¼ 1;3;5.

wnmðx; y; sÞ (10.121)

10.4.4.3 Maxima spectra of deflection

The maximum of the modal deflection occurs at (x ¼ a/2, y ¼ b/2) and takes the
form:

u2
1

Ao

��wnm;max
�� ¼

�
1þ r2a

n2 þ r2am
2

�2
16

p2nm
TRmaxðRunmÞ (10.122)

where the function TRmaxðRunmÞ has been defined in Eqn (10.46). The ratio of the
higher mode to the fundamental mode response is given by

����wnm;max

w11;max

���� ¼
�

1þ r2a
n2 þ r2am

2

�2
1
nm

TRmaxðRunmÞ
TRmaxðRu11Þ

(10.123)
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The maximum magnitude of the ratio is:

����wnm;max

w11;max

����
Ru11/0

z

�
1þ r2a

n2 þ r2am
2

�
1
nm

(10.124)

In view of the dominance of the fundamental mode, the maximum board deflection
can be approximated by the maximum fundamental modal deflection; that is,

u2
11

Ao
jwmaxjzu2

11

Ao

��w11;max
�� ¼ 16

p2 TRmaxðRu11Þ (10.125)

The goodness of Eqn (10.125) for estimating the maximum board deflection is
illustrated in Figure 10.22 (the figure to the right shows the expanded view for
0 � Ru1 < 1).

10.4.4.4 Fibre strain-time

The simple bending relationship

2εxi;nmðx; y; sÞ
h

¼ � d2wnmðx; y; sÞ
dx2i

; xi ¼ x; y (10.126)

gives the fibre strain in the board in the two principal directions. These are:

2u2
11L

2
x

Aoh
εx;nmðx; y; sÞ ¼ ðnpÞ2 u2

11

Ao
wnmðx; y; sÞ

2u2
11L

2
y

Aoh
εy;nmðx; y; sÞ ¼ ðmpÞ2 u2

11

Ao
wnmðx; y; sÞ

(10.127)
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The simple bending relationship

Mxx;nmðx; y; sÞ
D

¼ �
�
v2

vx2
þ n

v2

vy2

�
wnmðx; y; sÞ (10.128)

gives the bending moment in the board in the two principle directions as

u2
11L

2
x

AoD
Mxx;nmðx; y; sÞ ¼

h
n2 þ nðramÞ2

ip2u2
11

Ao
wnmðx; y; sÞ

u2
11L

2
y

AoD
Myy;nmðx; y; sÞ ¼

h
m2 þ nðn=raÞ2

ip2u2
11

Ao
wnmðx; y; sÞ

(10.129)

10.4.4.5 Maxima spectra of fibre strain

The ratio of the higher mode to the fundamental mode response of fibre strain is given by

����εx;nm;max

εx;11;max

���� ¼
�

1þ r2a
n2 þ r2am

2

�2
n

m

TRmaxðRunmÞ
TRmaxðRu11Þ����εy;nm;max

εy;11;max

���� ¼
�

1þ r2a
n2 þ r2am

2

�2
m

n

TRmaxðRunmÞ
TRmaxðRu11Þ

(10.130)

The maximum magnitude of the ratio is

����εx;nm;max

εx;11;max

����
Ru11/0

z

�
1þ r2a

n2 þ r2am
2

�
n

m
(10.131)

The functions
���εx;nm;max

εx;11;max

��� for {n,m} ¼ {3,1} and {3,3}, respectively, are shown in

Figure 10.23. It is noted that the ratio is significantly higher than that of a beam model.
The frequency ratio Ru11 is approximately 0.2 for the JEDEC JESD22-B111 test stan-
dard, which suggests a contribution of more than 40% from the next higher mode of
deflection. It is however worth noting that the frequency ratios Ru1 for most commer-
cial portable electronics are higher than 0.4 rendering a much less contribution from
the higher modal strain.

For Ru1 > 0:5, the maximum board strain can be approximated by the maximum
fundamental modal strain; that is

2u2
11L

2
x

Aoh

��
εx;max

��z 2u2
11L

2
x

Aoh

��
εx;11;max

�� ¼ 16$TRmaxðRu11Þ (10.132)

The goodness of Eqn (10.132) for estimating the maximum board deflection is
illustrated in Figure 10.24 (the figure to the right shows the expanded view for
0 � Ru11 < 1).
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10.4.4.6 Acceleration-time

Differentiating the modal deflection function twice with respect to time gives the
modal w-acceleration function as

€wnmðx; y; sÞ
Ao

¼

8>>><
>>>:

� 16

p2nm
½TRðRunm ; sÞ þ sin ps�sin bnx$sin amy for 0 � s � 1

� 16

p2nm
TRðRunm ; sÞsin bnx$sin amy for s � 1

(10.133)

The absolute acceleration of the board is simply €zðx; sÞ ¼ €wðx; sÞ þ €YðsÞ, which
gives

€zðx; sÞ
Ao

¼

8>>>><
>>>>:

€wnmðx; y; sÞ
Ao

þ sin ps for 0 � s � 1

€wnmðx; y; sÞ
Ao

for s � 1

(10.134)
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Equation (10.134) is benchmarked against FEA. The parameters for the validation
vehicle are given in Table 10.2. Figure 10.25 compares the absolute acceleration of the
validation vehicle at its midpoint evaluated by FEA and using Eqn (10.134). The two
results matched up almost perfectly.

10.5 Analysing the effects of imperfect half-sine
acceleration shock

10.5.1 Distortion of half-sine acceleration pulse

The half-sine excitation specified in the JEDEC board level test standard JESD22-
B111 is established experimentally through manipulating the fall height of the test
structure and the stiffness of the shock generation pad. If the shock generation is
non-dissipative, then the acceleration of the test structure is given by
€YðtÞ ¼ VoU sin Ut, where Vo is the impacting velocity. To limit the acceleration
within the half period of to ¼ U/p, the shock generation pad has to be made of mate-
rials of extremely high damping. In doing so, the acceleration-time profile of the fixture
will not be a perfect half-sine, but a profile that has a distortion that skews towards the
acceleration axis. Therefore, it is in practice impossible to introduce an ideal half-sine
acceleration shock to the PCB assembly. The effects of a distorted acceleration
shock on the resultant deflection and fibre strain of a PCB modelled as a beam simply
supported at two ends will be investigated in this section.

Table 10.2 Parameters for the FE and the analytical models

Plate Input pulse

a (mm) b (mm) h (mm) E (GPa) r (g/cm2) u1 (rad/s) Ao (g) U (rad/s)

100 100 1 24 2 2073 1000 3142
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(g)z̈

Figure 10.25 Absolute acceleration at the middle of the boarde comparison between analytical
and FEA.
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A distorted acceleration shock may be expressed as a Fourier series of odd function

AðtÞ ¼

8><
>:

Ao sin Ut þ
XN
i¼ 2

bi sinðiUtÞ for 0 � t � to

0 for t � to

(10.135)

where

bi ¼ 2
to

Zto
0

f ðxÞsinðiUtÞdx (10.135a)

Equation (10.135) consists of an ideal half-sine excitation function

ApðtÞ ¼
�
Ao sin Ut for 0 � t � to
0 for t � to

and some higher order harmonic functions

AdðtÞ ¼
8<
:

PN
i¼ 2

bi sinðiUtÞ for 0 � t � to

0 for t � to

: These higher order harmonic functions

are responsible for the distortion from the ideal half-sine excitation and will henceforth
be referred to as deviatory functions.

The case of a distorted excitation that is expressible using a single deviatory func-
tion is used as an illustration:

AðtÞ ¼
(

Ao sin Ut þ b2 sinð2UtÞ for 0 � t � to

0 for t � to
(10.136)

Figure 10.26 shows the ideal excitation, ApðtÞ ¼
�
Ao sin Ut for 0 � t � to
0 for t � to

, the

deviatory function, AdðtÞ ¼
�
b2 sinð2UtÞ for 0 � t � to
0 for t � to

, and the distorted accel-

erated shock, A(t) ¼ Ap(t) þ Ad(t), which is skewed to the left. The coefficient b2 has
the ratio b2 ¼ 0.5Ao. The resultant amplitude of the distorted excitation is 30% higher
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than that of the ideal excitation while the two have equal acceleration impulseZ to

0

€YðtÞdt: To facilitate evaluation of the responses of the PCB using solutions devel-

oped in the previous section for half-sine acceleration shock, the deviatory function is
decomposed into two half-sine functions; that is

AdðtÞ ¼

8>>><
>>>:

b2 sin 2Ut for 0 � t � to
2

0 for t � to
2

9>>>=
>>>;

þ

8>>>>>>>><
>>>>>>>>:

0 for t � to
2

�b2 sin 2U

�
t � to

2

�
for

to
2
� t � to

0 for t � to

9>>>>>>>>=
>>>>>>>>;

(10.137)

the last is indeed a translated half-sine function. Substituting the above into Eqn
(10.136) gives

AðtÞ ¼
(
Ao sin Ut for 0 � t � to

0 for t � to

)
þ

8>>><
>>>:

b2 sin 2Ut for 0 � t � to
2

0 for t � to
2

9>>>=
>>>;

�

8>>>>>>>><
>>>>>>>>:

0 for t � to
2

�b2 sin 2U

�
t � to

2

�
for

to
2
� t � to

0 for t � to

9>>>>>>>>=
>>>>>>>>;

(10.138)

From Eqn (10.108), the modal strain-time responses of PCB, modelled as a beam,
corresponding to the three half-sine excitations are, respectively,

2u2
1L

2

Aoh
εnðx; sÞ ¼ 4p

n3
TRDðRun ; zn; sÞsin bnx (10.139)

2u2
1L

2

b2h
εnðx; sÞ ¼ 4p

n3
TRD

�
Run

2
; zn; s2

�
sin bnx (10.140)

and

2u2
1L

2

b2h
εnðx; s� 1=2Þ ¼

8>><
>>:

0 for s � 1=2

4p

n3
TRD

�
Run

2
; zn; s3

�
sin bnx for s � 1=2

(10.141)
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where s2 ¼ t/(to /2) ¼ 2s and s3 ¼ (t � to /2)/(to /2) ¼ 2s � 1. The sum of these three
responses gives the modal strain response of the PCB. The strain response of a PCB at
its mid-length, x ¼ L/2, to the excitation b2/Ao ¼ 0.5 is illustrated in Figure 10.27 for
(a) Ru1 ¼ 0:2, (b) Ru1 ¼ 1:5 and (c) Ru1 ¼ 5: In view of the dominance of the
fundamental mode, only the response of the fundamental mode is presented; and
damping is also ignored owing to the observed relatively small magnitude of damping
observed in practice. For ease of discussions, we shall henceforth refer to the response
to the ideal excitation Ap(t) as the ideal response εp(t), the response to the deviatory
function Ad(t) as deviatory response εd(t); and that to the resultant distorted excitation
A(t) as the distorted response ε(t). It is noted that:

• For the case of Ru1 ¼ 0:2, the two deviatory responses, εd1(s) and εd2(s), corresponding to
Eqns (10.140) and (10.141), respectively, are almost equal and opposite at any time s. As a
consequence, the distorted response is almost identical as the ideal response; that is,
ε(s)z εp(s).

• For the case of Ru1 ¼ 1:5, the two deviatory responses are offset in time, leading to a 20%
increase in magnitude of the resultant response; that is εmax z 1.2 εp,max.

• For the case of Ru1 ¼ 5, the offset in time for the two deviatory responses increases and
εmax z 1.7 εp,max.

The case of Ru1 ¼ 0:2 represents the conditions of JESD22-B111 test standard. It
has been highlighted in Section 10.4.2 that at small values of Ru the function
TRmax(Ru) is proportional to the magnitude of the acceleration impulse, independent
of the actual function of the acceleration shock. The near identical response of ε(s)
and εp(s) for the case of Ru1 ¼ 0:2 is thus not surprising. Therefore, the test condition
of JESD22-B111 test standard is indeed insensitive to the distortion of the acceleration
shock profile. For a particular deign of test board, the JEDEC test is reproducible at
different test site so long as the acceleration impulse is reproduced. However,
Eqn (10.98), which is repeated below,

2u2
1L

2

Aoh
jεmaxjz 8pRu1 (10.98)

suggests that test boards of different resonant frequencies will experience diff-
erent magnitude of fibre strain when subjected to identical acceleration shock. The
frequency of a test board depends on the assembled IC components. It is hence
impractical for a test standard to prescribe both the acceleration shock and the board
fibre strain as the imposing test parameters. Among these two conditions, the board
strain is obviously more relevant.

Deviatory functions that are made of even harmonics, that is i ¼ 2, 4, 6. as in the
above illustration, will result in a skewed excitation, and a reduced enclosed area for
the same amplitude and duration as the ideal excitation. By contrast, deviatory func-
tions that are made of odd harmonics will result in a symmetric excitation and either
a reduced or an enlarged enclosed area. While such distortion is uncommon, it is
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nevertheless analysed for completeness. As an illustration, a similar analysis is per-

formed for the excitation f ðtÞ ¼
�
Ao sin Ut þ b3 sinð3UtÞ for 0 � t � to
0 for t � to

, where

b3/Ao ¼ 0.5 is shown in Figure 10.28. The amplitude of the distorted excitation is
8% higher than that of the ideal excitation while it can be shown that the fractional in-

crease in acceleration impulse is given by b3=Ao

3 ¼ 17%: The case of b3/Ao ¼ �0.5 will
lead to a reduction in the acceleration impulse of similar magnitude.
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Figure 10.27 Responses to the distorted half-sine excitation of Eqn (10.138) for the case
of b2/Ao ¼ 0.5, n ¼ 1, zn ¼ 0 and x ¼ L/2 for (a) Ru1 ¼ 0:2, (b) Ru1 ¼ 1:5 and (c) Ru1 ¼ 5:
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The deviatory function is decomposed into

fdðtÞ ¼

8>>><
>>>:

b3 sin 3Ut for 0 � t � to
3

0 for t � to
3

9>>>=
>>>;

þ

8>>>>>>>>><
>>>>>>>>>:

0 for t � to
3

�b3 sin 3U

�
t � to

3

�
for

to
3
� t � 2to

3

0 for t � 2to
3

9>>>>>>>>>=
>>>>>>>>>;

þ

8>>>>>>>><
>>>>>>>>:

0 for t � 2to
3

b3 sin 3U

�
t � 2to

3

�
for

2to
3

� t � to

0 for t � to

9>>>>>>>>=
>>>>>>>>;

(10.142)

The corresponding strain-responses to the deviatory functions are

2u2
1L

2

b3h
εnðx; sÞ ¼ 4p

n3
TRD

�
Run

2
; zn; s2

�
sin bnx (10.143)
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Figure 10.28 Ideal and distorted excitations for the case of b3 ¼ 0.5Ao.
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2u2
1L

2

b3h
εnðx; s� 1=2Þ ¼

8>><
>>:

0 for s � 1=3

4p

n3
TRD

�
Run

2
; zn; s3

�
sin bnx for s � 1=3

(10.144)

2u2
1L

2

b3h
εnðx; s� 1=2Þ ¼

8>><
>>:

0 for s � 2=3

4p

n3
TRD

�
Run

2
; zn; s4

�
sin bnx for s � 2=3

(10.145)

where s2 ¼ t/(to/3) ¼ 3s, s3 ¼ (t � to/3)/(to/3) ¼ 3s � 1, s4 ¼ (t � 2to/3)/(to/3) ¼
3s � 2. The responses for the cases of b3/Ao ¼ 0.5, n ¼ 1, zn ¼ 0 and x ¼ L/2 are
illustrated in Figure 10.29 for (a) Ru1 ¼ 0:2, (b) Ru1 ¼ 1:5 and (c) Ru1 ¼ 5: It is
noted that (a) εmax z 1.7 εp,max for Ru1 ¼ 5:0, which is similar to the case of
b2/Ao ¼ 0.5; (b) εmax z 0.89 εp,max for Ru1 ¼ 1:5 e a 11% reduction in amplitude;
and (c) εmax z 1.16 εp,max for Ru1 ¼ 0:2, which is similar to the increase in the
acceleration impulse.

10.5.2 Acceleration spikes

A less common form of distortion is the contamination of a half-sine excitation by a
high-frequency spike, which can happen in a poorly designed or maintained shock
equipment. Figure 10.30 gives an illustration of a half-sine spike As(t) of amplitude
As and duration ts that superimposes onto a half-sine excitation after a delay of td.
The frequency of the spike is given by Us ¼ p/ts. Expressing ts as a fraction of to;
that is ts ¼ to/s, then Us ¼ sU. The acceleration excitation may be described
mathematically as

AðtÞ ¼
(
Ao sin oUt for 0 � t � to

0 for t � to

)

þ

8>><
>>:

0 for t � td

As sin sUðt � tdÞ for td � t � ðtd þ tsÞ
0 for t � ðtd þ tsÞ

9>>=
>>; (10.146)

The response of a board may be sought through the use of superposition. The case
of a board modelled as an un-damped spring-mass system is illustrated. The maxima
response function of the spring-mass system to a perfect half-sine acceleration
shock has been presented in Eqn (10.46). The frequency ratio of the elastic system
to the acceleration-spike is given by Ru,s ¼ u/Us ¼ Ru /s. Substituting this into
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Eqn (10.46) gives the maxima response function of the spring-mass system to a half-
sine acceleration-spike described by Eqn (10.146) as

TRmax;s
�
Ru;s

� ¼

8>>>>>>>>>>><
>>>>>>>>>>>:

2Ru;s

1� R2
u;s

cos

�
pRu;s

2

�
at tm;s ¼ td þ

�
1þ Ru;s

2Ru;s

�
to
s

for Ru;s < 1

�Ru;s

1� Ru;s
sin

�
2pp

1þ Ru;s

� at tm;s ¼ td þ
�

2p
1þ Ru;s

�
to
s

for ð4p� 3Þ �

Ru;s � ð4pþ 1Þ; p ¼ 1; 2; 3:::

(10.147)

The case of As ¼ Ao, td ¼ 0, ts ¼ to /20 (or Ru,s ¼ Ru /20) is illustrated for
0 � Ru� 1. The maximum responses and the corresponding occurring times are
shown graphically in Figure 10.31. It is observed that:

• The response due to the spike is merely 5% the responses of the main excitation. The
magnitude of 5% can be rationalised using Eqn (10.51), which suggests TRmax z 2Ru

for Ru � 1. The fact that Ru,s ¼ Ru/20 then leads naturally to the conclusion that
TRmax,s ¼ 5% TRmax,p.

• The occurrence time for the maxima of the spike, tm,s leads the excitation, tm,p by a constant
margin, which may be evaluated with the aid of Eqn (10.147), giving the difference between
the two occurrence time to be

Dtm ¼ 1þ Ru

2Ru
to � to

s

�
1þ Ru=s

2Ru=s

�
¼ to

2

�
1� 1

s

�
(10.148)

Substituting s ¼ 20 into the above equation gives Dtm ¼ 0.475to.

0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8

0

2

4

6

8

10

12

0 0.2 0.4 0.6 0.8 1

τ m
 

TR
m

ax
(R

ω
) 

Rω

TR max,p 

TR max,s

τm,p 
τm,s

Figure 10.31 Maximum responses and the corresponding times of excitation and spike for
As ¼ Ao, td ¼ 0, ts ¼ to/20.
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Nomenclature

a, b, L Length, width of plate; length of beam
Ao Amplitude of base acceleration
Ap Area under the half-sine excitation pulse
b1, bi Coefficients of ideal half-sine excitation; coefficient of deviatory function of

i harmonic
ds Diameter of solder joint assuming circular in cross-section
D Flexural stiffness
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De Flexural compliance of the test board assembly
E, I, r, n Modulus, moment of inertia, density, Poisson ratio
h Thickness of test board
hs Height of solder joint assuming cylindrical in shape
ka, ks, kF Equivalent axial, shear and flexural stiffness of the solder joints, respectively
L Span of test board between supports
M Bending moment
p Pitch between neighbouring solder joints
qn The nth modal participating factor (or generalised displacement)
Run The ratio of the nth modal frequency of the vibrating body to the excitation

frequency of the support, Run ¼ un=U
to Half duration of base acceleration
w, wn, wn,max Deflection, modal deflection, maximum modal deflection
y, yn, yn,max Displacement, modal displacement, maximum modal displacement of board
Y(t) Absolute displacement of support
Wn The nth eigenfunction
bn The nth harmonic eigenfunction
ε, εn, εn,max The fibre strain, modal fibre strain, maximum fibre strain
l Characteristic constant of test board modelled as beam/plate given by

l ¼ un=b
2
n

lx In-plane compliance of the test board assembly
s Normalised time, s ¼ t/to
un The nth angular modal frequency of vibrating body
udn Damped nth modal angular resonant frequency of test board
U Angular frequency of base acceleration
zn The nth modal damping ratio

Mathematical symbols

TRðRu; sÞ ¼

8>>>>><
>>>>>:

�Ru

1� R2
u

ðsin pRus� Ru sin psÞ for 0 � s � 1

�2Ru

1� R2
u

sin

�
pRus� pRu

2

�
cos

�
pRu

2

�
for s � 1

TRmaxðRuÞ ¼

8>>>><
>>>>:

2Ru

1� R2
u

cos

�
pRu

2

�
for Ru < 1

�Ru

1� Ru
sin

�
2pp

1þ Ru

�
for ð4p� 3Þ � Rw;p � ð4pþ 1Þ; p ¼ 1; 2; 3:::

TRDðRu; z; sÞ ¼ �Rue�zpRus�
1� R2

u

�2 þ ð2zRuÞ2

(
TRD_1ðRu; z; sÞ for 0 � s � 1

TRD_2ðRu; z; sÞ for s � 1

)
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TRD_1ðRu; zn; sÞ ¼ 2zR2
u cos msþ 1� R2

u þ 2z2R2
uffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p sin ms

� Rue
zpRus


2zRu cos psþ �

1� R2
u

�
sin ps

�
TRD_2ðRu; zn; sÞ ¼ 2zR2

u


cos msþ ezpRu cos mðs� 1Þ�

þ 1� R2
u þ 2z2R2

uffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p 
sin msþ ezpRu sin mðs� 1Þ�

udn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p
un; mn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p
pRun
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Stresses in solder joints due to the
bending deformation of printed
circuit boards in microelectronics
assemblies

11

11.1 Introduction

Flexural deformation of a printed circuit board (PCB) assembly may be caused by
inertia, such as drop impact of portable electronic devices (PEDs), and may be simu-
lated by subsystem test methods such as acceleration shock and high-speed cyclic-
bending testing, etc. Flexural deformation of a PCB assembly may also be caused
by mechanically applied bending, such as the bending of a PED in the rear pocket
of individuals who are sitting, the bending of a PCB assembly during key pressing
or during insertion into connectors or during handling. Flexural deformation of a
PCB assembly leads to differential flexural deformation of the IC component and
the PCB that must be accommodated by solder joints resulting in their eventual fatigue
failure. The fatigue resistance equations of solder joints have been established in
Chapter 8. The chapter analytically derives the driving forces for the fatigue failure
of solder joints, which is essential for their robust design against bending of PCB
assembly.

Compared to the case of thermally induced stress, there are very few published
studies on the theoretical analysis of trilayer structure subjected to mechanically
induced bending. Earlier research (Hovgaard, 1934; Troelsch, 1934) focused on lap
shearing of a bonded joint assuming that only shearing stresses are present. The sig-
nificance of the peeling stress was first highlighted by Goland and Reissner (Goland,
1944) in their classical analysis of a lap-shear specimen. Two extreme cases were ana-
lysed: a non-compliant bonding layer and a highly compliant bonding layer. In the
former, the members are treated as two-dimensional (2-D) elastic bodies and the stress
field analysed using stress functions. The highest magnitude of stress is concentrated in
a small region near the edge, and the magnitude of the peeling stress is significantly
higher than that of the shearing stress. In the latter, the bond layer is modelled as a dis-
tribution of shear and compression springs, and the problems are analysed as beams on
elastic foundation. The stresses spread out more along the length of the bonding and
the peeling and shearing stresses are of similar magnitudes.

The first stress analysis in the interconnections of a PCB assembly in bending is
attributed to Suhir (1988), who analysed the stress in the leads of a leaded IC compo-
nent mounted to a PCB that is subjected to symmetrically applied moments to the PCB.
The leads are modelled as a distribution of axial springs and the problem is treated as
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beams on elastic foundation. However, the assumption of the lead as being capable of
undergoing only stretching and compression is not satisfactory as the leads, being a
thin element with curvilinear geometry, must necessarily also undergo flexural defor-
mation. Following the derivation procedures of Suhir (1988), Wong (2007) has incor-
porated flexural compliance to the discrete element and extended the solution to
asymmetric bending. With much reduced height than a lead, a solder joint in a ball
grid array packaging experiences significant shearing. Treating the bonding layer as
a relatively compliant layer with negligible longitudinal stiffness and the outer layers
as a combination of beams and 2-D elastic bodies, Wong and Wong (2008) presented
the stresses in the bonding layer for two cases: a continuous bonding layer as in under-
filled solder joints and a discrete array of solder joints.

In practice, mechanical bending of the PCB assembly in a PED can occur while it is
in an operating condition, when the PCB assembly also experiences heating. The com-
bined loadings of mismatched thermal expansion and mechanical bending are ana-
lysed. The derivations of analytical equations, the validation of results and use of
derived equations for robust design analysis are presented in this chapter.

11.2 The fundamentals

11.2.1 The simple theory of composite beams

The analysis of multilayer beams is not new, and the theory of composite beam sub-
jected to simple bending is well established. When a multilayer structure undergoes
bending that is applied across its entire cross-section, the theory of composite beam
assumes that its cross-section remains plane and perpendicular to the longitudinal
axis of the structure as shown in Figure 11.1. In this case, elements in the beam expe-
rience no shearing but only stretching, whose magnitude is defined by its geometrical
distance from the neutral axis, z, independent of the structural composition of the
beam; that is,

εx ¼ � z

r
(11.1)

z

x

M

M

σxFigure 11.1 Composite beam: plane
remains plane and perpendicular to the
longitudinal axis.
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where r is the radius of curvature. For the case of plane stress, the accompanying
bending stress is given by

sx ¼ Eiεx ¼ �Eiz

r
; i ¼ 1; 2; :::n (11.2)

where n is the number of materials constituting the composite beam. The position of
the neutral axis is defined by

Xn
i¼ 1

Z
Areai

sxdAi ¼
Xn
i¼ 1

Ei

Z
Areai

zdAi ¼ 0 (11.3)

The momentecurvature relation is given by

M ¼ �
Xn
i¼ 1

Z
Area

zðsxdAÞ ¼ 1
r

Xn
i¼ 1

Ei

Z
Area

z2dAi ¼ 1
r

X
EiIiG (11.4)

where Ii,G is the second moment of area of member #i about the neutral axis of the
composite beam and

P
EiIiG is the flexural rigidity of the composite beam. Thus,

the flexural rigidity of a composite beam is given by the sum of the flexural rigidity of
the individual member, with respect to the neutral axis of the composite beam.
Combining Eqns (11.2) and (11.4) gives

MP
EiIiG

¼ 1
r
¼ � εx

z
¼ � sxi

Eiz
(11.5)

Equation (11.5) gives the relation between the applied moment (across the entire
cross-section of a composite beam) and the fibre stress at distance z from the neutral
axis of the composite beam.

11.2.2 Mechanical blending of a bilayer (material) structure

The above simple theory of composite beams does not apply when a bending moment
is not applied across the entire cross-section of a beam. This is the case for the bending
of a PCB assembly when the bending moment is applied only across the cross-section
of the PCB but not the IC component nor the solder joints. Planes do not remain
planes, and the members experience both shearing and stretching; on top of these,
the discrete solder joints also experience bending (Wong &Wong, 2008). The bending
of a two-layer structure is explained in this section as a precursor to the following anal-
ysis of a trilayer structure. See Chapter 2.1 for more fundamental analysis.

Referring to Figure 11.2, member #2 of the structure is subjected to an applied
þve moment ofM2 at the free edge (x ¼ L); the bilayer structure is assumed to acquire
a positive curvature resulting in the development of an interfacial normal stress, fa,
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so as to enforce z-compatibility. The neutral axis of member #2 is also assumed to
acquire a positive x-direction displacement relative to that of member #1, resulting
in the development of interfacial shear stress fs so as to enforce x-compatibility. The
cross-sections of the members acquire moments, M, shear force, Q, and longitudinal
force, F. Due to bending, the entire cross-section undergoes a rotation, q, about the
y-axis; and due to shearing, half of the section undergoes a rotation, f, about the y-axis.

The forceedisplacement relations

lz fa ¼ w2 � w1 (11.6)

ks
dfs
dx

¼ a21DT � ðlx1 þ lx2ÞF þ 1
2

�
h1
dq1
dx

þ h2
dq2
dx

�
(11.7)

d3wbi

dx3
¼ d2qi

dx2
¼ 1

Di

�
fshi
2

� Qai

�
(11.8)

and the differential equations of interfacial stresses

d2fs
dx2

� b2fs ¼ D21

ks
Qa (11.9)

d4fa
dx4

� kf

lz

d2fa
dx2

þ De

lz
fa ¼ D21

lz

dfs
dx

� k21

lz

d3fs
dx3

(11.10)

u2

#1

#2
F2

θ2

u1

F1

M2(L)

θ1

Q2 = –Qa

Q1 = Qa

M2

M1

fsfa

2

1

Figure 11.2 Pure bending of a bilayer
beam: deformed state.
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where, b2 ¼ lx=ks; lx ¼ lx1 þ lx2 þ lxq z
P2

i¼ 1
4

Eihi
; lxi z 1

Eihi
; ks ¼ ks1 þ ks2;

ksiz
hi
8Gi

; lz ¼ lz1 þ lz2; lzi z
3hi
8Ei

; D21 ¼ 1
2

�
h2
D2

� h1
D1

�
; De ¼ 1

D2
þ 1

D1
;

k21 ¼ 1
8

�
1
G2

� 1
G1

�
and kf ¼ kf1 þ kf2; kfi ¼ 3

4Gihi
have been derived in Section

2.3.2 and are reproduced above.

11.2.2.1 Interfacial shear stress, fs(x)

We shall, for simplicity, assume for the moment that the term containing the sectional
force, Qa, can be ignored. The differential equation, Eqn (11.9), is reduced to

d2fs
dx2

� b2fs ¼ 0 (11.11)

The symmetry boundary condition gives dfs(0)/dx ¼ 0, which is satisfied by

fsðxÞ ¼ As
cosh bx

sinh bL
(11.12)

Substituting the boundary conditions: F(L) ¼ 0, dq1(L)/dx ¼ 0 and dq2(L)/
dx ¼ 1/r2 (L) into Eqn (11.7) gives

ks
dfsðLÞ
dx

¼ a21DT þ h2
2r2ðLÞ

¼ a21DT � ε2ðLÞ (11.13)

Differentiating Eqn (11.12) wrt x gives

dfsðxÞ
dx

¼ Asb
sinh bx

sinh bL
(11.14)

Put x ¼ L and equate with Eqn (11.13) to give

As ¼ a21DT � ε2ðLÞ
bks

(11.15)

11.2.2.2 Interfacial normal stress, fa(x)

For simplicity’s sake, we shall ignore the shear compliances kf and k21. Equation
(11.10) is reduced to

d4fa
dx4

þ De

lz
fa ¼ D21

lz

dfs
dx

(11.16)
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Differentiating Eqn (11.9) wrt x and rearranging gives

dfs
dx

¼ 1

b2
d3fs
dx3

þ D21

b2ks
fa (11.17)

Differentiating Eqn (11.12) thrice wrt x and substituting into Eqn (11.17) yields

dfs
dx

¼ Asb
sinh bx

sinh bL
þ D21

lx
fa (11.18)

Now, substituting Eqn (11.18) into Eqn (11.16), we have

d4fa
dx4

þ 4a4z fa ¼ D21bAs

lz

sinh bx

sinh bL
(11.19)

where 4a4z ¼ De �D
2

21=lx
lz

.

For reasons of simplicity, ignore shear deformation such that w ¼ wb; the four
boundary conditions for fa(x) are

• the equilibrium of z-directional force:
R L
0 faðxÞdx ¼ 0;

• the symmetry of fa:
dfað0Þ
dx ¼ 0;

• the curvatures at the free edge: d
2w1ðLÞ
dx2 ¼ 0 and d2w2ðLÞ

dx2 ¼ 1
r2ðLÞ; substituting with the differ-

ential of Eqn (11.6) gives lz
d2faðLÞ
dx2 ¼ 1

r2ðLÞ;
• from Eqn (11.8) and noting that QaiðLÞ ¼ 0: d

3w1ðLÞ
dx3 ¼ 1

D1

fsh1
2 ; d

3w2ðLÞ
dx3 ¼ 1

D2

fsh2
2 ; substituting

w000
i with the differentiation of Eqn (11.6) gives lz

d3faðLÞ
dx3 ¼ D21fsðLÞ; and substituting fs(L)

with Eqn (11.12) gives lz
d3faðLÞ
dx3 zD21As.

Solving Eqn (11.19) and together with the four boundary conditions gives

faðxÞ ¼ Cbðc1x1x þ c2x2xÞ þ Cs

n
eazðx�LÞ½C1 sin azðx� LÞ

þ C2 cos azðx� LÞ� þ ebðx�LÞ
o (11.20)

where Cb is associated with mechanical bending and is given by

Cb ¼ 1
lza2zr2ðLÞ

z
2ffiffiffiffiffiffiffiffiffiffi

lzDe

p
r2ðLÞ

¼ � 4ε2ðLÞffiffiffiffiffiffiffiffiffiffi
lzDe

p
h2

(11.20a)

and Cs is associated with both thermal expansion and mechanical bending and is
given by

Cs ¼ D21½a21DT � ε2ðLÞ�
lzks

�
4a4z þ b4

� (11.20b)
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and

ci ¼
x3LHx4L

x5L
; i ¼ 1; 2

x1x ¼ cosðazxÞcoshðazxÞ; x2x ¼ sinðazxÞsinhðazxÞ; x3L
¼ cosðazLÞsinhðazLÞ

x4L ¼ sinðazLÞcoshðazLÞ; x5L ¼ sinð2azLÞ þ sinhð2azLÞ

C1 ¼ � b2

2a2z
;C2 ¼ C1 � 2az

b

(11.20c)

Ignoring the thermal strain and putting az ¼ b and h1 ¼ h2 ¼ h gives
Cs
Cb

¼ 3ðE2�E1Þ
20ðE2þE1Þ. In practice, E1 and E2 are of the same order of magnitude; therefore,

Cs � Cb and Eqn (11.20) is reduced to

faðxÞ ¼ Cbðc1x1x þ c2x2xÞ (11.21)

Asymmetric bending
Equation (11.21) is strictly valid for symmetric bending. Figure 11.3 shows the asym-
metric bending of a PCB assembly modelled as a bilayer assembly. The assembly
experiences a positive moment ML and MR and accompanied shear forces QL and
QR on the left and the right edges, respectively, of the PCB. The corresponding curva-
tures are rL and rR, respectively. The interface between the two layers is assumed to
experience only normal stress, fa, but no shear stress.

The equilibrium of member #1 gives

ZL
�L

faðxÞ dx ¼ 0 and
ZL
�L

faðxÞx dx ¼ 0 (11.22)

and the equilibrium of member #2 gives

QR � QL �
ZL
�L

faðxÞ dx ¼ 0 and ML �MR � ðQR þ QLÞLþ
ZL
�L

faðxÞx dx ¼ 0

(11.23)

#2  PCB 

#1 IC 
Component L

x

ML MRQRQL

fa fa fa fa fa fa fa fa

ρRρL

Figure 11.3 Asymmetric bending of PCB assembly assuming no interfacial shearing stress.
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Substituting Eqn (11.22) into Eqn (11.23) gives

QL ¼ QR ¼ ML �MR

2L
(11.24)

Ignoring the shearing stress, Eqn (11.16) is reduced to

d4fa
dx4

þ De

lz
fa ¼ 0 (11.25)

The general solution is

faðxÞ ¼ B1x1x þ B2x2x þ B3x3x þ B4x4x (11.26)

where B1 to B4 are constants and

x1x ¼ cosðazxÞcoshðazxÞ; x2x ¼ sinðazxÞsinhðazxÞ;
x3x ¼ cosðazxÞsinhðazxÞ; x4x ¼ sinðazxÞcoshðazxÞ

(11.26a)

Applying the asymmetric boundary conditions:

• Moment, Mi ¼ Di
d2wi
dx2 , and noting that

M2ð�LÞ ¼ ML; M1ð�LÞ ¼ 00
ML

D2
¼ d2½w2ð�LÞ � w1ð�LÞ�

dx2
¼ lzd2fað�LÞ

dx2

M2ðLÞ ¼ MR; M1ðLÞ ¼ 00
MR

D2
¼ d2½w2ðLÞ � w1ðLÞ�

dx2
¼ lzd2faðLÞ

dx2

• Shear force, Qi ¼ �Di
d3wi
dx3 , and noting that

Q2ð�LÞ ¼ QL;Q1ð�LÞ ¼ 0 0 � QL

D2
¼ d3½w2ð�LÞ � w1ð�LÞ�

dx3
¼ lzd3fað�LÞ

dx3

Q2ðLÞ ¼ QR;Q1ðLÞ ¼ 0 0 � QR

D2
¼ d3½w2ðLÞ � w1ðLÞ�

dx3
¼ lzd3faðLÞ

dx3

the coefficients in Eqn (11.26) have been evaluated as

B1 ¼ ML þMR

2lza2zD2
c1; B2 ¼ ML þMR

2lza2zD2
c2;

B3 ¼ ML �MR

2lza2zD2
c3; B4 ¼ ML �MR

2lza2zD2
c4

(11.27)
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where

ci ¼
x3LHx4L

x5L
for i ¼ 1; 2

c3 ¼ x1L � x2L � x3L=ðazLÞ
x6L

; c4 ¼ x1L þ x2L � x4L=ðazLÞ
x6L

x5L ¼ sinð2azLÞ þ sinhð2azLÞ; x6L ¼ sinð2azLÞ � sinhð2azLÞ

(11.27a)

Substituting Eqn (11.27) into Eqn (11.26) gives

faðxÞ ¼ ML þMR

2lza2zD2
ðc1x1x þ c2x2xÞ þ

ML �MR

2lza2zD2
ðc3x3x þ c4x4xÞ (11.28)

For the case of symmetric bending, ML ¼ MR, the second term in Eqn (11.28)
disappears:

fa;symðxÞ ¼ 1
lza2zrR

ðc1x1x þ c2x2xÞ (11.29)

For the case of antisymmetric bending, ML ¼ eMR, the first term in Eqn (11.28)
disappears:

fa;asymðxÞ ¼ � 1
lza2zrR

ðc3x3x þ c4x4xÞ (11.30)

The maximum distributed stress typically occurs at x ¼ L; thus,

fa;max ¼ ML þMR

4lza2zD2
j1ðazLÞ þ

ML �MR

4lza2zD2
j2ðazLÞ (11.31)

where,

j1ðazLÞ ¼ � x6L

x5L

j2ðazLÞ ¼ coshð2azLÞ � cosð2azLÞ � azLx5L
azLx6L

(11.32)

Figure 11.4 shows plots of j1(azL) and j2(azL), which shows fast asymptotic
convergence of j1(azL) and a very slow asymptotic convergence of j1(azL) toward
the value of 1 with increasing azL.
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11.2.2.3 Updating of shear stress, fs(x)

Integrating Eqn (11.21) gives the sectional force Qa(x) as

QaðxÞ ¼ �
Zx
L

Cbðc1x1x þ c2x2xÞdx ¼ Cb

az

�
x4Lx3x � x3Lx4x

x5L

�
(11.33)

Substituting Eqn (11.33) into Eqn (11.9) and using the boundary conditions: f 0s ð0Þ ¼
0 and f 0s ðLÞ ¼ a21DT � ε2ðLÞ

ks
, we have

fsðxÞz
"
As �

CbD21
�
2a2z þ b2

�
2bks

�
4a4z þ b4

�
#

cosh bx

sinh bL
þ CbD21

azks
�
4a4z þ b4

�
� x3L

�
b2x4x þ 2a2zx3x

�þ x4L
�
2a2zx4x � b2x3x

�
x5L

(11.34)

Ignoring thermal strains, and putting az ¼ b, h1 ¼ h2 ¼ h and n1 ¼ n2 ¼ n gives
CbD21ð2a2

z þb2Þ
2bksð4a4

z þ b4Þ z
192ð1þ nÞ2ðE1 �E2Þ

5ðE1 þE2Þ As, which is significant compared to As. This is also

true for the last term in Eqn (11.34).

11.3 Bending of a PCB assembly that has a continuous
bonding layer

Most bilayer structures are formed through bonding. If the bonding layer is relatively
thin, then the assembly may be treated as a bilayer structure and the solution described
in Section 11.2 applies. If the bonding layer is relatively thick, then the assembly has to
be treated as a trilayer assembly. With increased fragility of the solder joints due to

0
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Lz

Figure 11.4 Functions j1(azL) and j2(azL).
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reducing feature size, it has become a common practice for the PCB assembly in the
PEDs to have the solder joints underfilled with polymer to form a continuous bonding
later. The bonding is at risk of delamination and the IC component of fracturing during
drop impact.

11.3.1 Derivations

Figure 11.5 shows the deformed state of a trilayer assembly due to an externally
applied moment at the free edge of member #2. The two outer layers are assumed
to be capable of flexural and shear deformation while the bonding layer is assumed
to have significantly higher stretch and flexural compliances than the two outer layers.
The bonding layer experiences a linear variation of transverse stress over its thickness.
The transverse stress is decomposed into a uniform component fa and a linear compo-
nent fb. The transverse stress on the top surface of the bonding layer has the magnitude
fa þ fb, while that on the bottom surface has the magnitude fa e fb.

The forceedeformation relation

d2qi
dx2

¼ 1
Di

�
fshi
2

� Qi

�
¼ 1

Di

�
hi þ h3

2
fsHQa

�
(11.35)

u2
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#2
F2
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u1

F1

M2(L)

θ1

Q2 = –Qa

Q1 = Qa

M2

M1

fs

#3

fa – fb

fs fa+ fb

2

1

Figure 11.5 Pure bending of a trilayer beam: deformed state.
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and the differential equations for the interfacial stresses

d2fs
dx2

� b2fs ¼ D21

ks
Qa (11.9)

d4fa
dx4

þ De

lz
¼ D

�
21

lz

dfs
dx

(11.36)

where, b2 ¼ lx=ks; lx ¼ lx1þlx2 þ l�xqz
P2

i¼ 1
1

Eihi

�
4þ 3h3

hi

�
; ks ¼

P2
i¼ 1k

�
si þ h3

G3
;

k�si z
hiH2h3
8Gi

; D
�
21 ¼ 1

2

�
h2þh3
D2

� h1þh3
D1

�
; lz ¼ P2

i¼ 1lzi þ h3
E3

and lzi ¼ 3hi
8Ei

have

been derived in Section 4.2.2 and are reproduced above.

11.3.1.1 Interfacial shear stress, fs(x)

The interfacial shear stress is identical to that in a bilayer structure, which is given by
Eqn (11.34). However, the equation does not satisfy the boundary condition fs(L) ¼ 0.
To enforce the boundary condition, the shear stress is assumed to take the form

fsðxÞ ¼ A0
s

�
cosh bx

sinh bL
� coth bL

cosh nbx

cosh nbL

�
(11.37)

and the magnitude of A0
s is taken to be

A0
szAs �

CbD21
�
2a2z þ b2

�
2bks

�
4a4z þ b4

� þ azCbD21

ks
�
4a4z þ b4

� (11.38)

If the ratio h/D of the two outer members are of similar magnitude such that
D21z 0, then the second and third terms diminish and A0

szAs. The function for n
has been evaluated in Section 2.4.4 as a function of bh3 and is reproduced below:

nz 4ðbh3Þ�1:37 (11.39)

11.3.1.2 The uniform component of the interfacial
normal stress, fa(x)

We shall, for reasons of simplicity, assume the interfacial shear stress fs(x) to take the
form of Eqn (11.12). Following the same manipulations as detailed in Section 11.2 for
the bilayer structure, we obtain Eqn (11.18); and substituting it into Eqn (11.36) this
gives

d4fa
dx4

þ 4a�4z fa ¼ AsbD
�
21

lz

sinh bx

sinh bL
(11.40)
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where a�z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
De�D

�
21D21=lx
4lz

4

r
. The solution to Eqn (11.40) is identical to that of

Eqn (11.20), which may be reduced to

faðxÞzC�
bðc1x1x þ c2x2xÞ (11.41)

where,

C�
b ¼ 1

lza�2z r2ðLÞ
¼ � 2ε2ðLÞ

lza�2z h2
z � 4ε2ðLÞffiffiffiffiffiffiffiffiffiffi

lzDe

p
h2

(11.42)

11.3.1.3 The linear component of the interfacial
normal stress, fb(x)

Figure 11.6 shows an element dx$dz that is in equilibrium. The z-equilibrium of the
element gives

dszdxþ dsxzdz ¼ 0 (11.43)

which, upon dividing by dx$dz yields

dsz
dz

þ dsxz
dx

¼ 0 (11.44)

Thus, the presence of a shear stress sxz that varies along the x-direction must be
accompanied by a normal stress sz that varies along the z-direction. Substituting sxz
with fs and considering the fact that fs in the bonding layer does not vary along its thick-
ness, then Eqn (11.44) is reduced to

Dsz
Dz

¼ � dfs
dx

(11.45)

σx + dσx

τxz + dτxz

τxz + dτxz

σz + dσz

σ

τxz

σz

τxz

dx

dzx

Figure 11.6 An element in equilibrium.
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Referring to Figure 11.5, sz ¼ fa þ fb at z ¼ h3/2 and sz ¼ fa � fb at z ¼ �h3/2,
which give Dsz ¼ 2fb and Dz ¼ h3. Substituting these relations of Dsz and Dz into
Eqn (11.45) gives

fb ¼ � h3
2

dfs
dx

(11.46)

Differentiating Eqn (11.37) wrt x and substituting into Eqn (11.46) gives

fb ¼ �h3A0
s b

2

�
sinh bx

sinh bL
� n coth bL

sinh nbx

cosh nbL

�
(11.47)

11.3.2 Validations

The analytical solutions are validated against finite element analysis (FEA) in this sec-
tion. The basic dimensions and material properties for the models used in the valida-
tions are identical to those used in Section 2.4.6 and these are shown in Table 11.1. The
compliances and the characteristic constants are given in Table 11.2. The units for
individual parameters are listed below the tables.

The finite element (FE) model is shown in Figure 11.7(a), which shows a symmetric
half of the PCB assembly. The PCB and the IC component are modelled using 50 � 10
quadratic plane elements while the sandwiched layer is modelled using 50 � 5

Table 11.1 Basic parameters used for validation analyses

Component Dimensions Material properties
Diff.
Temp.

L h E G a DT

#1, IC device 1 24 9.2 5

#2, Substrate 5 1.25 24 9.2 15 100

#3, Adhesive 0.5 4.9 1.9 0

Note: L, h, (mm); E, G (GPa), a (10�6/ oC), DT (�C). The elastic modulus of IC package as provided is an estimation of the
composite property for silicon and moulding compound.

Table 11.2 Derived parameters used for validation

Source

Compliances
Characteristic

constants

ks lx lz b az

Wong 2.91 � 10�4 4.49 � 10�4 1.32 � 10�4 1.24 1.17

Note: lx (N
�1 mm), lz, ks (N

�1 mm3), az, b(mm�1).
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quadratic plane elements. The plane elements in the sandwiched layer are defined with
orthotropic material properties wherein the lateral elastic moduli (Ex& Ey) and the out-
of-plane shear moduli (Gxy & Gyz) have been assigned a negligible value compared to
its transverse modulus (Ez) and its in-plane shear modulus (Gxz).

The FE model is prescribed with a symmetric strain of�0.001 on the top fibre at the
free edge of the PCB, corresponding to a positive radius of curvature of 500 mm. The
interfacial shear stress, the uniform component and the linear component of the inter-
facial normal stresses are plotted in Figure 11.7(b). It is observed that the results from
the analytical equations compared very well with the FE results.

11.3.3 Robust design analysis

11.3.3.1 Interfacial delamination

The delamination of the interfaces is a major concern for sandwich structures in ser-
vice. Between the shearing and the peeling stresses, the latter is the main driving force
for interfacial delamination. The maximum peeling stress is given by

speeling;max ¼ faðLÞ þ fbðLÞ (11.48)

Substituting x ¼ L into Eqn (11.41) gives

faðLÞ ¼ � 2ε2ðLÞ
lza�2z h2

�
� x6L

x5L

�
(11.49)

–1.5
–0.5

0.5
1.5
2.5
3.5
4.5
5.5
6.5

0 1 2 3 4 5

S
tre

ss
 (M

P
a)

z x(a)

(b)

#2 

#1 

#3 

εε  = –0.001

fs(x) 
⎯ FEA 
-.- Eqn (11.37)

fa(x) 
⎯ FEA
-.- Eqn (11.41)

fb(x) 
⎯ FEA
-.- Eqn (11.47)

Figure 11.7 (a) FE model, (b) comparison of interfacial stresses.
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The trigonometric function approaches unity for azL > 2, which is indeed the case for
most practical IC components. Equation (11.49) is reduced to

faðLÞ ¼ � 2ε2ðLÞ
lza�2z h2

z � 4ε2ðLÞffiffiffiffiffiffiffiffiffiffi
lzDe

p
h2

(11.50)

Substituting x ¼ L into Eqn (11.47) gives

fbðLÞ ¼ A0
sbh3
2

ðn� 1Þ

z
A0
sbh3n

2
for n[1

(11.51)

Substituting n ¼ 4(bh3)
�g from Eqn (11.39), where g ¼ 1.37, into the above and for n

[ 1,

fbðLÞz 2A0
s

ðbh3Þg�1 (11.52)

For the two outer members with similar magnitude of h/D, A0
szAs and Eqn (11.52)

may be reduced to

fbðLÞz 2As

ðbh3Þg�1 ¼ 2½a21DT � ε2ðLÞ�
ksb

ghg�1
3

¼ 2½a21DT � ε2ðLÞ�
lg=2x k

1�g=2
s hg�1

3

(11.53)

Substituting Eqns (11.50) and (11.53) into Eqn (11.48) gives

speeling;max z
2a21DT

lg=2x k
1�g=2
s hg�1

3

� 4ε2ðLÞ
 

1ffiffiffiffiffiffiffiffiffiffi
lzDe

p
h2

þ 1

2lg=2x k
1�g=2
s hg�1

3

!

(11.54)

Equation (11.54) suggests that the magnitude of the peeling stress may be reduced
by increasing the flexural, the stretch, the shear and the transverse compliances of the
structure. This can be achieved by reducing the moduli of the constituting materials, by
reducing the thicknesses of the two outer layers and by increasing the thickness of the
bonding layer.

11.3.3.2 Fracturing of the outer members

Compared to the PCB, the IC component is relatively fragile, especially if it is made
of bare chip. Excessive bending of the IC component may lead to its fracture.
The longitudinal stress, sxi, in the outer members has been given in Section 2.4.7 of
Chapter 2 and is reproduced below:

sxi ¼ 2ð3Z � 1Þ
hi

FðxÞ þ 6ð2Z � 1Þ
h2i

Zx
L

Qidx; i ¼ 1; 2 (11.55)
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where Z ¼ z/hi is the normalised coordinate and

Qi ¼ QaHQb

Qb ¼ h3fs
2

(11.55a)

Substituting Eqn (11.55a) and the relation FðxÞ ¼ �R xL fsdx into Eqn (11.55) gives

sxi ¼
"
2ð3Z � 1Þ

hi
� 3h3ð2Z � 1Þ

h2i

#
FðxÞ þ 6ð2Z � 1Þ

h2i

Zx
L

Qadx; i ¼ 1; 2

(11.56)

The function Qa has been given in Eqn (11.33) and its definite integral is given by

Zx
L

Qadx ¼ C�
b
2x3Lðx1x � x2xÞ þ 2x4Lðx1x þ x2xÞ � x5L

4a�2z x5L
(11.56a)

The maximum in-plane stress occurs at the middle of the member (x ¼ 0); thus,

sxi ¼
"
2ð3Z � 1Þ

hi
� 3h3ð2Z � 1Þ

h2i

#
Fð0Þ þ 6ð2Z � 1Þ

h2i

Z0
L

Qadx; i ¼ 1; 2

(11.57)

Using the simple expression of fsðxÞ ¼ As
cosh bx
sinh bL, the surface traction at x ¼ 0 is

given by

Fð0Þ ¼ �
Z0
L

fxdx ¼ a21DT � ε2ðLÞ
lx

�
1� 1

sinh bL

�

z
a21DT � ε2ðLÞ

lx
for bL > 3

(11.57a)

while the integral in the equation is given by

Z0
L

Qadx ¼ C�
b
2x3L þ 2x4L � x5L

4a�2z x5L

z
�Cb

4a2z
for azL > 2

¼ 2ε2ðLÞ
Deh2

for azL > 2

(11.57b)
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The maximum in-plane stress in member #1 becomes

sx1 ¼
"
2ð3Z � 1Þ

h1
þ 3h3ð2Z � 1Þ

h21

#
a21DT � ε2ðLÞ

lx
þ 12ð2Z � 1Þε2ðLÞ

Deh21h2
; i ¼ 1; 2

(11.58)

For a positive curvature (or a negative ε2(L)), the maximum in-plane stress in
member #1 may occur at either Z ¼ 0 (the exposed surface) or Z ¼ 1 (the interface
with the bonding layer) depending on the dominance of either the bending stress or
the interfacial shear stress. Substituting Z ¼ 0 and 1, respectively, into Eqn (11.58)
gives

sx1;max
		
Z¼0z �

 
2
h1

þ 3h3
h21

!
a21DT � ε2ðLÞ

lx
� 12ε2ðLÞ

Deh
2
1h2

sx1;max
		
Z¼1z

 
4
h1

þ 3h3
h21

!
a21DT � ε2ðLÞ

lx
þ 12ε2ðLÞ

Deh
2
1h2

(11.59)

Assuming h1 ¼ h2 ¼ h and ignoring a21DT, the ratio of the first term to the second

term in the two equations in Eqn (11.59) is, respectively, 2hþ 3h3
4hþ 3h3

and 1; that is,

sx1;max
		
Z¼1 ¼ 0. This suggests that maximum peeling stress is more likely to occur

at Z ¼ 0 for positive a21DT. Thus,

sx1;maxz �
 
2
h1

þ 3h3
h21

!
a21DT � ε2ðLÞ

lx
� 12ε2ðLÞ

Deh21h2
(11.60)

The first term is attributed to fs while the second term to fa. The ratio
2hþ 3h3
4hþ 3h3

suggests
that the second term has a larger magnitude than the first term and the ratio decreases
with increasing h3. The risk of tensile fracture of the IC component in the presence of
mechanical bending can be reduced by decreasing the elastic modulus of the IC
component and the PCB, by reducing h2, and increasing h1 and h3.

11.4 Bending of a PCB assembly that has a discrete
bonding layer

Underfilling of solder joints is an expensive operation, and the practice is typically
reserved for PEDs. The solder joints in the PCB assembly in almost all other applica-
tions are not underfilled. The discrete solder joints are vulnerable to mechanical
bending.
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11.4.1 Derivations

A discrete member is acted upon by a pair of shear force Fs and a pair of axial force Fa.
The pair of shear force introduces a shear couple on the discrete member, which is
countered by an anti-symmetric pair of moment ms. On top of this, in the presence
of relative rotation F between the two outer layers, the discrete member will be acted
upon by a symmetric pair of moment mF.

11.4.1.1 The average axial and shear stresses in a
discrete member

Figure 11.8 shows the shear force Fs, the axial forces Fa and the shear-couple-induced
moment Ms acting on a discrete member. The magnitudes of Fs and Fa can be esti-
mated from the interfacial shear stress fs(x) and the uniform component of the interfa-
cial normal stress fa(x) evaluated in the last section. Assuming a uniform distributed
discrete member with a spacing pitch of p � q, the axial force Fa and shear force
Fs, in a discrete member that is at distance G from the mid-length of a trilayer assembly
can be obtained through definite integration of fa(x) and fs(x) over a pitch, p, between
the limit (G e p/2) to (G þ p/2) and for a width of q.

The magnitudes of the forces are

FsðGÞ ¼ q

ZGþp=2

G�p=2

fsðxÞdx (11.61)

p

q 

fa

#1

z

x

Γ – p
Γ
Γ + p

L

fs

p

fa fs

Ms
Fa Fs

Figure 11.8 Integration of interfacial stresses into forces over an area equivalent to that covered
by a single discrete member.
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FaðGÞ ¼ q

ZGþp=2

G�p=2

faðxÞdx (11.62)

Assuming the discrete member to be uniform in its cross-section with area A3, the
average shear and the average axial stresses in the member are given, respectively, by

sðGÞ ¼ q

A3

ZGþp=2

G�p=2

fsðxÞdx ¼ qAs0
bA3



sinh bx

sinh bL
� coth bL

n

sinh nbx

cosh nbL

�Gþp=2

G�p=2

(11.63)

saðGÞ ¼ q

A3

ZGþp=2

G�p=2

faðxÞdx ¼ qC�
b

A3a�z


�x4Lx3x þ x3Lx4x

x5L

�Gþp=2

G�p=2
(11.64)

11.4.1.2 The bending moment on a discrete member

An individual discrete member is acted upon by two pairs of moments. This is shown
in Figure 11.9. The moments at the ends of the discrete member interfacing with
member #2 (PCB) and member #1 (IC component) are designated as Mb2 and Mb1,
respectively, where the subscript b suggests the discrete member is treated as a beam.

The first pair of moments is induced by the shear couplee we shall refer to this pair
as shear-couple moment e given by

MsðGÞ ¼ h3FsðGÞ
2

(11.65)

The magnitude of this moment varies linearly along the length of the discrete
element e from a positive Ms at the top end to a negative Ms at the bottom end of
the member (referring to Figure 11.9). Taking the end of the discrete member

= +

Mb2

Mb1

FsFs

FsFs

Ms

Ms

MΦ

MΦ

Φ =θ2–θ1

θ1

θ2
Z

Figure 11.9 Components of bending moment.
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interfacing with member #2 (PCB) as the origin, the shear-couple moment along the
length of the discrete member is given by

MsðG; ZÞ ¼ MsðGÞ � FsðGÞh3Z ¼ FsðGÞh3
�
1
2
� Z

�
(11.66)

where 0 	 Z 	 1.
The second pair of moments is induced by the change in the inclusive angle of the

two outer members, q21 ¼ q2 e q1; we shall refer to this pair as differential rotational
moment. The magnitude of the moment is given by

MFðGÞ ¼ D3q21ðGÞ (11.67)

where D3 is the flexural rigidity of the discrete element. From Eqn (11.35), we obtain

d2q2
dx2

¼ 1
D2

dM2

dx
¼ 1

D2



fsðh1 þ h3Þ

2
þ Qa

�

d2q1
dx2

¼ 1
D1

dM1

dx
¼ 1

D1



fsðh2 þ h3Þ

2
� Qa

� (11.68)

The differential is given by

d2q21ðxÞ
dx2

¼ D
�
21 fsðxÞ þ DeQaðxÞ (11.69)

The shear stress fs(x) and the sectional shear force Qa(x) are assumed to take the
simple forms

fsðxÞ ¼ As
cosh bx

sinh bL
(11.12)

and

QaðxÞ ¼ Cb

az

�
x4Lx3x � x3Lx4x

x5L

�
(11.33)

Substituting the above into Eqn (11.69) and together with the boundary conditions:

• q21(0) ¼ q2(0) � q1(0) ¼ 0, gradient continuity at x ¼ 0,

•
dq21ðLÞ

dx ¼ dq2ðLÞ
dx � dq1ðLÞ

dx ¼ 1
r2ðLÞ ¼ �2ε2ðLÞ

h2
, curvature at free edge
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the differential rotation for individual discrete element at distance G away from the
mid-plane of the PCB assembly has been evaluated to be

q21ðGÞz 2
azr2ðLÞ

�
x3Lx3G þ x4Lx4G

x5L

�
(11.70)

The first term in Eqn (11.70) is attributed to the sectional force Qa, and the second
term is attributed to the interfacial shear stress fs. In general, the contribution of the
interfacial shear stress to differential rotation is relatively small and may be ignored.
The differential rotational moment is simply

MFðGÞzD3q21ðGÞz 2D3

azr2ðLÞ

�
�
x4L½x4G � azGðx1L þ x2LÞ� þ x3L½x3G � azGðx1L � x2LÞ�

x5L
þ azG

2


(11.71)

Unlike the shear-couple moment whose magnitude varies along the length of a
discrete element, the magnitude of the differential rotational moment does not vary
along the length of a discrete element.

The total moment along the length of the discrete element is

MðG; ZÞ ¼ MFðGÞ þMsðG; ZÞ ¼ MFðGÞ þ FsðGÞh3
�
1
2
� Z

�
(11.72)

The moments at the two ends of the discrete member are, respectively,

Mb2ðGÞ ¼ MFðGÞ þ FsðGÞh3
2

Mb1ðGÞ ¼ MFðGÞ � FsðGÞh3
2

(11.73)

Thus, the end of the discrete member joining the PCB experiences a higher
magnitude of bending moment than the end joining the IC component.

11.4.1.3 Bending and longitudinal stresses

The bending stress on the outer fibre of a cylindrical discrete element, assuming plane
remains plane, is simply

sbðG; ZÞ ¼ MðG; ZÞd3
2I3

¼


MFðGÞ þ FsðGÞh3

�
1
2
� Z

��
d3
2I3

(11.74)
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where d3 and I3 are the diameter and the second moment of area of the discrete
member. The longitudinal stress on the outer fibre of a discrete member is the sum of
the axial stress, and the bending stress given by

sLðG; ZÞ ¼ saðGÞ þ


MFðGÞ þ FsðGÞh3

�
1
2
� Z

��
d3
2I3

(11.75)

11.4.1.4 The shear compliance of discrete members

Compared to a continuous layer, a discrete member has an additional freedom of rota-
tion, which leads to relative x-displacement between the two ends of the member as
shown in Figure 11.10. This contributes to additional shear compliance.

The curvature of the discrete member due to the shear-couple moment is given by

d2x3
dz2

¼ MsðG; zÞ
D3

(11.76)

where D3 ¼ E3I3 is the flexural stiffness of the discrete member. The relative
x-displacement between the two ends of the member, Dub3, is given by

Dub3ðGÞ ¼ 1
D3

b

Zh3
0

Zz
0

MsðG; zÞdzdz ¼ h23
D3

Z1
0

ZZ
0

MsðG; zÞdzdZ ¼ FsðGÞh33
12D3

(11.77)

The shear compliance due to the flexural deformation of the discrete member is

defined as Dub3
f s

, where f s is the average shear stress over the area of integration. Putting

Fs ¼ fspq, the shear compliance is

ks3w ¼ Dub3
f s

¼ pqh33
12D3

(11.78)

Ms

Ms

ub3

z
x3

Figure 11.10 Relative x-displacement between the two ends of a discrete member due to
moment Ms.
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Therefore, the total shear compliance of a PCB assembly with a discrete sand-
wiched layer is

ks ¼ ks1 þ ks2 þ k�s3 (11.79)

where k�s3 ¼ ks3 þ ksw

11.4.2 Validations

Figure 11.11(a) shows a symmetric half of the PCB assembly. The IC component, the
PCB and the solder joints are modelled using Timoshenko beam elements that are
capable of shear deformation. To account for the thickness of the IC component and
the PCB, the mid-planes of the beam elements for IC component and the PCB were
offset away from the interconnects by half their respective thicknesses. The basic
dimensions and material properties for the models used in the validations are identical
to those given in Table 11.1. The diameter of the cylindrical joints is 0.5 mm, and the
joints are spaced uniformly with a pitch of 1 � 1 mm. A stretch modulus of 25 GPa is
assigned to the solder joints. A symmetric strain of magnitude �0.001 is induced on
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Figure 11.11 (a) FE model, (b) comparisons of stresses in the discrete members.
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the top fibre at the free edges of the PCB. The shear, axial and bending stresses in the
discrete elements obtained from the analytical equations are compared against those
obtained from FEA in Figure 11.11(b). The solder joints experience similar magnitude
of shear and axial stresses but significantly higher magnitude of bending stresses; the
end of the solder joint joining the PCB experiences much higher stress than the end
joining the IC component, as suggested in Eqn (11.73). Overall, the commuted stresses
from the analytical equations agree very well with those from the FEA.

11.4.3 Robust design analysis

Among the discrete members, the one that is near the edge experiences the highest
magnitude of the axial and bending stresses, and hence, the highest magnitude of
the longitudinal stress. The end of the critical discrete member joining the PCB expe-
riences a significantly higher magnitude of the longitudinal stress than the other end;
the maximum magnitude of longitudinal stress in the discrete members is therefore
given by

sL;max ¼ saðL� p=2Þ þ


MFðLÞ þ FsðL� p=2Þ h3

2

�
d3
2I3

(11.80)

where,

FsðL� p=2Þz qAs

b



sinh bx

sinh bL

�L
L�p

¼ qAs

b
f ðbL; bpÞ; (11.80a)

saðL� p=2Þz Cbq

azA3


� x4Lx3x þ x3Lx4x

x5L

�L
L�p

¼ 4qaz
DeA3rðLÞ

gðazL;azpÞ;

(11.80b)

mFðLÞz 2D3

azr2ðLÞ
hðazLÞ (11.80c)

where As is already given in Eqn (11.15) and

f ðbL; bpÞ ¼ 1� sinh bðL� pÞ
sinh bL

gðazL;azpÞ ¼ x4Lx3ðL�pÞ � x3Lx4ðL�pÞ
x5L

hðazLÞ ¼ x4L½x4L � azLðx1L þ x2LÞ� þ x3L½x3L � azLðx1L � x2LÞ�
x5L

þ azL

2
(11.80d)
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The function f(bL, bp) is plotted against bL in Figure 11.12. It is noted that the
magnitude of f(bL, bp) decreases monotonically with increasing magnitude of bL
and the function reaches saturation for bL > 1.5 and p � L; this implies that
increasing the length of the IC component beyond bL > 1.5 does not increase the
maximum magnitude of Fs in the solder joints. The saturated magnitude of f(bL,
bp) may be approximated by

fsatðbpÞ ¼ 1� e�bp for bL > 1:5 and p � L (11.81)

The function g(azL, azp) is plotted against azL in Figure 11.13. It is noted that the
magnitude of g(azL, azp) increases with increasing magnitude of azL and generally
reaches saturation for azL > 2 and p � L; this implies that increasing the length of
the IC component beyond azL > 2 does not increase the maximum magnitude of sa
in the solder joints. It is further noted that the saturated magnitude of g(azL, azp)
does not increase monotonically with increasing azp but decreases after reaching a
peak at azp z 0.8. The decreasing magnitude of sa with increasing pitch is unintuitive
and is attributed to the averaging of fa, which rises with a steep gradient near the edge,
over increasingly large distance as the pitch increases. The saturated magnitude of
g(azL, azp) near and after azp ¼ 0.8 is deemed unreliable. Figure 11.14 shows the
plot of the saturated magnitude of g(azL, azp) for 0.01 	 azp 	 0.5; the curve can
be described with a simple parabolic function:

gsatðazpÞ ¼ � 0:3837ðazpÞ2 þ 0:4816azp for azL > 2 and p � L (11.82)
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The function h(azL) is plotted against azL in Figure 11.15. It is noted that the
magnitude of h(azL) increases initially with increasing magnitude of azL but reaches
the saturated value of 0.5 for azL > 2.

Substituting the above back into Eqn (11.80) gives

sL;maxz
4qaz

DeA3rðLÞ
gsatðpÞ þ E3d3

2azr2ðLÞ
þ qAsh3d3

4bI3

�
1� e�bp� (11.83)

The magnitude of sL;max can be reduced by reducing the diameter and the elastic
modulus of the discrete member, by increasing the flexural compliance and x-
compliance of the system, and by reducing the shear compliance of the system.
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Nomenclature

Xi Subscript i ¼ 1, 2, 3 for IC package, PCB and interconnect, respectively
A3, d3, I3 Cross-sectional area, diameter, second moment of area of a single discrete

interconnect
L, hi Half-length and thickness of the section of PCB assembly of interest
Di, Ei, Gi, Ii Flexural rigidity, elastic modulus, shear modulus, second moment of inertia
De;D21 Effective flexural compliance of members #1 and #2; differential flexural

compliance between member #2 and #1
fa, fb, fs Interfacial stresses: uniform transverse stress, linear transverse stress, shear

stress
Fa, Fs Forces in a discrete element: axial force, shear force
sx, sb, sz, sxz Stresses along the thickness of outer members: x-directional stress, x-directional

bending stress, z-directional stress, shear stress
Fi x-direction sectional traction (per unit y-width) acting along the neutral axis of

member i
Mi Sectional moment (per unit y-width)
ms Shear-couple moment in a discrete element
p Pitch between neighbouring interconnects
Qi Sectional shear force (per unit y-width)
u x-direction displacement of the neutral axis due to stretching
Du Differential x-direction displacement
wb, ws z-direction displacement of the neutral axis due to bending, shearing
az, b Characteristic constants for z-direction deformation, shear deformation
aij Differential coefficient of thermal expansion between members #i and #j
ksi, ks3w, ks Shear compliances (shear displacement between the neutral axis and the inter-

face per unit fs for i ¼ 1, 2 and shear displacement between the two interfaces
for member #3): of member i, of discrete member #3 due to flexing, of the
structure between the neutral axis of member #1 and member #2

kfi;kf Shear compliance (shear-induced rotation per unit Qa): of member #i, of the
system

k21 Differential shear compliance (shear-induced rotation per unit fs) between
member #2 and #1

lxi, lxq, lx Stretch compliances (displacement per unit traction force): of the neutral axis of
member #i, due to rotation of members, of the system
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lzi, lz Transverse compliance (displacement between the neutral axis and the interface
per unit fa): of member #i; of the system (between the neutral axis of member #1
and member #2)

q, f, f Rotation of neutral axis: due to bending, due to shearing; mean shear strain
between shear surface and neutral axis

sa, s, sb Average stresses in a discrete interconnect: axial stress, shear stress, bending
stress

DT Temperature change
G Distance of a discrete interconnect from the mid-plane of the structure

Mathematical symbols

As ¼ a21DT

bks

az ¼
ffiffiffiffiffiffiffiffiffi
De

4lz

4

s
z

8>>>>>><
>>>>>>:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
De � D

2
21=lx

4lz

4

s
for bilayer structure

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
De � D

�
21D21=lx
4lz

4

s
for trilayer structure

b2 ¼ lx=ks

Cs ¼

8>>>>>>><
>>>>>>>:

D21a21DT

lzksð4a4z þ b4Þ for bilayer structure

D
�
21a21DT

lzksð4a4z þ b4Þ for trilayer structure

De ¼ 1
D2

þ 1
D1

Di ¼ Eih3i
12 , i ¼ 1, 2, (plane stress; substitutes Ei with Ei=ð1� n2i Þ for plane strain)

D21

D
�
21

¼

8>>>>><
>>>>>:

1
2

�
h2
D2

� h1
D1

�

1
2

�
h2 þ h3
D2

� h1 þ h3
D1

�
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ksz

8>><
>>:

ks1 þ ks2 for bilayer structure

k�s1 þ k�s2 þ ks3 for trilayer structure with continuous sandwiched layer

k�s1 þ k�s2 þ ks3 þ ks3w for trilayer structure with discrete sandwiched layer

ksi

k�si
¼

8>>><
>>>:

hi
8Gi

þ Qai

2Gi fs
z

hi
8Gi

1
8Gi

ðhiH2h3Þ þ Qa

2Gi fs
z

1
8Gi

ðhiH2h3Þ
; i ¼ 1; 2

ks3 ¼

8>>><
>>>:

h3
G3

for continuous sandwiched layer

pqh3
G3A3

smeared property for discrete sandwiched layer

ks3w ¼ h33pq

12E3I3

kf ¼ kf1 þ kf2; kfi ¼ 3
4Gihi

k21 ¼ 1
2

� 1
G2

� 1
G1

�

lx ¼

8>>>><
>>>>:

lx1 þ lx2 þ lxq z
X2
i¼ 1

4
Eihi

for bilayer structure

lx1 þ lx2 þ l�xq z
X2
i¼ 1

1
Eihi

�
4þ 3h3

hi

�
for trilayer structure

lxi ¼ 1
EiF



F

hi
� ni

�
hi
8
dfs
dx

þ 1
2
fa

��
z

1
Eihi

;

i ¼ 1; 2; ðplane stress; substitutes Ei with Ei=ð1� v2i Þ for plane strainÞ

lxq

l�xq
¼

8>>>>>><
>>>>>>:

1
4

 
h21
D1

þ h22
D2

!

1
4

 
h21 þ h1h3

D1
þ h22 þ h2h3

D2

! ; i ¼ 1; 2

lz ¼ lz1 þ lz2 þ l3
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lzi ¼ h

Efa


�11h
192

dfs
dx

þ 13
32

fa
�
þ n
�5F
4h

þ 3
2h2

Z x

L
Qadx

��
z

13hi
32Ei

;

i ¼ 1; 2 ðplane stress; substitutes Ei with Ei=ð1� v2i Þ for plane strainÞ

lz3 ¼

8>>>><
>>>>:

h3
E3

for continuous sandwiched layer

pqh3
E3A3

smeared property for discrete sandwiched layer

c1 ¼ x3L � x4L

x5L
; c2 ¼ x3L þ x4L

x5L
; c3 ¼ x1L � x2L � x3L=ðazLÞ

x6L
;

c4 ¼ x1L þ x2L � x4L=ðazLÞ
x6L

x1x ¼ cosðazxÞcoshðazxÞ; x2x ¼ sinðazxÞsinhðazxÞ; x3x ¼ cosðazxÞsinhðazxÞ;
x4x ¼ sinðazxÞcoshðazxÞ; x5L ¼ sinð2azLÞ þ sinhð2azLÞ;
x6L ¼ sinð2azLÞ � sinhð2azLÞ
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Rate-dependent stressestrain
properties of solders 12
12.1 Introduction

12.1.1 The fundamentals

A stress wave is a form of acoustic wave that travels at finite velocity in a solid. Any
applied stress will induce disequilibrium, leading to particles moving and adjusting
themselves to the disequilibrium stress. This particle adjustment is propagated at a def-
inite speed. At a low strain rate (relative to the propagation velocity and dimensions of
the object), the stress wave will make multiple reflections and eventually attain equi-
librium in the solid and a quasi-static condition may be assumed. At a high strain rate,
there is insufficient time for stress equilibrium to be achieved within the medium, so
the stress wave phenomenon occurs.

Plastic flow is a kinetic process. Although it is often convenient to think of a poly-
crystalline solid as having a well-defined yield strength, below which it does not flow
and above which the flow is rapid, this is true only at absolute zero temperature. In
general, the stress at which to induce further deformation to a solid depends on the
strain history of the solid, the applied strain rate and the temperature (Armstrong &
Walley, 2008; Field, 1994, 2004; Fallansbee, 1985; Gray, 2003). Plastic deformation
in metals occurs through transportation of dislocation. Finite time is needed for the
transportation; thus, transportation of dislocation in the solder joints is inhibited at
high strain rate resulting in the suppression of plastic deformation. A full description
of the constitutive properties of metals must include strain rate and temperature.

Under an isothermal condition, the flow stress of a material is a function of its strain
and strain rate. The constitutive properties have assumed many forms (Armstrong &
Walley, 2008); principally, the exponential equation

_ε ¼ a expðbsþ cεÞ (12.1)

is credited to Prandtl (Prandtl, 1928), where a, b, and c are experimental constants;
assuming _ε to be independent of ε, Eqn (12.1) may be reduced to the hyperbolic sine
equation:

_ε ¼ C sinhðbsÞ (12.2)

the JohnsoneCook equation (Johnson & Cook, 1985):

s ¼ ðaþ B0
ε
nÞð1þ C log _εÞ (12.3)

Robust Design of Microelectronics Assemblies Against Mechanical Shock, Temperature and Moisture
http://dx.doi.org/10.1016/B978-1-84569-528-6.00012-5
Copyright © 2015 Elsevier Ltd. All rights reserved.

http://dx.doi.org/10.1016/B978-1-84569-528-6.00012-5


the power-law equation (Zener & Hollomon, 1944; Alder & Philips, 1954; Baraya,
1965):

s ¼ so _ε
a (12.4)

where so ¼ Soε
n for ductile material (Ramberg & Osgood, 1943); and the power-law

equation in the form of shear stresseshear strain-shear strain rate (Nemat-Nasser, Li, &
Isaacs, 1994).

s ¼ so

�
1þ g

go

�n� _g

_go

�m
(12.5)

12.1.2 Strain rates in solder joints

Many engineering fields such as impact metal forming, crash worthiness of automo-
biles, birdstrike on aircraft, meteorite impact on satellites, and penetration by projec-
tiles, etc. have substantial experience in robust design at high strain rate, including
characterising and using the rate-dependent constitutive properties of metals. Micro-
electronic packaging could tap into this wealth of knowledge.

The solder joint within a portable electronic device that is experiencing drop impact
does not, in general, experience direct stress from the impact. Rather, the mechanical
shock induces flexural deformation of the printed circuit board (PCB); and the solder
joints deform plastically to accommodate the imposed strain. This results in a signif-
icantly lower strain rate in the solder joint than would be under direct impact.

The frequencies of response of the PCB in a number of portable electronic devices
subjected to 1 m of drop impact have been found in Chapter 6 to be between 300 Hz and
700 Hz. The magnitude of the registered strain on the PCB varies widely between de-
vices and also between the orientation of impact but typically ranges from 1000 to 3000
microstrain. Using the same vehicle described in Section 7.1, the plastic strain in the
outer solder joint when the PCB is subjected to a static bending strain of 3000 micro-
strain has been modelled using finite element analysis, illustrated in Figure 12.1. The
bulk of the solder joint experiences up to 0.002 plastic strain. A ring of elements at
the top and bottom faces of the solder joint experiences a high concentration of plastic
strain with magnitude up to 0.072. Assuming sinusoidal deflection, the corresponding
strain rate for the plastic strain in the solder joint can be estimated using the simple rela-
tion _ε ¼ 2pf ε, where f is the frequency of flexing. Assuming a frequency of 100 Hz, the
corresponding strain rates for the strain of 0.002 and 0.072 have been evaluated to be
1.25 and 45 s�1, respectively. For practical reasons, it is estimated that the range of
strain rate that would be of interest falls between 0.1 s�1 and 250 s�1. It is worth noting
that a ring of material along the edges of the solder joint would experience infinite strain
rate because of geometrical discontinuity; however, the volume of these materials is
insignificant with respect to any effect on the global stiffness of the solder joint.

The quasi-static constitutive properties of solders are readily available in handbooks
(Benjamin, 1989) or from the suppliers of solders. There is also no lack of reports on
the constitutive properties of eutectic 63Sn37Pb solder at strain rates at which creep
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mechanisms are active (Kawashima, 1992; Shi, 2002; Shohji, 2004; Solomon, 1990;
Wray, 1973). However, there are far fewer reports on the constitutive properties of sol-
der at high strain rate. Early work by Clyens and Campbell (Clyens & Campbell, 1974)
reported the stressestrain characteristic of the 62Sn38Pb solder over the strain range
200e4000 s�1 in shear. More recently, Wang and Yi (Wang & Yi, 2002) reported
compressive constitutive properties of the 63Sn37Pb solder over the range
340e1150 s�1 using the split Hopkinson pressure bar (SHPB) technique. However,
the reported stressestrain curves show dramatic strain softening after the yield that
has cast doubt on the quality of the data. Siviour et al. (Siviour, 2005) published
compressive stressestrain data for tin-based solders, including 63SnPb, 96.5Sn3.5Ag,
95.5Sn3.8Ag0.7Cu, 96.5Sn3.0Ag0.5Cu and 96.2Sn2.5Ag0.8Cu0.5Sb, using the
SHPB technique at strain rates between 500 s�1 and 3000 s�1 and for the temperature
range between �40 �C and 60 �C. Nevertheless, the strain rates from the above refer-
ences are deemed to be too high for solder joints in drop-impact conditions.

12.2 An overview of the experimental techniques for
high strain rate characterisation

A summary of the experimental technique for characterizing the stressestrain property
of materials at high strain rate has been presented by Gray (Gray, 2003). A historical
account of the development of the Hopkinson bar and the related techniques is given
by Field (2004).

Figure 12.1 Typical plastic strain distribution in a solder joint.
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The strain rate used in the mechanical characterisation of materials may be conve-
niently categorised into four regimes (Fallansbee, 1985) as given in Table 12.1 in
which the appropriate experimental techniques are also listed.

12.2.1 Conventional mechanical tester

Mechanical testers are typically screw or servo-hydraulic driven and offer flexibility in
force and displacement control. They are routinely used to characterise the stresse
strain response of materials at strain rate less than 0.1 s�1, but can be used to achieve
higher strain rate.

In view of the relative ease of holding specimens in compression, it is much easier
to perform compression than tension tests at high strain rate. Compression is achieved
by positioning the specimen, typically uniform in cross-section, on a fixed anvil while
another anvil mounted on a crosshead is travelled at a controlled speed toward the fixed
anvil. The displacement of the crosshead u(t) is measured using a linear velocity
displacement transducer while the compressive force F(t) is measured through a
load cell. Care is needed to ensure free expansion of the two ends of the specimen
that are in contact with the anvils such that the condition of uniaxial load and uniform
cross-sectional stress prevail.

In the ideal case, a uniform stress and strain develops over the cross-section A(t)
and along the length l(t) of the test specimen. The true stress s(t) in the specimen is
given by:

sðtÞ ¼ FðtÞ
AðtÞ (12.6)

while the incremental true strain in the specimen is given by:

dεðtÞ ¼ dlðtÞ
lðtÞ (12.7)

Table 12.1 Strain rate regimes and experimental
characterisation techniques

Strain rate regime Experimental technique

Low rate
_ε < 0:1 s�1

Standard test procedures using
conventional mechanical tester

Medium rate
0:1 s�1 � _ε � 200 s�1

• Mechanical tester with ultra capacity
• Cam plastometer
• Drop weight

High rate
200 s�1 � _ε � 105 s�1

• Hopkinson pressure bar
• Taylor rod impact

Very high rate
_ε � 105 s�1

Flyer plate impact
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Integrating Eqn (12.7) gives the true strain in the specimen as:

εðtÞ ¼
Z l

lo

dl
l
¼ lnðlÞ � lnðloÞ ¼ ln

lðtÞ
lo

(12.8)

where lo is the initial length of the specimen.
The rate of change of true strain, referred to as the instantaneous strain rate or the

true strain rate, experienced by the test specimen is given by:

_εðtÞ ¼ dεðtÞ
dt

¼ 1
lðtÞ

�
dlðtÞ
dt

�
¼ VðtÞ

lðtÞ (12.9)

where V ¼ dl/dt is the relative velocity at which the two ends of the anvils on which the
two faces of the test specimen rest are moving toward each other.

In practice, the crosshead speed of the mechanical tester is typically set at a constant
speed Vo; this gives:

_εjV¼Vo
¼ Vo

lo � Vot
(12.10)

Therefore, specimens tested using conventional mechanical testers typically expe-
rience monotonically increasing strain rate with time and hence with displacement.
Moreover, an initial gap between the compression anvil and the test specimen must
be catered to allow for the acceleration of the crosshead from rest to the desired test
speed of Vo.

For reasons of easy reading, the term true will be omitted in the subsequent text
when describing true stress, true strain and true strain rate.

12.2.1.1 The upper limit of mechanical testers

The practically attainable strain rate of a mechanical tester is limited by the inertia of its
machine elements. Most conventional mechanical testers have a maximum crosshead
speed of a few millimetres per second. Using a specimen of a few millimetres length, it
is possible to achieve a strain rate of a couple of strains per second. However, this is
way below the strain rates in the solder joint of a portable electronic device subjected to
drop impact. Specially designed testing machines, typically equipped with high-
capacity servo-hydraulic valves and high-speed control and data-acquisition instru-
mentation, can be used during compression testing to achieve strain rates as high as
200 s�1 (Gray, 2003). However, such specialised machines are extremely expensive
and rare; care must also be taken to ensure that the accuracy of the measured load
and displacement are not affected by the dynamics of the machine structure and the
measuring instruments.

12.2.2 Split Hopkinson pressure bar (SHPB)

The Hopkinson bar technique is named after Bertram Hopkinson who, in 1914, studied
the shape and evolution of stress pulses as a function of time as they propagated down
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a long rod. Building on the experience of Hopkinson and Davies (1948) and Kolsky
(1949) had independently devised the split Hopkinson pressure bar (SHPB) technique
that is now commonly used for characterizing the dynamic stressestrain response of
materials. Readers are advised to refer to the work of Field (Field, 2004) for a detailed
narration of the historical development of material testing at high strain rate. A sche-
matic of the SHPB technique is shown in Figure 12.2. A specimen is sandwiched be-
tween an incident bar and an output bar; a striker bar of similar diameter as the incident
and the output bars strikes the incident bar squarely at a given velocity Vo and sets up a
stress wave propagating down the incident bar, the specimen and the output bars. The
stressestrain response of the specimen can be evaluated from measurements of the
incident, the reflected, and the transmitted strain-time pulse in the incident and output
bars; the strain-time pulse is measured at some distances from the specimen so that the
incident and the reflected pulses are distinguishable.

If the incident bar, the output bar and the test specimen are of similar cross-section,
and ignoring radial inertial, the stress wave in the bars and test specimen may be
described using the one-dimensional (1-D) wave equation:

v2u

vt2
¼ c2L

v2u

vx2
(12.11)

where u is the displacement of particles on a longitudinal medium along the
longitudinal direction; cL ¼ O(E/r) is the propagation velocity of the stress wave; and
E and r are the elastic modulus and density of the medium, respectively. The general
solution to Eqn (12.11) is in the form:

u ¼ f ðx� cLtÞ þ gðxþ cLtÞ (12.12)

Strain gauge 
Vo 
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1 2

Figure 12.2 (a) Schematic of SHPB; (b) enlarged view of specimen; and (c) strain wave across
interfaces.
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where f(x � cLt) and g(x þ cLt) describes a wave that propagates in the þve and in the
eve x-direction, respectively. Differentiating Eqn (12.12) with respect to x and t,
respectively, gives strain and particle velocity:

ε ¼ vu

vx
¼ f 0ðx� cLtÞ þ g0ðxþ cLtÞ

V ¼ vu

vt
¼ �cL:f

0ðx� cLtÞ þ cL:g
0ðxþ cLtÞ

(12.13)

The velocity and strain are related by the constant cL; that is,

V ¼
(�cLε

cLε

for stress wave propagating in the þve x-direction

for stress wave propagating in the �ve x-direction

Continuity of strain at interface ① of the input bar gives:

ε1;I ¼ εIðtÞ þ εRðtÞ (12.14)

The particle velocity in the input bar at interface ① is given by:

V1;I ¼ cL;I½�εIðtÞ þ εRðtÞ� (12.15)

and the stress in the input bar at interface ① is simply:

s1;I ¼ EI½εIðtÞ þ εRðtÞ� (12.16)

In practice, the cross-sectional area of the specimen As is usually marginally smaller
than that of the incident bar AI; the conditions of force equilibrium and continuity
at interface ① give the stress and the particle velocity in the specimen as:

s1;s ¼ s1;I
AI

As
;V1;s ¼ V1;I (12.17)

Note that s1,s may exceed the yield strength of the specimen.
Performing similar analysis at interface ② yields:

ε2;T ¼ εTðtÞ

s2;T ¼ ETεTðtÞ; s2;s ¼ s2;T
AT

As

V2;T ¼ �cL;T:εTðtÞ; V2;s ¼ V2;T

(12.18)
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The specimen does not experience the same magnitude of stress along its length at
time t. The average stress in the specimen is given by:

saveðtÞ ¼ 1
2

�
s1;sðtÞ þ s2;sðtÞ

� ¼ EIAI½εIðtÞ þ εRðtÞ� þ ETATεTðtÞ
2AsðtÞ (12.19)

Similarly, strain rate in the specimen varies along its length. From Eqn (12.9), the
mean strain rate in the specimen is:

_εðtÞ ¼ V2;sðtÞ � V1;sðtÞ
lðtÞ ¼ cL;I½εIðtÞ � εRðtÞ� � cL;TεTðtÞ

lðtÞ (12.20)

The mean strain in the specimen is simply:

εðtÞ ¼
Z t

0

_εðsÞds (12.21)

Assuming that after an initial ringing up period the specimen reaches force equilib-
rium, then s1;IAI ¼ s2;TAT, which implies that EIAI[εI(t) þ εR(t)] ¼ ETATεT(t). If the
input and the output bars are made of identical material and have identical cross-
sections, then εT(t) ¼ εI(t) þ εR(t). Substituting this into Eqn (12.20) gives:

_εðtÞ ¼ 2cLεRðtÞ
l

(12.22)

From Eqn (12.18), the stress in the specimen can be taken from the transmitted
bar as:

ssðtÞ ¼ ETεTðtÞ AT

AsðtÞ (12.23)

12.2.2.1 The lower limit of SHPB

The absence of machine structure and measuring instruments in the SHPB technique
allows measurement at high strain rate and is limited only by the radial inertia of the
test bars due to the Poisson ratio effect. The upper limit of strain rate for the SHPB
technique is approximately 10�5 s�1 for a material that has high sound speed (Gray,
2003). However, as far as the solders for drop-impact applications are concerned, it
is the lower limit of the SHPB technique that is of particular interest. The strain rate
of interest in the solder joints of portable electronic devices subjected to drop-impact
ranges from less than 1 s�1 to a couple of hundreds of strains per second. Even the
upper range of the strain rate of interest stretches the lower limit of the SHPB
technique, which will be analysed in detail below.
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Referring to Figure 12.2, upon striking the impact bar a compressive stress wave is
initiated in the striker bar at its impact end, which propagates toward the free end; upon
reaching the free end, the stress wave turns into a tension wave and propagates back
toward the impact end. Upon reaching the impact end, the striker bar rebounds and
breaks contact with the incident bar. The duration of the incident pulse is given by:

tincident ¼ 2Lst
cL;st

(12.24)

where Lst is the length of the striker bar and cL,st is the velocity of the longitudinal wave
in the striker bar. Assuming the strain rate in the specimen does not change with time
(this condition suggests that the incident strain pulse is of constant magnitude with
time), then

tincident ¼ ε

_ε
(12.25)

and substituting this into Eqn (12.4) gives:

Lst ¼ cL;stε

2_ε
(12.26)

The striker bar is typically made of steel the longitudinal wave velocity of which is
cL,st z 5000 m/s. For a specimen strain and strain rate of ε ¼ 0.1 and _ε ¼ 1000 s�1,
respectively, the required length of the striker bar is Lst ¼ 0.25 m, which is about
the practical limit before the striker bar may experience buckling. Reducing the strain
rate to say 100 s�1 requires a striker bar of 2.5 m in length, which is impossible.

12.2.3 Drop-weight technique

There is a gap of strain rate between the upper limit of the conventional mechanical
tester and the lower limit of the SHPB technique. The strain rate experienced by solder
joints in the drop impact of portable electronic devices happens to fall within this gap.
While this regime of strain rate can be managed using an ultra-capacity mechanical
tester or a cam plastometer (Table 12.1), these items require heavy capital investment.
By contrast, a drop-weight tester is relatively economical to set up.

The drop-weight technique uses a falling weight to introduce compressive load to
the specimen. A typical drop-weight testing set-up is illustrated in Figure 12.3. The
compression load on the specimen is measured using a load cell placed at the bottom
of the specimen. Given the desired initial strain rate (or engineering strain rate), _εo, and
the initial length of the specimen lo, the initial velocity of the drop weight Vo is:

Vo ¼ _εolo (12.27)

Assuming equilibrium of forces at the top and the bottom faces of the specimen, the
force that retards the drop weight is the same as that measured by the load cell.
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Assuming negligible frictional force, the acceleration, and hence the velocity and the
displacement, of the drop weight can be evaluated:

VðtÞ � Vo ¼ 1
M

Z t

o

FðsÞds

uðtÞ � 0 ¼
Z t

o

VðsÞds

(12.28)

Assuming the drop weight and the load cell to be perfectly rigid, then the instanta-
neous length of the specimen l(t) is given by:

lðtÞ ¼ lo � uðtÞ (12.29)

Alternatively, the drop-weight displacement may be measured directly using a laser
linear measurement instrument.

The drop-weight technique suffers from the risk of ‘amplification of load’ due to the
inertia of the load cell. Modeling the load cell as a spring-mass system, the response of
the load cell to a half-sine impact force is identical to that due to a half-sine shock, the
solution of which has been given in Chapter 10. Figure 12.4 shows the response
spectra of a load cell of resonant frequency u impacted upon by a half-sine force pulse
of F ¼ Fo sin Ut. Depending on the frequency ratio, the load cell may register a very
different magnitude of load Fd from the actual applied load Fo. An ideal load cell is one
whose natural frequency is at least five times that of the highest frequency component
of the impact pulse. Accompanying the ‘amplification’ is the ringing of the load due to
the load cell being set into a harmonic motion.

All compression test methods suffer from the barrelling of a specimen caused by the
frictional contacts at the two ends of specimen and buckling of specimen. While the
elimination of barrelling requires a specimen of large length-to-diameter aspect ratio,
the reverse is true for buckling.

Specimen

Load cell

Drop massM 

H 

Before impact 

M

F(t)

After impact

a(t), V(t), u(t)

Figure 12.3 Schematic of drop-weight test technique.

420 Robust Design of Microelectronics Assemblies



12.3 Characterisations of solders using drop-weight test

12.3.1 Materials and experimental set-up

The stressestrain properties of four tin-based solders are characterised at eight en-
gineering strain rates and these are listed in Table 12.2. Two specimens were tested
at each strain rate. The engineering strain rates _εo between 0.005 s�1 and 6.0 s�1

were obtained using the standard Instron Micro-Force Tester, the crosshead of which
was driven at constant speed. For the engineering strain rate of 6.0 s�1, a level was

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

0 2 4 6 8 10
Frequency ratio, ω/Ω  

F d
 /F

o 

Figure 12.4 Dynamic amplification of load cell.

Table 12.2 Test matrix for solders

Solders
Initial strain
rate, _εo (sL1) Test methods Drop weightCompositions Designation

63.0% Sn, 37.0% Pb Sn37Pb 0.005 Mech. tester N.A.

98.5% Sne1.0%
Age0.1% Cu

SAC101 0.05 Mech. tester N.A.

95.5% Sne3.0%
Age0.5% Cu

SAC305 1.0 Mech. tester N.A.

96.5% Sne3.5% Ag Sn3.5Ag 6.0 Mech. tester
(with
leverage)

N.A.

65 Drop weight 55 kg

100 Drop weight 55 kg

200 Drop weight 45 kg

300 Drop weight 45 kg
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used to amplify the crosshead speed by six times. The engineering strain rates _εo
between 65 s�1 and 300 s�1 were characterised using a drop-weight tester that
was specially developed for this purpose. The specimens used in the test were
4 mm in diameter and in length. Test specimens were machined from extruded
bars for Sn37 Pb, Sn-3.5Ag and SAC305 solder alloys, and from cast bars for
SAC101 solder alloy.

A picture of the drop-weight tester is shown in Figure 12.5. The drop-weight tester
consists of two parallel frames along which a horizontal structure attached with a
weight of desired mass slides vertically. The drop weight is elevated using a motor-
ised drive; at the desired height, the weight is released and falls squarely onto the
specimen, compressing it between the drop weight and a load cell (Model 9081A
from Kistler that has a resonant frequency of 50 kHz). The load cell is pre-
compressed and is attached rigidly to an anvil of substantial mass to prevent the rigid
body motion of the load cell during impact. The anvil is isolated from the test frame of
the test apparatus to eliminate transmission of the impact wave to the test frame. The
effect of contact friction is minimised through the application of graphite lubricant
across the two contact surfaces of the specimen. The drop height is varied to achieve
the desired engineering strain rate. Drop weights of 55, 55, 45 and 45 kg are used for
_εo ¼ 65, 100, 200 and 300 s�1, respectively. The higher drop weights for the lower
strain rates are necessary to ensure that there is sufficient kinetic energy to induce
the required strain in the specimen. For ease of mounting, the drop weight is offset
from the two vertical frames. A laser distance measurement device (model LK-G87
from Keyence that has a resolution of 0.2 mm and dynamic data rate of 20 ms) is
attached to the anvil to measure the displacement of the drop weight relative to the
anvil. Unfortunately, laser measurements were only taken for strain rates of 65
and 100 s�1.

Load cell 
Test specimen 

Laser displacement
measurement  

Drop weight 

Figure 12.5 Drop-weight tester and test set-up.
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12.3.2 The basic characteristics

12.3.2.1 Forceevelocityetime characteristics

Mechanical tester
It is inevitable that the surfaces of the compression anvil and the specimen are not
perfectly parallel to each other; a small pre-compression is applied to the specimen
to take up this deviation. Figure 12.6 shows the forceevelocityetime characteristics
of Sn37 Pb solder obtained using a standard mechanical tester at _εo ¼ 1 s�1.
A compressive force is registered as positive and a downward velocity of the drop
weight is registered as positive. The crosshead is accelerated to the programed speed
almost instantaneously followed inevitably by transitory oscillation before settling at
the programed speed. The initial rapid rise in compressive force is attributable to the
elastic deformations of the test specimen, the load cell and the test structure. This is
followed by a more gradual linear increase in the magnitude of compressive force
with time, which is the result of a combination of (1) strain hardening, (2) increasing
diameter of the specimen A(t) ¼ Aolo/(lo� Vot) and (3) increasing strain rate
_εðtÞ ¼ Vo=ðlo � VotÞ.

Drop-weight tester
Figure 12.7 shows the forceetime characteristic for Sn37Pb solder for _εo ¼ 65 s�1,
which shows ① an initial rapid rise in the contact force to tz 0.5 ms, followed by
② a period of sustained and gradual increase in contact force to a peak force at
t ¼ 12 ms, then by ③ a rapid descent in contact force until nil magnitude at
t ¼ 14.3 ms, and finally followed by④ a period of nil force before another⑤ impulse
of force is registered between 16 ms � t � 18 ms. Physically, response① is the com-
bination of the establishment of full area contact between the anvil and the test spec-
imen and the elastic deformation of test specimen; response ② is associated with
increasing diameter of test specimen accompanied by strain hardening; response
③ is associated with elastic unloading of the specimen; response ④ is associated
with rebound and airborne of the drop weight; and response④ is due to the secondary
impact of the drop weight against the load cell after the rebound.
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Figure 12.6 Forceevelocityetime characteristics of Sn37Pb solder uniaxial tested at _εo ¼ 1 s�1.
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Figure 12.8 shows the displacementetime characteristics of Sn37Pb solder at
_εo ¼ 65 s�1 for a specimen obtained using laser measurement (ulaser) and by integra-
tion (uint) using Eqn (12.28), respectively. The two measurement methods give similar
displacement readings up to the duration of 3 ms, after which, they diverge and the
laser measurement gives consistently higher readings than the integration method.
The velocityetime characteristics of the dead weight obtained using integration and
laser measurement, respectively, are superimposed onto the forceetime measurement
and shown in Figure 12.9. Note that the compressive force is taken as positive. The
following responses are envisaged:

• There are two instances when there is no impact force: at t ¼ 0 and when the drop weight is
airborne; the gradient of the velocityetime curves should be zero at these two instances. The
first condition, dV(t ¼ 0)/dt, is satisfied by both the Vet curves; however, the airborne con-
dition is satisfied only by the Vet curve using integration while that by laser measurement
shows a marginal delay in response.
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Figure 12.8 Comparison of the displacement measurements using direct integration and laser
measurement instrument for Sn37Pb solder for _εo ¼ 65 s�1.
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Figure 12.7 Forceetime characteristics of the Sn37Pb solder for _εo ¼ 65 s�1.
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• The drop weight is expected to come to a full stop (V ¼ 0) after the instance of peak load but
before the instance of elastic unloading; this occurrence has been marginally delayed for the
data using laser measurement and marginally advanced for the data using integration.

• Physically, the drop weight should have acquired a small magnitude of upward (negative)
velocity during the initial rebound. This is reflected in the data using laser measurement.
By contrast, the rebound velocity obtained using integration appears to be grossly excessive.

Overall, it appears that the laser measurements give more reliable displacement
data.

The difference in displacement measurements between the laser and the integration
methods translates to the difference in the measured strain in the test specimen. Math-
ematically, this is given by:

Dε ¼ εintegration � εlaser ¼ ln

�
lo � uintegration
lo � ulaser

�
(12.30)

Figure 12.10 shows plots of deviation in strain, Dε, versus the strain obtained using
laser measurement, εlaser, for the Sn37Pb solder at _εo ¼ 65 s�1 and _εo ¼ 100 s�1.
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Figure 12.9 Forceevelocityetime characteristics of Sn37Pb solder for _εo ¼ 65 s�1.
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Figure 12.10 Deviation in the measured strain for Sn37Pb solder at _εo ¼ 65 s�1 and
_εo ¼ 100 s�1.
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Note that the deviation increases with increasing strain. Nevertheless, the absolute
deviation is only 0.027 at εlaser ¼ 0.2 and 0.06 at εlaser ¼ 0.3 for _εo ¼ 65 s�1; and
the magnitude of deviation decreases with increasing strain rate. For all practical pur-
poses, the deviation is deemed negligible. For this reason and for the reason of main-
taining consistency between the force and the displacement measurements, the
integration method is used in the subsequent analyses.

12.3.2.2 Strain rate characteristics

Differentiating strain rate with respect to strain gives:

d _ε
dε

¼ d
�
Vl�1

	
dε

¼ dV
ldε

þ V
dl�1

dε
(12.31)

Denoting compressive strain as positive, the instantaneous length of the specimen is
given by:

l ¼ loe
�ε (12.32)

Substituting this into Eqn (12.31) gives:

d _ε
dε

¼ eε

lo

�
dV
dε

þ V

�
¼ 1

lo

d
dε

ðeεVÞ (12.33)

Integrating Eqn (12.33) w.r.t. strain and together with the initial condition _εo ¼ Vo=lo
give the equation for strain rate as:

_ε ¼ eεV

lo
(12.34)

The ratio of the instantaneous (true) strain rate to the initial (engineering) strain rate
is given by:

_ε

_εo
¼ eεV

Vo
(12.35)

Fractional strain rate deviation D_εmay be defined as the fractional deviation of the true
strain rate _ε from the initial strain rate _εo:

D _ε ¼ _ε

_εo
� 1 (12.36)
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Mechanical tester
Substituting V ¼ Vo into Eqn (12.35) gives:

_ε ¼ _εoe
ε (12.37)

That is, the strain rate in the test specimen increases exponentially with strain. This
is illustrated in Figure 12.11 using the experimental data of Sn37Pb solder at
_εo ¼ 1 s�1. The fractional strain rate deviation is given by:

D_ε ¼ eε � 1 (12.38)

Thus, the fractional deviation of the true strain rate from the initial strain rate increases
with increasing strain. At ε ¼ 0.5, D _ε ¼ 65%, which is very significant.

Drop-weight tester
Figure 12.12 shows the experimental velocity versus strain characteristic of the
Sn37Pb solder at _εo ¼ 100 s�1 for 0 � ε � 0.5, which can be described by the
parabolic equation:

V ¼ �201ε2 � 151εþ 403 (12.39)

Also shown in the figure are the experimental strain rate characteristics of the
solder, which suggests a non-monotonic variation of strain rate e increasing strain
rate from ε ¼ 0 to peak strain rate at ε z 0.4, followed by decreasing strain rate.
The exact instance of strain that corresponds to maximum strain rate can be evaluated
mathematically by substituting Eqn (12.39) into Eqn (12.33) to give:

d_ε
dε

¼ eε

lo

��201ε2 � 553εþ 252
	

(12.40)
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Figure 12.11 _ε versus ε for SnPb solder at _εo ¼ 1 s�1.
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and setting d _ε=dε ¼ 0 to arrive at ε ¼ 0.40. The mathematical equation for strain
rate can be evaluated by substituting Eqn (12.39) into Eqn (12.34) giving:

_ε ¼ eε
��201ε2 � 151εþ 403

	
lo

(12.41)

The coefficients {e201, e151, 403} agree remarkably well with the coefficients
{e199, e152, 404} obtained from least-squares fitting of the test data as shown in
Figure 12.12. The maximum fractional strain rate deviation is 16%.

12.3.2.3 Visual appearance of test specimens

Figure 12.13 shows the visual appearances of deformed specimens of Sn37Pb, SAC101,
Sn3.5Ag and SAC305 solder alloys. In general, the specimens suffer very limited bel-
lowing; therefore, the conditions of uniaxial stress and uniform cross-sectional stress/
strain can be assumed for these specimens. The circumferential surfaces of the solder
materials show rather distinct characteristics. A wrinkled pattern is observed along
the circumferential surface of the Sn37Pb solder specimen (Figure 12.13(a)), probably
due to the collapse of the oxide layer. Interestingly, the SAC101 solder specimen
displayed 3-D lumpy appearance (Figure 12.13(b)), possibly a reflection of the large
grainy structure of the solder. However, cracks are observed on some Sn3.5Ag and
SAC305 solder specimens. Sn3.5Ag solder specimens typically exhibit shallow circum-
ferential cracks on their top or bottom surface (Figure 12.13(c) and (d)) that do not typi-
cally propagate to their cylindrical surface. The crack is attributed to contact friction.
The SAC305 solder specimen tends to exhibit vertical crack along its cylindrical surface
(Figure 12.13(e)) and grows inward in the circumferential direction (Figure 12.13(f)).
The presence of cracks in the deformed specimens suggests that the Sn3.5Ag and
SAC305 solders are less ductile than the Sn37Pb and the SAC101 solders. Inevitably,
cracking will have a direct impact on the measured stressestrain responses of the
specimens.
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Figure 12.12 Experimental velocity and strain rate versus strain and the fitting equations for
SnPb solder at _εo ¼ 100 s�1.
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12.4 The stressestrain characteristics of solders

12.4.1 Expressed as non-iso-strain rate

The stressestrain characteristics of Sn37Pb, SAC101, Sn3.5Ag and SAC305 solders
are shown in Figure 12.14 identified by the initial strain rate _εo ¼ Vo=lo. It is noted that
the elastic response of the solders is unable to be reliably measured using this method
in view of the significant elastic deformation of the test structure including the load
cell. For practical reasons, the terms strain and plastic strain are interchangeable in
the following discussions.

High-frequency resonant noises from the load cell are observed for the higher strain
rate but damped off rapidly with increasing strain. A low-pass filter set at a frequency

(d)(c)

(b)(a)

Cracks 

Crack

(f)(e)

Cracks

Crack

Figure 12.13 Distinct characteristics of deformed solder specimens: (a) Sn37Pb, (b) SAC101,
(c) and (d) Sn3.5Ag, and (e) and (f) SAC305.
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just below the resonant frequency of the load cell is used to filter off the noise. Never-
theless, the quality of the data at the low strain region (jεj < 0.05) may have been
compromised by the noises and filtering. ‘Strain softening’ is observed for some of
the solder alloys at a very low strain rate of 0.005 s�1 attributed to creep. However,
strain softening is observed for Sn3.5Ag and SAC305 solders for almost all strain rates.
Given the evidence of microcracking in the test specimens of Sn3.5Ag and SAC305
solders, it is highly likely that the observed strain softening at higher strain rate for
the two solders is an artefact of microcracking rather than true material response.

12.4.2 Expressed as iso-strain rate

It is also clear from the discussion in Section 12.3.2 that the experimental strain rate in a
mechanical or a drop-weight test is a function of strain; that is, _εðεÞ; hence, the experi-
mental stressestrain data are not obtained at constant strain rate. For the purposes of
constructing a true rate-dependent constitutive equation, these experimental stresse
strain datamust be transformed to an iso-strain rate condition. The transformation relation
can be established using any of the five constitutive equations from Eqn (12.1) to Eqn
(12.5). Using Eqn (12.4) as an illustration and assuming so independent of strain rate,
the stressestrain data pair fs _ε1 ; _ε1g may be transformed to fs _ε2 ; _ε2g using the relation:

s _ε2 ¼ s _ε1

�
_ε2
_ε1

�a
(12.42)
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Figure 12.14 Stressestrain characteristics of (a) Sn37Pb, (b) SAC101, (c) Sn3.5Ag, and
(d) SAC305 expressed in curves of initial strain rate _εo ¼ Vo=lo.
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Designating the stress and the instantaneous strain rate under the condition of non-
iso-strain rate as s _εiðεÞ and _εiðεÞ, respectively, these may be transformed to the desired
iso-true-strain rate as:

s _εisoðεÞ ¼ s _εiðεÞ
�

_εiso
_εiðεÞ

�a

(12.43)

Choosing the initial strain rate _εo as the desired iso-true strain rate, that is, _εiso/ _εo,
and substituting with Eqn (12.35), _εi= _εo ¼ eεVi=Vo gives:

s _εisoðεÞ ¼ s _εiðεÞ
�

Vo

eεVðεÞ
�a

(12.44)

The fractional stress deviation Ds is defined as:

Ds ¼ s _εi

s _εiso

� 1 ¼
�

_εi
_εiso

�a

� 1 (12.45)

Choosing the initial strain rate _εo as the desired iso-true-strain rate, then:

Ds ¼
�
eεVðεÞ
Vo

�a

� 1 (12.46)

12.4.2.1 Mechanical tester

For tests performed using a mechanical tester, V ¼ Vo, the stress transformation equa-
tion, Eqn (12.44), becomes:

s _εiso ¼ s _εie
�aε (12.47)

and the fractional stress deviation becomes

Ds ¼ eaε � 1 (12.48)

For aε < 0.1, eaε z 1 þ aε; and

Dszaε (12.48a)

That is, the fractional stress difference Ds increases almost linearly with strain with
a gradient a, independent of the initial strain rate. Note that at ε ¼ 0.5 and a ¼ 0.1, D _ε

is 65% while Ds is a mere 5%; the effect of nonuniform strain rate on the true magni-
tude of flow stress is therefore not as alarming as it might have appeared.
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12.4.2.2 Drop-weight tester

For tests performed using the drop-weight technique and for aε < 0.1, substituting
eaε z 1 þ aε into Eqn (12.46) gives:

Ds ¼ ð1þ aεÞ
�
V

Vo

�a

� 1 (12.49)

For a drop weight of large kinetic energy, the ratio V/Vo will be less than but near
unity, and so is the function (V/Vo)

a; the fractional stress error will be bounded and
fall within the range 0� Ds� aε. Conversely, the ratio V/Vo for a drop weight of small
kinetic energy may become significantly less than unity and the fractional stress error
will be unbounded and Ds � 0. Thus, we should always guard against a drop weight
of insufficient kinetic energy. This is particularly susceptible when testing at low
strain rate.

The fractional stress difference Ds for the Sn3.5A5 solder at the initial strain rate of
_εo ¼ 65, 100, 200 and 300 s�1 is shown in Figure 12.15. The magnitudes of Ds are less
than 4% at ε ¼ 0.3 for _εo ¼ 100, 200 and 300 s�1; but note that Ds ¼ �6% at ε ¼ 0.3
for _εo ¼ 65 s�1 and increased exponentially to 15% at ε¼ 0.35. In hindsight, a signif-
icantly larger mass of drop weight should have been used for the test at _εo ¼ 65 s�1.

Using the transformation equation, Eqn (12.44), the experimental flow stresses of
the solders have been mapped into iso-strain rate at _ε ¼ _εo; and these are given in
Table 12.3 for six strains and eight strain rates. Note that the flow stress for
Sn3.5Ag and SAC305 solders at _ε ¼ 1 s�1 and _ε ¼ 6 s�1, and for SAC101 solder
at _εo ¼ 6 s�1, are missing due to unplanned experimental procedures.

12.5 The constitutive equations of solders

12.5.1 s ¼ Soεn _εa

Rewriting Eqn (12.4) as:

s ¼ soðεÞ _εa (12.50)

5%

0%0.0

65 s–1

100 s–1

200 s–1

300 s–1

0.1 0.2 0.3 0.4

Strain

Δ
, % –5%

–10%

–15%

–20%

σ

Figure 12.15 Fractional stress difference Ds of Sn3.5Ag solder.
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Table 12.3 Stressestrain at iso-strain rates

Mat

Fitted
equation,
Eqn (12.50)
s[Soεn _εa ε

_ε

0.005 0.5 1 6 65 100 200 300

Sn37Pb So ¼ 84.2
a ¼ 0.077
n ¼ 0.182
zo ¼ 21.1

0.05 37.9 52.2 46.9 48.5 59.8 64.5 74.0 69.2

0.10 39.6 56.6 54.6 60.4 70.3 82.1 89.5 89.5

0.15 40.8 59.1 57.9 66.2 77.0 89.3 104.7 96.0

0.20 41.6 60.8 60.0 69.9 82.9 93.0 104.6 99.1

0.25 42.3 61.9 61.5 71.5 84.3 97.2 104.2 101.6

0.30 42.7 62.5 62.1 72.2 90.5 99.7 107.4 108.3

SAC101 So ¼ 96.7
a ¼ 0.124
n ¼ 0.265
zo ¼ 90.3

0.05 30.8 48.2 46.9 24.5 66.2 70.0 91.1 86.3

0.10 32.8 54.3 55.8 54.7 93.2 101.8 130.8 130.6

0.15 33.7 57.7 59.2 64.8 106.3 112.0 137.9 140.3

0.20 34.2 60.3 61.5 68.9 110.3 115.6 141.2 147.4

0.25 34.7 62.1 63.3 71.1 114.4 117.3 143.8 148.2

0.30 35.1 63.4 64.3 119.5 117.5 143.4 150.9
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Table 12.3 Continued

Mat

Fitted
equation,
Eqn (12.50)
s[Soεn _εa ε

_ε

0.005 0.5 1 6 65 100 200 300

Sn3.5Ag So ¼ 94.2
a ¼ 0.115
n ¼ 0.092
zo ¼ 81.8

0.05 51.0 65.8 54.4 52.9 115.8 121.9 147.8 150.8

0.10 50.2 74.4 74.3 80.9 127.1 133.5 160.7 160.8

0.15 49.2 73.7 75.3 84.7 127.4 136.7 166.6 169.1

0.20 47.7 71.8 74.0 129.3 135.4 165.9 165.0

0.25 46.3 69.5 72.1 129.0 133.8 164.9 166.7

0.30 45.2 68.1 130.3 131.1 160.9 162.6

SAC305 So ¼ 88.8
a ¼ 0.117
n ¼ 0.059
zo ¼ 42.0

0.05 47.7 71.1 51.1 56.8 129.2 134.3 144.6 157.1

0.10 47.6 77.1 80.8 87.3 136.8 143.6 154.7 166.6

0.15 47.0 74.9 81.8 90.1 138.3 141.9 155.3 163.2

0.20 45.6 71.1 80.9 137.0 141.3 152.4 165.1

0.25 44.4 68.7 79.3 132.4 138.1 144.5 161.4

0.30 43.6 68.6 130.7 133.6 143.9 157.6
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where

soðεÞ ¼ Soε
n (12.50a)

and So, n and a are constants, the values of which for the respective solders have been

evaluated through regression by minimising zln ¼
Pm

i ½lnðsexpÞ � lnðsEqð50ÞÞ�2i , where
m ¼ 8 (strain rate) times 6 (strain) for full sets of data, but may be smaller for some sets
of data; for example, Sn3.5Ag solder has a total of 45 sets of data. The use of loga-
rithmic data leads to optimal regression for the power-law equation. The coefficients

So, n and a together with the coefficient of fitting error, zo ¼
Pm

i
ðsexp � sEqð50ÞÞ2i

m , are
tabulated in the second column of Table 12.3. The following observations are made:

• Sn37Pb solder has the least rate sensitivity at 0.077, which agrees with the value of 0.08
reported by Clyens (Clyens & Campbell, 1974) for Sn38Pb solder.

• SAC101 solder has the highest rate sensitivity and strain hardening, which agree with the
stressestrain plots shown in Figure 12.14; it also has the highest value of coefficient So,
which, however, does not agree with the stressestrain plots shown in Figure 12.14.

• Sn3.5Ag and SAC305 solders show the least strain hardening, which could be due to micro-
cracking of the test specimen.

12.5.2 s ¼ Sðε; _εÞεnð _εÞ _εa
Expressing s ¼ Soεn _εa as ln s ¼ lnðSoεnÞ þ a lnð _εÞ, the coefficients Soε

n and a for
the respective strain have been evaluated and are tabulated in the third last and last col-
umns of Table 12.4, which is an expansion of Table 12.3. Substituting the value of co-
efficient n given in Table 12.3 into Soε

n, the coefficient So is then evaluated and shown
in the second last column of Table 12.4. The following observations are made:

• The coefficient So decreases with increasing the magnitude of strain as shown in
Figure 12.16. The value of So computed at ε ¼ 0.05 deviates significantly from the linear
trend of the others. It is initially suspected that this is caused by the contribution of elastic
strain becoming significant at small strain thus distorting the accuracy of the data. However,
further analysis, which will be elaborated, suggests that the nonlinear trend can be real.
Nevertheless, a linear trend S1(ε) ¼ So,1(1 þ a1ε) is assumed for simplicity. This is shown
at the bottom of the column.

• The strain rate sensitivity index a is almost independent of strain. An average value is eval-
uated and tabulated at the bottom of the column.

Expressing s ¼ Soεn _εa as ln s ¼ lnðSo _εaÞ þ n lnðεÞ, the coefficients So _εa and n for
respective strain rates are evaluated and are tabulated in the rows following the stress
data. Substituting the value of coefficient a in Table 12.3 into So _εa, the coefficient So is
then evaluated. The following observations are made:

• The absence of adequate data for Sn3.5Ag and SAC305 solders at _εo ¼ 1 s�1 and _εo ¼ 6 s�1

and SAC101 solder at _εo ¼ 6 s�1 has affected rather significantly the accuracy of a and
So evaluated. The affected values of a and ao are ignored in the subsequent calculations.
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Table 12.4 Stressestrain at iso-strain rates (expansion)

Mat

Fitted equation
Eqn (12.51)
s[Sðε; _εÞεnð_εÞ _εa
S1ðεÞ[ So;1ð1Da1εÞ
S2ð_εÞ[So;2ð1Da2 ln _εÞ
nð _εÞ[ noð1Dn1 ln_εÞ ε

_ε

S1ε
n S1 a0.005 0.5 1 6 65 100 200 300

Sn37Pb a ¼ 0.077 0.05 37.9 52.2 46.9 48.5 59.8 64.5 74.0 69.2 49.7 85.7 0.056

0.10 39.6 56.6 54.6 60.4 70.3 82.1 89.5 89.5 56.8 86.4 0.073

0.15 40.8 59.1 57.9 66.2 77.0 89.3 104.7 96.0 60.6 85.5 0.081

0.20 41.6 60.8 60.0 69.9 82.9 93.0 104.6 99.1 62.7 84.0 0.082

0.25 42.3 61.9 61.5 71.5 84.3 97.2 104.2 101.6 63.9 82.2 0.082

0.30 42.7 62.5 62.1 72.2 90.5 99.7 107.4 108.3 65.2 81.2 0.086

So,1 ¼ 88
So,2 ¼ 80
a1 ¼ �0.24

S2 _εa 46.4 71.3 76.6 98.4 117.6 136.3 143.8 144.5 So,1 (1 þ a1 ε) 0.077

a2 ¼ 0.031 S2 69.7 75.2 76.6 85.7 85.4 95.7 95.8 93.3 So,2 (1 þ a2 ln _ε)

no ¼ 0.15
n1 ¼ 0.105

n 0.069 0.102 0.157 0.225 0.225 0.238 0.209 0.232 no(1 þ n1 ln _ε)

SAC101 a ¼ 0.124 0.05 30.8 48.2 46.9 24.5 66.2 70.0 91.1 86.3 44.2 97.7 0.094

0.10 32.8 54.3 55.8 54.7 93.2 101.8 130.8 130.6 57.7 106.3 0.126

0.15 33.7 57.7 59.2 64.8 106.3 112.0 137.9 140.3 62.2 102.8 0.131

0.20 34.2 60.3 61.5 68.9 110.3 115.6 141.2 147.4 64.4 98.6 0.132

0.25 34.7 62.1 63.3 71.1 114.4 117.3 143.8 148.2 65.9 95.1 0.132

0.30 35.1 63.4 64.3 119.5 117.5 143.4 150.9 66.9 92.0 0.132

So,1 ¼ 105
So,2 ¼ 88
a1 ¼ �0.34
a2 ¼ 0.041

S2 _εa 38.3 76.9 81.0 153.2 183.2 178.0 205.6 232.1 So,1 (1 þ a1 ε) 0.124

S2 74.1 83.8 81.0 0.488 109.0 100.3 106.3 114.1 So,2 (1 þ a2 ln _ε)

no ¼ 0.18
n1 ¼ 0.117

n 0.070 0.154 0.175 122.5 0.320 0.282 0.242 0.298 no(1 þ n1 ln _ε)



Sn3.5Ag a ¼ 0.115 0.05 51.0 65.8 54.4 52.9 115.8 121.9 147.8 150.8 69.7 91.7 0.109

0.10 50.2 74.4 74.3 80.9 127.1 133.5 160.7 160.8 80.6 99.5 0.110

0.15 49.2 73.7 75.3 84.7 127.4 136.7 166.6 169.1 81.2 96.6 0.115

0.20 47.7 71.8 74.0 129.3 135.4 165.9 165.0 81.7 94.7 0.117

0.25 46.3 69.5 72.1 129.0 133.8 164.9 166.7 80.0 90.8 0.120

0.30 45.2 68.1 130.3 131.1 160.9 162.6 80.3 89.7 0.118

So,1 ¼ 98
So,2 ¼ 83
a1 ¼ �0.22
a2 ¼ 0.017

S2 _εa 42.5 72.2 98.9 208.9 141.7 143.0 177.9 177.8 So,1 (1 þ a1 ε) 0.115

S2 78.2 78.2 0.173 0.448 87.6 84.2 96.7 92.2 So,2 (1 þ a2 ln _ε)

no ¼ 9.6�10�4

n1 ¼ 11.2
n �0.067 0.013 98.9 170.0 0.060 0.042 0.053 0.048 no(1 þ n1 ln _ε)

SAC305 a ¼ 0.117 0.05 47.7 71.1 51.1 56.8 129.2 134.3 144.6 157.1 70.5 84.1 0.119

0.10 47.6 77.1 80.8 87.3 136.8 143.6 154.7 166.6 82.7 94.7 0.115

0.15 47.0 74.9 81.8 90.1 138.3 141.9 155.3 163.2 82.5 92.2 0.115

0.20 45.6 71.1 80.9 137.0 141.3 152.4 165.1 82.0 90.2 0.118

0.25 44.4 68.7 79.3 132.4 138.1 144.5 161.4 79.7 86.4 0.118

0.30 43.6 68.6 130.7 133.6 143.9 157.6 78.6 84.4 0.117

So,1 ¼ 91
So,2 ¼ 78
a1 ¼ �0.16
a2 ¼ 0.008

S2 _εa 41.8 67.4 126.5 220.2 135.7 138.6 147.1 162.7 So,1 (1 þ a1 ε) 0.117

S2 77.5 73.0 0.265 0.441 83.4 81.0 79.3 83.6 So,2 (1 þ a2 ln _ε)

n ¼ �0.014 n �0.051 �0.034 126.5 178.6 0.007 �0.001 �0.007 0.003 no(1 þ n1 ln _ε)



• The coefficient So increases almost logarithmically with increasing strain rate; that is,
S2ð _εÞ ¼ So;2ð1þ a2 ln _εÞ. This is shown to the right of the row.

• Strain hardening index n increases almost logarithmically with increasing strain rate:
nð _εÞ ¼ no½1þ n1 lnð _εÞ�. This is shown to the right of the row.

• Sn3.5Ag and SAC305 solders exhibit little to no distinguishable dependency on strain rate.
For this reason, an average hardening index is computed for the respective solders.

• Sn3.5Ag and SAC305 solders exhibit a negative harden index at _ε ¼ 0:005 s�1, possibly a
result of creep. The SAC305 solder gives a negative hardening index even at higher strain
rates (100 and 200 s�1), likely to be a result of macrocrack.

The coefficients So,1, So,2, a1, a2, no, n1 and a for respective solders are summarised in
the second column of Table 12.4.

With the new insights gained from the analysis, the constitutive equation is
refined to:

s ¼ Sðε; _εÞεnð _εÞ _εa (12.51)

where it is suggested that:

Sðε; _εÞ ¼ Soð1þ a1εþ a2 ln _εÞ and nð _εÞ ¼ noð1þ n1 ln _εÞ (12.51a)

However, the fact that So,1 s So,2 renders the expression Sðε; _εÞ ¼ Soð1þ a1εþ
a2 ln _εÞ invalid.

12.5.3 s ¼ Sðε; ε0; _εÞεnð _εÞ _εa
Referring to plots of S1 versus strain in Figure 12.16, the magnitude of S1 is observed
to take a nosedive for ε� 0.10. The linearization S1(ε)¼ So,1(1þ a1ε) has significantly
overestimated the magnitude of S1(ε ¼ 0) ¼ So,1. The error from linearizing S1(ε) can
be minimised by translating the reference strain from ε ¼ 0 to ε ¼ ε

0, where ε0 � 0.10.
This is expressed mathematically as S1ðεÞ ¼ So;1½1þ a1ðε� ε

0Þ�. The coefficient

110
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Figure 12.16 Function S1(ε).
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So,1 can be made equal to the coefficient So,2 through appropriate selection of ε
0.

The refined constitutive equation becomes:

s ¼ Sðε; ε0; _εÞεnð _εÞ _εa (12.52)

where

Sðε; ε0; _εÞ ¼ So½1þ a1ðε� ε
0Þ þ a2 ln _ε�; nð _εÞ ¼ no½1þ n1 lnð _εÞ� (12.52a)

The coefficients So, a1, a2, ε0, a, no and n1 for respective solders have been evalu-

ated through regression by minimising z1 ¼
Pm

i
ðsexp � seqð52ÞÞ2i

m . The complete sets of
coefficients, including the error coefficient z1 for respective solders, are tabulated in
Table 12.5. The coefficients associated with Eqn (12.50) are also given for ease of
comparison. On comparing the values of z1 with zo, it is clear that Eqn (12.52) gives
a much better quality of fit than Eqn (12.50). The magnitudes of So for the four solders
using Eqn (12.52) have much better agreement with the stressestrain plots of
Figure 12.14.

12.5.4 s ¼ Sðε; ε0Þεn _εa
The coefficients a2 and n1 are associated with strain rate. Their relatively small mag-
nitudes are noted and their contribution is investigated. The magnitude of a2 that will
give rise to a unit change in So (or the magnitude of n1 that will give rise to a unit
change in no) is just 1=lnð _εÞ. For the maximum strain rate of 300 s�1, this gives a value
of 0.175. Since a2 � 0.175 for the four solders, it is apparent that a2 has little
contribution to So and may be ignored. The function aoðε; ε0; _εÞ may be reduced to
Soðε; ε0Þ ¼ So½1þ a1ðε� ε

0Þ�. The contribution of n1 to no ranges from 0% for
_ε ¼ 1 s�1 to 24% at _ε ¼ 300 s�1 for the Sn37Pb solder, which is significant; however,
for simplicity, the coefficient n1 is set to null such that the hardening index n is now
independent of strain rate. Equation (12.52) is reduced to:

s ¼ Sðε; ε0Þεn _εa (12.53)

where

Sðε; ε0Þ ¼ So½1þ a1ðε� ε
0Þ� (12.53a)

The coefficients So, a1, ε0, a and n for respective solder alloys are evaluated through

regression by minimising z2 ¼
Pm

i
ðsexp � seqð53ÞÞ2i

m , and the complete sets of coefficients
are tabulated in Table 12.5. Comparing the values of z2 with z1, it becomes clear that
Eqn (12.53) that is described with only five coefficients sacrifices little in the quality of
fit compared with Eqn (12.52) that is described with seven coefficients. At the same
time, it is clear from comparing the values of z2 with zo that Eqn (12.50), described
with three coefficients, is grossly inadequate.
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Table 12.5 Coefficients for s[ Soεn _εa, s[ Soðε; ε0; _εÞεnð _εÞ _εa and s[ Soðε; ε0Þεn _εa

Solder alloys

Coefficients for Eqn (12.50)
s[ Soεn _εa

Fitting
error

So n a zo

Sn37Pb 84 0.18 0.077 21.1

SAC101 98 0.26 0.124 90.3

Sn3.5Ag 94 0.09 0.115 81.8

SAC305 89 0.06 0.117 42.0

Solder alloys Coefficients for Eqn (12.52) s ¼ So½1þ a1ðε� ε
0Þ þ a2 ln _ε�εnoð1þn1 ln εÞ _εa Fitting error

So a1 a2 ε
0 n0 n1 a z1

Sn37Pb 71 �0.58 9 � 10�5 0.58 0.21 0.043 0.1 15.4

SAC101 57 �1.1 �6 � 10�4 0.89 0.31 �0.037 0.13 40.8

Sn3.5Ag 87 �0.94 �4 � 10�5 0.37 0.16 0.002 0.132 49.8

SAC305 99 �0.79 �9 � 10�4 0.17 0.12 �0.03 0.118 15.2

Solder alloys Coefficients for Eqn (12.53) sf ¼ So½1þ a1ðε� ε
0Þ�εn _εa Fitting error

So a1 ε
0 n a z2

Sn37Pb 75 �0.58 0.59 0.242 0.086 15.8

SAC101 55 �1.1 0.83 0.262 0.148 41.5

Sn3.5Ag 86 �0.94 0.37 0.159 0.131 49.8

SAC305 97 �0.80 0.17 0.103 0.123 15.3
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Comparing the coefficients of Eqn (12.50) with those of Eqns (12.52) and (12.53),
it is noted that the use of the simpler Eqn (12.50) would lead to an underestimation of
the rate sensitivity a and an overestimation of the stress coefficient So; for example,
the stress coefficient of the SAC 101 solder has been overestimated by more than
70% when using Eqn (12.50). The accurate characterisation of stress coefficient is
highly desirable in that solders with a low stress coefficient are more robust in
drop impact.

12.6 Constant strain rate testing

The ideal test condition is one in which the strain rate experienced by a test specimen is
constant with strain. The feasibility of such an ideal test condition is to be investigated.

The strain rate in a test specimen subjected to compression is given by Eqn (12.29)
as: _εðεÞ ¼ VðεÞeε=lo. By introducing a compression velocity profile,

VðεÞ ¼ Voe
�ε (12.54)

a constant strain rate of _εo ¼ Vo=lo can be achieved. The strain in the specimen at any
time is given by ε ¼ _εot. Substituting this into Eqn (12.54) gives the velocity for
constant strain rate compression as:

VðtÞ ¼ Voe
�_εot (12.55)

12.6.1 Mechanical tester

Integrating Eqn (12.55) with respect to time together with the initial condition,
u(0)¼ 0, gives the required displacement time for the crosshead of a mechanical tester:

uðtÞ ¼ lo
�
1� e� _εot

	
(12.56)

This displacement characteristic can be easily delivered by the controller of commercial
mechanical testers.

12.6.2 Drop-weight tester

The critical role of the kinetic energy of the drop weight in the fractional stress devi-
ation Ds is discussed in Section 12.4.2. The velocity of the drop weight is dictated by
the desired strain rate; thus, the mass of the drop weight is the only test parameter that
is free for manipulation. So far, the selection of the mass of drop weight has been arbi-
trary. The objective of this section is to find the optimum mass of the drop weight that
will give rise to a minimum variation in strain rate in the test specimen over the range
of strain of interest.
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12.6.2.1 Method 1: assume a constant strain rate

The momentum relation gives:

F ¼ m _V (12.57)

Differentiating Eqn (12.55) with respect to time and substituting into Eqn (12.57)
gives:

F ¼ �mVo _εoe
� _εot (12.58)

Under the condition of dynamic equilibrium, F is equilibrated to the reaction
force, �sA, from the test specimen. Substituting s ¼ Soεn _εao from Eqn (12.50) and
A(ε) ¼ Aoe

ε, Vo ¼ _εolo, _εot ¼ ε into the reaction force gives:

m ¼ SoAo _ε
a�2
o

lo
gðεÞ (12.59)

where

gðεÞ ¼ e2εεn (12.60)

Eqns (12.59) and (12.60) suggest a drop mass that varies with strain. Figure 12.17 plots
the function g(ε) for hardening index n equals to 0.1, 0.2 and 0.3 for 0� ε� 0.5, which
shows large variations of nearly 100% for 0.05 � ε � 0.5.

In practice, it is impossible to vary the mass of the drop weight as a function of
strain; instead, a mean value of g(ε),

g ¼
R x

o e
2ε
ε
ndε

x
(12.61)

is sought, which may be evaluated numerically. As an illustration, using n ¼ 0.182 for
the Sn37Pb solder, the value of g for 0 � ε � 0.5 has been evaluated to be 1.33.
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Figure 12.17 Plots of g(ε)
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Substituting g ¼ 1.33, Ao ¼ 12.57 mm2, lo ¼ 0.004 m, εo ¼ 100 s�1; and
So ¼ 84.15 N mm�2, a ¼ 0.077 for the SnPb solder into Eqn (12.59), the optimum
mass of the drop weight is calculated as m ¼ 50 kg.

By fixing the mass, the strain rate will now vary with strain. Equation (12.29) gives:
VðεÞ ¼ lo _εe�ε, which upon differentiation with respect to time gives:

_V ¼ dV
dε

_ε ¼ lo _ε

�
� _εe�ε þ e�ε

d _ε
dε

�
¼ loe

�ε
�� _ε2 þ €ε

	
(12.62)

Substituting Eqn (12.62) and F ¼ �SoAo _ε
a
oe

ε
ε
n into Eqn (12.57) yields:

€ε� _ε2 þ SoAo _ε
a
oe

2ε
ε
n

mlo
¼ 0 (12.63)

which suggests a rather complex function of strain rate.

12.6.2.2 Method 2: assume a parabolic function for velocity

The variation of the function g(ε) for 0 � ε � 0.5 using the above method is exces-
sively large to yield an optimum mass for the drop weight. It is suggested in
Figure 12.12 that the velocity of drop weight may be described rather well using a
parabolic function:

V ¼ Vo
�
1þ b1εþ b2ε

2	 (12.64)

The compressive strain rate in the test specimen is given by Eqn (12.29) as
_ε ¼ Veε=lo; that is,

_ε ¼ _εohðεÞ (12.65)

where

hðεÞ ¼ eε
�
1þ b1εþ b2ε

2 	 (12.65a)

The momentum relation gives:

F ¼ �sA ¼ m _V ¼ mVoðb1 þ 2b2εÞ _ε (12.66)

Substituting s ¼ Soεn _εa, A(t) ¼ Aoe
ε, Vo ¼ _εolo, and Eqn (12.65) into Eqn (12.66)

gives:

m ¼ SoAo _ε
a�2
o

lo
f ðεÞ (12.67)
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where,

f ðεÞ ¼ � eεεn½hðεÞ�a�1

b1 þ 2b2ε
(12.67a)

The objective is to minimise the variation of strain rate and mass within the strain
range of interest. This can be accomplished numerically by minimising the sum of
the mean-normalised variances of h(ε) for 0 � ε � x and f(ε) for 0.1x � ε � x, where
x is the upper limit of the strain range of interest; that is,

Minimise

�
hvariance

h






0�ε�x

þ fvariance
f






0:1x�ε�x

�
(12.68)

Using Sn37Pb solder (assuming n ¼ 0.182 and a ¼ 0.077) as an illustration, the
optimum values of b1 and b2 for x ¼ 0.5 have been evaluated to be �0.43 and
�0.67, respectively. The functions h(ε) and f(ε) are plotted in Figure 12.18. The
peak magnitude of h(ε) occurs near the middle of the strain range, which is an ideal
condition. The variation of h(ε) is limited to 10%. Comparatively, the condition
b1 ¼ b2 ¼ 0 will give 1.0 � h(ε) � 1.65, a variation of 65%. The variation of f(ε)
is limited to 7% for 0.1x� ε� x, which is a significant improvement over that of func-
tion g(ε). The mean magnitude of function f(ε) is f ¼ 1:23 compared to g ¼ 1:33.
Substituting f(ε) ¼ 1.23, Ao ¼ 12.57 mm2, lo ¼ 0.004 m, _εo ¼ 100 s�1; and
So ¼ 84.15 N mm�2, a ¼ 0.077 for the Sn37Pb solder into Eqn (12.67) yields the
optimum mass of the drop weight to be m ¼ 46 kg.

The drop-weight mass of 55 kg was used in the characterisation experiment for the
Sn37Pb solder at _εo ¼ 100 s�1; the experimental function h(ε)exp has also been plotted
in Figure 12.18. The peak strain rate of 116 s�1 occurs at ε ¼ 0.4, suggesting the mass
of the drop weight to be marginally excessive. The values of h(ε)exp vary within 16%,
which is a reasonably good result.

At first glance, it appears that we are in a paradoxical situation—we should
know the material constants, {Ao, n, a}, which are supposed to be evaluated through

f(ε
), 

h(
ε )

 

f(ε

ε

)

h(ε)exp h(ε)Eqn (12.65a)

1.4

1.2
1
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Figure 12.18 Plots of h(ε)Eqn (12.65) f(ε), and h(ε)exp for Sn37Pb solder at _εo ¼ 100 s�1.
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drop-weight experiments, but before we can decide on the optimum mass of the drop
weight to be used for the experiment. In reality, however, a significant deviation from
the optimal mass of the drop weight will result in only marginal variations in the exper-
imental strain rate as has been shown for the Sn37Pb solder at _εo ¼ 100 s�1, and hence,
the material constants, {Ao, n, a}. Thus, we can calculate the ‘optimum’ mass of the
drop weight using the best-guessed material constants. In any case, it is better to err on
the side of a larger mass as the stress deviation, Ds, will then be bounded, while that for
an under-mass drop weight is not bounded (Section 12.4.2).
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