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FOREWORD

Twelve years have passed since the publication of the first edition of RF/Microwave Circuit
Design for Wireless Applications. Year 2000 was still the dawn of the wireless era; mobile
telephony was about to change from highly expensive business equipment to a common
ubiquitous consumer article. Chipsets for WiFi and GPS were available or under develop-
ment but still to be deployed on the mass market. To remember those days, we kept the
statement on the first page of the first chapter, saying that we concluded that 30% of the
passengers waiting at an airport were on the air. Today, I would expect this number to be well
beyond 100%, accounting for people being connected to the Internet by multiple devices
while talking on their cell phone.

Other changes are also obvious requiring the book to be enhanced and partly rewritten.
Semiconductor technology and device modeling have advanced rapidly. The first edition
still discussed GaAs MESFET as an important device, and stated that CMOS is still too
slow for wireless applications. Therefore, this edition had to account for these advances,
and now discusses CMOS and CMOS circuits, BiCMOS, and HBTs on GaAs and SiGe, as
well as GaN HEMTs.

It also happened in the last 15 years that the semiconductor branches of the major
technology companies became independent companies. Just to name a few: chip-makers
Siemens, Motorola, Philips, and Hewlett-Packard are now Infineon, Freescale, NXP, and
Avago. On the other hand, most of the circuit design principles did not change much. We
decided in many cases to rely on the same commercial circuit examples that were already
discussed in the first edition. The majority of the example products are still on the market.

This book also discusses the GSM concept in detail. Important highlights in this new
edition are power amplifiers with linearization. (This topic is discussed in great detail.) In
addition to this, nonlinear noise in mixers and oscillators are new topics as is the treatment
of nonlinear noise in cross-coupled oscillators that play an important role, and these have
been covered as outlined above. The majority of the chapters have been updated, but the
topics listed above are all new and fully covered.

Last but not the least, there was a change in the authors of this book. Author David P.
Newkirk, whose valuable language skills as a technical writer ensured the high quality of
the first edition, was unavailable for the second edition. However, I was fortunate to have
Dr.-Ing. Matthias Rudolph join me in the revision of this book. He had a solid background
in microwave engineering at Ferdinand Braun Institut in Berlin, Germany where he was in
a management position responsible for device modeling and low-noise components. In the
fall of 2009, he was appointed the Ulrich-L.-Rohde tenure-tracking Professor for RF and
Microwave Techniques at Brandenburg University of Technology, Cottbus, Germany. His

xiii
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experience and dedication to this effort gives this new edition of the book an exceptionally
wide base.

Finally, I would like to appreciate the support from the numerous companies and indi-
viduals that allowed us to use their images, datasheets, and technical papers as examples.
Special thanks also to our publisher John Wiley & Sons, especially to George Telecki for
his ongoing support and his patience.

Ulrich L. Rohde

Marco Island, Florida

Fall 2012



PREFACE

When I started 2 years ago to write a book on wireless technology—specifically, circuit
design—I had hoped that the explosion of the technology had stabilized. To my surprise,
however, the technology is far from settled, and I found myself in a constant chase to catch
up with the latest developments. Such a chase requires a fast engine like the Concorde.

In the case of this somewhat older technology, speed still has not been surpassed by any
other commercial approach. This tells us there is a lot of design technology that needs to be
understood or modified to handle today’s needs. Because of the very demanding calculation
effort for the circuits, this book makes heavy use of the most modern CAD tools. Hewlett-
Packard1 was kind enough to provide us with a copy of their advanced design system (ADS),
which also comes with matching synthesis and a wideband CDMA library. Unfortunately,
some of the mechanics of getting us started on the software collided with the already delayed
schedule of this book, and we were only in a position to reference their advanced capability

1Now Agilent Technologies.
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and not really demonstrate it. The use of this software, including the one from Eagleware,
which was also provided to us, needed to be deferred to the next edition of this book. To
meet time constraints and give a consistent presentation, we decided to stay with the Ansoft
tools. One of the most time-consuming efforts was the actual modeling job, since we wanted
to make sure all circuits would work properly. There are too many publications showing
incomplete or nonworking designs.

On the positive side, trade journals give valuable insight in state-of-the-art designs, and
I would recommend to all engineers to get a free subscription to them. Some of the major
ones include Applied Microwave & Wireless, Electronic Design, Electronic Engineering
Europe, Microwave Journal, Microwaves & RF, Microwave Product Digest (MPD), RF
Design, and Wireless Systems Design.

There are also several conferences that have excellent proceedings, which can be obtained
either in book or CD form: GaAs IC Symposium (annual; sponsored by IEEE-EDS, IEEE-
MTT), IEEE International Solid-State Circuits Conference (annual), and IEEE MTT-S
International Microwave Symposium (annual).

There may be other useful conferences along these lines that are being announced in the
trade journals mentioned above, such as in England, Holland, and Germany, and workshops
associated with conferences, such as the recent “Designing RF Receivers for Wireless
Systems” associated with the IEEE MTT-S.

Other useful tools include courses such as Introduction to RF/MW Design, a four-day
short course offered by Besser Associates.

Wireless design can be split into the digital part, which has to do with the various
modulation and demodulation capabilities, advantages and disadvantages, and many analog
technologies, of which most of this book is composed.

The analog part is complicated by the fact that we have three competing technolo-
gies. Given the fact that cost, space, and power consumption are issues for hand-held and
battery-operated applications, CMOS has been a strong contestant in the area of cordless
telephones because of the relaxed signal-to-noise-ratio specifications compared with cel-
lular telephones. CMOS is much noisier than bipolar and GaAs technologies. One of the
problems then is the input/output stage at UHF/SHF frequencies. Here, we find a fierce bat-
tle between silicon-germanium (SiGe) transistors and GaAs technology. Most prescalers
are bipolar and most power amplifiers are based on GaAs FETs or LDMOS transistors for
base stations. The most competitive technologies are the SiGe transistors and, of course,
GaAs, the latter being the most expensive of the three mentioned. In the silicon-germanium
area, IBM and Maxim seem to be the leaders, with many trying to catch up.

Another important issue is how to differentiate between hand-held or battery-operated
applications and base stations. Most designers, who are tasked to look into battery-operated
devices, ultimately resort to using available integrated circuits, which seem to change every
6–9 months, and new offerings occur. Given the multiple choices, we have not yet seen a
systematic approach of how to select the proper IC families and their members. We have
therefore decided to show some guidelines for the design applications of the ICs, mainly
focusing on high-performance applications. In the case of high-performance applications,
low power consumption is not that big an issue; dynamic range in its various forms tends to
be more important. Most of these circuits are designed in discrete portions or use discrete
parts. Anyone who has a reasonable antenna and has a line of sight to New York City, with
the antenna connected to a spectrum analyzer, will immediately understand this. Between
telephones, both cordless and cellular, high-powered pagers, and other services, the spec-
trum analyzer will be overwhelmed by these signals. IC applications for handsets and other
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applications already value their parts as “good.” Their third-order intercept points are better
than –10 dBm, while the real professional having to design a fixed station is looking for
at least +10 dBm, if not more. This applies not only to amplifiers but also to mixer and
oscillator performances. We, therefore, decided to give examples of this dynamic range.
The following brief survey of current ICs has been assembled for the purpose of showing
typical specifications that have been assembled to show the practical needs. It is useful that
large companies make both the cellular telephones and integrated circuits or their discrete
implementation for base stations. We strongly believe that the circuits selected by us will
be useful for all applications.

Chapter 1, as mentioned, is an introduction to the digital modulations that form the foun-
dation of wireless radiocommunication and its performance evaluation. We decided to leave
the information regarding actual implementation to more qualified individuals. Since the
standards for these modulations are still in a state of flux, we felt that it would not be possible
to attack all angles. Chapter 1 contains some very nice material from various sources includ-
ing tutorial material from my German company, Rohde & Schwarz, in Munich—specifically,
from the digital modulation portion of their 1998 Introductory Training for Sales Engineers
CD. Note: On a few rare equations, we have used either a picture or an equation more than
once so that the reader need not refer to a previous chapter for full understanding of a
discussion.

Chapter 2 is a comprehensive introduction into the various semiconductor technologies
that enables the designer to make an educated decision. Relevant material such as PIN
diodes has also been covered. In many applications, the transistors are being used close to
their electrical limits, such as a combination of low voltage and low current. The fT depen-
dency, noise figure, and large-signal performance have to be evaluated. Another important
application for diodes is their use as switches, as well as variable capacitances frequently
referred to as tuning diodes. In order to better understand what the various parameters of
semiconductors mean, we have included a variety of datasheets and some small applications
showing which technology is best for what application. In linear applications, noise figure
is extremely important; in nonlinear applications, the distortion products need to be known.
Therefore, this chapter also includes not only the linear performance of semiconductors but
also their nonlinear behavior, including even some details on parameter extraction. Given
the number of choices the designer has today and the frequent lack of complete data from
manufacturers, these are also important issues.

Chapter 3, the longest chapter, has the most detailed analysis and guidelines for discrete
and integrated amplifiers providing deep insight into the semiconductor performance and
circuitry necessary to get the best results from the devices. We deal with the properties of
the amplifiers, gain stability, and matching, evaluated one-, two-, and three-stage amplifiers
with internal dc coupling and feedback as are frequently found in integrated circuits. In
doing so, we also provide examples of ICs currently in the market, knowing that every six
months more sophisticated devices will appear. Another important topic in this chapter is
the choice of bias point and matching for digital signal handling, and we provide insight
into such complex issues as the adjacent channel power ratio, which is related to a form
of distortion caused by the amplifier in its particular operating mode. To connect these
amplifiers, impedance matching is a big issue, and we evaluate some useful couplers and
broadband matching circuits useful to these high frequencies. Finally, we provide a tracking
filter as preselector, using tuning diodes.

Chapter 4 is a detailed analysis of the available mixer circuits that are applicable to the
wireless frequency range. The design also is supplied with the necessary mathematics to
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calculate the difference between insertion loss and noise figure, and receives insight into
the differences between passive and active mixers, additive and multiplicative mixers, and
other useful hints. We have also added some very clever circuits from companies such as
Motorola and Siemens, as they are available as ICs.

Chapter 5, the oscillator section, is a logical next step to be considered, as many am-
plifiers turn out to oscillate. After a brief introduction explaining why voltage-controlled
oscillators (VCOs) are needed, we cover the necessary conditions for oscillation and its
resulting phase noise for various configurations, including microwave oscillators and the
very important ceramic-resonator-based oscillator. This chapter walks the reader through
the various noise-contributing factors and the performance differences between discrete and
integrated oscillators and their performance. Here too, a large number of novel circuits are
covered.

Chapter 6 deals with the frequency synthesizer, which depends heavily on the oscil-
lators as shown in Chapter 5, and different system configurations to obtain the best per-
formance. All components of a synthesizer, such as loop filters and phase frequency dis-
criminators, and their actual performance are evaluated. Included are further applications
for commercial synthesizer chips, and, of course, the direct digital frequency synthesizer
as well as the fractional-N-division synthesizer principles are covered. The fractional-N-
division synthesizer is probably one of the most exciting implementations of synthesizers,
and we added interesting patents for those interested in coming up with their own
design.

I would like to thank my co-author, David Newkirk, for the enormous effort he put
into making this project possible. Not only does he have a wealth of information as to
practical applications, but he has also worked as a Professional Editor for many years and
was really the key factor in putting this book together. Finally, I would like to thank the
many engineers from Ansoft, Alpha Industries, Motorola, National Semiconductor, Philips,
Rohde & Schwarz, and Siemens (now Infineon) for providing current information and being
able to get permission to reproduce some of the excellent material.

In the area of permissions, National Semiconductor has specifically asked us to include
the following passage, which applies to all their permissions.

LIFE SUPPORT POLICY

NATIONAL’S PRODUCTS ARE NOT AUTHORIZED FOR USE AS CRITICAL COM-
PONENTS IN LIFE SUPPORT DEVICES OR SYSTEMS WITHOUT THE EXPRESS
WRITTEN APPROVAL OF THE PRESIDENT OF NATIONAL SEMICONDUCTOR COR-
PORATION.

As used herein:

1. Life support devices or systems are devices or systems which, (a) are intended for
surgical implant into the body, or (b) support or sustain life, and whose failure to
perform, when properly used in accordance with instructions for use provided in the
labeling, can be reasonably expected to result in a significant injury to the user.

2. A critical component is any component of a life support device or system whose failure
to perform can be reasonably expected to cause the failure of the life support device or
system, or to affect its safety or effectiveness.

I am also grateful to John Wiley & Sons, specifically, George Telecki, for tolerating the
several slips in schedule, which were the result of the complexity of this effort.
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Finally, I would like to dedicate this book to Professor Vittorio Rizzoli, who has been
instrumental in the development of the powerful harmonic-balance analysis tool, specifically
Microwave Harmonica, which is part of Ansoft’s Serenade Design Environment. Most of
the success had by Compact Software, now part of Ansoft, continues to be based on his
far-reaching contributions.

Ulrich L. Rohde

Upper Saddle River, New Jersey

March 2000
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INTRODUCTION TO
WIRELESS CIRCUIT DESIGN

1.1 INTRODUCTION

Wireless circuits are not that different from commonly known two-way radio, television, and
broadcast arrangements. Some of them require high linearity in modulation (TV picture);
some work via relay stations (two-way radio). The real differences lie in the fact that the
cell sizes are much smaller, and that in most cases we attempt multiple channel use (reuse)
using time-division multiplex, spread spectrum, or some other efficient means of reducing
the bandwidth required for communication. One can argue that the wireless circuits include
simple devices, such as garage-door openers and wireless keys for automobiles (we have
seen many cases where strong interfering signals prevented the car owners from reclaiming
their cars until the interfering signal disappeared). Another longtime favorite is cordless
telephones: initially, 50-MHz models with essentially no privacy protection; later, more
sophisticated models that operate at 900 MHz; and now, dual-band designs that use 900
MHz and 2.4 GHz.

The largest wireless growth area is probably the cellular telephones. The two major appli-
cations are the handsets, common referred to as cell phones or occasionally as “handies,” and
the base stations. The base stations have many more problems with large-signal-handling
linearity at high power, although handset users may run into similar problems. An example
of this is the waiting area of an airport, where many travelers are trying to conduct last-
minute business; in one instance, we concluded that about 30% of all the people present
were on the air! It would have been fun to evaluate this receiver-hostile environment with
a spectrum analyzer.

From such use comes anxiety factors, the lesser of which is “When will my battery
die?”—a spare battery tends to help—and the greater of which the ongoing question, “Will
this cell-phone transmitter harm my body?” A brief comment for the self-proclaimed experts
in this area: a 50–100-kW TV transmitter, specifically its video or picture portion, connected

RF/Microwave Circuit Design for Wireless Applications, Second Edition. Ulrich L. Rohde and Matthias Rudolph.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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2 INTRODUCTION TO WIRELESS CIRCUIT DESIGN

to a high-gain antenna, emits levels of energy in line-of-sight paths that by far exceed the
pulsed energy from a cell phone. Specifically, the duration of energy is significantly smaller,
and the absolute energy is more than a thousandfold higher, than the RF supposedly harming
us from the cellular phone. Hand-held two-way radios have been used for the last 30 years
or so by police and other security interests, operating in the frequency range from 50 to 900
MHz with antennas close to the users’ heads, and there are no known cases of cancer or
any other illnesses caused by these handheld radios. Recent studies in England, debatably
or not, showed that the reaction-time level of people using cell phones drastically actually
increased—but then there are always the skeptics and politically motivated who ignore the
facts, try to influence the media, and have their 15 min of fame (as Andy Warhol used
to say).

The question if cellphone radiation is harmful for the user is a question of ongoing
research. However, the issue is quite complicated, and the results of different studies are even
contradictory, or hard to reproduce. Luckily, Professor James C. Lin, from the University
of Illinois-Chicago, takes the effort to write review articles on recent studies in his series
Health Effects in the IEEE Microwave Magazine since 2001. This series provides us with
the respective information and it is not only comprehensive but also written for engineers.
From the vast number of articles, we just cite the first [1] and the one on the multinational
study of the possible relation of tumors and cell phone use [2]. The other articles are easily
found by a IEEEXplore database search.

Concerning radiation, Figure 1.1 shows the simulated near-field radiation of a Motorola
mobile phone. The antenna is hidden inside the phone for optical reasons, and it is most
likely a radiating structure that looks quite different from the linear antennas that were used
in the past. The field is mainly concentrated at the top of the phone, where it is unlikely that

Figure 1.1 Antenna near-field radiation of a mobile phone (courtesy Prof. D. Manteuffel, Univ. Kiel,
Germany).
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the user’s hand attenuates the transmit and receive power, and it is also directed away from
the head. If the user will find a “warm” sensation, it will have more to do with the efficiency
of the RF power amplifiers heating up the case than the effect of radiation, especially when
many frontends are in use, like GSM, GPS, and WiFi.

With this introduction in place, we will first take a look at a typical UHF/SHF transceiver
and explain the path from the microphone to the antenna and back. After this, we will
inspect the radio channel and its effect on various methods of digital modulation. Analysis
of wireless receivers and transmitters will be next, followed by a look at available building
blocks and how they affect the overall system. To validate proper system operation, a fairly
large number of measurements and tests must be performed, and conveying their purpose
and importance will necessitate the definition of a number of system characteristics and
concepts, such as dynamic range. Finally, after this is done, we will look at the issue of
wireless system testing. Again, we intend to give guidance applicable to battery-operated,
hand-held operation as well as high-powered base stations.

1.2 SYSTEM FUNCTIONS

A cellular telephone is a hybrid between a double-sideband and FM (PM) transceiver.
The actual transmission is not continuous, but is pulsed, and because of the pulse spec-
trum there is a signal bandwidth concern due to keying transients, not unlike intermodu-
lation products of an SSB transceiver cluttering up adjacent channels. The cellular tele-
phone is also a linear transceiver in the sense that its signal-handling circuitry must be
sufficiently amplitude- and phase-linear to preserve the modulation characteristics of the
AM/PM hybrid emissions it transmits and receives. Containing such an emission’s spectral
regrowth, which affects operation on adjacent channels, is not unlike the linearity require-
ments we encounter in single-sideband (SSB) transceivers—requirements so stringent that
amplifiers must be run nearly in Class A to meet them. The time division multiple ac-
cess (TDMA) operating mode, which allows many stations to use the same frequency
through the use of short, precisely timed transmissions, requires a system that transmits
with a small duty cycle, putting much less thermal stress on a power amplifier than contin-
uous operation. Power management, including a sleep mode, is another important issue in
handset design.

Figure 1.2 shows the block diagram of a hand-held transceiver. This example shows
an example chipset for a mobile phone that can operate in four 2G GSM (800/900 and
1800/1900 MHz) bands and in one 3G WCDMA (UMTS) band. Many functionalities are
integrated into a few chips.

For those not too familiar with transceivers, here is a “walk” through the block diagram.
The RF signal is intercepted by the antenna is fed to a switch that selects whether the GSM
or WCDMA path is in use.

If we follow the GSM path first, the signal is fed to a diplexer/switch (called switch-
plexer in the figure). Since GSM operates transmits in bursts, the RF front end is switched
between transmit and receive. Then follows a band-selection filter for each of the four GSM
bands, and low-noise amplifiers. The signal is then directly downconverted to baseband
by a quadrature demodulator using a local oscillator signal generated on chip. The base-
band signal is low-pass filtered, amplified, and converted to the digital domain for further
processing.
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The WCDMA path is different from the GSM path at first sight since it requires a
duplex filter instead of the switch/duplexer used in GSM. The reason is that in UMTS,
the transmitter is in full-duplex operation and transmits and receives at the same time. The
duplex filter therefore has to separate the two paths, especially it is has to prevent crosstalk
at the transmit frequency that could overload the input or the receiver. Again there is a
combination of band-selection filter and low-noise amplifier before the received signal is
downconverted into the baseband, and its I and Q channels are converted to the digital
domain.

A nice overview about DSP in “readable” form is Ref. [3].
The GSM transmit portion consists of an on-chip synthesizer that is modulated. Both

receive and transmit frequencies are controlled by a miniature temperature-compensated
crystal oscillator (TCXO). The output of the voltage-controlled oscillator (VCO) is then
amplified and fed to the antenna through the same switch/duplexer as the receive portion.

The WCDMA transmit branch relies on the I–Q modulator architecture. In contrast to
GSM the uses the GMSK coding scheme with constant envelope, WCDMA signals show
high peak-to-average ratios and need good control over amplitude and phase of the RF
signal.

Figure 1.2 also reveals which part of the functionality can be integrated in CMOS today.
In fact, it is almost everything, so let us talk about what is still off-chip and what will not
be integrated in CMOS anytime soon.

• The antenna, for obvious reasons. Unlike early mobile phones, radiating parts are
integrated inside the phone that do not even look like classical antennas.

• Band-selection filters need very low insertion loss and high selectivity. The low loss is
required to obtain high sensitivity. This type of high-Q filters are commonly realized
as surface-acoustic wave (SAW) or bulk acoustic resonance (BAR) filters on piezo
crystals.

• The antenna switch must be able to carry the high transmit power, provide low insertion
loss, and high isolation. Besides of pin diodes, GaAs HEMT devices are often used.

• The power amplifiers need to provide high powers, high linearity, and a maximum of
power-added efficiency. The technology of choice to date is InGaP/GaAs HBTs.

A mobile phone transmitter is more involved than, say, a WLAN or DECT transmitter, as
it requires to operate at multiple frequencies according to different standards. And since it
needs to operate over much wider distances and at higher powers. Less critical transceivers
might be fully integrated in CMOS or in BiCMOS. However, an in-depth discussion of
different transceiver architectures is beyond the scope of this book, and we stop at this
point. A nice overview of different architectures is found in Ref. [4].

1.3 THE RADIO CHANNEL AND MODULATION REQUIREMENTS

1.3.1 Introduction

The transmission of information from a fixed station to a mobile is considerably influenced
by the characteristics of the radio channel. The RF signal arrives at the receiving antenna not
only on the direct path but is normally reflected by natural and artificial obstacles in its way.
Consequently, the signal arrives at the receiver several times in the form of echoes that are
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Figure 1.3 Mobile receiver affected by fading.

superimposed on the direct signal (Figure 1.3). This superposition may be an advantage as
the energy received in this case is greater than in single-path reception. This feature is made
use of in the DAB single-frequency network. However, this characteristic may be a disad-
vantage when the different waves cancel each other under unfavorable phase conditions. In
conventional car radio reception, this effect is known as fading. It is particularly annoying
when the vehicle stops in an area where the field strength is reduced because of fading
(e.g., at traffic lights). Additional difficulties arise when digital signals are transmitted. If
strong echo signals (compared to the directly received signal) arrive at the receiver with a
delay in the order of a symbol period or more, time-adjacent symbols interfere with each
other. In addition, the receive frequency may be falsified at high vehicle speeds because
of the Doppler effect so that the receiver may have problems to estimate the instantaneous
phase in the case of angle-modulated carriers. Both effects lead to a high symbol error rate
even if the field strength is sufficiently high. Radio broadcasting systems using conventional
frequency modulation are hardly affected by these interfering effects. If an analog system
is replaced by a digital one that is expected to offer advantages over the previous system, it
has to be ensured that these advantages—for example, better AF S/N and the possibility to
offer supplementary services to the subscriber—are not at the expense of reception in hilly
terrain or at high vehicle speeds because of extreme fading.

For this reason, a modulation method combined with suitable error protection has to be
found for mobile reception in a typical radio channel, which is immune to fading, echo, and
Doppler effects.

With a view to this, more detailed information on the radio channel is required. The
channel can be described by means of a model. In the worst case, which may be the case for
reception in built-up areas, it can be assumed that the mobile receives the signal on several
indirect paths but not on a direct one. The signals are reflected, for example, by large
buildings; the resulting signal delays are relatively long. In the vicinity of the receiver, these
paths are split up into a great number of subpaths; the delays of these signals are relatively
short. These signals may again be reflected by buildings but also by other vehicles or natural
obstacles like trees. Assuming the subpaths being statistically independent of each other, the
superimposed signals at the antenna input cause considerable time- and position-dependent
field-strength variations with an amplitude obeying the Rayleigh distribution (Figures 1.4
and 1.5).

If a direct path is received in addition, the distribution changes to the Rice distribution
and finally, when the direct path becomes dominant, the distribution follows the Gaussian
distribution with the field strength of the direct path being used as the center value.
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Figure 1.4 Receive signal as a function of time or position.

In a Rayleigh channel, the bit error rate increases dramatically compared to the BER in
an additive white Gaussian noise (AWGN) channel produces (Figure 1.6).

1.3.2 Channel Impulse Response

This scenario can be demonstrated by means of the channel impulse response. Let us assume
that a very short pulse of extremely high amplitude [in the ideal case a Dirac pulse δ(t)] is
sent by the transmitting antenna at a time t0 = 0. This pulse arrives at the receiving antenna
direct and in the form of reflections with different delays τi and different amplitudes because
of path losses. The impulse response of the radio channel is the sum of all received pulses

p(r) p(r)

r

Distribution probability
of received field strength

Rayleigh
distribution

Vector sum of
received signals

Vector sum of
received signals

I

Q

Rice
distribution

I

Q

Figure 1.5 Rayleigh and Rice distribution.
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Figure 1.6 BER in a Rayleigh channel.

(Figure 1.7). Since the mobile receiver and also some of the reflecting objects are moving,
the channel impulse response is a function of time and of delays τi, that is, it corresponds to

h (t, τ) =
∑
N

aiδ (t − τi) (1.1)

This shows that delta functions sent at different times t cause different reactions in the
radio channel.

Figure 1.7 Channel impulse response.
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Figure 1.8 Calculation of delay spread.

In many experimental investigations, different landscape models with typical echo pro-
files were created.

The most important are

• rural area (RA),
• typical urban area (TU),
• bad urban area (BA), and
• hilly terrain (HT).

The channel impulse response informs on how the received power is distributed to
the individual echoes. A parameter, the “delay spread” can be calculated from the chan-
nel impulse response, permitting an approximate description of typical landscape models
(Figure 1.8).

The delay spread also roughly informs on the modulation parameters carrier frequency,
symbol period, and duration of guard interval, which have to be selected in relation to
each other. If the receiver is located in an area with a high delay spread (e.g., in hilly
terrain), echoes of the symbols sent at different times are superimposed when broadband
modulation methods with a short symbol period are used. In the case of DAB, this problem
is aggravated by the use of single-frequency networks. An adjacent transmitter emitting the
same information on the same frequency has the effect of an artificial echo (Figure 1.9).

A constructive superposition of echoes is only possible if the symbol period is much
greater than the delay spread. The following holds:

Ts > 10Td (1.2)

This has the consequence that relatively narrowband modulation methods have to be
used. If this is not possible, channel equalizing is required.
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Figure 1.9 Artificial and natural echoes in the single-frequency network.

For the channel equalizing, a continuous estimation of the radio channel is necessary.
The estimation is performed with the aid of a periodic transmission of data known to the
receiver. In networks according to the GSA standards, a midamble consisting of 26 bits—the
training sequence—is transmitted with every burst. The training sequence corresponds to a
characteristic pattern of I/Q signals that is kept in a memory in the receiver. The baseband
signals of every received training sequence are correlated with the stored ones. From this
correlation, the channel can be estimated, the properties of the estimated channel will then
be fed to the equalizer (Figure 1.10).

The equalizer uses the Viterbi algorithm (maximum sequence likelihood estimation) for
the estimation of the phases that most likely have been sent at the sampling times. From
these phases, the information bits are calculated (Figure 1.11). A well-designed equalizer
then will superimpose the energies of the single echoes constructively, so that the result
in an area, where the echoes are not to much delayed, delay times up to 16 �s have to be
tolerated by a receiver, are better than in an area with no significant echoes (Figure 1.12).

Remaining bit errors are eliminated using another Viterbi decoder at the transmitter
convolutionally encoded data sequences.

The ability of a mobile receiver to work in an hostile environment such as the radio
channel with echoes must be proven. The test is performed with the aid of a fading simulator.

Figure 1.10 Channel estimation.
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Figure 1.11 Channel equalization.

The fading simulator simulates different scenarios with different delay times and different
Doppler profiles. A signal generator generates undistorted I/Q modulated RF signals that
are downconverted into the baseband. Here, the I/Q signals are digitized and split into
different channels where they are delayed and attenuated and where Doppler effects are
superimposed. After combination of these distorted signals at the output of the baseband
section of the simulator, these signals modulate the RF carrier that is the test signal for the
receiver under test (Figure 1.13).

To make the tests comparable, GSM recommends typical profiles, for example

• rural area (RAx),
• typical urban (TUx), and
• hilly terrain (HTx).

Figure 1.12 BERs after the channel equalizer in different areas.
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Figure 1.13 Fading simulator.

where number and strengths of the echoes and the Doppler spectra are prescribed
(Figure 1.14).

1.3.3 Doppler Effect

Since the mobile receiver and some of the reflecting objects are in motion, the receive
frequency is shifted because of the Doppler effect. In the case of single-path reception, this
shift is calculated as follows:

fd = v

c
fc cos α (1.3)
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Figure 1.14 Typical landscape profiles.
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Figure 1.15 Doppler spread.

where v = speed of vehicle, c = speed of light, f = carrier frequency, and α = angle between
v and the line connecting transmitter and receiver.

In the case of multipath reception, the signals on the individual paths arrive at the receiv-
ing antenna with different Doppler shifts because of the different angles αi, and the receive
spectrum is spread. Assuming an equal distribution of the angles of incidence, the power
density spectrum can be calculated as follows:

P (f ) = 1

π

1√
f 2

d − f 2
for |f | < |fd | (1.4)

where fd = maximum Doppler frequency.
Of course, other Doppler spectra are possible in addition to the pure Doppler shift

described above, for example, spectra with a Gaussian distribution using one or several
maxima. A Doppler spread can be calculated from the Doppler spectrum analogously to
the delay spread (Figure 1.15).

1.3.4 Transfer Function

The FFT value of the channel impulse response is the transfer function H(f, t) of the radio
channel, which is also time dependent. The transfer function describes the attenuation of
frequencies in the transmission channel. When examining the frequency dependence, it
will be evident that the influence of the transmission channel on two sine-wave signals of
different frequency becomes greater with increasing frequency difference. This behavior
can be adequately described by the coherence bandwidth that is approximately equal to the
reciprocal delay spread, that is

(�f )c = 1

Td

(1.5)
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Figure 1.16 Effect of transfer function on modulated RF signals.

If the coherence bandwidth is sufficiently wide and, consequently, the associated delay
spread is small, the channel is not frequency selective. This means that all frequencies are
subject to the same fading. If the coherence bandwidth is narrow and the associated delay
spread wide, even very close adjacent frequencies are attenuated differently by the channel.
The effect on a broadband-modulated carrier with respect to the coherence bandwidth
is obvious. The sidebands important for the transmitted information are attenuated to a
different degree. The result is a considerable distortion of the receive signal combined with
a high bit error rate even if the received field strength is high. This characteristic of the radio
channel again speaks for the use of narrowband modulation methods (Figure 1.16).

1.3.5 Time Response of Channel Impulse Response
and Transfer Function

The time response of the radio channel can be derived from the Doppler spread. It is
assumed that the channel rapidly varies at high vehicle speeds. The time variation of the
radio channel can be described by a figure, the coherence time, which is analogous to the
coherence bandwidth. This calculated value is the reciprocal bandwidth of the Doppler
spectrum. A wide Doppler spectrum therefore indicates that the channel impulse response
and the transfer function vary rapidly with time (Figure 1.17). If the Doppler spread is
reduced to a single line, the channel is time invariant. In other words, if the vehicle has
stopped or moves at a constant speed in a terrain without reflecting objects, the channel
impulse response and the transfer function measured at different times are the same.
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Figure 1.17 Channel impulse response and transfer function as a function of time.

The effect on information transmission will be illustrated in an example. In the case of
MPSK modulation using hard keying, the transmitter holds the carrier phase for a certain pe-
riod of time, that is, for the symbol period T . In the case of soft keying with low-pass-filtered
baseband signals for limiting the modulated RF carrier, the nominal phase is reached at a
specific time, the sampling time. In both cases, the phase error φf = fdTS is superimposed
onto the nominal phase angle, which yields a phase uncertainty of �φ = 2φf at the receiver.
The longer the symbol period the greater the angle deviation (Figure 1.18). Considering
this characteristic of the transmission channel, a short symbol period of Ts � (�t)c should
be used. However, this requires broadband modulation methods.

Figure 1.19 shows the field strength or power arriving at the mobile receiver if the vehicle
moves in a Rayleigh distribution channel. Since the phase depends on the vehicle position,
the receiver moves through positions of considerably differing field strength at different
times (time dependence of radio channel). In the case of frequency-selective channels,
this applies to one frequency only, that is, to a receiver using a narrowband IF filter for
narrowband emissions. As Figure 1.19 shows, this effect can be reduced by increasing the
bandwidth of the emitted signal and consequently the receiver bandwidth.

Figure 1.18 Phase uncertainty caused by Doppler effect.
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Figure 1.19 Effect of bandwidth on fading.

1.3.6 Lessons Learned

The strongly frequency-selective channel causing inadmissible distortion of the broadband-
modulated carrier and channel impulse responses like those expected in a hilly terrain speak
in favor of narrowband modulation methods with long symbol periods. In hilly terrain,
extensively delayed echoes cause intersymbol interference when broadband modulation
with short symbol periods is used. On the other hand, narrowband modulation has the
disadvantage that the signals arrive at the receiver considerably attenuated and reception
may be interrupted for an indefinite period of time. The burst errors occurring in digital
information transmission cannot be corrected even with the most elaborate error protection
methods.

These transmission interruptions can be avoided by using broadband modulation meth-
ods, but these are sensitive to strongly frequency-selective channels. Since broadband mod-
ulation is obtained through the use of short symbol periods, broadband modulation is un-
suitable when greatly delayed echoes are expected.

It remains to be defined when a signal is considered a narrowband and when a broadband
signal. This question shall be answered with the aid of an example. Apart from extremely
narrowband analog modulation methods as are used for sound broadcasting in the longwave,
mediumwave, and shortwave bands, FM sound broadcasting transmissions in the VHF
bands are narrowband. In the case of digital modulation, this means that transmissions with
a rate of 400 kbit/s modulated onto a carrier with a bandwidth efficiency of 1.5 (bit/s)Hz
over a bandwidth of approximately 300 kHz can be regarded as narrowband transmissions
according to the definition above. Consequently, a DAB signal with this gross bit rate would
be a narrowband signal and suitable for transmission on the radio channel with restrictions
only. Based on the experience with conventional FM broadcasting systems in large cities
and hilly terrain, this was obvious from the very beginning.

Consequently, it is necessary to find ways for spreading the band artificially without
reducing the bandwidth efficiency. This means that a large band must be available for the
transmission of several programs, the full bandwidth being used by all the programs without
mutual interference.
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Figure 1.20 Band spreading by frequency hopping and CDMA.

Several approaches can be adopted to tackle the problem (Figure 1.20). One way would
be a continuous change of the transmit and receive frequency according to a defined pattern
(frequency hopping). This method is used in mobile radio, for instance, but only marginal
investigations have been made in this respect for DAB.

Another possibility is to multiply the symbols of the individual programs with digital
signals (pseudonoise function) using a much higher bit rate so that a higher symbol rate
is obtained. In this case, the different programs are assigned different functions that must
be orthogonal to each other (code division multiple access, CDMA). The “chopped ” bit
streams of the individual programs are modulated onto carriers of identical frequency and
the modulated carriers are added. A correlation receiver knowing the pseudonoise function
divides the incoming CDMA signal into the individual programs. The disadvantage is obvi-
ous. Symbol periods are very short and elaborate means will be required for compensating
the intersymbol interference.

A different approach has been chosen for DAB, which does not involve continuous
and elaborate channel measurements, so that it would be possible to use favorably priced
receivers as are demanded in the field of consumer electronics. The method used for DAB is
a multicarrier method where the information to be transmitted is spread onto many carriers
using time and frequency interleaving. The terms time and frequency interleaving will be
explained in the course of this discussion. The result is a broadband transmission method
with long symbol periods. However, certain limitations caused by the Doppler effect will
have to be accepted particularly at high carrier frequencies.

1.3.7 Wireless Signal Example: The TDMA System in GSM

1.3.7.1 Frequency Division Multiple Access (FDMA)
In analog radio systems, the trend has always been toward a more efficient utilization of
the available frequency spectrum by reducing the channel spacing. The number of radio
channels obtained at a channel spacing of 12.5 kHz is of course twice that obtained at 25 kHz.
However, any improvement brings about its disadvantage: the narrower the channel spacing,
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Figure 1.21 Channel spacing in broadband/narrowband systems.

the higher the required frequency accuracy and the lower the possible maximum deviation
of the frequency modulation. The latter leads to a poorer transmission quality due to the
lower S/N ratio. Furthermore, the gaps between the channels, which must be a number of
kilohertz wide for safety reasons, also reduce the available system bandwidth (see Figures
1.21 and 1.22).

The use of an available system spectrum divided into individual frequency channels en-
ables the user to simultaneously access a multitude of different frequencies. This multiple
access is called frequency-division multiple access (FDMA). Consequently, all radio sys-
tems with a spectrum divided into channels are FDMA systems. At present, the technically
useful limit is reached with a channel spacing of 10–12.5 kHz.

Advantages of FDMA.

• Simultaneous access to a given bandwidth by many subscribers.
• Increase in the number of channels through reduction of channel spacing.

Disadvantages of FDMA.

• Higher frequency accuracy required.
• Transmission quality decreasing with reduction of channel bandwidth.
• Better rejection filters required.
• One transmitter/receiver required per channel.

Figure 1.22 Frequency-division multiple access (FDMA).
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Figure 1.23 Time-division multiple access (TDMA).

1.3.7.2 Time-Division Multiple Access (TDMA)
With TDMA systems, the available bandwidth is divided into considerably fewer, and
therefore wider, channels than in FDMA systems. Each of these channels is available to
several subscribers quasi-simultaneously (see Figure 1.23). However, a given subscriber
can use the whole channel for a very short period (timeslot) only, for the rest of the time,
they have no access. This serial access of several users is repeated within a fixed time frame.

Advantages of TDMA.

• Simultaneous use of a specific bandwidth by a great number of subscribers.
• Depending on the number of available timeslots, several subscribers can be served by

one transmitter/receiver.
• Transmitter and receiver are not permanently switched on (saves battery power).
• The RF section may carry out other tasks in the intervals between transmission and

reception.
• Reduced susceptibility to frequency-selective fading in the case of larger channel

bandwidths.

Disadvantages of TDMA.

• Accurate time synchronization of subscribers is required.
• Higher processor capacity is required.
• Broadband modulators are required.

1.3.7.3 Code-Division Multiple Access (CDMA)
The increasing use of low-priced and powerful signal processors allows a less common
technique of multiple access to be employed in mass communication systems. In the case
of code-division multiple access (CDMA), the whole system bandwidth is available to all
subscribers at any time; that is, all send and receive simultaneously, with each using a
specific code (Figure 1.24).

Logic “1” represents a certain bit sequence, logic “0” is the inversion of this sequence.
The different signals are distinguished in the receiver by means of a cross-correlation of the
received signal, which comprises a great number of codes, with the bit sequence expected
so that the desired transmission signal can be detected.
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Figure 1.24 Code-division multiple access (CDMA).

Advantages of CDMA.

• Simultaneous use of a specific channel or subband many subscribers.
• Several signals can be received simultaneously by one receiver.
• Reduced susceptibility to frequency-selective fading in the case of large channel band-

widths.
• More subscribers can be served.
• Reduced costs for radio network planning.

Disadvantages of CDMA.

• Accurate time synchronization of subscribers required.
• Fast transmitter power control over a wide dynamic range.

1.3.7.4 TDMA in GSM

RF Data In spite of the competition with other mobile radio systems, a common frequency
band could be defined for GSM worldwide. All operators who signed the GSM memorandum
of understanding committed themselves to install their GSM systems within the standardized
frequency range. The competition for frequencies mainly affects countries using NMT900,
the frequency range of which corresponds to the GSM P band. TACS also partly overlaps
the GSM P band; the G1 band is completely within the TACS range. Cordless telephones
operating in accordance with the CT1 standard also use the upper end of the GSM P band.
CT1+ telephones, which had been assigned a frequency range below the P band years ago
to protect them against GSM, have now been ousted by the G1 band. See Table 1.1.

Since each frequency channel is divided into eight timeslots, transmitter and receiver
operate in an intermittent mode, with the receive and transmit time in the upper and lower
channels shifted by three timeslots (Figure 1.25). Although this alternative sending and
receiving scheme operates in half-duplex rather than full-duplex operation, the received
signal sounds continuous to the user.

1.3.7.5 TDMA Structure

Frame and Multiframe All GSM radio channels are organized in frames of approxi-
mately 4.62 ms duration. The frames are continuously repeated. Each frame is divided into
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Table 1.1 RF Data for GSM900 and GSM1800

GSM900 GSM1800

Frequency range P band G1 band
Uplink (MHz) 890–915 880–890 1710–1785
(MS transmitting)
Downlink (MHz) 935–960 925–935 1805–1880
(BTS transmitting)

Duplex spacing (MHz) 45 45 95
Spectrum (MHz) 2 × 25 2 × 10 2 × 75
Frequency channels 124 49 374
Channel numbers 1–124 975–1023 512–885
(ARFCN)
Channel spacing 200 kHz
Modulation GMSK with B×T =0.3
Data transmission rate 270.833 kbit/s
Bit duration 3.69 /�s

eight timeslots of approximately 577 �s each. A timeslot contains an information packet,
the burst. Twenty-six-type multiframes are used on all timeslots containing a traffic channel
(voice and/or data), 51-type multiframes on all timeslots reserved for control channels. See
Figure 1.26.

The TDMA structure uses other frame types above the multiframe level, as shown in
Table 1.2.

Table 1.2 Superframes and Hyperframes

Superframe = 51 × 26 frames
= 1326 frames
= 6.12 s

Hyperframe = 2048 superframes
= 2.715.648 frames
= 3 h, 29 min, 3.5 s

Figure 1.25 Duplex spacing of transmission and reception.
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Figure 1.26 Timeslot, frame, and multiframe.

TDMA Timers The frame number within the hyperframe is counted continually so that
counting of the TDMA clock restarts after approximately 3.5 h. The frame number therefore
represents a time unit in the GSM system. Similar to time counting, where the seconds are
combined into minutes, hours, and days, GSM does not count the absolute frame numbers
but uses timers instead. These timers are structured as follows as shown in Table 1.3.

The absolute frame number is obtained by a multiplication of the three timers. However,
on certain occasions, a short version of the timers is used.

Burst Structures Information between base station and mobile is sent in the timeslots. In
each slot, a certain amount of information—that is, a burst—can be transmitted. Normally,
the timeslot is occupied by the normal burst (Figure 1.27), which is used for signaling as
well as for voice and data transmission.

Each part of the burst serves a specific purpose as described below.

Information Bits The normal burst is able to transmit 2 × 57 information bits. Since this
information can be replaced every 4.62 ms during an ongoing call, the average theoretical

Table 1.3 TDMA Timers

T1 = FN div. (26 × 51) Range 0–2047
T2 = FN mod 26 Range 0–25
T3 = FN mod 51 Range 0–50
FN (Frame number) Range 0....2715647
FNmax = 51 × 26 × 2048 −1
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Figure 1.27 Normal burst.

transmission rate is

114 bits ÷ 4.62 ms ≈ 24.7 kbit/s (1.6)

At the same time, this rate also represents the maximum transmission rate that can be
obtained in the GSM system using one timeslot per transmission per time frame. Conse-
quently, the transmission rate could be increased only if more than one time slot is used for
the transmission.

The bit rate is much lower in the control channels; that is, the above transmission rate
is only attained by the mobile station if a traffic channel has been set up. In this case, the
base station and the mobile station use a signaling channel, which also uses up capacity, in
addition to the voice or data channel. Table 1.4 shows the assignment of the theoretically
available capacity with a traffic channel set up.

Training Sequence In the middle of the normal burst, a 26-bit training sequence , the bit
sequence of which is known to the receiver, is sent. The training-sequence code (TSC) can
be one of eight different sequences. These sequences are stored in all receivers, and at the
beginning of a transmission, the base transceiver station (BTS) decides on the TSC to be
used. The training sequence serves two main purposes: bit synchronization and estimation
of channel impulse response.

1.3.7.6 Bit Synchronization
Data transmitted via the air interface are in the asynchronous mode; that is, the receiver has
to regenerate the bit clock from the data stream. To enable synchronization in the receiver,
the transmitters adds synchronization bits to the information stream. Therefore, in normal
data transmission, data telegrams start with a “...10101010...” sequence so that the receiver
can regenerate the bit clock. A predefined bit word informs the receiver when the actual
information (block synchronization) starts. A receiver synchronized in this way is able

Table 1.4 Transmission Bit Rates

Information Error Protection Total

Traffic channel 22.8 kbit/s
Voice (full-rate) 13.0 kbit/s 9.8 kbit/s
Data 2.4 kbit/s 20.4 kbit/s

4.8 kbit/s 18.0 kbit/s
9.6 kbit/s 13.2 kbit/s

Control channels 0.95 kbit/s
Idle frame 0.95 kbit/s
Total 24.7 kbit/s
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to decode the data stream online. The training sequence of the burst has to assume both
synchronization tasks. Since it is in the middle of the burst, direct decoding is not possible.

Each burst must first be stored in the receiver and then decoded by postprocessing. The
reason for using this method is the second task of the training sequence. Synchronization
itself is carried out by means of cross-correlation; that is, the expected training sequence is
compared (correlated) to the center of the received burst and to the beginning and end of
the training sequence so that the bit clock is also known. A burst containing other than the
expected training sequence cannot be synchronized and decoded.

1.3.7.7 Compensation of Multipath Reception
The signal from the transmitter (in Figure 1.28, BTS → MS; the same applies also in the
opposite direction) arrives at the receiver not only along the direct path but also via various
other paths as a result of reflection and diffraction caused by obstacles in the signal path.

Propagation conditions on these additional paths differ from those on the direct path.
For instance, we can expect signals traveling via additional paths to exhibit

• longer travel times because of increased path length,
• various strengths, and
• different Doppler shifts.

Because of the different travel times, the signals arrive with a different phase at the
receiving antenna. Depending on this phase, components may be canceled—that is, they
may totally disappear—or added so that a high-quality signal is received for only a short
period of time. RF-level variations are statistically distributed; level shifts due to fading
may be as great as 40 dB.

In addition to RF-level fading, another annoying effect is encountered that, uncom-
pensated, would make correct signal decoding rather difficult. Because of the additional
distance, the signal travels via the indirect path, the signal arriving at the receiving antenna
exhibits time delay of its modulation in addition to variable phase shifts. The total of all
channel responses to a single transmitted pulse is called channel impulse response (CIR,

Figure 1.28 Multipath reception due to reflection and diffraction. The base transceiver station (BTS)
is transmitting to the mobile station (MS).
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Figure 1.29 Channel impulse response.

Figure 1.29). If the indirect path is only 1 km longer, the GSM echo bit reaches the re-
ceiver later than the directly received bit and thus interferes with the next bit received. This
intersymbol interference may occur over several bits in succession. With delays of up to
15 �s, differentiating the desired-signal components from echoes becomes more and more
difficult. This problem can also be solved with the aid of the training sequence. The echoes
on the delayed paths also contain the training sequence. The correlation used for detecting
the original training sequence may also be used for detecting the training-sequence echoes
as well as their delay and loss. With the aid of this information, the received signal can be
corrected by a channel equalizer.

Guard Period Transmission in each timeslot is terminated with a guard period
(Figure 1.30) of 8.25 bit periods (≈30 �s). During this time, the level of the burst must be
reduced from nominal to a minimum value (by up to 70 dB) and the burst is modulated with
so-called dummy bits (logic 1), that is, no information is transmitted. The user of the next

Figure 1.30 Guard period at the end of each timeslot.
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Figure 1.31 Signal delay and its effect.

timeslot should start sending during this guard period so that his burst has reached nominal
power when the actual transmission in the timeslot starts. This means that the switching
time that cannot be used for transmitting information is used twice.

Delay Correction The integrity of a timeslot depends on whether the subscribers send
only during the period assigned to them and otherwise keep quiet. This is only possible
when all subscribers are accurately synchronized. For practical reasons, the clock signal
is generated by the BTS and the mobile stations synchronize to it. Conflicts with adjacent
timeslots may occur in the uplink where several subscribers have to share the same channel.
Although several subscribers are addressed in the downlink, signals can only be transmitted
by the BTS.

We will now examine the effect of a distance of 10 km between an MS and a BTS
(Figure 1.31). Synchronization of the MS is as follows.

Delay over 10 km = 33.3 �s (distance ÷ velocity of light).
The sync signals from the BTS requires this time for transmission.
→ MS is synchronized by 33.3 �s too late.
MS sends a burst at the correct time from its point of view.
→ The burst is sent 33.3 �s too late.

Signal delay over a distance of 10 km → the burst requires another 33.3 �s. From the
point of view of the BTS, the burst arrives with a delay of twice the delay time. Transmission
cannot be made in the assigned timeslot and interferes with the next one.

The guard period at the end of each burst is only approximately 30 �s long and fully used
in the example above. The greater the distance between MS and BTS, the greater the effect
of the signal delay. The only way to solve this problem is to make the MS send the burst
at an earlier time. To do so, the distance between MS and BTS must be known. The BTS
determines the distance by means of a delay measurement and informs the MS of the actual
delay. As a result, the MS corrects its transmission time so that the signals again arrive time
synchronized with the other mobiles at the BTS antenna.

In GSM, this procedure is called timing advance (TA) and is carried out continuously
for all active mobile stations. Every 480 ms, a new TA value is sent to all active mobiles. A
few limiting values of the GSM system can be deduced from the TA.

The TA is transmitted as a 6-bit word. Numerals from 0 to 63 can be represented with 6
bits. For instance, a TA of 10 means that for an MS from which bursts arrive with a delay of
10 bit periods, transmission must be advanced by this amount. Since the TA is transmitted
as an absolute value, a maximum delay of 232.5 �s (63 × 3.69 �s) can be signaled and
corrected. This maximum double delay corresponds to a distance of approximately 34.9 km.
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Figure 1.32 Burst types.

With the aid of the TA, the distance between the MS and the BTS can be determined.
Since the smallest delay increment is a bit period, the resolution for a distance of one half
of the delay corresponds to one bit period and therefore to approximately 550 m.

This synchronization scheme cannot solve an inherent problem. The delay of the very
first burst sent by an MS cannot be corrected because, with contact between the MS and
BTS yet to be established, the MS has not yet received an appropriate TA value from the
BTS. Yet, if the mobile sends a normally timed burst, it may spill over into the next time
slot and interfere with transmission from another MS. To avoid causing interference in such
cases, the mobile uses a special burst at the beginning of a transmission or when no valid
TA has been received. Called the access burst, it is considerably shorter than a normal burst.
The next section describes the access burst and other additional burst types in greater detail.

Burst Types In addition to the normal burst described before, other bursts, including the
access burst, are available for special purposes (Figure 1.32).

Frequency Correction Burst. The 142 “fixed bits” of the frequency correction burst
(FCB) are all set to logic 0. With Gaussian minimum shift keying (GMSK), the
type of modulation used in GSM, a stationary carrier frequency deviation, in this
case approximately 67.7 kHz, is generated with this burst. The FCB is sent by
the BTS only and used by the mobile for synchronization to the carrier frequency
and for compensating a possible Doppler shift. It is sent by the BTS every 10
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frames (approximately every 46 ms), but only in the timeslot 0 and only on a single
(the C0) carrier.

Synchronization Burst. One frame after the frequency correction burst, but also in times-
lot 0, the synchronization burst (SB) is transmitted. This burst is sent only by the BTS,
and only on the C0 carrier. A particular difference between it and the normal burst
is its considerably longer training sequence. Like the 26-bit training sequence of a
normal burst, the SB’s training sequence is also used for bit synchronization. Due to
the great length of the sequence, synchronization can be more exact.

The twice 39 encrypted bits comprise timers T1, T2, and T3 in a coded form, and
also the base-station identification code (BSIC). When this “GSM time” is received,
the MS is synchronized to the BTS.

Dummy Burst. A BTS must send continuously—that is, in all timeslots—on its C0 carrier
because this carrier is used by the MS to find the nearest BTS and for evaluating
reception quality. If no normal burst is available for transmission in a timeslot, the
BTS sends dummy bursts instead, as the carrier cannot be transmitted without a
modulation signal. Only the BTS sends dummy bursts, and only on the C0 carrier.

Access Burst. As already pointed out, the access burst is sent when the MS first calls
the BTS as a means of minimizing interference to other MTs while initiating a delay
measurement and the determination of the TA. In most cases, the access burst is also
sent on the C0 carrier in the uplink direction, but in the case of a handover it may be
transmitted on any carrier.

1.3.8 From GSM to UMTS to LTE

With GSM, as with the other second generation (2G) systems, mobile communications
became digital. This system was of a completely new quality as compared to its analog
predecessors. As an early system, this standard is less complex than newer systems, and
easier to comprehend. It still is a good introductory example in a book like this, since it is
the basis from which modern standards were developed.

When GSM was developed, computing power was limited, especially regarding mobile
devices. Designing the required RFICs, too, was all but an easy task. The standard therefore
aimed at taking full advantage of the new possibilities that were offered by the digital
world, like privacy protection through encryption, secure billing, and squeezing as many
connections into a physical radio channel as possible. But it still is mainly a telephone
system, as it offers one dedicated line for each call. Packet-switched data connections were
not in the focus—in absence of reasonable mobile computer power and display technology,
and considering the low data rates and high costs: a reasonable approach. However, short-
message texting (SMS) was build into the system from the start. A low data-rate package-
switched signaling channel was used to transfer these few bits.

On the positive side, in the view of an RF designer, GSM is a nice standard. Relying on
the GSMK modulation scheme (see Section 1.4.2), the transmitted RF signal is always of
constant amplitude. The information is encoded in the phase shift from symbol to symbol.
Due to the narrowband phase modulation, the signal did not consume more bandwidth than
in AM. These signals were sent out in bursts, as discussed in the previous section.

The advancement of the semiconductor technology enables much more complex systems
nowadays. The driving force today is mobile data transmission, mainly access to the internet,
e-mail, and social media, but also to entertainment such as stream video. Considering data
throughput, voice is becoming negligible.
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The third generation (3G) successor of GSM is UMTS. With this system, any connection
between the mobile device and the base station is treated as a data session. Instead of defining
a fixed number of possible channels, defined in bandwidth and time slots, it uses a more
flexible scheme, based on wideband code-division multiple access, which will be defined
in a subsequent section.

In future mobile systems, like the long-term evolution (3GPP-LTE), a standard that is
currently being deployed, adds numerous new features on the system level. For exam-
ple, variable bandwidth, enhanced localization, spatial multiplexing, and multiple-input–
multiple-output (MIMO) schemes that use multiple receive and transmit antennas in order
to enhance data throughput, or maximum ratio combining schemes that reduce bit error rate
relying on multiple transmit antennas and a single receive antenna.

An outline addressing most of the details of current and emerging standards beyond
GSM are way beyond the scope of this book, and the reader is referred to the literature.
Fortunately, a number of good introductory application notes are available, for example,
[6–8, 10, 16–18].

1.4 ABOUT BITS, SYMBOLS, AND WAVEFORMS

1.4.1 Introduction

Digital modulation of an RF carrier is the allocation of physically existing RF waveforms
to the single elements of an alphabet of logical symbols where the number of allowed
waveforms is equal to the number of logical elements of the alphabet (Figure 1.33). The
most common alphabet is the binary one with the two logical symbols “0” and “1”, but we
will also deal with quaternary, octernary, and hexadecimal alphabets or more generally with
M-ary alphabets comprising many more elements when discussing the signal generation
with signal generators and dedicated software packages. The waveforms representing these
symbols differ from each other by their parameters amplitude a(t), their frequency f (t),
and their phase φ(t).

A modulator therefore is nothing more than a device by which this allocation is performed
(Figure 1.34). From a coder it receives the logical symbols and emits at its output the
corresponding waveforms si(t). The waveform generation may be done by using a set of
distinct generators (e.g., two oscillators to generate two signals with different frequencies in
the case of binary frequency shift keying), by classical amplitude or frequency modulators
or by more sophisticated equipment such as I/Q-modulators for M-ary modulations.

Digital
signal

LO

RF out

Figure 1.33 At base, digital modulation involves frequency-shifting a baseband digital signal to RF. In
practice, the process is more complicated than this because of bandwidth constraints on the resulting
RF signal.
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Figure 1.34 Digital modulator.

On their way across the RF channel from the transmitter to the receiver, these waveforms
are distorted by noise and other disturbing properties of the RF channel.

The task of the receiver is to interpret the received waveforms ri(t) and to reallocate
the proper logical symbols to them. For this purpose, it is not necessary to reconstruct the
original waveforms from the distorted ones (Figure 1.35). The important thing is to find out

Figure 1.35 The information channel.
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which symbol has most probably been sent when a certain signal ri(t) has been received, a
process that is known as maximum likelihood estimation.

For meaningful receiver tests therefore waveforms have to be generated that mimic real,
distorted signals to prove the ability of a receiver to tolerate waveform distortions to a certain
extent.

1.4.1.1 Representation of a Modulated RF Carrier
The waveform of a modulated RF carrier can be expressed as

s(t) = a(t) cos[2πfc(t)t + φ(t)] (1.7)

and is defined by its amplitude a(t), its carrier frequency fc(t), and its phase φ(t). All
the three parameters are time variant and may be altered to generate different waveforms
to represent logical symbols. If the occupied bandwidth of this modulated carrier is nar-
row compared to the carrier frequency fc, we call this signal the RF-bandpass signal
(Figure 1.36).

As any frequency variation causes a phase variation and vice versa a phase variation
always causes a frequency variation, we can replace any frequency modulation by a corre-
sponding phase modulation. Therefore, we simplify the above equation to

s(t) = a(t) cos[2πfct + φ(t)] (1.8)

that is, we consider the carrier frequency as a constant and concentrate all frequency and
phase variations into the parameter φ(t).

For our purposes, another representation is more suitable, we will have to look up some
trigonometric identities and our formula processor finds that

a(t) cos[2πfct + φ(t)] = cos[φ(t)]a(t) cos(2πfct)

− sin[φ(t)]a(t) sin(2πfct) (1.9)

Figure 1.36 The bandpass signal and the I/Q representation of a carrier.
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Figure 1.37 Different forms of signal representation.

which we call the I/Q representation of the RF-signal. I/Q means that we have an I
(in phase) signal, namely, cos[φ(t)]a(t) cos (2πfct), and a Q (quadrature) signal, namely,
− sin[φ(t)]a(t) sin(2πfct). These equations help us a lot in understanding an I/Q modulator.
Because of the phase difference of 90◦ between the two carrier components, these are said
to be orthogonal to each other.

All the information about the (modulated) carrier with the carrier frequency fc is con-
tained in the terms

cI(t) = a(t) cos [φ(t)] (1.10)

cQ(t) = a(t) sin [φ(t)] (1.11)

and, lazy as we are, we therefore disregard the terms cos
(
2πf ct

)
and − sin

(
2πf ct

)
for

further considerations and denote the above signals cI(t) and cQ(t) as the components of
the complex baseband waveform or baseband signal.

This leads us immediately to the vector representation of the signal, where we consider
the two components cI(t) and cQ(t) of the complex baseband signal as the time-variant
components of a time variant vector with the vector length a(t) and the angle to the I-axis
φ(t). We also get

a(t) =
√

c2
I (t) + c2

Q(t) (1.12)

φ(t) = arctan

(
cQ

cI

)
(1.13)

The vector can be depicted in the I/Q area (Figure 1.37).

Generation of the Modulated Carrier Once we have realized that the modulated carrier
can be represented as the sum of its I and Q components, which are the product of the two
baseband components with two orthogonal RF carriers of the same frequency, it is easy
to understand the hardware of the modulator (Figure 1.38). An unmodulated RF carrier is
split up into two equal oscillations cos (2πft), one of the two is then is shifted by 0.5 π,
and therefore is described by − sin(2πft). The component cos(2πft) is multiplied with the
I component of the baseband signal cI (t), the other one, − sin(2πft), is multiplied with the
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Figure 1.38 Principle of a digital I/Q modulator.

Q component cQ(t) of the baseband signal. Each multiplication may be performed using a
double-balanced mixer. Afterward, the two RF-components are added in a simple power
combiner. As it is difficult to shift the carrier by 90◦ over a broad frequency range, the
modulated carrier is generated at an intermediate frequency and then upconverted to the
wanted output frequency in a second mixer stage.

The baseband signals are generated by mapping every digital symbol into a pair of
digital pulses that are fed to digital baseband filters. The output signal of these filters is
D/A converted and smoothened by analog low-pass filters.

Figure 1.39 shows another example where, for a given modulation (MSK or GMSK), the
instantaneous phase and then the corresponding cosinusoid and sinusoid, which modulate
the two carrier components, are calculated from the data signal.

Digital designs of the modulator also exist, in which the IF-carrier generation, the time-
variant phase shift, the multiplication with the baseband signals, and the sum of the com-
ponents are calculated in a digital signal processor, the output of which is D/A-converted
and upconverted to the output frequency in the classical way. A further possibility is the
generation of the modulated carrier with direct digital synthesis (DDS), as it is used in the
Rohde & Schwarz SME signal generator.

Figure 1.39 I/Q modulation (MSK and GMSK).
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Figure 1.40 Constellation diagram, and baseband and RF signals of 16 QAM.

Mapping the Data into the Baseband Waveforms The next question is, “How do
we generate the baseband waveforms cI (t) and cQ(t)?” There is no general answer to this
question, as the generation of the baseband waveforms depends on the type of modulation.
The following short descriptions will suffice for the moment.

Linear modulations (all kinds of amplitude and phase-shift keying, and M-ary QAM).

• For binary amplitude and phase shift keying (ASK and BPSK), the data signal itself
represented as a unipolar (ASK) or bipolar (BPSK) nonreturn-to-zero (NRZ) signal is
the baseband waveform cI (t); the component cQ(t) does not exist.

• For M-ary phase shift keying and M-ary quadrature amplitude modulation, N bits
are combined to form new symbols that are elements of an alphabet with M = 2N

elements. In the simplest case, every symbol is allocated an I and a Q amplitude during
the symbol duration, which is N times the bit duration. The modulating signals cI (t)
and cQ(t) are then staircase functions, and the modulated carrier has a time-varying
envelope with the instantaneous amplitude a(t) (Figure 1.40). Because the steps of
the envelope cause unwanted side lobes of the RF spectrum, the baseband signals are
filtered to smooth the shape of the RF envelope and reduce the occupied bandwidth
of the modulated RF signal.

Nonlinear modulations (frequency-shift keying, minimum shift keying and Gaussian
minimum shift keying).

• Despite M-ary frequency shift keying (FSK) could be performed using an I/Q modula-
tor, for this type of modulation much simpler equipment such as a voltage-controlled
oscillator is used as a frequency modulator. Figure 1.41 shows an example of quater-
nary frequency shift keying (4FSK), which also is known as 4 PAM/FM. This term
indicates that every two bits are combined to a dibit that is mapped into a baseband
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Figure 1.41 4PAM/FSK.

pulse with an amplitude taking on one of four possible levels. The pulse than is shaped
by a baseband filter before being fed to the frequency modulator.

• If more precise modulations are required (e.g., MSK and GMSK, which also turn
out to be frequency modulations), first the instantaneous phase of the modulated RF
carrier is calculated from the data. The corresponding sine and cosine values that form
the modulating baseband signals cI (t) and cQ(t) are determined from a look-up table.
This operation is the reason for the fact that frequency modulation is called a nonlinear
modulation.

1.4.1.2 The Spectrum of a Digitally Modulated Carrier
It is the task of any transmission process to occupy as little bandwidth as possible. The
absolute lower limit in the baseband is half the symbol rate of the baseband signal, where
for M-ary modulation the symbol rate rSymbol is equal to the bit rate divided by ld(M).
This lower limit is only theoretical as ideal rectangular filters that cannot be realized were
necessary. Therefore, in practice, a minimum baseband bandwidth of about 0.75 rSymbol has
to be taken into account.

With linear modulation, the occupied bandwidth in the RF range is twice the occupied
baseband bandwidth. This follows from the lag theorem, according to which the double-
sided spectrum of a time function is shifted from f = 0 to the frequency f = fc when the
time function is multiplied with cos

(
2πf ct

)
(Figure 1.42).

Expressing this with formulas, we find

(1.14)

(1.15)

Therefore, if the baseband spectrum is limited by a low-pass filter, the RF spectrum is
limited as if it was filtered by an RF bandpass filter with twice the bandwidth of the baseband
filter.

Demodulation of Digitally Modulated Carriers The demodulation process is an estima-
tion process. The receiver compares the received waveform with all the possible waveforms
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Figure 1.42 Occupied bandwidth in the baseband and the RF range.

and decides which symbol has been received. The waveform allocated is the one that is most
similar to the received signal. This process is also called maximum likelihood estimation.

Figure 1.43 shows a possible demodulator. The received signals are cross-correlated
with the stored ones in M correlators. High output from a given correlator indicates a match
between its stored symbol and a symbol in the incoming signal.

As can easily be seen, such a receiver is quite complex. Therefore, other principles of
receivers have been studied. The most often used receiver is based on an I/Q demodulator,
the principle of which is shown in Figure 1.44.

The received signal is split into two equal components. One component is multiplied
with the reconstructed carrier signal, the other with its orthogonal counterpart, that is, the
π/2-shifted reconstructed carrier. After low-pass filtering, this multiplication delivers the

Figure 1.43 Correlation receiver.
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Figure 1.44 Coherent demodulation.

I and the Q components of the baseband signal, which is more or less distorted by interfer-
ence, multipath, and noise in the radio channel. These demodulated baseband signals then
can be A/D converted and treated using simple or sophisticated algorithms to decide which
symbols were originally sent. This type of demodulation requires an exact reconstruction
of the unmodulated carrier, not only with respect to frequency but also to phase, and is
called coherent demodulation. While the frequency recovery is in principle quite simple,
the acquisition and tracking of the signal phase requires complex signal processing of the
baseband signal.

Coherent demodulation and its accompanying costly signal acquisition and tracking is
necessary for all types of phase and quadrature amplitude modulation in which any part of the
transmitted information is coded in the absolute phase of the carrier. It only can be avoided
when the information is coded in the phase difference of two sequential waveforms. Such
modulation schemes are called differential phase modulation. Examples of such modulation
include differential binary phase-shift keying (DBPSK) and differential quadriphase-shift
keying (DQPSK) and their derivatives.

The following list shows common digital modulation types and the telecom systems that
use them.

BPSK—Satellite radio links, GPS, Inmarsat

QPSK—Satellite radio links, GPS, IS-95

OQPSK—IS-95 (reverse link)

π/4-QPSK—NADC, PHS, PDC. TETRA

GMSK—GSM, DCS 1800

GFSK (Gaussian FSK)—DECT

COFDM (coded orthogonal frequency-division multiplexing)—DAB, DVB.

1.4.2 Some Fundamentals of Digital Modulation Techniques

The first waveforms that were used for “digital modulation” were amplitude-shift key-
ing (ASK), similar to on–off-keyed Morse code, and phase-shift keying (similar to FM).
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Figure 1.45 Amplitude-shift keying (ASK) and phase-shift keying (PSK) in the time domain.

Figures 1.45 shows the resulting waveforms in the time domain. It is also useful to look
at them in the the phase domain—the in-phase (I) and quadrature (Q) planes. From
Figure 1.46, we see that ASK has only two states: no signal and signal at I (in-phase),
while phase-shift keying can have two states: +I and −I. In the frequency domain, ASK
and BPSK have the output spectra shown in Figure 1.47. These output spectra, with their
(sin x)/x appearance, depend on the rise and decay times and duty cycle of the modulating
signal.

BPSK sends one data bit per signal state. Another way to put this is that each of BPSK’s
two signal states is a symbol that stands for just one bit—0 or 1. Transmitting more than
one bit per symbol would allow us to improve our data throughput per unit of time, and
this is exactly what is done in quadrature PSK (QPSK), which uses four possible signal
states as symbols for two-bit sequences called dibits (Figure 1.48). Figure 1.49 shows
a QPSK modulator and the QPSK constellation diagram. Figure 1.50 shows the result
of QPSK in the time and frequency domains. Figure 1.51 shows a spectrogram of an actual
QPSK emission.

Moving from ASK to BPSK or QPSK results in increased resistance to noise. Figure
1.52 illustrates this by graphing bit error rate versus signal-to-noise ratio (here expressed
as 10 log [Ebit ÷ N0], where Ebit is energy per bit and N0 is the noise [42]). Figure 1.53
compares the maximum interference voltages for BPSK and QPSK.

Figure 1.54 shows bandwidth requirements and constellation diagrams for BPSK and
QPSK. Unfiltered BPSK and QPSK are purely angle-modulated emissions; for each, all
symbols are transmitted at the same amplitude. As we will see, however, bandwidth lim-
iting a BPSK or QPSK signal to minimize adjacent-channel interference results in enve-
lope variations that must be preserved through careful circuit design if bit errors are to
be minimized.



ABOUT BITS, SYMBOLS, AND WAVEFORMS 39

Figure 1.46 ASK and PSK in the I/Q plane.

Further increases in bit rate per symbol are possible with phase-modulation schemes
that divide the 360◦ of each carrier cycle into increasingly smaller segments. Transmitting
three bits per symbol, with each symbol spaced from its neighbors by 45◦, gives 8-PSK;
transmitting four bits per symbol, with each symbol spaced from its neighbors by 22.5◦,

Figure 1.47 ASK and BPSK in the frequency domain.
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Figure 1.48 Quadrature PSK (QPSK) modulator (I/Q modulator).
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Figure 1.49 QPSK constellation diagram (left) and modulator (right).

Figure 1.50 Result of QPSK modulation in the time and frequency domains.
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Figure 1.51 QPSK spectrum.

Figure 1.52 Bit error rate (BER) in terms of Ebit/N0 for BPSK, QPSK, and ASK.

Figure 1.53 Maximum interference voltages for BPSK and QPSK, where V̂C is carrier voltage of the
desired signal and V̂interfere is the carrier voltage of the interfering signal.
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Figure 1.54 Bandwidth requirements (left) and constellation diagrams (right) for BPSK and QPSK. For
each emission, all symbols are transmitted at the same amplitude, as is indicated by their equidistance
from the constellation origin.

results in 16-PSK. Increasing the data rate by increasing the number of bits per symbol
does not give us something for nothing, however; the smaller the phase difference between
adjacent symbols, the likelihood that phase shifts resulting from phase noise, multipath
reception, and other sources of phase perturbation will cause demodulation errors.

Modulation schemes that differentiate their data symbols through a combination of phase
and amplitude shifts are susceptible to disturbances in amplitude in addition to phase.
Figure 1.55 shows the modulator and constellation diagram for 16-state quadrature

Figure 1.55 Quadrature amplitude modulation (QAM), with constellation diagram for 16-state QAM
(16 QAM). Because transitions between QAM symbols involve shifts in phase and amplitude; even
unfiltered QAM is a combination of amplitude and angle modulation.
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Figure 1.56 Bit error rate versus Ebit/N0 for BPSK/QPSK, 16-QAM and 64-QAM, showing the signifi-
cantly greater SNR necessary for a given BER as the number of signal states is increased. In 64-QAM,
each symbol represents six bits.

amplitude modulation (16-QAM), in which each symbol represents four bits. Figure 1.56
shows bit error rate versus SNR for BPSK/QPSK, and 16-QAM and 64-QAM. QAM sys-
tems can support very high bit rates—if sufficient SNR can be maintained and disturbances
in signal amplitude and phase can be kept under control [5].

The infinite number of sidebands produced by angle modulation must be reduced by
filtering to minimize the spectrum occupied by an emission to just that necessary for com-
munication (Figure 1.57). Considerations of filter realizability and transmitter frequency
agility dictate that this filtering must be done at baseband (Figure 1.58). The filter char-
acteristics are optimized in accordance with the modulation scheme used. The filtering is
done in using DSP, minimizing component count, and resulting in characteristics that are
essentially temperature independent and identical from unit to unit.

Figure 1.57 QPSK spectrum resulting from pseudorandom binary sequence (PRBS) data. Most of an
angle-modulated emission’s infinite sidebands are unnecessary for communication and can be removed
by filtering—at the cost of introducing amplitude variations that must be sufficiently preserved to keep
the bit error rate low.
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Figure 1.58 Baseband filtering. Figure 1.59 shows the result for QPSK.

Fundamental angle-modulation theory tells us that the envelope of an angle-modulated
signal does not vary in amplitude. Such an emission could be amplified in highly nonlin-
ear stages without distortion. But because angle-modulated signals must be band-limited
for practical use, and because band-limiting an angle-modulated signal strips away side-
band energy that would contribute to its envelope constancy, the emissions used in modern
wireless systems, even those that do not involve intentional amplitude modulation, vary in
amplitude with modulation. How much an wireless emission’s amplitude varies depends on
the degree of filtering and the particular modulation scheme used. Various schemes, many
of which rely on particular synergies of coding, modulation, and filtering, have been devised
for minimizing amplitude variation in digitally modulated signals. Figure 1.60 shows one
(offset DQPSK [OQPSK]); Figure 1.61 compares the spectra of three (QPSK, minimum
shift keying [MSK], and Gaussian MSK [GMSK]). Detailed discussion of such techniques
is more concerned with coding, logic circuitry, and software than with radio hardware, and
is therefore beyond the scope of this book. What is important to the circuit designer is that
stages handling the emission(s) on which a system depends must be sufficiently amplitude

Figure 1.59 Spectrum of a band-limited QPSK signal.
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Figure 1.60 Offset QPSK (OQPSK) exhibits reduced envelope variations compared to standard
QPSK by time-offsetting the I and Q channels.

linear to maintain the modulation integrity of the signal and, in the case of transmitters, to
keep adjacent-channel interference and other spurious emissions within acceptable levels.

1.4.2.1 Spread-Spectrum and CDMA Modulation Techniques
A spread-spectrum techniques is, by definition, a modulation technique that spreads a base-
band signal over a broader bandwidth for transmission—without improving the signal-to-
noise ratio (SNR) compared to AM. Common FM or PM therefore are not considered
spread spectrum, since increasing the bandwidth yields a reduction in SNR. The two tech-
niques most commonly used for spread spectrum in commercial standards are frequency
hopping, and direct-sequence spread spectrum. Let us have a look into these schemes in

Figure 1.61 Comparison of QPSK, MSK, and GMSK.
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order to motivate why it can be advantageous to spread the signal instead of keeping it as
narrowband as possible [19, 20].

Frequency Hopping The name already implies how it works: the carrier frequency is
not fixed. During transmission, the signal hops between different frequency channels in
a pseudorandom sequence that is known only to transmitter and receiver. This approach
is advantageous in a hostile environment. The technique is dating back to the 1920s, and
was first used as a measure to establish secure military radio links. Without knowledge of
the hopping sequence, it is next to impossible in an analog world to track the transmitted
signal. The transmission might even be unnoticed by the enemy since the average power
for the full band is low and might even be below the total noise power. For one narrow
band, on the other hand, the signal only appears for a very short time until it hops away.
Another advantage is that it is not easy to disrupt the transmission by jamming. A jammer
could practically just block one narrowband channel, while the transmit signal hops around
it without experiencing any problem.

Today, frequency hopping is commonly used in standards like Bluetooth that use an
unlicensed ISM band. An unlicensed band can be regarded as a quite hostile environment,
since many other devices might be active, for example, microwave ovens. Bluetooth uses an
adaptive frequency-hopping spread-spectrum technique to ensure good transmission prop-
erties. In fact, the hopping sequence is adaptively updated, mainly by removal of channels
that provide low-quality transmission, for example, due to fading or due to another device
that is sending there.

Direct Sequence Spread-Spectrum DSSS is used in code-division multiple access
scenarios (CDMA). In DSSS, the digital baseband signal is multiplied with a fast pseudo-
random bit sequence. One bit of information is now expressed by a long series of so-called
chips. Since the chip length is a small fraction of the bit length, the respective spectrum is
spread accordingly. On the receiver side, the original signal can only be reconstructed, if
the received signal is multiplied with the original pseudorandom bit sequence.

This signal is also hard to detect. Without knowledge of the spreading code, it looks
like broadband noise. The power level might only be slightly higher or even below the
natural noise level. This technique therefore also has its roots in the military sector, and the
spreading code was also used to encrypt the transmission.

An important feature of the DSSS is that the received signal is again multiplied with the
pseudorandom bit sequence. Figure 1.62 shows a sketch of a spread-spectrum transmission.
The original signal is multiplied with the spreading sequence, which can be done through an
XOR operation. The figure shows the respective signals in the baseband. Spreading results
in a sequence of shorter symbols, thereby the original spectrum is spread. The channel will
add white noise, and possibly a narrowband interfering signal.

The received signal is the superposition of these signals. Despreading is performed
by applying an XOR operation of the received signal with the original spreading code.
The transmitted signal, therefore gets reconstructed. In the time domain, the double XOR
operation cancels out, and in the frequency domain, it is despread to its original bandwidth.
Any other received signal, on the contrary, is spread, and its power is distributed over a
wide band. However, spreading will not affect white noise, which is still white at the same
power level after spreading. Therefore, the noise power that defines the SNR of the DSSS
transmission equals the noise power within the original bandwidth, no change compared to
AM transmission.
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Figure 1.62 Direct-sequence spread spectrum.

Regarding a narrowband jamming signal, a clear advantage over AM is seen. The de-
spreading procedure is identical to the spreading procedure for any signal except the desired
transmitted signal. A jammer is therefore spread, and its power is distributed over a wide
bandwidth. Most of the power is then filtered.

In CDMA, or wideband-CDMA (W-CDMA) systems like UMTS, the different users
share the same bandwidth by using different orthogonal spreading codes. Ideally, the cross-
correlation between the different bit sequences would be zero, which means that the average
of one bit sequence multiplied with another one is equal to zero. In UMTS, these bit
sequences are realized through feedback shift registers providing so-called Gold Codes.
The codes of this family, however, are not fully orthogonal. The nonzero cross-correlation
results in a higher noise floor, depending on the number of parallel users.

W-CDMA can handle multipath propagation that causes reception of delayed echos of
the signal. If the spreading code is orthogonal to a delayed copy of itself, all echos will just
be discarded when despreading the main signal coherently. However, a rake receiver that
basically despreads each of the echos individually, can even take advantage of the multipath
propagation. It is, however, required to know in advance when the echos will arrive, which
is accomplished through channel estimation techniques.
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UMTS mobiles operate in full duplex, they transmit their broadband signal at a quite
low-power spectral density. The W-CDMA scheme enables flexible usage of the available
bandwidth; more users at a time increase the noise floor for all, which in turn reduces
data throughput. But the number of users is not a priori fixed as in pure TDMA or DFMA
schemes.

1.4.2.2 Orthogonal Frequency Division Modulation (OFDM) and Single-
Carrier Frequency-Division Multiple Access (SC-FDMA)
Orthogonal frequency division modulation (OFDM) starts from a quite simple thought: if
very long symbols are transmitted, multipath transmission and echos are not an issue, as
long as the difference in delay for the different paths is short compared to the duration
of the symbols. This requires a very long duration for a symbol that requires only narrow
bandwidth. Thus, for a high-bitrate data transmission, a high number of subchannels is
defined, and a high number of bits is transmitted in parallel.

Regarding the different subchannels, it is required that they are independent or orthogo-
nal. OFDM assumes at first a rectangular shape of the bits to be transmitted, which results
in a sin(x)/x-shaped spectrum Sν(ω) that has periodic zero crossings as follows:

Sν(ω) =
∣∣∣∣ sin([ω − ων]TS/2)

(ω − ων)TS/2

∣∣∣∣
2

(1.16)

with the bitlength TS and the subcarrier frequency ων. The distance of the zeros in the
spectrum defines the channel spacing fs as follows:

fs = 1

TS

(1.17)

The subcarrier frequencies therefore are given as ων = ν · 2 · πfs. Figure 1.63 shows the
channel definition for five channels. It is obvious that the channels are only independent
at the discrete frequencies fs; for all other frequencies, it is not possible to distinguish
between the different channels. This channel definition is, however, only processed in the
digital domain. Prior to transmission, the signal is inverse Fourier transformed into time
domain, bandpass filtered, and converted into analog. The underlying principle is basically
the same as the well-known Nyquist criterion for digital data transmission in the time
domain. This criterion defines that the bits in a bitstream need to be independent from
each other at the sampling time. And assuming an ideal low-pass channel, the bit symbols
become sin(x)/x-shaped, and the time difference between the zeros of one bit signal defines
the minimum data rate. OFDM, as stated before, uses basically the same principle, but with
time and frequency domain interchanged. OFDM, therefore, requires perfect frequency

S(f)

f

Figure 1.63 OFDM spectrum for five channels.
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synchronization between transmitter and receiver, since otherwise the subchannels are no
longer orthogonal.

OFDM is inherently robust against multipath transmission due to the long duration of
the single bits. In order to completely cancel the impact of multipath effects, a guard period
is inserted before each of the symbols, the so-called cyclic prefix. The end of the symbol is
copied into this guard period, and all the echo signals are expected to arrive within this time.
Before reconstructing the bitstream through FFT, this guard period is discarded. Therefore,
in OFDM the signals arriving through the different paths superimpose for each symbol. If
they add, it is even able to take advantage of the multipath propagation. And narrowband
fading only affects a few subbands, therefore only a few bits are lost without any impact on
the other bits transmitted in parallel.

From the point of view of a circuit designer, however, OFDM has a major drawback, that
lies in the high number of independent subchannels. The resulting time-domain waveform
is almost chaotic and has a high variation in amplitude—the minimum in case that all
subchannels transmit the symbol of lowest amplitude, and the maximum being the case,
where all channels transmit at maximum amplitude. Even if a clever symbol mapping
algorithm is able to reduce the peak-to-average ratio, the time-domain signal’s amplitude
variation is still the peak-to-average ratio of the single-carrier signal multiplied by the
number of subchannels.

Therefore, in order to simplify circuit design, we would prefer a single-carrier modu-
lation due to its lower peak-to-average power. But regarding robustness against multipath
propagation, OFDM would be the preferred. Fortunately, it is to a certain extent possible to
unite the two approaches. Regarding OFDM, the system looks like this: original signal →
IFFT → add cyclic prefix → radio channel → discard cyclic prefix → FFT → equalize
→ received signal.

However, in a linear system, it is possible to exchange the building blocks without chang-
ing the final result. A single-carrier scenario could look like this: original signal → add
cyclic prefix → radio channel → discard cyclic prefix → FFT → equalize → IFFT → re-
ceived signal. The only change is that the IFFT block was moved to after the equalizer. This
scheme is called single-carrier frequency-domain equalization (SC-FDE). On the transmit-
ter side, the single-carrier signal is only changed by adding a cyclic prefix to a certain block
of data, but no mapping to subcarriers is done. On the receive side, the guard interval is again
discarded, which removes the impact of echos on the respective block of data, as in OFDM.
Remains frequency-selective fading, which is addressed by equalization in frequency do-
main. SC-FDE also reduces the requirements regarding frequency synchronization between
transmitter and receiver compared to OFDM.

The SC-FDE scheme therefore reduces the requirements on the side of the transmitter
power amplifier, since the peak-to-average ratio is the same as for the single-carrier modula-
tion. On the other hand, it requires increased processing power on the receiver side, since an
adaptive frequency-domain equalization is required. This scheme is therefore very attractive
for the upstream in mobile communication systems, where the mobile unit is transmitting
and the base station receives.

In case of LTE, however, the SC-FDE is implemented in a way that additionally allows
for multiple access by frequency-domain multiplexing. While in SC-FDE, the full channel
bandwidth is dedicated to one transmission, in single-carrier frequency-domain multiple ac-
cess (SC-FDMA), the different channels defined for equalization are dedicated to different
subscribers. It can either be a contiguous block of subchannels or the channels that are inter-
leaved. On the mobile unit’s side, it is now required that the single-carrier signal is Fourier
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Figure 1.64 SC-FDMA signal flow. Neglecting the dashed box yields a SC-FDE system that transmits
a single-carrier signal enhanced by the cyclic prefix and performs the equalization on the receive side in
the frequency domain. SC-FDMA in addition first converts the single-carrier signal to frequency domain
and maps the discrete spectrum to the available subcarriers (adapted from the public-domain graphic
published in the SC-FDMA Wikipedia article).

transformed and shifted to the allowed subchannels. Figure 1.64 shows a block diagram.
An N-point FFT is performed first, and the N subchannels are then mapped to a certain
subset of M subchannels, unused subchannels are filled with zeros. The IFFT transforms
the whole signal back into the time domain for transmission, the guard interval/cyclic prefix
is inserted, and the signal finally is converted to analog and transmitted. The receive path is
almost unchanged, except that the equalizer needs to be aware of the channel mapping in
order to reconstruct the signal.

Further details on the SC-FDMA coding scheme and how it is implemented in LTE can
be found in the literature [21, 22].

1.5 ANALYSIS OF WIRELESS SYSTEMS

1.5.1 Analog and Digital Receiver Designs

For the purpose of showing the capability of modern CAD, we now show first an analog
receiver and following this an analog/digital receiver with its functionality and performance.

1.5.1.1 Receiver Design Examples

Analog Receiver Design A transmitter modulates information signals onto an RF carrier
for the purpose of efficient transmission over a noise filled air channel. The RF receiver’s job
is to demodulate that information signal while maintaining a sufficient signal-to-noise ratio
(SNR). This must be done for widely varying input RF power level and with the presence
of noise and interferers.
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Figure 1.65 Dual-downconversion receiver schematic.

Modern communication standards place requirements on key system specifications such
as RF sensitivity and spurious response rejection. These system specifications must then
be separated into individual circuit specifications via an accurate overall system model.
Symphony can play a major role in modeling systems and in determining the individual
component requirements. A 2.4-GHz dual down-conversion system (see Figure 1.65) will
be used as an example. The first IF is 200 MHz and the second IF is 45 MHz.

As a signal propagates from the transmitter to the receiver, it is subject to path loss and
multipath resulting in extremely low signal levels at the receive antenna. RF sensitivity
is a measure of how well a receiver can respond to these weak signals. It is specified
differently for analog and digital receivers. For analog receivers, there are several sensitivity
measures including minimum discernible signal (MDS), signal-to-noise plus distortion ratio
(SINAD), and noise figure. For digital receivers, the typical sensitivity measure is maximum
bit error rate (BER) at a given RF level. Typically, a required SINAD at the baseband
demodulator output is specified over a given RF input power range. For example, audio
measurements may require 12 dB SINAD at the audio output over RF input powers ranging
from –110 dBm to –35 dBm. This can then be translated to a minimum carrier-to-noise
(C/N) ratio at the demodulator input to achieve a 12 dB SINAD at the demodulator output
(see Figure 1.66).

Determining receiver sensitivity requires accurate determination of each component’s
noise contribution. Modern CAD software, such as Symphony by Ansoft, can model noise
from each stage in the system including oscillator phase noise. The C/N ratio can then be
plotted as a function of input power (see Figure 1.67).

Figure 1.66 Receiver sensitivity measure showing required C /N .
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Figure 1.67 C/N ratio versus input RF power level.

This plot enables straightforward determination of the minimum input power level to
achieve a certain C/N ratio. Once the sensitivity has been specified, the necessary gain or
loss of each component can be determined. A budget calculation (see Table 1.5) can be used
to examine the effects of each component on a particular system response.

Another key system parameter is receiver spurious response. The receiver’s mixers typ-
ically cause the spurious responses. The RF and LO harmonics mix and create spurious
responses at the desired IF frequency. These spurious responses can be characterized by the
equation [23]

±mfRF ± nfLO = ±fIF (1.18)

Some spurious responses, or spurs, can be especially problematic because they may be
too close to the intended IF to filter thus masking the actual information bearing signal.
These spurious responses and their prediction can be especially troublesome if the receiver
is operated near saturation. The analysis can then be refined by including a spur table that
predicts the spur level relative to the IF signal. The spur’s power at the output of a mixer is
calculated using the spur table provided for this mixer. Once generated, each spur is carried

Table 1.5 Budget Calculation for the �S21

Across Each System Component Accounting
for Impedance Mismatches

Names �S21 (dB)

2.4 GHz BPF −0.82
LNA 22.04
2.4 GHz BPF −0.93
MIXER 1 −5.34
200 MHz IF BPF −3.85
200 MHz AMP 22.21
MIXER 2 −8.43
45 MHz IF BPF −0.42
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Table 1.6 Spur Output Powers and the Cor-
responding RF and LO Harmonic Indices

Frequency (MHz) Pout (dBm)

45.00 −26
20.00 −106
65.00 −86
90.00 −76
110.00 −66
135.00 −96
155.00 −44
175.00 −96
180.00 −106
200.00 −56
220.00 −96
245.00 −76
245.00 −46
265.00 −76

through the remainder of the system with all mismatches accounted for. The output power
level of each spur is shown in Table 1.6. Another useful output is the RF and LO indices
that indicate the origin of each spur.

In addition to sensitivity and spurious response calculations, an analog system can be
analyzed in a CAD tool such as Symphony for gain, output power, noise figure, third-order
intercept point, IMD (due to multiple carriers), system budget, and dynamic range.

Mixed-Mode MFSK Communication System Next, a mixed-mode, digital and RF,
communication system will be described and simulated. In this example, digital symbols
will be used to modulate an 8 GHz carrier. The system uses multiple frequency shift keying
(MFSK) bandpass modulation with a data rate of 40 Mbps. Convolutional coding is em-
ployed as a means of forward error correction. The system includes digital signal processing
sections as well as RF sections and channel modeling. Several critical system parameters
will be examined including bit error rate (BER). FSK modulation can be described by the
equation [24]

si(t) =
√

2E

T
cos(ωit + φ) (1.19)

where i = 1 . . . M. So the frequency term will have M discrete values with almost instanta-
neous jumps between each frequency value (see Figure 1.68). These rapid jumps between
frequencies in an FSK system lead to increased spectral content.

Figure 1.69 shows a block diagram of the complete system. The system can be split into
several major functional subsystems, the baseband modulator, the RF transmitter section,
channel model, RF receiver, clock recovery circuitry, and baseband demodulator. Looking
specifically at the baseband modulator circuitry (Figure 1.70), a pseudorandom bit source
is used and the bit rate is set to 40 MHz.

A convolutional encoder then produces two coded bits per data bit and increases the bit
rate to 80 MHz. The purpose of the convolutional encoder is to add redundancy to improve
the received BER. A binary-to-M-ary encoder then assigns one symbol to every two bits
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Figure 1.68 4FSK signal generated in Symphony.

Figure 1.69 Mixed RF/DSP MFSK communication system simulated in Symphony.
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∑

Figure 1.70 MFSK baseband circuitry including frequency modulator.

creating the four levels for the 4FSK effectively halving the bit rate down to 40 MHz again.
The signal is then scaled and upsampled. To decrease the bandwidth, a root-raised cosine
filter is used to shape the pulses. The filtered signal then serves as the input to the frequency
modulator. The RF section (see Figure 1.71) includes the transmitter that modulates the
baseband signal onto an 8-GHz carrier.

Figure 1.71 RF section including Gaussian noise channel model.
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Figure 1.72 Clock-recovery circuitry.

That signal is amplified and then filtered to remove any harmonics. The signal is then
passed through an additive white Gaussian noise model. The received signal is filtered,
amplified, and downconverted twice to baseband. After carrier demodulation, the signal
is then sent through the clock recovery circuitry. Clock recovery is employed in order
to ensure that sampling of the received signal is executed at the correct instances. This
recovered timing information is then used as a clock signal for sample and hold circuitry.
Clock recovery in this system was achieved using a PLL configuration. The schematic for
the clock-recovery circuit is shown in Figure 1.72.

At the heart of the clock recovery circuit is the phase comparator element and the fre-
quency modulator. The inputs to the phase comparator consist of a sample of the received
data signal and the output of the feedback path that contains the frequency modulator.
The frequency modulator reacts to phase differences in its own carrier and the received
data signal. The output of the frequency modulator is fed back into the phase comparator
whose output is dependent on the phase differential at its inputs. The phase of the frequency
modulator continually reacts to the output of the phase comparator and eventually lock is
achieved. Once the timing of the received signal is locked onto, the clock that feeds the
sample and hold will be properly aligned and correct signal sampling will be assured.

Figure 1.73 shows the received signal (filtered and unfiltered) as well as the recovered
clock and the final data. Equalizer circuitry is then used to compensate for channel effects that
degrade the transmitted signal. The equalizer acts to undo or adapt the receiver to the effects
of the channel. The equalizer employed in this MFSK system is the recursive least square
equalizer. The equalizer consists of a filter of N taps that undergoes an optimization in order
to compensate for the channel effects. The equalizer depends on a known training sequence
in order to adapt itself to the channel. The equalizer model updates the filter coefficients
based on the input signal and the error signal (i.e., the difference between the output of the
equalizer and the actual desired output). The update (optimization) is based on the recursive
least square algorithm. Several equalizers are available in Symphony, including complex
least mean square equalizer, complex recursive least square equalizer, least mean square
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Figure 1.73 Input data, filtered input data, recovered clock, and final output data for the MFSK com-
munication system.

equalizer, recursive least square equalizer, and the Viterbi equalizer. After equalization, the
BER of the system is analyzed versus SNR (see Figure 1.74).

1.5.1.2 PLL CAD Simulation
From the clock recovery circuit, it is logical to ask the question about the various frequency
sources and their performance. Now to answer this question, we are resorting to Symphony
8.0, where the system simulator allows us to evaluate phase-locked loops. Figure 1.75 shows

Figure 1.74 BER versus SNR for the MFSK system.



ANALYSIS OF WIRELESS SYSTEMS 57

Figure 1.75 Block diagram of a CAD-based PLL system.

the block diagram of a PLL in which the VCO is synchronized against a reference. For the
purpose of demonstrating the capability, we have selected a 1:1 loop with a crossover point
of about 100 kHz, meaning that the loop gain is 1 at this frequency.

Its noise performance is best seen by using a CAD tool to show both the open- and
closed-loop phase-noise performance. At the crossover point, the loop is running out of
gain. The reason why the closed-loop noise increases above 2 kHz has to do with the noise
contribution of various components of the loop system. The highest improvement occurs at
100 Hz, and as the loop gain decreases, the improvement goes away. Therefore, it is desirable
to make the loop bandwidth as wide as possible as this also improves the switching speed.
On the bad side, as the phase noise of the free-running oscillator crosses over the phase
noise of the reference noise, divider noise, and other noise contributors, one can make the
noise actually worst than that of the free-running state. In a single loop, there is always a
compromise necessary between phase noise, switching speed, and bandwidth. A first-order
approximation for switching speed is 2/fL, where fL is the loop bandwidth. Assuming a
loop bandwidth of 100 kHz, the switching speed will be 20 �s. Looking at Figure 1.76, we
can clearly see the trend from 200 Hz to 100 kHz. Because of the resolution of the sampling
time (computation time), the open-loop phase noise below 150 Hz is too low and could be
corrected by a straight line extrapolation from 500 Hz toward 100 Hz. We did not correct
this drawing so we could show the reader the effect of not-quite-adequate resolution.

Having said this, Table 1.7 shows cellular and cordless standards, everything referring
to 2G. Figure 1.77 shows the multiplexing schemes used. Table 1.8 shows the parameters
of cellular and cordless systems. Figure 1.78 shows the cellular structure.

1.5.2 Transmitters

Since it is possible to generate any type of modulation using DSP, including those described
in this chapter, a DSP-based transmitter can also be built. A good example of this is the
Philips SA900, which is truly universal.
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Figure 1.76 Open- and closed-loop phase noise for a CAD-based test phase-locked loop.

Table 1.7 Cellular and Cordless Standards

Cellular Telephone Networks

Analog Digital

AMPS IS-54
Advanced Mobile Phone System North American Digital Cellular

TACS IS-95
Total Access Communication System North American Digital Cellular

NMT GSM
Nordic Mobile Telephone Global System for Mobile Communications

PDC
Personal Digital Cellular

Cordless Telephone Networks

Analog Digital/PCN

CTO CT2/CT2+
Cordless Telecom 0 Cordless Telecom 2

JCT DECT
Japanese Cordless Telecom Digital European Cordless Telecom

CT1/CT1+ PHS
Cordless Telecom 1 Personal Handy Phone

System
DCS-18OO

Introduction to the SA900 1

The SA900 (Figure 1.79) is a truly universal in-phase and quadrature (I/Q) radio trans-
mitter that can perform many types of analog and digital modulation including AM, FM,
SSB, QAM, BPSK, QPSK, FSK, and so on. It is a highly integrated system that saves space

1Based on portions of the Philips Semiconductors/Signetics RF Communications Products Application Note
AN1892, “SA900 I/Q transmit modulator for 1 GHz applications,” August 20, 1997. Used with permission.
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Figure 1.77 Multiplexing schemes.

and cost for the manufacturers producing cellular and wireless products. The device allows
baseband signals to directly modulate the I/Q carriers, which are generated by internal
phase shift network, in the 1-GHz range, and to maintain good linearity required for linear
modulation scheme (e.g., π/4-DQPSK). It contains an on-chip frequency divider, phase
detector, and VCO, which can be built into a PLL frequency synthesizer to create a transmit
offset frequency. Its unique internal design allows frequency conversion without having an
external image rejection filter for eliminating the sum term after mixing. The SA900 meets

Table 1.8 Parameters of Cellular and Cordless Systems

Cellular Telephones Cordless Telephones

Characteristics IS–54 IS–95 GSM CT2 DCS1800 DECT

Band (downlink) 869–894 869–894 935–960 864–868 1805–1880 1880–1900
Band (uplink) 824–849 824–849 890–915 864–868 1710–1785 1880–1900
Bandwidth 50 MHz 50 MHz 50 MHz 2 MHz 150 MHz 20 MHz
Channelization TDMA/FDMA CDMA/FDMA TDMA/FDMA FDMA TDMA/FDM TDMA
Channel spacing 30 KHz 1250 kHz 200 KHz 100 kHz 200 kHz 1728 kHz
Channels/carrier 3 55–62? 8 1 16 12
Number of channels 832 20 124 40 750 10

(3 users/ch.) (798 users/ch.) (8 users/ch.) (16 users/ch.) (12 users/ch.)
Duplex method FDD FDD FDD TDD FDD TDD
Channel bit rate 48.6 kbps 1.2288 Mb/s 271 kbps 72 kbps 271 kbps 1152 kbps
Speech codec VSELP CELP RPE-LTP ADPCM RPE-LTP ADPCM
Bit rate (voice) 8 kbps 1.2–9.6 kbps 13 kbps 32 kbps 13 kbps 32 kbps
Modulation π/4DQPSK BPSK/OQPSK GMSK FSK GMSK GMSK
Mobile peak power 0.6–3 W 0.2–2 W 2–20 W 10 mW 0.25–2 W 250 mW
Mobile average 0.6–3 W 0.2–2 W 0.25–2.5 W 5 mW 0.03–0.25 W 10 mW

power
Cell radius 30 miles 30 miles 1–5 miles ? ? 40–140 m
Cluster size (min) 7 1 3 N/A 3 N/A
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Figure 1.79 SA900 transmit modulator.
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the specifications required by the IS-54, the industry standard for North America Digital
Cellular (NADC) system. This application note reviews the basic concept of I/Q modulation
and discusses the key points when designing the SA900 for an RF transmitter.

I/Q Modulation Any bandpass RF signals can be represented in polar form by

s(t) = A(t) cos[ωct + φ(t)] (1.20)

where A(t) is the signal envelope and φ(t) is the phase. By using the trigonometric identities,
we can represent (1.20) in rectangular form by

s(t) = I(t) cos[ωct] −Q(t) sin[ωct],

I(t) = A(t) cos[φ(t)]

Q(t) = A(t) sin[φ(t)] (1.21)

Since the baseband signals I(t) and Q(t) modulate two exactly 90◦ out-of-phase carriers
cos(ωct) and − sin(ωct), respectively, we call the system implementing (1.21) an in-phase
and quadrature (I/Q) modulator. Figure 1.80 shows the mathematics and hardware imple-
mentation of an I/Q modulator.

The local oscillator, usually a VCO within a PLL, generates the carrier and is split into
two equal signals. One goes directly into a double-balanced mixer to form the I-channel and
the other one goes into the other mixer via a 90◦ phase shifter (realized by passive elements)
to provide the Q-channel. The baseband signals I(t) and Q(t), either analog or digital in
nature, modulate the carrier to produce the I and Q components, which are finally combined
to form the desired RF transmitting signal. Since any RF signal can be represented in the
I/Q form, any modulation scheme can be implemented by an I/Q modulator.

Figure 1.80 Mathematical representation and hardware implementation of I/Q modulator.
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Figure 1.81 QPSK and �/4-DQPSK baseband generator.

1.5.2.1 Linear Digital Modulation
Linear digital modulation techniques depend on varying the phase and/or magnitude of an
analog carrier according to some digital information: ones and zeros. This digital informa-
tion can be the output of an analog-to-digital converter (e.g., voice codec) or it can be digital
data in some standard formats (e.g., ASCII). The most popular digital signaling format is
non-return-to-zero (NRZ), where 1s and 0s are converted into signal with amplitude of 1 and
−1, respectively, in a symbol duration. Since NRZ signal has infinite bandwidth, transmit
filters have to be used to limit the spectral spreading. To ensure each NRZ symbol does not
smear into its neighbors due to low-pass filtering and channel distortion causing intersym-
bol interference (ISI), the frequency response of the low-pass filter has to satisfy Nyquist
criteria. One example of this type of filter is the linear phase square-root-raised cosine filter.
Together with the same type of filter for receive low-pass filtering, the signal is guaranteed
ISI-free in a Gaussian environment. One straightforward technique of transmitting these
band-limited signals through communication channels would be applying it directly to the
mixer of the I channel to generate the RF signal. This is known as binary phase shift keying
(BPSK), where the phase of the carrier is shifted 180◦ to transmit a data change from 0 to
1 or 1 to 0.

Quadrature or quaternary phase shift keying (QPSK) is a much more common type of
modulation scheme used in mobile and satellite communications. It has four possible states
(90◦ apart) and each of them represents two bits of data. Figure 1.81 shows the baseband
generator for QPSK (without the differential phase encoder). NRZ data bits go through the
serial-to-parallel converter (see Figure 1.82) and are mapped in accordance to some rules
to generate I and Q values. The generic rule will be the values of I and Q components are
1 and 1 for the data bits “11” (45◦) and −1 and −1 for the data bits “00” (−135◦). These
discrete signals have to be band limited by Nyquist low-pass filters to be ISI free.

A more sophisticated way of mapping results in π/4-DQPSK (D for differential encod-
ing), which is chosen for North America Digital Cellular (IS-54), Personal Digital Cellular
(PDC) in Japan, and Personal Handy Phone System (PHS) in Japan. In this scheme, con-
secutive pairs of bits are encoded into one of the four possible phases: π/4 for “11,” 3π/4
for “01,” −3π/4 for “00,” and −π/4 for “10.” However, unlike the previous case that “11”
is always π/4 and “00” is always −3π/4, the encoded phases are the degrees that the carrier
has to shift at each sampling instances. Thus, the information is contained in the phase
difference (differential) instead of absolute phase for π/4-DQPSK.

A better way to tell the difference between QPSK and π/4-DQPSK is by looking at the
signal constellation diagram, shown in Figure 1.83, which displays the possible values of I

and Q vectors and change of states. Constellation diagram is also known as phase diagram
because it shows the phase of the carrier at the sampling point. Note that the phases of QPSK
are assigned for every two bits of data; therefore, it can transmit twice as much information
as BPSK in a given bandwidth, that is, more bandwidth efficient. 8-PSK is another type of
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Figure 1.82 Serial-to-parallel conversion.

modulation used for high-efficiency requirements. It maps three bits into eight phases, 45◦

apart, in the constellation. More spectrally efficient modulation can be created by mapping
more bits into one phase at each sampling point. However, as you put more dots in the
signal constellation, the signal susceptibility to noise is lower because the decision distance
is shorter (dots are closer). Then, it requires higher carrier-to-noise (C/N) ratio to maintain
the same bit error rate (BER).

One common misconception is that since π/4-DQPSK has eight states in the constel-
lation, it is just another type of 8-PSK. Note that at every sampling instant, the carrier of
π/4-DQPSK is only allowed to switch to one of the four possible states (see Figure 1.83).
So, we still have two data bits that get encoded into four phases. Thus, it has the same
spectral efficiency as QPSK for the same carrier power. The reason for using this modu-
lation scheme is twofold. First, the envelope fluctuation, which causes spectral spreading
due to nonlinearity of transmitter and amplifier, is reduced because the maximum phase

Figure 1.83 Signal constellation of QPSK and �/4-DQPSK.
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shift is 135◦ instead of 180◦. Second, the signal can be demodulated noncoherently, which
simplifies the receiver circuitry by eliminating the need for carrier recovery.

1.5.2.2 Digital and Analog FM
Another family of digital modulation is categorized by frequency change of the carrier
instead of phase and/or amplitude change. One of them is frequency shift keying (FSK),
where the carrier switches between two frequencies. FSK is also known as digital FM
because it can be generated by feeding the NRZ data stream into an analog VCO. FSK
appears as a unit circle in the signal constellation because the RF signal envelope is constant
and the phase is continuous. Baseband filtering is usually applied for FSK to limit the RF
bandwidth of the signal so that more channels can fit into a given frequency band.

One common modulation of this type is known as Gaussian minimum shift keying
(GMSK), which is used for GSM and some other wireless applications. GMSK can be
generated by following its definition: band-limit the NRZ data stream by a Gaussian low-
pass filter, then modulate a VCO with modulation index (2 × frequency deviation/bit rate)
set to 0.5. In other words, the single-sided frequency deviation is one fourth of the bit rate
(�f = R/4).

Another way of generating GMSK is by I/Q modulator. Referring back to (1.21), any RF
signal can be split into I and Q components. Unlike the QPSK mentioned before, baseband
I(t) and Q(t) are not discrete points for FM signals; rather, they are continuous functions of
time. The way to produce FM is shown in Figure 1.84. We first store all the possible values
of cos[φ(t)] and sin[φ(t)] in a ROM lookup table, which will be addressed by the incoming
data to generate the I and Q samples. The output data from the ROM is then applied to D/A
converters, after low-pass filtering for signal smoothing, to produce the analog baseband I

and Q signals. This method guarantees the modulation index to be exactly 0.5, which is
required for coherent detection of GMSK (e.g., the GSM system). The same I/Q principle
can also be applied to generating analog FM signals.

1.5.2.3 Single Sideband AM (SSB-AM)
AM signals can be divided into three types: the conventional AM, double sideband sup-
pressed carrier AM (DSB-AM), and single sideband suppressed carrier AM (SSB-AM).
The first type is not attractive because for 100% modulation, two thirds of the transmit
signal power appears in the carrier, which itself conveys none of the information added
by modulation. By using a balanced mixer (e.g., a Gilbert cell), one can generate DSB-
AM, where the carrier is totally suppressed and only the upper and lower sidebands are
present. However, this is still not the best because the information is transmitted twice,
once in each sideband. To further increase the efficiency of transmission, only one sideband
is needed to deliver the information. The SSB-AM can be generated by an I/Q modu-
lator with the baseband information feeding the modulator (by quadrature), as shown in
Figure 1.85. This modulation technique can greatly reduce the bandwidth of the signal and
allows more signals to be transmitted in a given frequency band. This topic is discussed in
detail in Ref. [26].

Figure 1.84 Digital FM (e.g., GMSK) baseband I/Q generator.
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Figure 1.85 Baseband processing for SSB-AM.

System Architecture There are usually two schemes, the dual conversion and direct
conversion, used for implementing transmit modulators. Dual conversion is simpler to im-
plement by modulating an oscillator at lower frequency and then upconverting to the carrier
frequency. This scheme, however, is more expensive due to the need for additional filter-
ing and more PC board space. By using only one mixer, direct conversion requires fewer
components but is harder to implement.

The problems that direct conversion suffers are carrier leakage and modulated signal
coupling. Poor RF isolation of the surface mount packages will allow the carrier to be present
at the transmitter output thus making it difficult to have −40 dBc carrier suppression. In
addition to that, modulated RF signal would couple back to the oscillator (usually a VCO
in a PLL synthesizer loop) and cause modulation distortion.

Based on the concept of dual conversion, the SA900 uses an image-reject mixer to
eliminate the need for IF filtering and allow monolithic integration. The transmit carrier
(LO) is downconverted by the frequency synthesized by the on-chip VCO, which operates
from 90 to 140 MHz. This LO is then modulated by the baseband I/Q signals to obtain a
complex modulation scheme. The image (sum term) after mixing and LO is sufficiently
suppressed by the image rejection mixer. Any residual amounts can be further suppressed
by an external duplex filter.

Figures 1.86 and 1.87, respectively, show how the SA900 can be used in frequency
division duplex (FDD) and time division duplex (TDD) transceivers. Note that the LO for
both systems is running at a frequency that is higher than the transmit frequency, thus
minimizing carrier leakage. In the FDD system, only one external VCO is required for
generating both transmit and receive LO when using the SA900.

Figure 1.86 FDD system using SA900.
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Figure 1.87 TDD system using SA900.

Figure 1.88 shows the IS-54 front-end chip set that consists of the SA601, SA7025,
SA900, and SA637. This receiver architecture (SA637) supports a digital magnitude/phase
baseband demodulator. An alternate configuration will be using the SA606 FM/IF receiver
in conjunction with an external I/Q demodulator IC. Table 1.9 shows the possible configu-
rations for the IS-54 handsets using the SA900 as transmitters.

1.5.2.4 Designing with the SA900

Baseband I/Q Inputs The baseband modulation inputs are designed to be driven differ-
entially for the SA900 to operate at its best. The I and Q inputs should have a dc offset of
VCC/2, which is externally provided by common DSP chips. If all four inputs are biased
from the same source, the device can tolerate ±0.5 V dc error; however, inaccuracy of dc

Figure 1.88 IS-54 front-end chipset from Philips.
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Table 1.9 Possible Configurations for IS-54 Handsets

On-Chip VCO On-Chip + N Crystal
Rx 1st IF (MHz) Frequency (MHz) Value (MHz) Frequency (MHz)

83.16 128.16 6 21.36
71.64 116.64 6 19.44
45 90 6 15
84.6 129.6 9 14.4

bias between I1/I2 or Q1/Q2 causes reduced suppression of the carrier. Thus, it is impor-
tant to have a well-regulated dc supply for I and Q signal biasing. The bandwidth of the
inputs is much higher than the specified 2 MHz. Approximately 2 dB of power loss will be
experienced if the I and Q inputs are 50 MHz.

The SA900 generates a minimum of 0 dBm of power to a 50-
 load when the amplitude
of the I and Q signals are 400 mV P-P. The output power will decrease by 6 dB for every
50% decrease in I/Q amplitude. Single-ended I and Q sources can be used but are not
recommended due to the degradation in carrier suppression (more than 10 dB compared
to differential). In addition, the entire noise performance of the device will suffer. VCC/2
should be applied to I2 and Q2 pins if the part is driven single endedly.

Transmit Local Oscillator The transmit local oscillator path consists of a TXLO input
buffer, LO output buffer, VCO, image rejection mixer, and phase shift network. Together
with a few external components, this section provides the I and Q carrier for modulation.

The TXLO inputs and LO outputs are designed to be used in an external PLL that
synthesizes different frequencies for channel selection. The RF signal being generated is
fed into TXLO inputs and then comes out of LO outputs to complete the system synthesizer
loop. The TXLO inputs are differential in nature and have a VSWR of 2:1 with input
impedance of 50 
. Single-ended sources can be used by ac grounding the TXLO 2, as
done on the demo board. This signal should also be ac coupled into the TXLO 1. The
frequency range for these inputs is from 900 to 1040 MHz while the input power should
be between −10 and −13 dBm. The output level will be changed significantly if the input
level is below –25 dBm.

The output power of the LO-buffered signal changes by about 2 dB when the SA900 is
in a different mode of operation. Typical values are –13.5 dBm and –15.5 dBm for DUAL
mode and STANDBY mode, respectively.

The 90◦ phase shift network, realized by RC networks, is capable of operating over
a wide frequency range. Even though their frequency characteristics are optimized for
cellular band, the part can also be used in other applications in a different band. In such
cases, designers have to test the part experimentally to find out the performance, such as
sideband suppression, carrier suppression, and image rejection.

Crystal Oscillator The crystal oscillator (XTAL 1 and XTAL 2 pins) is used to provide
reference frequency between 10 and 45 MHz for the phase detector and the three on-chip
clocks. It can be configured as a crystal oscillator using external crystal and capacitors or
it can be driven by an external source. In the latter case, pin XTAL 2 can be left floating.
Information regarding crystal oscillator design can be found in Ref. [27].

VCO The VCO, together with the phase detector, the divider, and external low-pass filter,
can form a PLL for the transmit offset frequency. The image-rejected mixer down converts



68 INTRODUCTION TO WIRELESS CIRCUIT DESIGN

TANK 1

TANK 2

LPFVCC
CV

C1

C3

C2

L

Figure 1.89 VCO tank circuit.

the TXLO signal to the RF carrier by the amount of VCO frequency. Thus, the TXLO
frequency should be the desired channel frequency plus the IF offset generated by the
VCO. Note that the part will not function if the VCO section is not used.

The VCO is designed for generating IF frequency between 90 and 140 MHz. Together
with an external varactor diode and resonator, it can be configured as an oscillator shown
in Figure 1.89.

The resonant frequency of such a circuit is

fVCO = 1

2π
√

LCT

(1.22)

where CT = (C1||C2||CV ) + C3. CV is a varactor diode, which changes capacitance as the
voltage across it varies.

Calculation:

C1 = C2 = 33 pF

C3 = 5.6 pF

CV = 33.5 pF at 2.5V

L = 100 nH

CT = 5.6 + (1/33 + 1/33 + 1/33.5) − 1 = 16.7 pF

fvco = 1

2π

(
100 10−9 · 16.7 10−12

)0.5 = 123 MHz

On the demo board, a 1:1 ratio RF transformer is also included to allow single-ended
external source driving differential inputs when the VCO is not used.

When designing the VCO, careful PCB layout has to be made. Traces have to be short
to avoid the parasitic capacitance and inductance that may cause unwanted oscillation.
Referring to (1.22), there is a large combination of L and CT values that will give the
same resonant frequency. If undesired spurs are found in the design due to PCB layout,
experimenting with a different set of LC values may sometimes solve the problem.

Output Impedance Matching The equivalent output impedance at the DUALTX pin
is approximately equal to 600 
 in parallel with 2 pF at 830 MHz. It has to be matched
properly to generate maximum power into a 50-
 load (e.g., a SAW filter). Figure 1.90
shows the recommended matching network. The shunt inductor (L1) is used to provide
maximum swing at the output (short at dc) and also provide reactance to make the real
impedance 50-
 looking into the matching network. The remaining negative reactance is
canceled by the series inductor (L2). The values used on the demo board can be used as
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Figure 1.90 DUALTX output matching network.

a reference but may not be suitable if a different layout is implemented. The two shunt
capacitors are included to bypass the high-frequency RF signal, avoiding direct coupling
into VCC. The series ac coupling capacitor is used to maintain the proper bias for the output
stage. Their values are big enough to be left out in impedance matching calculation.

Using a network analyzer to measure the S characteristic is necessary for obtaining
optimum matching, which generates maximum output power. Figure 1.91a, b shows how to
match the output impedance to a 50-
 load at 915 MHz. First, calibrate the network analyzer

Figure 1.91 SA900 output matching using S parameters.
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Table 1.10 Possible SA900 Clock Outputs

CLK1 Divide by 3 X (bit 18) = 1
Divide by 1 X (bit 18) = 0

CLK2 Divide by 2 Y (bit 19) = 1
Divide by 1 Y (bit 19) = 0

MCLK Divide by 4 CLKSET pin = VCC

Divide by 5 CLKSET pin = VCC/2
Divide by 1 CLKSET pin grounded

to the DUALTX SMA connector on the demo board. Then, short the point where the series
inductor is located and use the DELAY feature of the network analyzer to move the point of
reference in the Smith Chart to the leftmost point. Now the network analyzer is calibrated to
the beginning of the matching network, not just the SMA connector. The frequency response
(Figure 1.91a) shows that the “dip” is around 830 MHz, the frequency where the board was
originally matched. The Smith Chart shows that it requires less inductance to bring the
marker to the center of the chart (50 
). By using a 15-nH series inductor, the “dip” was
moved closer to 915 MHz (−15 dB) and a better matching is achieved (Figure 1.91b).

On-Chip Clocks The crystal oscillator is buffered to provide three external clock signals:
CLK1, CLK2, and MCLK. Table 1.10 shows the divide ratio and the controlling mechanism.

CLK1 is usually used for the system synthesizer (e.g., SA7025) reference. Since MCLK
is active all the time, it is ideal for providing the master clock for the microcontroller. When
the device is in STANDBY mode, CLK1 and MCLK provide the clock signals necessary
for receiving RF signals. CLK2 can also be used as a clock for digital signal processing
(DSP) chip.

Modes of Operation The SA900 is intended for either AMPS mode (analog cellular)
or DUAL mode (digital cellular, IS-54) operation. When the device is running in AMPS
mode, the I/Q modulator, variable gain amplifier (VGA), and phase shifter are disabled.
The fixed-gain amplifier is powered up during AMPS mode operation. However, since the
divide ratio is too low (6, 7, or 8), the comparison frequency of the on-board PLL is too
high, making it very difficult for the loop bandwidth to be less than 300 Hz for analog
frequency modulation. The device includes two power saving modes of operation that
disable partial circuitry to reduce the power consumption of the overall chip. The SLEEP
mode disables all the circuitry except the master clock (MCLK pin) of the SA900. The
STANDBY mode shuts down everything except the TXLO buffer, MCLK, and CLK1,
which allows the system synthesizer (e.g., SA7025) to continue running. These two power
saving modes are common to both AMPS and DUAL mode operation. The SA900 draws
60 mA in DUAL mode, reduced to 3 mA and 8 mA in SLEEP and STANDBY modes,
respectively.

TXEN pin is for hardware powering down the modulator and synthesizer. The falling
edge of the signal disables the modulator and synthesizer while the rising edge enables the
modulator. To power down the synthesizer using software, send a data word with SE bit
set to “0” (“1” for enable). The synthesizer will be disabled right after the strobe signal is
transmitted. Either SE or TXEN going low will turn off the synthesizer. This operation is
common to both AMPS and DUAL mode.



ANALYSIS OF WIRELESS SYSTEMS 71

Performance of the SA900

Performance Criteria Since the I/Q modulator is a universal transmitter, measuring only
the frequency stability and modulation index of a generated FM signal would not be useful
for other modulation schemes. Measurement parameters should be general enough so that
they can represent the performance of modulators when applying different types of mod-
ulation and allow fair comparisons among different I/Q modulators. Based on this idea,
two measurement techniques, in-phase modulation and quadrature modulation, are used for
evaluating I/Q modulators.

The in-phase modulation relies on injecting two equal frequencies and phase signals at
fmod into the I and Q inputs. The result of this modulation is two sidebands appearing
at fmod offset from the carrier, with the carrier totally suppressed. This is also known as
double-sideband (DSB) conversion. The quadrature modulation requires two equal frequen-
cies (but 90◦ out-of-phase signals) being injected into the I and Q inputs. The result is a
single-sideband suppressed carrier (SSB-SC) signal with either the upper or the lower side-
band at fmod carrier offset being suppressed. This is also known as single-sideband (SSB)
upconversion. Figure 1.92 summarizes these two tests.

In a practical system, imperfection of an I/Q modulator is directly related to these two
measurements. Sideband and carrier suppression from the quadrature modulation test will
show the amount of gain imbalance, phase imbalance, and dc offset. On the other hand, in-
termodulation product suppression from the in-phase modulation test will show the linearity
of an I/Q modulator. When making measurements, it is important to have well-balanced
I and Q baseband modulating signals for measurement since the signal imperfection will
translate into degradation in sideband and carrier suppression.

Performance Graphs In making those measurements for the demo board, the following
parameters were used.

Figure 1.92 In-phase and quadrature modulation test.
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In-phase modulation.

PIN 43 I1 = 400 mV P-P, dc = VCC/2 at 200 kHz, Phase = 0◦

PIN 42 I2 = 400 mV P-P, dc = VCC/2 at 200 kHz, Phase = 180◦

PIN 41 Q1 = 400 mV P-P, dc = VCC/2 at 200 kHz, Phase = 0◦

PIN 40 Q2 = 400 mV P-P, dc = VCC/2 at 200 kHz, Phase = 180◦

Quadrature modulation.

PIN 43 I1 = 400 mV P-P, dc = VCC/2 at 200 kHz, Phase = 0◦

PIN 42 I2 = 400 mV P-P, dc = VCC/2 at 200 kHz, Phase = 180◦

PIN 41 Q1 = 400 mV P-P, dc = VCC/2 at 200 kHz, Phase = 90◦

PIN 40 Q2 = 400 mV P-P, dc = VCC/2 at 200 kHz, Phase = 270◦

Figure 1.96a and b illustrates what the typical output spectrum would be if in-phase
and quadrature modulation were applied to an I/Q modulator. Quadrature modulation will
produce lower sideband (LSB) or upper sideband (USB) signal, depending on the phase
angle between the I and Q signals. The SA900 was designed to have USB suppressed when
the I signal is leading the Q signal. The undesired signals are carrier breakthrough and the
harmonic products of the baseband modulating signals sitting at fc ± n · fmod, where n is
an integer ≥ 2.

Referring to Figure 1.93a, the output power is 1.3 dBm (cable loss = 0.7 dB) for the LSB
while better than −38 dBc of carrier, sideband, and harmonics suppression is measured.
The USB better than −26 dBc implies that the residual AM of the transmit signal is better
than 5%, a requirement of the IS-54 specification.

In-phase modulation test will generate both LSB and USB. Beside these two tones, the
carrier breakthrough and the harmonics, intermodulation (IM) products will all appear at
the output. The odd IM products are dominant, and they satisfy the following rules.

Let f1 = fc − fmod, f2 = fc + fmod.

Third-order IM: 2f1 − f2 = fc − 3fmod, 2f2 − f1 = fc + 3fmod

Fifth-order IM: 3f1 − 2f2 = fc − 5fmod, 3f2 − 2f1 = fc + 5fmod

Seventh order IM: 4f1 − 3f2 = fc − 7fmod, 4f2 − 3f1 = fc + 7fmod

Referring to Figure 1.93b, both LSB and USB are –1.6 dBm (cable loss = 0.7 dB) in
power, which is 3 dB less than the measured power for the quadrature modulation test. The
IM3 is better than −35 dBc. IM products of much higher orders are totally suppressed.

Amplitude and Phase Imbalance Both amplitude and phase imbalance (error) of an
I/Q modulator can be calculated directly from the SSB performance plots. Assume phase
error equals φ radian and amplitude error equals K, the sideband suppression, X, in dBc
can be expressed as follows (see the I/Q Modulator Equations section for derivation):

SSB suppression, X(dBc) = 10 log

(
K2 + 2 × K × cos (φ) + 1

K2 − 2 × K × cos (φ) + 1

)
(1.23)
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Figure 1.93 Typical SA900 output spectra.

Collecting the like terms and expressing φ in terms of K and X, it becomes

φ = cos−1

(
10X/10 × K2 + 10X/10 − 1 − K2

2 × K + 2 × K × 10X/10

)
(1.24)

For a given X, there will be a set of φ and K that satisfies (1.24). We can represent
this relationship graphically, as shown in Figure 1.94. The contours show the phase and
amplitude errors for SSB suppression, X, from –44 to –26 dBc. When X equals –40 dBc,
phase error is less than 1.2◦ with an amplitude error of 0 dB. By the same token, the amplitude
error is less than 0.2 dB with a 0◦ phase error.
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Figure 1.94 SSB suppression contours.

Spectral Mask To fully characterize the performance of an I/Q modulator, measurements
of the power spectral density of various digital modulation schemes have to be made. Figure
1.95a and b shows the measured spectral masks of IS-54 and PDC standards, which designate
π/4-DQPSK as the modulation format.

GMSK is a digital modulation scheme widely used for wireless and mobile communi-
cations. Figure 1.95c shows the spectral mask of the modulation format required by GSM,
the digital cellular standard in Europe. At 200 kHz and 300 kHz carrier offset, the power of
the signal is suppressed by 46 dB and 58 dB, respectively, which is well within the GSM
specification.

Power ON Time The power ON time for the SA900 is mainly determined by the loop
bandwidth of the on-board PLL frequency synthesizer. It can be measured by using the
HP 53310A modulation domain analyzer set to the EXTERNAL TRIGGERED mode. The
STROBE signal from three-wire bus is used to trigger the equipment. Figure 1.96 shows
that the part can be powered up and locked in about 62 �s.

1.5.2.5 ISM Band Application
The FCC has assigned three bands for ISM type of application. The one below 1 GHz is
from 902 to 928 MHz. This band becomes very attractive because users are allowed, without
having a license, to transmit up to 1 W of power when frequency hopping or direct sequence
CDMA is used. The wide bandwidth nature of the SA900 fits well into this application.
Figures 1.97a and b are the output spectrum of the SA900 showing how well the image
reject mixer works. A common IF (45 MHz) was chosen to be the offset frequency, and
then injected externally into the VCO pins. The closest images are sitting at 45 MHz apart
and are better than –36 dBc.

I/Q Modulator Equations Assume an imperfect I/Q modulator with gain error, K, and
phase error, φ, modulated by quadrature I/Q signals (SSB upconversion) ωm. Then the
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Figure 1.95 SA900 ADC, PDC, and GSM outputs.
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Figure 1.96 Power ON time measurement.

signal, s(t), at the output of the I/Q modulator becomes

s (t) = K cos (ωct + φ) cos (ωmt) − sin (ωct) cos (ωmt + 90◦) (1.25)

Using trigonometric identity and letting ωc − ωm = A and ωc + ωm = B, we obtain,

s (t) = K

2
cos [At + φ] + K

2
cos [Bt + φ] + 1

2
cos [At] − 1

2
cos [Bt] (1.26)

Assume that the information is in LSB—that is, A—and the spur is the USB, that is, B,
we have

Signal = K

2
cos A cos φ + 1

2
cos A − K

2
sin A sin φ (1.27)

Noise = K

2
cos B cos φ + 1

2
cos B − K

2
sin B sin φ (1.28)

To find the power, we have to evaluate the envelope (amplitude) of these two signals.
Recall that for any given bandpass signal in rectangular form

Bandpass signal = X cos ωt − Y sin ωt
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Figure 1.97 Output spectrum of the SA900 in the ISM band.

and the envelope is

Envelope =
√

X2 + Y 2

Therefore, from (1.27) and (1.28)

Signal =
[(

K

2
cos φ + 1

2

)2

+
(

K

2
sin φ

)2
]0.5

(1.29)

Noise =
[(

K

2
cos φ − 1

2

)2

+
(

K

2
sin φ

)2
]0.5

(1.30)
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Finally, the S/N ratio can be found by taking 20 log the ratio of (1.29) and (1.30):

S/N = 10 log

(
K2 + 2K cos φ + 1

K2 − 2K cos φ + 1

)
(1.31)

1.6 BUILDING BLOCKS

Our earlier block diagram already referred to a variety of integrated circuits that can be
used to build a wireless system—in particular, a portable telephone. If we open any of the
earlier-mentioned magazines and go through the advertising section, we will find many
suppliers of subsystems/components that fit this requirement.

They can be split into various technologies. The following table is a product overview of
next-generation advances in wireless technology taken from an ad of Stanford Microdevices,
one of the very aggressive component/subsystem companies.

• New SX amplifiers features 2.4-GHz MMICs
• GaAs heterojunction bipolar transistor (HBT) discrete transistors (100 mW to 10 W)
• InP/GaAs (indium phosphate/gallium arsenide) high-linearity gain blocks
• Millimeter-wave product line featuring ICs for LMDS
• Silicon-germanium product line (gain blocks and low-noise amplifiers)
• SXQ power modules for cellular and PCS applications
• Power modules featuring 4- to 25-W power amplifiers for land mobile amplifiers
• 30- to 120-W silicon LDMOS power transistors for PCS, CDMA, W-CDMA
• SAW files featuring integrated transceiver modules
• Electro-optic and datacomm products.

In the beginning of this chapter, we looked at block diagrams and now into building
blocks. Most manufacturers will try to move to the highest possible integration while avoid-
ing external components. Figure 1.98, a test circuit for Motorola’s MC13109 cordless tele-
phone subsystem IC, shows the level of complexity needed to test such an IC with all its
functionality.

Another key issue at those frequencies is to really know a component’s frequency de-
pendencies. Figure 1.99 shows a good example. Typical components are capacitors and
inductors as reactive elements, and resistors as passive elements. Depending on the type of
integration, one may also have to look into the noise performance of integrated resistors. To
look into this feature is best discussed with the foundries. Along these lines, the dielectric
material on which these surface-mounted components are mounted plays a big role and
must be addressed individually.

Besser Associates of Los Altos, California, among other firms, offers a very nice one-
day short course titled “Wireless Circuit Components: Measurements, Models and Data
Extraction.”

Table 1.11 presents a sampling of RFICs for wireless applications. These types of ICs,
which were taken from Motorola are made in similar form by many companies. The selection
guide is useful in starting off with a design that is less integrated, therefore allowing the
designer to have access to portions of the circuit that later “disappear” inside the IC.
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Figure 1.98 MC13109FB universal cordless telephone subsystem IC.

1.7 SYSTEM SPECIFICATIONS AND THEIR RELATIONSHIP
TO CIRCUIT DESIGN

Wireless communication involves a large range of signal powers—from levels on the order of
10–18 W (at the receiver input) to 102 W (at a base-station transmitter output). A receiver
must be able to demodulate signals that have been attenuated billions of time through
propagation; a transmitter must be able to produce a properly modulated signal at a frequency
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Figure 1.99 Equivalent model of a film resistor above a ground plane.

suitable for propagation, at a level high enough to overcome worst-case propagation losses
and provide a useful signal at the receiver. Gain is therefore an essential attribute of wireless
systems. Because no single active device can provide all the gain required for transmission
or reception, we must distribute the gain among multiple stages, designing each for optimum
performance across the power span it bridges.

Two inescapable realities impose limits on the gain and absolute power output, we may
achieve with a given circuit. All real electrical and electronic networks generate noise to
some degree, and all real electrical and electronic networks distort the signals applied to them
to some degree. A signal weaker than a circuit’s inherent noise cannot be amplified by that
circuit because it remains indistinguishable from the noise. A signal that exceeds the power-
handling capability of the circuit to which it is applied may be degraded, even rendered
useless, by the resulting distortion. The following sections examine issues particular to
system noise and linearity performance.

1.7.1 System Noise and Noise Floor

Assuming that a system’s gain is sufficient, the weakest signal that may be processed
satisfactorily, a figure of merit referred to as noise floor or (in receivers) minimum detectable
signal (MDS), is limited by thermal noise, assumed to be equal to the noise power available
from a resistor at 290 K (about 17◦C or 62◦F), an arbitrary reference value near standard
room temperature. The noise power is equal to

Pn = kTB (1.32)

where Pn is the noise power, k is Boltzmann’s constant (1.38 · 10−23 W/K), T is the tem-
perature in kelvins, and B is the bandwidth (in Hertz) in which the noise appears. For
T = 290 K, Pn is, therefore, 4.00 · 10−18 W, or –174 dBm in a 1-Hz bandwidth. Increasing
B to a value suitable for digital communications, such as 160 kHz for a GSM system, admits
more noise to the network, raising the minimum noise power against which an incoming
signal must compete to –122 dBm.

If the noise figure and bandwidth are known, the system noise floor can be calculated
using the equation

Noise floor = −174 dBm + NF + 10 log B (1.33)

The trouble with this equation is that the “integrated” bandwidth depends so much on the
selectivity shape factor, which is not always known. Figure 1.100 shows the translation of the
bandwidth of a single tuned circuit with its Gaussian shape into its rectangular equivalent.
The transformation is done by sizing the rectangle such that A′ = A and B′ = B; when this
is true, the area of the rectangular equals the area under the curve.
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Figure 1.100 Graphical and mathematical explanation of the noise bandwidth from a comparison of
the Gaussian-shaped bandwidth to the rectangular filter response.

Signal-to-Noise Ratio (S/N, SNR) and Sensitivity Successful radiocommunication
depends on the achievement of a specified minimum ratio of signal power to noise power,
expressed in decibels, at the output of the receiver. The input voltage, expressed in absolute
units or decibels relative to a microvolt (dB�V), necessary to achieve a particular signal-
to-noise ratio in a particular bandwidth may be specified as a figure of merit called sen-
sitivity. Because techniques used to measure S/N actually measure the ratio of signal-
plus-noise to noise, specifications may refer to (or imply) S + N/N or (S + N)/N rather
than S/N. The difference between (S + N)/N and S/N becomes negligible at high ratios
of signal to noise; even at an SNR of 10 dB—a common value—the difference is only
0.46 dB [28].

Most receivers are designed to operate optimally when connected to an antenna system
of a specified impedance (commonly 50 
), but relatively few receivers exhibit this design
load impedance at their input terminals; that is, they are not designed for a conjugate input
match. It is therefore customary to specify sensitivity in terms of “open circuit” voltage—
the signal voltage that, with the receiver’s antenna input terminated in its design antenna
impedance, results in the desired ratio of signal to noise. If, as is commonly the case, the
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input voltage for a given SNR is determined using instrumentation calibrated in terms of
closed-circuit voltage—that is, in terms of voltage across a load resistance equal to the
instrument’s source resistance—the voltage indicated will be 1/2 the open-circuit value for
the SNR specified [29]. By convention, the open-circuit measurement condition is indicated
by a sensitivity specification in volts of electromotive force (EMF). Specifying sensitivity
in terms of available signal power (usually decibels relative to 1 mW or dBm) eliminates
this open/closed-circuit confusion.

SINAD Ratio Extending the measurement of signal-plus-noise to noise to include distor-
tion results in a figure of merit called SINAD (signal-plus-noise-and-distortion), commonly
applied to FM receivers

SINAD = 10 log10
S + N + D

N + D
(1.34)

where SINAD is in decibels, S is signal power, N is noise power, and D is distortion power.
At a SINAD ratio of 12 dB—a common specification—the noise-and-distortion power is
25% that of the desired signal. As is true of (S + N)/N, SINAD closely approximates S/N

at high ratios of signal to noise.

Bit Error Rate and Noise For digital systems, signal-to-noise ratio and bit error rate
are related. As introduced earlier, depending on the waveform, coding, and filtering, dif-
ferent BERs are related to particular SNRs (Figure 1.101). The SNR also depends on the
interference from the synthesizer, as will be seen in the section on adjacent channel power
ratio (ACPR). Since a digital transmitter is always involved, in the on-the-air testing, the
laboratory measurement of SINAD cannot quite be correlated. At the IF level, we find the
handover point between the transceiver’s analog front end and its digital portion, and a
standard noise-figure test setup, such as the one by Agilent, is still a valuable instrument
for evaluating noise figure and signal-to-noise ratio.

Here is an example for a digital measurement. Assume that we use a test generator like the
SMIQ to evaluate a front end having an 8.8-dB noise figure. A 384-kbps π/4 DQPSK digital
modulation signal (–5 dBm) is applied to the transceiver front end. Testing at 2.47 GHz,

Figure 1.101 Bit error rate versus Ebit/N0 for BPSK/QPSK, 16-QAM and 64-QAM, showing the sig-
nificantly greater SNR necessary for a given BER as the number of signal states is increased.
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we find that the error vector magnitude (EVM; defined later in this section) is about 3.89%
in transmit and about 1.37% in receive. To determine the receive sensitivity of the RF front
end, the signal from the digitally modulated generator (at –95 dBm) is applied to the RF
front end in receive mode. The measured EVM at 2.47 GHz is now 20%. By using the
equation

S/N = −20 log(EVM) (1.35)

we see that the ratio that corresponds to an EVM of 20% is 14 dB.
Since

S/N = (ESRS)

N0B
(1.36)

where ES is the energy of a symbol, RS is the symbol rate, N0 is the noise power density, and
B is the bandwidth. Assuming a π/4 DQPSK signal and ratio of 14 dB, it can be determined
that

ES/N0 = S/N(B/RS) = 17 dB (1.37)

Assuming that the BER is 10−5, the required ES/N0 is 10 dB. Hence, from the definition
of the sensitivity

Sensitivity = −144 + NF + RS + ES/N0

= −144 + 8.8 + 10 log (384/2) + 10

= −102 dBm (1.38)

The value –144 is derived from kT0 by taking the bandwidth (1 kHz) into consideration.
The result obtained at (1.38) is consistent with the obtained ES/N0 of 17 dB from the

measurement at –95 dBm input power (since −102 + [17 − 10] = −95). Hence, it was
determined that the receive sensitivity of the RF front end is approximately –102 dBm. We
can then determine the dynamic range (DR) from

DR = P−1dB − Sensitivity = −21 − 102 = 81 dB (1.39)

Noise Factor and Noise Figure The noise floor predicted by (1.32) cannot be achieved
and maintained in any real network or system of networks because all real networks generate
noise. Determining how closely the SNR achieved at a given input level approaches the SNR
achievable at that input level in a noiseless network is therefore of high interest to the circuit
and system designer. The degree to which a network’s noise contribution degrades the noise
floor predicted by (1.32) is evaluated by its noise factor (F ), which is expressed as the ratio

F = Nin + Nadded

Nin
(1.40)

where F is noise factor, Nin is the noise power available from the source and Nadded is
the noise power added by the network, with both powers determined in the same band-
width. Expressing this ratio in decibels (10 log10 F ) returns noise figure (NF ), a bandwidth-
independent figure of merit of great value in evaluating the noise performance of networks
and communication systems. We can also express NF as the ratio of the network’s input
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SNR to its output SNR:

NF = 10 log10

[
(Sin/Nin)

(Sout/Nout)

]
(1.41)

where NF is noise figure in decibels, S is signal power, and N is noise power, with the input
and output values of these quantities signified by the subscripts and all powers determined
in the same bandwidth. The noise figure of an ideal noiseless network is 0 dB; for all real,
noisy networks, NF is positive. The NF of a lossy passive device is equal to its insertion
loss.

Noise figure can also be defined for antennas and antenna systems:

NFant = 10 log10
Nt + Nant

Nt

(1.42)

where NFant is the antenna system noise figure in decibels, Nt is the antenna’s system’s
thermal noise power, as defined in (1.32), and Nant is the total noise power picked up by the
antenna system. From the lower end of the radio spectrum, and decreasingly up to approxi-
mately 400 MHz, noise intercepted by an antenna system from atmospheric, man-made, and
galactic sources will dominate NFant (Figure 1.102), and Nt can be considered as equivalent
to the noise power of a resistor at 290 K. Atmospheric noise subsides above 40 MHz; from
this region to perhaps 700 MHz, Nt is still largely negligible, with noise from man-made
and/or sky sources largely determining an antenna’s noise figure. At these frequencies, an
antenna’s directivity and orientation relative to noise sources play a critical role in deter-
mining its noise figure; a strongly directive antenna located in a city suburb, for instance,
exhibits a significantly higher noise figure when pointed toward the city center than it ex-
hibits when pointed toward a more sparsely populated area. At frequencies above about
700 MHz, the RF environment is generally quieter, allowing receiver NF, not antenna NF,
to more routinely limit a wireless receiver’s sensitivity. At these frequencies, the concept

Figure 1.102 The higher the frequency, the more quiet the RF environment becomes, although the
noise profile of specific sources may contradict this general rule.
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of noise temperature is commonly used to evaluate the quietness of a receiver, its antenna
system, and its RF environment. Noise temperature is particularly useful in designing sys-
tems for space communication, an antenna for which may be cooled, through radiation of
a portion its own noise into the RF-cold sky, to a noise temperature an order of magnitude
below 290 K.

Noise Figure of Cascaded Networks The noise figure of two networks in cascade may
be determined from

NFtotal = 10 log10

(
F1 + F2 − 1

G1

)
(1.43)

where NF is noise figure in dB,F1 is the noise factor of the first network,F2 is the noise factor
of the second network, and G1 is the gain (as a numerical ratio, not in dB) [30]. The noise
figure of a system with more than two stages can be evaluated through repeated iterations
of (1.43). Note that (1.43) assumes two conditions: (1) that F1 and F2 are determined in the
same bandwidth, and (2) that the networks’ input and output terminations are resistive—a
condition that is commonly not true of RF amplifiers optimized for lowest noise. Equation
(1.43) can be expanded to account for bandwidth, but accounting for complex terminations
requires the use of noise correlation matrix techniques as described in Ref. [28].

1.7.2 System Amplitude and Phase Behavior

If we could build electronic systems that were absolutely amplitude- and phase-linear,
radiocommunication system design would be greatly simplified. An amplifier designed for
a power gain of 10 dB, for example, would merely increase the magnitude of all signals
at its input by a factor of 10, regardless of their frequencies, while perfectly maintaining
their relative phases. But all real electrical and electronic networks, even those designed (or
supposed) to be amplitude- and phase-linear, exhibit amplitude and phase nonlinearity to
some degree, just as they all generate noise to some degree.

The effects of amplitude nonlinearity, generically referred to as nonlinear distortion, in-
clude the generation, through harmonic distortion and/or intermodulation distortion (IMD),
of output signals at frequencies not present at a system’s input. Nonlinear distortion also
results in gain compression—changes in system gain with changes in input-signal level. By
convention, when workers in electronics refer to or consider a network’s “linearity,” they
usually mean its amplitude linearity; likewise, by “distortion” they usually mean nonlinear
distortion.

The effects of phase or frequency nonlinearity are generically referred to as linear dis-
tortion because they occur independently of signal amplitude and polarity. We often inten-
tionally apply linear distortion through filtering, which modifies the amplitude relationships
among existing spectral components of a signal without creating any new frequencies. An-
other linear-distortion effect, phase or delay distortion, results in the delay of signals of
differing frequencies by differing amounts of time. In a system where signal phase con-
veys information, as is true of most wireless links, phase distortion can seriously degrade
communication.

The fact that all real networks are amplitude- and angle-nonlinear to some degree
means that all real networks modify the amplitude and angle characteristics of the sig-
nals they handle. What is perhaps less obvious is that subjecting a signal to amplitude
and angle nonlinearities causes “crosstalk” between its amplitude and angle characteristics.
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For example, through a nonlinear distortion effect called AM-to-PM conversion, changes
in a signal’s amplitude result in changes in its phase. Filtering an angle-modulated signal
produces the reverse effect; deprived by the filter’s selectivity of spectral components nec-
essary to maintain its envelope constancy, it emerges from the filter as a combination of
angle and amplitude modulation.

Spectral Considerations of Analog and Digitally Modulated Signals Many wire-
less modulation schemes exist and even more are proposed; all use angle (usually phase)
modulation or a combination of phase and amplitude modulation using an emission for-
mat engineered to achieve multiple goals of information throughput, robustness, spectral
and hardware efficiency, and reproducibility. Digital modulation is standard in mainstream
wireless applications because it allows increased channel capacity, and immunity to noise
and distortion, compared to analog systems. At the circuit-design level, the particulars of
whether, or to what degree, a modulation scheme is AM, PM, analog, or digital, matters
less than the actual angle and amplitude characteristics of the signal(s) involved, and the
tolerances within which these characteristics can be expected and allowed to vary.

A system’s amplitude linearity is of major concern because of its relation to energy
efficiency, receiver dynamic range, and transmitter spectral purity. Energy efficiency, im-
portant because many wireless applications use battery power, generally decreases inversely
with amplitude linearity. Yet, sufficient amplitude linearity must be guaranteed in the front-
end circuitry of wireless receivers subjected to multiple strong signals, and in all wireless
receiver and transmitter stages handling variable-envelope signals.

Some digital modulation schemes, designed to be distortion-tolerant, produce constant-
envelope signals; Gaussian minimum shift keying (GMSK) and Feher’s quadrature phase-
shift keying (FQPSK) are examples of these. Such signals can be processed in highly
nonlinear circuitry—for example, an RF power amplifier operated in saturation to maxi-
mize efficiency—without degrading their spectral composition. Other digital modulation
schemes result in the emission of, ideally, of a single PM sideband, with the carrier and
all other sideband components suppressed. Such a signal exhibits, of necessity, phase and
amplitude variations; the IS-54 cellular standard’s π/4 differential quadrature phase-shift
keying (π/4 DQPSK) scheme, which results in envelope fluctuations of 3–6 dB, exemplifies
this [31]. Intermodulation distortion among such a signal’s spectral components can gen-
erate products that fall outside the bandwidth painstakingly controlled in the modulation
process. This spectral regrowth must be minimized to prevent adjacent-channel interference
(Figure 1.103).

For a better understanding, Figure 1.104 shows the various channels and the energy
levels associated with them.

Amplitude Linearity Issues and Figures of Merit A network’s amplitude nonlinearity
can be characterized by the expansion

y = k1f (x) + k2[f (x)]2 + k3[f (x)]3 + higher-order terms (1.44)

where y represents the output, the coefficients kn represent complex quantities whose values
can be determined by an analysis of the output waveforms, and f (x) represents the input.
Even though all practical networks exhibit amplitude nonlinearity, we can (and often do)
refer to many networks as “linear.” We say this of networks that are sufficiently amplitude-
linear for our purposes—for example, weakly nonlinear networks in which small-signal
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Figure 1.103 Spectral regrowth results when a variable-envelope emission,�/4 DQPSK in this case, is
subjected to significant nonlinear distortion. This graph shows the simulated performance of a MESFET
power amplifier operating at 1 GHz; the amplifier is 6 dB into compression when driven at 15 dBm.

Figure 1.104 NADC signal and parameters, including channel spacing and channel bandwidth.



92 INTRODUCTION TO WIRELESS CIRCUIT DESIGN

operation is assumed even though the signal levels involved are sufficient to cause slight
distortion. For many practical purposes, the first three terms of (1.44) adequately describe
such a network’s nonlinearity:

y = k1f (x) + k2
[
f (x)

]2 + k3
[
f (x)

]3
(1.45)

In adopting this simplification, we also assume that the nonlinearity is frequency
independent—that is, the network has sufficient bandwidth to allow all the products pre-
dicted by (1.45) to appear at its output terminals unperturbed [32].

When multiple signals are present in a network, even weak nonlinearity can result in
profound consequences. To illustrate this, we will let f (x) consist of two sinusoidal signals:

f (x) = A1 cos ω1t + A2 cos ω2t (1.46)

We will assume that ω1 and ω2 are close enough so that the coefficients ki can be
considered equal for both signals. We will also assume for simplicity that all the ki are real.
If (1.45) describes the network’s response to an input f (x), the response will be

y = k1(A1 cos ω1t + A2 cos ω2t) + k2(A1 cos ω1t + A2 cos ω2t)
2

+ k3(A1 cos ω1t + A2 cos ω2t)
3

= k1(A1 cos ω1t + A2 cos ω2t)

+ k2

[
A2

1
1 + cos 2ω1t

2
+ A2

2
1 + cos 2ω2t

2
+ A1A2

cos(ω1 + ω2)t + cos(ω1 − ω2)t

2

]

+k3
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1
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(1.47)

The k1 term of equation (1.47) represents the results of amplitude-linear behavior. No
new frequency components have appeared; the two sine waves have merely been “rescaled”
by k1.

The second- and third-order terms of (1.47) represent the effects of harmonic distortion
and intermodulation distortion. Second-order effects include second-harmonic distortion
(the production of new signals at 2ω1 and 2ω2) and IMD (the production of new signals
at ω1 + ω2 and ω1 − ω2). Third-order effects include gain compression, third-harmonic
distortion (the production of new signals at 3ω1 and 3ω2), and IMD (the production of new
signals at 2ω1 ± ω2 and 2ω2 ± ω1).

Gain Compression Gain compression occurs when a network cannot increase its output
amplitude in linear proportion to an amplitude increase at its input; gain saturation occurs
when a network’s output amplitude stops increasing (in practice, it may actually decrease)
with increases in input amplitude. We can deduce from (1.47) that the amplitude of the
cos ω1t signal has become

A′
1 = k1A1 + k3

(
3

4
A3

1 + 3

2
A1A

2
2

)
(1.48)
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Because k3 will normally be negative, a large signal A2 cos ω2t can effectively mask a
smaller signal A1 cos ω1t by reducing the network’s gain. This third-order effect, known as
blocking or desensitization when it occurs in a receiver, is a special case of gain compression.
The presence of additional signals results a greater reduction in gain; the gain reduction for
each signal is a function of the relative levels of all signals present. A receiver’s blocking
behavior may be characterized in terms of the level of off-channel signal necessary to reduce
the strength of an in-passband signal by a specified value, typically 1 dB; alternatively, the
decibel ratio of the off-channel signal’s power to the receiver’s noise-floor power may be
cited as blocking dynamic range. Desensitization may be also characterized in terms of the
off-channel-signal power necessary to degrade a system’s SNR by a specified value.

Multiple signals need not be present for gain compression to occur. If only one signal is
present, the ratio of gain with distortion to the network’s idealized (linear) gain is

A′
1 = k1 + k3

(
3
4A2

1

)
k1

(1.49)

This is referred to as the single-tone gain-compression factor. Figure 1.105 shows how
the k3 term causes a network’s gain to deviate from the ideal. The point at which a network’s
power gain is down 1 dB from the ideal for a single signal is a figure of merit known as the
1-dB compression point (P−1dB). Many networks (including many receiving and low-level
transmitting circuits, such as low-noise amplifiers, mixers, and IF amplifiers) are usually
operated under small-signal conditions—at levels sufficiently below P−1dB to maintain
high linearity. As we will see, however, some networks (including power amplifiers for
wireless systems) may be operated under large-signal conditions—near or in compression—
to achieve optimum efficiency at some specified level of linearity. Figure 1.106 shows what
happens when a digital emission that uses amplitude to convey information is subjected to
amplitude compression.

Figure 1.105 The power level at which a network’s power output is down 1 dB relative to that of its
ideally linear equivalent is a figure of merit known as the 1-dB compression point (P−1dB). The 1-dB
compression point can be expressed relative to input power (P−1dB,in) or output power (P−1dB,out). For the
amplifier simulated here, P−1dB,in ≈ −14.5 dBm and P−1dB,out ≈ −1.3 dBm.
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Figure 1.106 Influence of differential amplitude error (compression) on a QAM constellation.

Intermodulation The new signals produced through intermodulation distortion (IMD)
can profoundly affect the performance even of systems operated far below gain compression
(Figure 1.107). IMD products of significant power can appear at frequencies remote from,
in and/or near the system passband, resulting in demodulation errors (in reception) and
interference to other communications (in transmission). Where an IMD product appears
relative to the passband depends on the passband width and center frequency, the frequencies
of the signals present at the system input, and the order of the nonlinearity involved. These
factors also determine the strength of an IMD product relative to the desired signal.

Second-order IMD (IM2) results, for an input consisting of two signals ω1 and ω2, in
the production of new signals at ω1 + ω2 and ω1 − ω2; third-order IMD (IM3) results, for
an input consisting of two signals ω1 and ω2, in the production of new signals at 2ω1 ± ω2

and 2ω2 ± ω1.

Figure 1.107 Relationships between fundamental and spurious signals, including harmonics and
products of intermodulation.



SYSTEM SPECIFICATIONS AND THEIR RELATIONSHIPTO CIRCUIT DESIGN 95

Figure 1.108 The level at which the power of one of a network’s IM products equals that of the
network’s linear output is a figure of merit known as the intermodulation intercept point (IP). The intercept
point for a given IM order n can be expressed, and should always be characterized, relative to input
power (IPn,in) or output power (IPn,out); the IPin and IPout values differ by the network’s linear gain. For the
amplifier simulated here, IP2,in ≈ 1.5 dBm, IP2,out ≈ 14.5 dBm, IP3,in ≈ −2.3 dBm, and IP3,out ≈ 10.7 dBm.
Each curve depicts the power in one tone of the response evaluated.

Under small-signal conditions—that is, at levels well below compression—the power
of an IM2 product varies by 2 dB, and the power of an IM3 product varies by 3 dB, per
decibel change in input power level. This allows us to derive a network figure of merit,
the intermodulation intercept point (IP), for a given IM order by extrapolating a network’s
linear and IM responses to their point of intersection (Figure 1.108)—the point at which their
powers would be equal if compression did not occur. Because of the system noise and/or
intermodulation distortion products, there is a minimum discernible signal (MDS) that limits
the dynamic range at the lower end. Theoretically, Figure 1.108 should show a noise floor
or IMD-spur floor for a given input signal that represents a lower limit below which signals
cannot be detected. The intercept point for a given IM order n can be expressed, and should
always be characterized, relative to input power (IPn,in) or output power (IPn,out); the IPin

and IPout values differ by the network’s linear gain. For equal-level test tones, IPn, in can
be determined by

IPn,in = nPA − PIMn

n − 1
(1.50)

where n is the order, PA is the input power (of one tone), PIMn is the power of the IM
product, and IP is the intercept point. The intercept point for cascaded networks can be
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determined from

IP2,in = 1(
1√
IP1

+ G√
IP2

)2 (1.51)

for IP2 and from

IP3,in = 1
1

IP1
+ G

IP2

(1.52)

for IP3. In both equations, IP1 is the input intercept of Stage 1 in watts, IP2 is the input
intercept of Stage 2 in watts, and G is the gain of Stage 1 (as a numerical ratio, not in
decibels). Both equation assume the worst-case condition, in which the distortion products
of both stages add in-phase.

The ratio of the signal power to the IM-product power, the distortion ratio, can be
expressed as

Rdn = (n − 1)
[
IPn(in) − P(in)

]
(1.53)

where n is the order, Rdn is the distortion ratio, IPn(in) is the input intercept point, and P(in)

is the input power of one tone.
Discussions of IMD have traditionally downplayed the importance of IM2 because the

incidental distributed filtering contributed by the tuned circuitry once common in radiocom-
munication systems was usually enough to render out-of-passband IM2 products caused
by in-passband signals, and in-passband IM2 products caused by out-of-passband signals,
vanishingly weak compared to fundamental and IM3 signals. In broadband systems that
operate at bandwidths of an octave or more, however, in-passband signals may produce
significantly strong in-passband IM2 and second-harmonic products. In such applications,
balanced circuit structures (such as push–pull amplifiers and balanced mixers) can be used
to minimize IM2 and other even-order nonlinear products.

As with IM2, which IM3 products are important depends on the spacing of the signals
involved and the relative width of the system passband. If ω1 and ω2 are of approximately the
same frequency, the additive products 2ω1 + ω2 and 2ω2 + ω1 will be outside the passband
of a narrowband system. The subtractive products 2ω1 − ω2 and 2ω2 − ω1, however, will
likely appear near or within the system passband. The IM3 performance of any network
subjected to multiple signals is therefore of critical importance, and an array of IM3-related,
sometimes application-specific, figures of merit has evolved as a result.

Dynamic Range As we have seen, thermal noise sets the lower limit of the power span
over which a network can operate. Distortion—that is, degradation by distortion of the
signal’s ability to convey information—sets the upper limit of a network’s power span.
Because the power level at which distortion becomes intolerable varies with signal type and
application, a generic definition has evolved; the upper limit of a network’s power span is
the level at which the power of one IM product of a specified order is equal in power to
the network’s noise floor. The ratio of the noise-floor power to the upper-limit signal power
is referred to as the network’s dynamic range (DR), often more carefully characterized as
two-tone IMD dynamic range, which, when evaluated with equal-power test tones, is a
figure of merit commonly used to characterize receivers. The MDS relative to the input, as
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already defined, is

MDSin = kTB + 3 dB + NF

When IP(n) in and MDS are known, IMD DR can be determined from

DRn = (n − 1)[IPn(in) − MDSin]

n
(1.54)

where DR is the dynamic range in decibels, n is the order, IP(in) is the input intercept
power in dBm, and MDS is the minimum detectable signal power in dBm. The so-called
spurious-free dynamic range (SFDR or DRSF) is calculated from

DRSF = 2

3
(IP3 − 174 dBm + NF + 3 dB)

This equation allows us to determine how to measure the spurious-free dynamic range.
This is done by applying the two-tone signals (in the case of IP3) and increasing the two
signals to the point where the signal-to-noise ratio deteriorates by 3 dB or, if the measurement
is done relative to MDS, where the noise floor rises by 3 dB. The factor 2/3 is derived from the
fact that the levels of IM3 outputs increase 3 dB for 1 dB of input increase. This definition of
dynamic range now is referenced to a noise figure rather than a minimum level in dBm, and
is therefore independent of bandwidth. (By choosing smaller bandwidths (1 kHz instead of
10 kHz), a dynamic range measurement can be made to look better. Biasing the specification
on noise figure directly avoids this problem.)

Triple-Beat Distortion and Cross-Modulation P−1dB is a single-tone figure of merit;
blocking, intercept point and dynamic range evaluate two-tone behavior. For networks that
must handle AM and composite (AM and angle modulation) signals very linearly, such
as television transmitters and cable TV distribution systems, a three-tone figure of merit
called triple-beat distortion has gained acceptance. Signals at ω1 and ω2 (closely spaced)
and ω3 (positioned far away from ω1 and ω2) are applied to the network under test, at levels,
frequencies, and spacings that vary with the application. One triple-beat distortion figure
of merit is the ratio, expressed in decibels, of the IM product at ω3 + (ω2 − ω1) to one of
the network’s linear outputs at a specified output level. Alternatively, the triple-beat figure
of merit may express the network output level at which a specified triple-beat ratio occurs.

Triple-beat distortion is the mechanism underlying cross-modulation, a form of inter-
modulation in which one or more AM signals present in a network amplitude-modulate all
signals present in the network [33]. Angle-modulation-based wireless systems are largely
immune to such effects.

Figures 1.108 and 1.109 graph the results of gain compression, two-tone intermodulation,
cross-modulation, and triple-beat testing on a wideband (5–1000 MHz) amplifier.

Noise Power Ratio Triple-beat testing is one way of improving on two-tone testing as
a means of evaluating a network’s intermodulation behavior in the presence of multiple
signals. Another figure of merit, noise power ratio (NPR), uses thermal noise as a test
signal. The test measures the introduction, by IM, of noise into a quiet slot created by the
insertion of a band-stop filter, equal in stopband width to the width of the measurement
channel, between the noise generator and the network under test (Figure 1.110).
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Figure 1.109 Measured distortion components in a wideband (5–1000 MHz) amplifier. Figure 1.108
shows a magnified view of the gain-compression region [34].

Large-Signal Effects Except for P−1dB, the figures of merit discussed so far evaluate
amplitude nonlinearity under small-signal conditions. At input powers that drive a network
into gain compression and saturation, IM products of odd orders higher than 3 become
significant, and curves, dips, and nulls appear in their characteristics (Figure 1.111). Phase
shifts related to nonlinear (primarily voltage-dependent) capacitances in solid-state devices
are one cause of these effects. Under such conditions, a network may exhibit hysteresis,
with its behavior at any given instant depending not only on the voltage or current applied
to it but also on its recent history [35].

AM-to-PM Conversion The nonlinear distortion effects we have discussed so far can be
termed AM-to-AM distortion—distortion that, to a degree that depends on the amplitude
of the signal(s) applied to the network, results in changes in the network’s gain, and/or
production of signals at new frequencies. AM-to-PM distortion can also occur. As a network
nears saturation, part of its driving signal goes into shifting the bias point(s) of its active
device(s), changing their drive-dependent reactances and shifting the phase of the output
signal relative to its value at input levels below compression (Figures 1.112 and 1.113).
This effect, AM-to-PM conversion, can cause incidental phase modulation that degrades
the performance of digital communication systems.
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Figure 1.110 Determining a network’s noise power ratio (NPR) involves the application of a test signal
consisting of thermal noise [34]. The reference measurement-channel noise power,P1, is then measured
(a). Next, a stop-band filter is placed between the noise generator and network under test to keep the test
signal out of the measurement channel (b). Assuming sufficient filter attenuation, if the network were
absolutely noiseless and linear, the ideal noise power in the measurement channel, P2, would then
be zero. In practice, the network’s own thermal noise and intermodulation between noise components
outside the measurement channel result in an actual measurement-channel noise power (P3) greater
than zero. The noise power ratio equals P1/P3.

Spectral Regrowth and Adjacent-Channel Power Ratio Spectral regrowth occurs
largely as a result of third, fifth, and seventh-order IMD in power amplifiers operated near
or in compression—at power levels where hysteretic IM effects result in poor agreement
between measured behavior and predictions based on small-signal IM figures of merit
[36]. We therefore evaluate the impact of spectral regrowth more directly, using a figure
of merit called adjacent channel power ratio (ACPR). ACPR measurement techniques that
incorporate memory can be used to increase ACPR predictions for networks with that exhibit
saturation hysteresis [37]. Figure 1.114 shows the critical relationship between compression,
power-added efficiency, and ACPR in a MESFET power amplifier.

Phase Response Issues and Figures of Merit We have already seen how large-signal
nonlinear distortion can result in amplitude-dependent phase shifts through AM-to-PM
conversion. Because phase linearity is critical at all signal levels in PM systems, espe-
cially those using digital modulation, we must also consider linear distortion in evaluating
networks used in wireless systems.
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Figure 1.111 As a network is driven into compression, IM products at odd orders higher than 3 become
significant, and phase shifts in power-dependent device capacitances cause curves and dips in the IM
characteristics. The onset of these departures from IM-response linearity occurs at generally lower
input power levels for higher IM orders; their severity, and their position on the IM curves, differs among
the various products of a given order and varies with network topology and tone spacing. Figures of
merit based on straight-line IM responses fail to usefully predict nonlinear network behavior under these
conditions. This graph shows the simulated performance of a single-BJT broadband amplifier driven by
two equal-amplitude tones at 10 and 11 MHz.

Differential Group Delay Very frequency-selective network subjects signals passing
through it to some degree of time delay. Ideally, this delay, also known as group or en-
velope delay, does not vary with frequency; that is, the network’s phase-shift versus fre-
quency response is monotonic and linear. In practice, a network’s time delay varies across its

Figure 1.112 Driving a network into compression and saturation shifts the bias point(s) of its active
device(s), changing their drive-dependent reactances and shifting the phase of the output signal relative
to its value at input levels below compression. This graph shows the simulated performance of a single-
BJT broadband amplifier driven by a single tone at 10 MHz.
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Figure 1.113 Influence of differential phase error (AM-to-PM conversion) on a QAM constellation.

passband, transition bands, and stopbands, exhibiting curvature, ripple, and transition-band
peaks (Figure 1.115). The network’s differential group delay—its group-delay spread—is
therefore of considerable importance. This is especially so in digitally modulated systems,
where the resulting phase distortion can cause errors in modulation and demodulation.

Effects of Phase Noise As Chapter 5 will discuss in detail, the phase of an oscilla-
tor’s output signal is subject to random phase variations (Figures 1.116 and 1.117). Called
phase noise, this effect is often quantified as the decibel ratio of the phase noise power
in a single (the upper or lower) phase-noise sideband, in a 1-Hz bandwidth centered at a
specified frequency offset from the oscillator carrier, to the carrier power (Figure 1.118);
alternatively, it may be specified in degrees rms. A microwave voltage-controlled oscilla-

Figure 1.114 Keeping adjacent-channel interference under control can involve a critical trade-off be-
tween a wireless transmitter’s power-added efficiency (PAE) and ACPR, as shown in this graph of the
simulated behavior of the 1-GHz MESFET power amplifier introduced in Figure 1.103. As the amplifier
is driven into compression, a peak occurs in the PAE response—in this case, at P−1dB—and ACPR rises
sharply.
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Figure 1.115 Close-in amplitude and group delay responses for a 246-MHz SAW filter designed for
GSM applications [38]. This filter is well within its 3.0 �s differential group delay specification across
its passband (160 kHz at −3 dB); the peaks just outside the passband limits are characteristic of a
network’s transition-band phase response.

tor, for instance, might exhibit an SSB phase noise of −95 dBc/Hz at 10 kHz. Oscillator
phase noise may manifest itself, through a mechanism known as reciprocal mixing, as the
emission of unacceptably strong noise outside a transmitter’s occupied bandwidth or as an
increase in receiver noise floor. Phase noise may also directly introduce phase errors that
result in modulation and demodulation errors.

Because the oscillators used for frequency translation in wireless systems are usually
embedded in phase-locked loops, their phase-noise characteristics differ from those of
“bare” oscillators as shown in Figures 1.119 and 1.120. Figures 1.121 and 1.122 show
the measured phase noise of the Rohde & Schwarz SMY and SMIQ signal generators.

Figure 1.116 SSB phase noise. An ideal signal generator (a) would produce an absolutely pure carrier.
A real signal generator (b) acts like an ideal generator driven by a noise generator, producing a noise-
modulated carrier.
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Figure 1.117 Oscillator noise can be split into amplitude and phase components.

Figure 1.118 Phase-noise calculation.

The SMY is a low-cost signal source, while the SMIQ is a very high-performance signal
generator capable of being programmed for all digital modulations; therefore, their PLL
systems exhibit different phase noise versus frequency responses as the measured results
show.

Figure 1.119 Phase noise of an oscillator controlled by a phase-locked loop.
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Figure 1.120 Effect of improper loop-filter design.

Reciprocal Mixing In reciprocal mixing, incoming signals mix with LO-sideband energy
to produce IF output (Figure 1.123). Because one of the two signals is usually noise, the
resulting IF output is usually noise. (Reciprocal mixing effects are not limited to noise;
discrete-frequency oscillator sideband components, such as those resulting from crosstalk
to or reference energy on a VCO’s control line, or the discrete-frequency spurious signals
endemic to direct digital synthesis, can also mix incoming signals to IF.) In practice, the
resulting noise-floor increase can compromise the receiver’s ability to detect weak signals
and achieve a high IMD dynamic range; on the test bench, noise from reciprocal mixing
may invalidate desensitization, cross-modulation, and IM testing by obscuring the weak
signals that must be measured in making these tests.

Figure 1.124 shows a typical arrangement of a dual-conversion receiver with local oscil-
lators. The signal coming from the antenna is filtered by an arrangement of tuned circuits
referred to providing as input selectivity. For a minimum attenuation in the passband, an
operating bandwidth of

B = f√
2 · QL

Figure 1.121 Measured phase noise of the Rohde & Schwarz SMY signal generator at 1 GHz. This
signal generator has no provision for digital modulation, and therefore shows the best possible phase
noise in its class.
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Figure 1.122 Measured phase noise of the Rohde & Schwarz SMIQ signal generator at 1 GHz. This
signal generator is optimized for all digital modulation capabilities and can be configured via appropriate
programming. Above 10 kHz, the influence of the wideband loop becomes noticeable; above 200 kHz,
the resonator Q takes over.

This approximation formula is valid for the insertion loss of about 1 dB due to
loaded Q.

The filter in the first IF is typically either a SAW filter (in the frequency range from
500 MHz to 1 GHz) or a crystal filter (45–120 MHz). Typical insertion loss is 6 dB. Since
these resonators have significantly higher Q than LC circuits, the bandwidth for the first

Figure 1.123 Reciprocal mixing occurs when incoming signals mix energy from an oscillator’s side-
bands to the IF. In this example, the oscillator is tuned so that its carrier, at A’, heterodynes the desired
signal, A, to the 455 kHz as intended; at the same time, the undesired signals B, C , and D mix the
oscillator noise-sideband energy at B ’, C ’, and D ’, respectively, to the IF. Depending on the levels of
the interfering signals and the noise-sideband energy, the result may be a significant rise in the receiver
noise floor.
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Figure 1.124 Block diagram of an analog/digital receiver showing the signal path from antenna to
audio output. No AGC or other auxiliary circuits are shown. This receiver principle can be used for all
types of modulation, since the demodulation is done in the DSP block.

IF will vary from ±5 kHz to ±500 kHz. It is now obvious that the first RF filter does not
protect the first IF because of its wider bandwidth. For typical communication receivers, IF
bandwidths from 150 Hz to 1 MHz are found; for digital modulation, the bandwidth varies
roughly from 30 kHz to 1 MHz. Therefore, the IF filter in the second IF has to accommodate
these bandwidths, otherwise, the second mixer easily gets into trouble from overloading.
This also means that both synthesizer paths must be of low-noise and low-spurious design.
The second IF of this arrangement (Figure 1.124) can be either analog or digital, or even
zero-IF. In practical terms, there are good reasons for using IFs like 50/3 kHz, as in hi-fi
audio equipment, with DSP processing at this frequency (50/3 kHz) using the low-cost
modules found in mass-market consumer products.

The following two pictures (Figures 1.125 and 1.126) show the principle of selectivity
measurement both for analog and digital signals. The main difference is that the occupied
bandwidth for the digital system can be significantly wider, and yet both signals can be inter-
fered with by either a noise synthesizer/first LO or a synthesizer that has unwanted spurious
frequencies. Such a spurious signal is shown in Figure 1.125. In the case of Figure 1.125, the

Figure 1.125 Principle of selectivity measurement for analog receivers.



SYSTEM SPECIFICATIONS AND THEIR RELATIONSHIPTO CIRCUIT DESIGN 107

Figure 1.126 Principle of selectivity measurement for digital receivers.

analog adjacent-channel measurement has some of the characteristics of cross-modulation
and intermodulation, while in the digital system, the problem with the adjacent-channel
power suppression in modern terms is more obvious. Rarely has the concept of adjacent-
channel power (ACP) been used with analog systems. Also, to meet the standards, signal
generators have to be used that are better, with some headroom, that the required dynamic
measurement. We have therefore included in Figure 1.126 the achievable performance for
a practical signal generator—in this case, the Rohde & Schwarz SMHU58.

Because reciprocal mixing produces the effect of noise leakage around IF filtering, it
plays a role in determining a receiver’s dynamic selectivity (Figure 1.127). There is little
value in using IF filtering that exhibits more stopband rejection than a value 3–10 dB greater
than that results in an acceptable reciprocal mixing level.

Although additional RF selectivity can reduce the number of signals that contribute to
the noise, improving the LO’s spectral purity is the only effective way to reduce reciprocal
mixing noise from all signals present at a mixer’s RF port.

Factoring in the effect of discrete spurious signals with that of oscillator phase noise
can give us the useful dynamic range of which an instrument or receiver is capable
(Figure 1.128).

In evaluating the performance of digital wireless systems, we are interested in determin-
ing a receiver’s resistance to adjacent-channel signals.

Phase Errors In PM systems, especially those employing digital modulation, oscillator
phase noise contributes directly to modulation and demodulation errors by introducing
random phase variations that cannot be corrected by phase-locking techniques (Figure
1.129). The greater the number of phase states a modulation scheme entails, the greater its
sensitivity to phase noise.

When an output signal is produced by mixing two signals, the resulting phase noise
depends on whether the input signals are correlated—all referred to the same system clock—
or uncorrelated, as shown in Figure 1.130.

Error Vector Magnitude Several earlier figures (Figures 1.106, 1.113, and 1.129) have
shown how particular sources of amplitude and/or phase error can shift the values of a
digital emission’s data states toward decision boundaries, resulting in increased BER due to
intersymbol interference. Figures 1.131–1.133 show three additional sources of such errors.

A figure of merit known as error vector magnitude (EVM) has been developed as sensitive
indicator of the presence and severity of such errors. An emission’s error vector magnitude
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Figure 1.127 Dynamic selectivity versus IF bandwidth for (a) the Rohde & Schwarz ESH-2 test re-
ceiver (9 kHz to 30 MHz) and (b) the Rohde and Schwarz ESV test receiver (10 MHz to 1 GHz).
Reciprocal mixing widens the ESH-2’s 2.4 kHz response below −70 dB (−100 dBm) at (a) and the
ESV’s 7.5, 12, and 120 kHz responses below approximately −80 dB (−87 dBm) at (b).

is the magnitude of the phasor difference as a function of time between an ideal reference
signal and the measured transmitted signal after its timing, amplitude, frequency, phase,
and dc offset have been modified by circuitry and/or propagation. Figure 1.134 illustrates
the EVM concept.

1.8 TESTING

1.8.1 Introduction

Testing of digital circuits deviates from the typical analog measurements, and yet the analog
measurements are still necessary and related. As an example, the second-generation cellular
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Figure 1.128 This graph shows the available dynamic range, which is determined either by the mask-
ing of the unwanted signal by phase noise or by discrete spurii. As far as the culprit synthesizer is
concerned, it can be either the local oscillator or the effect of a strong adjacent-channel signal that
takes over the function of the local oscillator.

telephones standards really have addressed only the transfer of voice and were just beginning
to look into the transfer of data, mostly in the form of SMS, text messages limited to 140
characters. Current 3G standards with adaptive bandwidth do address high-speed data and
video. Since the major use of 2G phones is voice, information such as signal-to-noise ratio as
a function of many things is important. In particular, because of the Doppler effect and the use
of digital rather than analog signals, where the phase information is significant, the designer
ends up using coding schemes for error-correction—specifically, forward error correction
(FEC). The signal-to-noise ratio, as we know it from analog circuits, now determines the bit

Figure 1.129 Phase noise is critical to digitally modulated communication systems because of the
modulation errors it can introduce. Intersymbol interference (ISI), accompanied by a rise in BER, results
when state values become so badly error blurred that they fall into the regions of adjacent states. This
drawing depicts only the results of phase errors introduced by phase noise; in actual systems, thermal
noise, AM-to-PM conversion, differential group delay, propagation, and other factors may also contribute
to the spreading of state amplitude and phase values.
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Figure 1.130 The noise sideband power of a signal that results from mixing two signals depends on
whether the signals are correlated—referenced to the same system clock—or uncorrelated.

error rate (BER), and its tolerable values depend on the type of modulation used. Because
of correlation, it is possible to “rescue” a voice with a bit error rate of 10−4, but for higher
data rates with little, if any, correlation, we are looking for BERs down to 10−9. The actual
bit error rate depends on the type of filtering, coding, modulation, and demodulation. In
several earlier figures (Figures 1.52 and 1.56), we related BER to signal-to-noise ratio; this
is a key issue in receiver design.

Another problem in receivers that has to do with the transmitter of a second station is
adjacent-channel power ratio (ACPR). Given the fact that a transmitter handling digital
modulation delivers its power in pulses, its transmission may affect adjacent channels by
producing transient spurious signals similar to what we call splatter in analog SSB systems.
This is a function of the linearity of the transmitter system all the way out to the antenna, and
forces most designers to resort to less-efficient Class A operation. As possible alternatives,

Figure 1.131 Effect of gain imbalance between I and Q channels on a data signal’s phase constella-
tion.
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Figure 1.132 Effect of quadrature offset on a data signal’s phase constellation.
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Figure 1.133 Effect of LO-feedthrough-based IQ offset on a data signal’s phase constellation.
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Figure 1.134 Representing errors in a digitally modulated signal’s in-phase (I) and quadrature (Q)
values relative to the ideal as a single error vector allows us to derive the resulting error vector magnitude
(EVM), a sensitive indicator of transmission quality [39].
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some researchers are looking into Classes D and E modulation, more about which is found
in the power amplifier section of Chapter 3.

It is actually not uncommon to do many linear measurements, and then by using corre-
lation equations translate these measured results into their digital equivalents.

Therefore, the robustness of the signal as a function of antenna signal at the receiver site,
constant or known phase relationships, and high adjacent power ratios will provide good
transfer characteristics.

1.8.2 Transmission and Reception Quality

The acoustic transmission and reproduction quality of a mobile phone is a highly important
characteristic in everyday use. Accurate and reproducible measurements of a cell phone’s
frequency response cannot be achieved with static sinewave tones (SINAD measurements)
because of coder and decoder algorithms. In this case, test signals simulating the charac-
teristic of the human voice—that is, tones that are harmonic multiples of the fundamental,
are required. A so-called vocoder is used to produce the lowest possible data rate. Instead
of the actual voice, only the filter and fundamental parameters required for signal recon-
struction are transmitted. Particularly, in the medium and higher audio frequency ranges,
the static sinusoidal tones become a more or less stochastic output signal. For example, if
a tone of approximately 2.5 kHz is applied to the telephone at a constant sound pressure,
the amplitude of the signal obtained at the vocoder output varies by approximately 20 dB.
In type-approval tests, where highly accurate measurements are required, the coder and
docoder are excluded from the measurement.

Whether the results obtained for the fundamental are favorable depends on how far the
values coincide with the clock of the coding algorithm. Through a skillful choice of fun-
damental frequencies, test signals with overlapping spectral distribution can be generated,
giving a sufficient number of test points in subsequent measurements at different funda-
mental frequencies so that a practically continuous frequency response curve is obtained.
Evaluation can be done by means of FFT analysis with s special window function and se-
lection of result bins. The results are sorted and smoothed by the software and display in the
form of a frequency response curve. Depending on the measurement, a program calculates
the sending or receiving loudness rating in line with CCITT P.79 and shows the result.

Acoustic measurements relevant to GSM 11.10 include the following.

• Sending frequency response
• Sending loudness rating
• Receiving frequency response
• Receiving loudness rating
• Sidetone masking rating
• Listener sidetone rating
• Echo loss
• Stability margin
• Distortion sending
• Distortion receiving
• Idle channel noise receiving
• Idle channel noise sending.
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Figure 1.135 The Rohde & Schwarz CMW 500 Wideband Radio Communication Tester can be used
to measure all the relevant specifications of cellular telephones.

There are two categories of testing. One is a full-compliance test for all channels and
all combinations of capabilities, and the other is a production tester with evaluation of the
typical characteristic data. Both Agilent and Rohde & Schwarz are the leading companies
in this area, and as the technology develops further, different equipment will be made
available. Figure 1.134 shows a Rohde & Schwarz radiocommunication tester capable of
evaluating cellular systems. Table 1.12 shows the typical specifications required to make
the appropriate cellular telephone measurements.

The test setup must be capable of measuring key IS-95 parameters, using the following.

• Frame errors
• Waveform quality
• Error vector magnitude
• Phase error
• Magnitude error
• Carrier feedthrough
• Frequency accuracy
• Power measurements
• Base station signaling for mobile testing.

1.8.3 Base Station Simulation

Simulating a CDMA (IS-95) base station involves the following.

• Synchronization of mobile
• Registration of mobile
• Incoming/outgoing call origination
• Handoff.



114 INTRODUCTION TO WIRELESS CIRCUIT DESIGN

Table 1.12 Technical Specification of the Rohde & Schwarz CMW 500

General Technical Specifications 

RF Generator 

Frequency range  zHM 0033 ot zHM 07 

Up to 6000 MHz with the 

R&S
®
CMW-KB036 option 

Frequency resolution  zH 1.0 

Frequency uncertainty  noituloser ycneuqerf + esabemit sa Sema 

 

Output level range   

  zHM 001 ot zHM 07

–130 dBm to –15 dBm Continuous wave (CW)  

Up to –15 dBm Peak envelope power (PEP) 

Up to –10 dBm Overranging (PEP) 

100 MHz to 3300 MHz  

–130 dBm to –5 dBm Continuous wave (CW)  

Up to –5 dBm Peak envelope power (PEP) 

Up to 0 dBm Overranging (PEP) 

3300 MHz to 6000 MHz  

–120 dBm to –15 dBm Continuous wave (CW)  

Up to –15 dBm Peak envelope power (PEP) 

Up to –10 dBm Overranging (PEP) 

RF1 COM, RF2 COM 

0 V DC Maximum input DC level 

  zHM 001 ot zHM 07

–120 dBm to –2 dBm  Continuous wave (CW)  

Up to –2 dBm Peak envelope power (PEP) 

Up to +3 dBm Overranging (PEP) 

100 MHz to 3300 MHz  

–120 dBm to +8 dBm  Continuous wave (CW)  

Up to +8 dBm Peak envelope power (PEP) 

Up to +13 dBm Overranging (PEP) 

 3300 MHz to 6000 MHz 

Up to –2 dBm Peak envelope power (PEP) 

Up to +3 dBm Overranging (PEP) 

RF1 OUT 

0 V DC Maximum input DC level 

 

Output level uncertainty In temperature range +20 °C to +35 °C, 

no overranging 

 

Output level > –120 dBm  

 

100 MHz to 3300 MHz < 0.6 dB
a

 

RF1 COM, RF2 COM 

3300 MHz to 6000 MHz < 1.2 dB
a

 

Output level > –110 dBm  

70 MHz to 100 MHz < 1.6 dB
a

 

100 MHz to 3300 MHz < 0.8 dB
a

 

RF1 OUT 

3300 MHz to 6000 MHz < 1.6 dB
a

 

 

Output level uncertainty In temperature range +5 °C to +45 °C, 

no overranging 

 

Output level > –120 dBm  

a

 

100 MHz to 3300 MHz < 1.0 dB
a

 

RF1 COM, RF2 COM 

3300 MHz to 6000 MHz < 2.0 dB
a

 

Output level > –110 dBm  

70 MHz to 100 MHz < 2.0 dB
a

 

100 MHz to 3300 MHz < 1.0 dB
a

 

RF1 OUT 

3300 MHz to 6000 MHz < 2.0 dB
a

 

–110 dBm to –2 dBm  Continuous wave (CW)  

< 1.2 dB 70 MHz to 100 MHz 

70 MHz to 100 MHz < 2.0 dB
a
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Table 1.12 (Continued)

Output level linearity with fixed RF 

output attenuator setting  

In temperature range +20 °C to +35 °C, 

GPRF generator list mode,  

Level range 0 dB to –30 dB 

Bd1.0<.pyt,Bd2.0<No overrangingMOC2FR,MOC1FR

Output level resolution Bd10.0

Typical values after 1 h warm-up time, 

always returning to same level and 

frequency, no temperature change, 

insignificant time change 

Output level ≥ –80 dBm < 0.01 dB 

Output level repeatability 

Output level < –80 dBm < 0.05 dB 

VSWR 

2.1<zHM0033otzHM07

3300 MHz to 5000 MHz < 1.5 

RF1 COM, RF2 COM 

5000 MHz to 6000 MHz < 1.6 

5.1<zHM0033otzHM07

3300 MHz to 5000 MHz < 1.5 

RF1 OUT 

5000 MHz to 6000 MHz < 1.6 

Attenuation of 2nd harmonic 

Bd03>mBd01–<P,zHM0006otzHM07MOC2FR,MOC1FR

Bd03>mBd0<P,zHM0006otzHM07TUO1FR

Attenuation of 3rd harmonic 

Bd04>mBd01–<P,zHM0006otzHM07MOC2FR,MOC1FR

Bd04>mBd0<P,zHM0006otzHM07TUO1FR

> 5 kHz offset from carrier, 

For output level > –40 dBm, 

For full scale CW signal 

400 MHz to 3300 MHz, 

Except fnonharmonic = 3900 MHz – fcarrier,  

Except fnonharmonic = 3900 MHz  

Except fcarrier = (899 to 901) MHz + 

n × 800 MHz with n = 1, 2, 3 

> 60 dB 

3300 MHz to 3600 MHz > 25 dB 

Attenuation of nonharmonics 

3600 MHz to 6000 MHz, 

Except fnonharmonic = 2 × fcarrier – 6400 MHz  

> 40 dB 

Phase noise  Single sideband, 70 MHz to 3300 MHz  

Carrier offset ≥ zH1,cBd021–<zHM1

Phase noise  Single sideband, 3300 MHz to 6000 MHz  

Carrier offset ≥ zH1,cBd711–<zHM1

Signal-to-noise ratio zHM0033otzHM07

,reirracmorftesffozHM5MOC2FR,MOC1FR

For output level > –30 dBm 

> 95 dB, typ. > 101 dB, 1 kHz 

(> 125 dB, typ. > 131 dB, 1 Hz) 

Signal-to-noise ratio 3300 MHz to 6000 MHz  

,reirracmorftesffozHM5MOC2FR,MOC1FR

For output level > –30 dBm 

> 92 dB, 1 kHz 

(continued)
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Table 1.12 (Continued)

Modulation source: arbitrary waveform generator (ARB) (R&S
®
CMW-B110A option)  

Memory size etybG420.1

tib61I

tib61Q

Word length 

tib61ottib4Marker

Sample length  Msample227.55toUpmarker4-bitWith

zH004MinimumSample rate 

zHM001Maximum

Maximum possible RF bandwidth Depending on arbitrary waveform file 80 MHz 

Trigger 

,AGIRTlanretxe:ESABsecruosreggirT

BASE: external TRIG B 

RF analyzer 

VSWR 

2.1<zHM0033otzHM07

3300 MHz to 5000 MHz < 1.5 

RF1 COM, RF2 COM 

5000 MHz to 6000 MHz < 1.6 

Without input signal, 70 MHz to 6000 MHz, 

Except 4000 MHz, 4800 MHz, 

5162.5 MHz, 5600 MHz, 6000 MHz 

Expected nominal power setting  

≤ –10 dBm 

< –100 dBm 

Inherent spurious response  

Expected nominal power setting  

> –10 dBm 

< –90 dB below expected nominal power 

setting 

Spurious response For full scale single tone input signal  

70 MHz to 3300 MHz 

Except fin = 1962.5 MHz and 3925 MHz 

Except fin = 1962.5 MHz + fselected

< –55 dB 

3300 MHz to 3700 MHz, 

Except fin = 6400 MHz – fselected, 

Except fin = 6400 MHz – 0.5 × fselected

< –40 dB 

3700 MHz to 6000 MHz, 

Except fin = 6400 MHz – 0.5 × fselected

< –40 dB 

Harmonic response cinomrahdn2

fin = 70 MHz to 1650 MHz, 

fselected = 140 MHz to 3300 MHz 

< –30 dB RF1 COM, RF2 COM 

fin = 1650 MHz to 3000 MHz, 

fselected = 3300 MHz to 6000 MHz 

< –30 dB 

Harmonic response cinomrahdr3

fin = 70 MHz to 900 MHz, 

fselected = 210 MHz to 2700 MHz 

< –50 dB 

fin = 900 MHz to 1100 MHz, 

fselected = 2700 MHz to 3300 MHz 

< –45 dB 

RF1 COM, RF2 COM 

fin = 1100 MHz to 2000 MHz, 

fselected = 3300 MHz to 6000 MHz 

< –50 dB 

Phase noise Single sideband, 70 MHz to 3300 MHz  

Carrier offset ≥ zH1,cBd021–<zHM1

Phase noise Single sideband, 3300 MHz to 6000 MHz  

Carrier offset ≥ zH1,cBd711–<zHM1
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Table 1.12 (Continued)

Trigger 

,AGIRTlanretxe:ESABsecruosreggirT

BASE: external TRIG B, 

GPRF: free run, 

GPRF: IF power, 

BB generators, 

BB signaling 

Power meter  

Frequency range zHM0033otzHM07

Up to 6000 MHz with the 

R&S
®
CMW-KB036 option 

Frequency resolution zH1.0

Resolution bandwidths ,spets5/3/1ni,zHM01otzHk1,naissuaG

Bandpass, 1 kHz to 30 MHz, in 1/3/5 

Steps, RRC, α = 0.1, 

3.84 MHz, RRC, α = 0.22, WCDMA filter, 

1.2288 MHz, CDMA filter 

Expected nominal power setting range scalefullADCFor

mbBd24+otmBd73–zHM001otzHM07

100 MHz to 3300 MHz –47 dBm to +42 dBmb

RF1 COM, RF2 COM 

3300 MHz to 6000 MHz –37 dBm to +42 dBmb

Level range 

zHM001otzHM07

Continuous power (CW) –74 dBmc to +34 dBm 

Peak envelope power (PEP) up to +42 dBmb

100 MHz to 3300 MHz  

Continuous power (CW) –84 dBmc  to +34 dBm 

Peak envelope power (PEP) up to +42 dBmb

3300 MHz to 6000 MHz  

Continuous power (CW) –74 dBmc  to +34 dBm 

Peak envelope power (PEP) up to +42 dBmb

RF1 COM, RF2 COM 

Maximum input DC level 0 V DC 

Level uncertainty In temperature range +20 °C to +35 °C  

Bdd0.1<zHM001otzHM07

100 MHz to 3300 MHz < 0.5 dBd

RF1 COM, RF2 COM 

3300 MHz to 6000 MHz < 1.0 dBd

Level uncertainty In temperature range +5 °C to +45 °C  

Bdd2.1<zHM001otzHM07

100 MHz to 3300 MHz < 0.7 dBd

RF1 COM, RF2 COM 

3300 MHz to 6000 MHz < 1.2 dBd

Level linearity with fixed expected 

nominal power setting 

In temperature range +20 °C to +35 °C  

Bd1.0<.pyt,Bd51.0<Level range 0 dB to –40 dBMOC2FR,MOC1FR

Level resolution Bd10.0

Typical values after 1 h warm-up time, 

always returning to same level and 

frequency, no temperature change, 

insignificant time change 

Input level ≥ –40 dBm < 0.01 dB 

Level repeatability 

Input level < –40 dBm < 0.03 dB 

(continued)
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Table 1.12 (Continued)

Dynamic range 70 MHz to 3300 MHz, RBW → 1 kHz, 

With fixed expected nominal power setting 

> 100 dB 

Expected nominal power setting for full dynamic range 

meBd24+otmBd8–MOC2FR,MOC1FR

Dynamic range 3300 MHz to 6000 MHz, RBW → 1 kHz, 

With fixed expected nominal power setting 

> 97 dB 

Expected nominal power setting for full dynamic range 

meBd24+otmBd2+MOC2FR,MOC1FR

Spectrum measurements 

FFT spectrum analyzer 

(R&S
®
CMW-KM010 option) 

70 MHz to 3300 MHz egnarycneuqerF

Up to 6000 MHz with the 

R&S
®
CMW-KB036 option 

,zHM01,zHM5,zHM5.2,zHM52.1napsycneuqerF

20 MHz, 40 MHz 

k61,k8,k4,k2,k1htgnelTFF

SMR,kaeprotceteD

See general technical specificationsegnarleveL

dnaycneuqerfretnecForytniatrecnuleveL  detector → peak  See general technical specifications 

Dynamic range 70 MHz to 3300 MHz, 

For FFT length → 16k and span → 5 MHz 

(equivalent to RBW → 781 Hz) 

> 100 dB 

Expected nominal power setting for full 

dynamic range 

meBd24+otmBd8–MOC2FR,MOC1FR

Dynamic range 3300 MHz to 6000 MHz, 

For FFT length → 16k and span → 5 MHz

(equivalent to RBW → 781 Hz) 

> 97 dB 

Expected nominal power setting for full 

dynamic range 

mBd24+otmBd2+MOC2FR,MOC1FR Fehler! Textmarke nicht 

definiert.

Inherent spurious response  See general technical specificationsWithout input signal
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Table 1.12 (Continued)

Possible configurations with two RF pathsf 

Necessary hardware (H570, H590X): 

Selections: R&S
®
CMW-S590A RF frontend (BASIC) or R&S

®
CMW-S590D RF frontend (ADV.) and R&S

®
CMW-S570 RF TRX. 

Options: R&S
®
CMW-B590A RF frontend (BASIC) or R&S

®
CMW-B590D RF frontend (ADV.) and R&S

®
CMW-B570 RF TRX. 

Configuration with two H570 (RF TRX) and two H590A (RF frontend (BASIC)) 

The R&S
®
CMW-B570 and R&S

®
CMW-B590A options make the second RF path (RF path 2) available on the front of the instrument 

with three additional RF connectors, i.e. RF3 COM, RF4 COM and RF3 OUT. 

See general technical specifications Equivalent to RF1 COMMOC3FR

See general technical specifications Equivalent to RF2 COMMOC4FR

See general technical specifications Equivalent to RF1 OUTTUO3FR

Configuration with two H570 (RF TRX) and one H590D (RF frontend (ADV.)) 

The R&S
®
CMW-B570 option and R&S

®
CMW-S590D selection make the second RF path (RF path 2) available on the front of the 

instrument at connectors RF1 COM, RF2 COM and RF1 OUT. 

RF path 1 and RF path 2 routed to separate connectors 

RF generator 1 and RF generator 2 Switchable to RF1 COM, RF2 COM, 

RF1 OUT 

See general technical specifications 

RF analyzer 1 and RF analyzer 2 Switchable to RF1 COM, RF2 COM See general technical specifications 

mgBd24+otmBd5–zHM0033otzHM07Expected nominal power setting for full 

dynamic range 3300 MHz to 6000 MHz +5 dBm to +42 dBmg

RF path 1 and RF path 2 routed to common connector 

RF generator 1 and RF generator 2 Switchable to RF1 COM, RF2 COM, 

RF1 OUT 

See general technical specifications 

The specified value is valid for the total Peak envelope power (PEP)egnarleveltuptuO

power of the two RF generators, see 

general technical specifications 

Output level uncertainty For each carrier snoitacificepslacinhcetlarenegees

+ 0.2 dB  

For the carrier with the highest output leveloitaresion-ot-langiS

(at least 3 dB higher than the other carrier)

see general technical specifications 

RF analyzer 1 and RF analyzer 2 Switchable to RF1 COM, RF2 COM See general technical specifications 

See general technical specificationszHM0033otzHM07

+ 0.2 dB 

Level uncertainty 

3300 MHz to 6000 MHz See general technical specifications 

+ 0.3 dB 

mgBd24+otmBd5–zHM0033otzHM07Expected nominal power setting for full 

dynamic range 3300 MHz to 6000 MHz +5 dBm to +42 dBmg

(continued)
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Table 1.12 (Continued)

Possible configurations with four RF pathsh 
Necessary hardware (H570, H571B, H590D): 

Selections: R&S
®
CMW-S590D RF frontend (ADV.) and R&S

®
CMW-S570 RF TRX. 

Options: R&S
®
CMW-B590D RF frontend (ADV.) and R&S

®
CMW-B570 RF TRX and two R&S

®
CMW-B571B RF TX. 

Configuration with two H570 (RF TRX), two H571 B (RF TX) and two H590D (RF frontend (ADV.)) 

The R&S
®
CMW-B570 option, two R&S

®
CMW-B571 options and R&S

®
CMW-B590D option make the four RF paths (RF path 1 RX and 

TX, RF path 2 RX and TX, RF path 3 TX only, RF path 4 TX only) available on the front of the instrument at connectors RF1 COM, 

RF2 COM, RF1 OUT and RF3 COM, RF4 COM, RF3 OUT. 

RF path 1, 2, 3 and 4 routed to separate connectors 

RF generator 1 and RF generator 3 Switchable to RF1 COM, RF2 COM, 

RF1 OUT 

See general technical specifications 

RF generator 2 and RF generator 4 Switchable to RF3 COM, RF4 COM, 

RF3 OUT 

See general technical specifications 

RF analyzer 1 See general technical specifications Switchable to RF1 COM, RF2 COM 

miBd24+otmBd5–zHM0033otzHM07Expected nominal power setting for full 

dynamic range 3300 MHz to 6000 MHz +5 dBm to +42 dBmi

RF analyzer 2 see general technical specifications Switchable to RF3 COM, RF4 COM 

miBd24+otmBd5–zHM0033otzHM07Expected nominal power setting for full 

dynamic range 3300 MHz to 6000 MHz +5 dBm to +42 dBmi

RF path 1, RF path 3 routed to common connector and RF path 2, RF path 4 routed to common connector 

RF generator 1 and RF generator 3 Switchable to RF1 COM, RF2 COM, 

RF1 OUT 

See general technical specifications 

The specified value is valid for the total Peak envelope power (PEP)egnarleveltuptuO

power of the two RF generators, see 

general technical specifications 

Output level uncertainty For each carrier See general technical specifications

+ 0.2 dB  

For the carrier with the highest output leveloitaresion-ot-langiS

(at least 3 dB higher than the other carrier)

See general technical specifications 

RF generator 2 and RF generator 4 Switchable to RF3 COM, RF4 COM, 

RF3 OUT 

See general technical specifications 

The specified value is valid for the total Peak envelope power (PEP)egnarleveltuptuO

power of the two RF generators, see 

general technical specifications 

Output level uncertainty For each carrier See general technical specifications

+ 0.2 dB  

For the carrier with the highest output leveloitaresion-ot-langiS

(at least 3 dB higher than the other carrier)

See general technical specifications 

RF analyzer 1  See general technical specifications Switchable to RF1 COM, RF2 COM 

See general technical specifications70 MHz to 3300 MHz

+ 0.2 dB 

Level uncertainty 

3300 MHz to 6000 MHz See general technical specifications 

+ 0.3 dB 

miBd24+otmBd5–zHM0033otzHM07Expected nominal power setting for full 

dynamic range 3300 MHz to 6000 MHz +5 dBm to +42 dBmi

RF analyzer 2  See general technical specifications Switchable to RF3 COM, RF4 COM 

See general technical specifications70 MHz to 3300 MHz

+ 0.2 dB 

Level uncertainty 

3300 MHz to 6000 MHz See general technical specifications 

+ 0.3 dB 

miBd24+otmBd5–zHM0033otzHM07Expected nominal power setting for full 

dynamic range 3300 MHz to 6000 MHz +5 dBm to +42 dBmi
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Table 1.12 (Continued)

Timebase 

Timebase TCXO  

Max. frequency drift In temperature range +5 °C to +45 °C ±1 × 10
–6

Max. aging At +25 °C, 

after 14 days of continuous operation 

±1 × 10
–6

/year 

Timebase basic OCXO (R&S
®
CMW-B690A option) 

Max. frequency drift In temperature range +5 °C to +45 °C ±5 × 10
–8

Retrace At +25 °C, 

after 24 hours power ON /  

2 hours power OFF / 1 hour power ON 

±2 × 10
–8

Max. aging At +25 °C, 

after 10 days of continuous operation 

±1 × 10
–7

/year 

±1 × 10
–9

/day 

Warm-up time At +25 °C, 

the frequency is in the range that is 

10 times the frequency drift (±5 × 10
–7

) 

approx. 10 min  

Timebase highly stable OCXO (R&S
®
CMW-B690B option) 

In temperature range +5 °C to +45 °C, 

referenced to +25 °C 

±5 × 10
–9

Max. frequency drift 

With instrument orientation ±1 × 10
–9

Retrace At +25 °C, 

after 24 hours power ON /  

2 hours power OFF / 1 hour power ON 

±5 × 10
–9

Max. aging At +25 °C, 

after 10 days of continuous operation 

±3 × 10
–8

/year 

±5 × 10
–10

/day 

Warm-up time At +25 °C, 

the frequency is in the range that is 

10 times the frequency drift (±5 × 10
–8

) 

approx. 10 min 

Reference frequency inputs/outputs 

Synchronization input lenapraer,NIFERrotcennocCNB

zH1:pets,zHM08otzHM01Sine waveFrequency 

square wave (TTL level) 1 MHz to 80 MHz, step: 1 Hz 

01×01±noitairavycneuqerf.xaM
–6

SMR,V2otV5.0egnaregatlovtupnI

05ecnadepmI Ω

Synchronization output 1 lenapraer,1TUOFERrotcennocCNB

roecnereferlanretnimorfzHM01ycneuqerF

frequency at synchronization input 

kaep-ot-kaep,V4.1>egatlovtuptuO

05ecnadepmI Ω

a

  Valid for a 12-month calibration interval. 

b

  The maximum permissible continuous power is +34 dBm due to thermal limits. 

c

RBW → 1 kHz.

d

  Valid for a 12-month calibration interval. 

e

  The maximum permissible continuous power is +34 dBm due to thermal limits. 

f

  R&S
®
CMW500 only. 

g

  The maximum permissible continuous power is +34 dBm due to thermal limits. 

h

  R&S
®
CMW500 only. 

i

  The maximum permissible continuous power is +34 dBm due to thermal limits. 
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During the call, the tester must verify the handset’s RF performance and checks the
correct operation of the basic signaling features. The best testers do not rely on any special
test modes in the mobile station, performing their measurements under conditions almost
identical to those in a real network. A voice loop-back allows quick verification of the
performance of a mobile as it is perceived by the user.

1.8.4 GSM

Measurement, test, and adjustment capabilities for GSM should include the following.

• Synchronization of mobile phone with base station (which is simulated by CTS)
• Location update
• Call setup (incoming/outgoing)
• Call release (incoming/outgoing)
• Control and measurement of transmitter power
• Handover (channel change)
• Sensitivity, including bit error rate (BER) and raw bit error rate (RBER), limit sensi-

tivity via search routine, RxLev and RxQual
• Phase and frequency error
• Power ramp versus time
• Timing error
• AFC (automatic frequency correction) and RSSI (radio signal strength indication)
• I/Q modulator adjustment
• Echo test (voice test, includes also testing of loudspeaker and microphone)
• Functional test of mobile’s keypad through display of dialed number
• Display of IMSI (international mobile subscriber identity), IMEI (international mobile

equipment identity), power class, and revision level
• Short message service (SMS)

1.8.5 DECT

Measurement, test, and adjustment capabilities for DECT should include the following.

• Synchronization of DUT with the CTS
• Call setup
• Call release
• Echo test
• Detection and display of RFPI (FP)
• Normal transmit power (NTP)
• Power ramp versus time
• Modulation characteristics versus time
• Frequency offset
• Maximum modulation deviation
• Frequency drift
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• Timing (jitter, packet delay)
• Bit error rate (BER), frame error rate (FER)

1.9 CONVERTING C/N OR SNR TO EB/N0

Figure 1.136 shows an application note for converting carrier-to-noise ratio (C/N) or SNR
to energy per bit / normalized noise power (Eb/N0).

Figure 1.136 Conversion of C/N or BER to Eb/N0.
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2

MODELS FOR ACTIVE
DEVICES

Because we are dealing with amplifiers, both small-signal and power, oscillators and active
mixers, active devices will play a major role in circuit design. At our frequency range of
interest (about 1000 MHz and above), distributed elements predominate, and even in device
modeling, we must consider some distributed effects such as packaging.

As we dive into providing functional explanations of the active devices used in practical
circuits, there is some temptation not to provide enough information on semiconductor
behavior. Because manufacturers of microwave products will use the services of a foundry
or specify semiconductors from their suppliers, we will cover the device operation in depth.
That said, for the beginner looking into designing circuits from high frequencies to low
microwave frequencies, we will provide examples of a variety of devices unique to this
frequency range. Some treatment of device physics will therefore be useful in providing a
basic understanding of the nonlinear behavior of active devices and modeling in preparing
for practical circuits using computer-aided-design (CAD) tool. For CAD applications, we
assume the user will have access to nonlinear CAD software, such as a high-performance
SPICE program or a harmonic-balance program, such as Ansoft Designer or its derivatives.
The general trend is that models for CAD are provided, in addition to the datasheets.
For some devices, S-parameter sets, general-purpose SPICE model parameters, or highly
sophisticated design kits can be directly downloaded from the company web site, while
models for others are available in design kits from third-party companies specialized in
device modeling, for example, from Modelithics, Inc. What CAD does for us—and this
applies to SPICE and harmonic-balance programs alike—is predict the dc bias point of
a device in the context of its surrounding circuitry. Configuring the simulation to drive
the device into large-signal operation provides us with insight into the various forms of
distortion and compression.

However, it is necessary to be careful when relying on a model. Without validation under
realistic conditions, one cannot be sure it is performing as required.

RF/Microwave Circuit Design for Wireless Applications, Second Edition. Ulrich L. Rohde and Matthias Rudolph.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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First, semiconductor manufacturers tend to provide models that can be used in all simula-
tors, which restricts the choice of models to basically the classic models that are widespread
but also sometimes grossly outdated. Such models usually can only give a first guess of
how the device might behave, not more.

Some foundries, however, spend quite some effort in developing good models for their
devices. One example is Freescale who provide a design kit for their packaged LDMOS
power devices that even is based on a large-signal model specifically developed for these
devices. The drawback is, however, that these design kits are usually only available for a
few simulators, in this case it is Agilent’s ADS.

But even if a sophisticated design kit is provided, careful validation is imperative.
The issue is that a model cannot be expected to be highly accurate for all possible types of

operation. For example, for LNA design, one needs a model with good prediction of white
noise and of the weak nonlinearity. When an osciallator is to be designed, 1/f noise needs
to be described well, together with the nonlinearities due to the large-signal oscillation. But
this nonlinearity is again probably different from the case of a power amplifier. What we
consider to be good accuracy thus depends on the application; and a generally good model
might fail for certain applications, since this case was not considered during parameter
extraction.

In evaluating active devices for RF circuit design, we have a few different technologies to
consider. First, we will examine the semiconductor junction diode—a basic pn junction—
and venture from there to the bipolar transistor and heterobipolar transistor. An investigation
of metal-oxide semiconductor (MOS) devices, another important set of semiconductors for
medium frequencies, will follow. We will also examine the metal-gate Schottky field-effect
transistor (MESFET) and heterojunction field-effect transistor (HEMT) on III–V materials
such as gallium arsenide and gallium nitride. Since critical large-signal parameters for
some devices may not be available from their manufacturers, we will examine parameter-
extraction techniques and problems. For device type, we will provide insight into the noise
properties of the device.

2.1 DIODES1

The diode model contains a nonlinear current source that follows the Shockley equation:

Current = IS

(
e

Vj
NV t − 1

)
(2.1)

where

Vj = voltage across the junction

Vt = thermal voltage (= kT/q)

These values, with the model parameters IS and N, are used to model the current-voltage
effects of the semiconductor junction. This does not include the nonideal operation of real

1Portions of this chapter’s diode coverage are based on material in Alpha Industries Semiconductor Application
Reports 80800, 80200, and 80500. Used with permission.
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diodes. For example, at low currents (less than 1 nA), other semiconductor processes that
increase the flow of currents become noticeable.

By setting IS to different values, we can obtain the characteristics of other devices, such
as a Schottky-barrier diode or a silicon diffused-junction diode. High-current effects are
modeled, grossly, by including a series resistance that is intended to combine the effects of
bulk resistance (the material on each side of the junction) and high-level injection. At high
currents, the observed diode current stops following the Shockley form:

Iforward = IS × e
Vj

NV t (2.2)

and approaches a modified form

Iforward = IS × e
Vj

2NVt (2.3)

2.1.1 Large-Signal Diode Model

Three diode models are used in the industry. These are as follows.

• Microwave diode model
• PIN diode model
• Enhanced SPICE diode model

Figure 2.1 shows the large-signal microwave diode model. Its key words appear in
Table 2.1. This model can also be used to simulate varactor diodes.

Table 2.2 lists SPICE parameters for a selection of Schottky mixer diodes by Alpha.
In most cases, the diode capacitance is modeled by a voltage-dependent capacitor, which

is connected in parallel with the nonlinear current generator described previously, to repre-
sent the charge-storage effects of the junction. There are two components to this charge:

• the reverse-voltage capacitive effect of the depletion region, and
• the forward-voltage charge represented by mobile carriers in the diode junction.

Anode Cathode

Cp

Cb

Cj

Id

Vj

Lp
Rd

Figure 2.1 The large-signal microwave diode model. This model is temperature dependent.
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Table 2.1 Large-Signal Microwave Diode Model Key Words

Key Word Description Unit Default

Intrinsic Model
JS Saturation current amp 0
ALFA Slope factor of conduction current /volt 38.696
JB Breakdown saturation curren amp 10 mA
VB Breakdown voltage volt −∞
E Power-law parameter of breakdown current – 10.0
CT0 Zero-bias depletion capacitance farad 0
FI Built-in barrier potential volt 0.8
GAMA Capacitance power-law parameter 0.5
GC1 Varactor capacitance polynomial coefficient 1 /volt 0.0
GC2 Varactor capacitance polynomial coefficient 2 /volt2 0.0
GC3 Varactor capacitance polynomial coefficient 3 /volt3 0.0
CD0 Zero-bias diffusion capacitance (p − n diodes) farad 0
AFAC Slope factor of diffusion capacitance /volt 38.696
R0 Bias-dependent part of series resistance in forward-bias condition ohm 0
T Intrinsic time constant of depletion layer for abrupt-junction diodes s 0
KF Flicker noise coefficient – 0.0
AF Flicker noise exponent – 1.0
FCP Flicker noise frequency shape factor – 1.0
AREA Area multiplier – 1.0

Extrinsic Model
CP Package parasitic capacitance farad 0.0
CB Beam-lead parasitic capacitance farad 0.0
LP Package parasitic inductance henry 0.0

Reverse-voltage capacitance follows the simple approximation that the depletion region
(the area of the junction that is depleted of carriers) serves as the gap between the “plates”
of a capacitor. This region varies in thickness, and therefore the capacitance varies with
applied voltage. For a step (abrupt) junction, or linearly graded junction, the capacitance
approximation is

Capacitance = CJ0(
1 − Vj

φ

)M
(2.4)

where CJ0 is the zero-bias value, φ (phi) is the junction barrier potential, and M is the
grading coefficient that varies (1/2 is used for step junctions and 1/3 is used for linearly
graded junctions, and most junctions are somewhere in between).

There is often confusion about the barrier potential, which appears in the capacitance
equation. From capacitance measurements, φ (model parameter VJ, and not to be confused
with Vj in the equations) takes on a value of nearly 0.7 V for regular (silicon) junction diodes
and a range of 0.58–0.85 V for various Schottky-barrier diodes. This value is sometimes
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confused with the forward current voltage drop of the diode or the energy gap of the material;
it is neither of these.

Varying M generates a variety of reverse-bias capacitance characteristics. Inspection
of the capacitance formula reveals that it predicts infinite capacitance for a forward
bias, which is not the case for a real junction. Several depletion–capacitance formulas
have been proposed that more correctly fit observed operation; however, SPICE uses a
simple approach. For forward biases beyond some fraction (set by the parameter FC) of the
value for φ, the capacitance is calculated as the linear extrapolation of the capacitance at the
departure. This provides a continuous numerical result, and does not affect circuit operation
significantly because, for forward bias, the device capacitance is normally dominated by
diffusion capacitance.

The diffusion charge (and therefore the capacitance) varies with forward current and is
simply modeled as a transit time (model parameter TT) for the carriers to cross the diffusion
region of the junction. The total charge is

Diffusion charge = Device current × Transit time (2.5)

and capacitance is the derivative, with respect to bias, of this

Diffusion capacitance = TT
IS

NV t

e
Vt

NV t (2.6)

Diffusion charge manifests itself as the storage time of a switching diode, which is
the time required to discharge the diffusion charge in the junction, which must happen
before the junction can be reverse biased (switched off). Storage time is normally specified
as the time to discharge the junction so that it is supporting only a fraction (typically 10%)
of the initial reverse current. First, a forward current is supplied to the device to charge the
junction. Then, as quickly as possible, a reverse current is supplied to the device. Internally,
the junction is still forward biased to a voltage nearly the same as before the switch in
current; the junction is still conducting at the forward current rate. This internal current
adds to the external current as the total current discharging the junction. As the junction
voltage decreases, the internal current falls off exponentially (according to the Shockley
equation). This system is a relatively simple differential equation that can be solved to an
explicit equation for the TT parameter (assuming complete discharge) as follows:

Transit time = Storage time

ln
(

IF −IR
−IR

) (2.7)

The diffusion charge dominates the reverse recovery characteristic of the diode. During
the last part of the recovery, as the junction becomes reverse biased, the depletion capacitance
dominates. This causes the small tail at the end of the discharge cycle. Total capacitance
is taken to be the sum of these capacitances: the depletion approximation dominates for
reverse bias as the device current is small, and the diffusion proximity dominates for forward
bias as the device current is large.

A special case for diode application is the switching diode, and its description and
application will be part of a later chapter. Figure 2.2 shows the dc I–V curves, which
indicate the different voltage potential, that are a result of the different doping profiles.
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Figure 2.2 DC I–V curves for seven diodes, showing the various barrier voltages that result from
different doping profiles.

2.1.2 Mixer and Detector Diodes

Electrical Characteristics and Physics of Schottky Barriers Schottky barrier diodes
differ from junction diodes in that current flow involves only one type of carrier instead of
both types. That is, in n-type Schottkys, the forward current consists of holes flowing from
the n-type material into the metal.

Diode action results from a contact potential set up between the metal and the semicon-
ductor, similar to the voltage between the two metals in a thermocouple. When metal is
brought into contact with an n-type semiconductor (during fabrication of the chip), elec-
tronics diffuse out of the semiconductor, into the metal, leaving a region under the contact
that has no free electrons (“depletion layer”). This region contains donor atoms that are
positively charged (because each lost its excess electron), and this charge makes the semi-
conductor positive with respect to the metal. Diffusion continues until the semiconductor is
so positive with respect to the metal that no more electrons can go into the metal. The internal
voltage difference between the metal and the semiconductor is called the contact potential,
and is usually in the range of 0.3–0.8 V for typical Schottky diodes. A cross-section is
shown in Figure 2.3.

When a positive voltage is applied to the metal, the internal voltage is reduced, and
electrons can flow into the metal. The process is similar to thermionic emission of electrons
from the hot cathode of a vacuum tube, except that the electrons are “escaping” into a metal
instead of into a vacuum. Unlike the vacuum tube case, room temperature is “hot” enough
for this to happen if enough voltage is applied. However, only those electronics whose
thermal energy happens to be many times the average can escape, and these “hot electrons”
account for all the forward current from the semiconductor into the metal.
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N+ Substrate

SO2

Nepi

SO2

Typ. 40 mil
Barrier diam.

Depletion layer

Gold bonding pad (1.2 mil diam. Typ.)

Metal 1.1μ typ.

Oxide 1.2μ typ.

Fixed donor ions

Substrate
6 mils typ

epi  5μ typ.

Figure 2.3 Schottky diode chip cross-section.

One important thing to note is that there is no flow of minority carriers from the metal into
the semiconductor and thus no neutral plasma of holes and electrons is formed. Therefore,
if the forward voltage is removed, current stops “instantly,” and reverse voltage can be
established in a few picoseconds. There is no delay effect to charge storage as in junction
diodes. This accounts for the exclusive use of barrier diodes in microwave mixers, where
the diode must switch conductance states at microwave oscillator rates.

The current–voltage relationship for a barrier diode is described by the Richardson
equation (which also applies to thermionic emission from a cathode). The derivation is
given in many textbooks (e.g., Sze).

I = AARCT 2 exp

(
−qφB

kT

)[
exp

(
qVJ

kT

)
− M

]
(2.8)

where A = area [cm2], ARC = modified Richardson constant [A/(K2 · cm2)], k = Boltz-
mann’s constant, T = absolute temperature [K], φB = barrier height [V], VJ = external
voltage across the depletion layer (positive for external voltage) = V − IRS , RS = series
resistance, M = avalanche multiplication factor, and I = diode current in amperes (positive
forward current).

The barrier height, φB, is typically a few tenths of a volt higher than the contact potential,
φC (about 0.15 V higher than φC for silicon). This equation agrees well with experimental
data for diodes without surface leakage, but is difficult to use because ARC, φB, and M are
all dependent on applied voltage.

The major cause for variation in φB with voltage is the “image effect,” in which the
barrier height is lowered as the electric field near the metal is increased, especially at the
edges.

A better equation for circuit designers to use is one in which all parameters are indepen-
dent of voltage and current. The simplest one that agrees reasonably well with Richardson’s
equation is

I = IS

[
exp

(
Vt

0.028 V

)
− 1 + K(

1 − VB

V

)
]

(2.9)

where IS = saturation current (a temperature-dependent quantity), 0.028 V = nkT/q at
room temperature (n = 1.08), n = “forward slope factor” (derived from the variation of φB
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with forward voltage), K = reverse slope factor (expressing the variation of φB with reverse
voltage), and VB = breakdown voltage (the voltage at which M = 1).

As before, V and I are considered positive for forward bias and negative for reverse bias.
Typical ranges for these parameters for microwave Schottky and point-contact mixer

diodes are

IS = 10−12 to 10−5 A

n = 1.04 − 1.10

RS = 2 − 20 �

K = 8 − 100

VB = 2 − 20 V

The quantities IS and 0.028 V are strongly temperature dependent, while both RS and
VB increase with temperature to a slight degree. RS increases with current at high current
levels (due to carrier velocity saturation) but is essentially independent of current at 10 mA
and below for mixer diodes. Thus, for normal mixer and detector operation, RS can be
considered constant.

Agreement between equations (2.8) and (2.9) is not perfect but equation (2.9) is much
easier to use and is preferred by most circuit designers. A comparison of the two equations
near zero bias gives the following relationship between zero-bias barrier height, φ0, and
saturation current

IS = AARCT 2exp

(
−qφ0

kT

)
(

107A

cm2

)
Aexp

(
− φ0

0.026

)
(for n silicon at room temperature) (2.10)

Small-Signal Parameters By combining equations (2.9) and (2.10), the values of the
parameters in equation (2.9) can be derived from a few simple measurements. Many
specific equations can be derived, but the following are commonly used for production
measurements:

RS = VF10 − VF1 − 0.065

0.009
(for n = 1.08) (2.11)

φ0 = VF1 − 0.001RS + 0.28 + 0.12log10D

1.08
(2.12)

n = VF1 − VF0.1 − 0.0009RS

0.060
(2.13)

K =
(

IR1

IS

− 1

)
VB (2.14)

IS = exp

(
− VF1

0.028
+ RS

28

)
(in mA) (2.15)

where VF0.1, VF1, and VF10 are the forward voltages at 0.1, 1, and 10 mA, respectively, and
IR1 is the reverse current at 1 V. (The derivation of these equations requires that IS be small
compared to 0.1 mA.) The quantity D is the diameter of the metal-silicon contact in mils.
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Measuring VF1 at 1 mA and 10 mA instead of some other current levels leads to the best
accuracy for typical mixer diodes.

The total dynamic resistance for a forward-biased diode is given by

Rt = dV

dI
= RS + nkT

q(I + IS)
= RS + RB (2.16)

and

RB = 28

I + IS

at room temperature (with I and IS in mA, n = 1.08) (2.17)

This equation is also good at zero bias (unless K is very large or there is significant
surface leakage). That is,

R0 = RS + 28

IS

(2.18)

For reverse voltages of a few volts, the dynamic resistance is dominated by the K term:

RR = Reverse resistance = dV

dI
� VB

KIS

(2.19)

For typical values of IS , RO is larger than 5000 � and RR is larger than 100 k�. For
some zero-bias Schottky applications, it is desirable for RO to be made smaller than this.

The factors that determine RS are: (1) the thickness of the epitaxial layer, (2) the epi dop-
ing level (ND), (3) the barrier diameter, (4) the substrate resistivity (spreading resistance),
(5) the contact resistances of the metals used for the barrier and the substrate contact, and
(6) the resistance associated with the bonding wire or whisker. The barrier height is about
0.15 V higher than the contact potential between the barrier metal and the semiconductor,
and is influenced by the method used to apply the metal, conditions at the edge of the
junction, and the doping level. Saturation current depends on barrier height, junction area,
and temperature, and the slope factors, n and K, depend on doping level, punch-through
voltage, and edge conditions.

2.1.2.1 Junction Capacitance
The capacitance of a Schottky barrier chip results mainly from two sources: the deple-
tion layer under the metal-semiconductor contact and the capacitance of the oxide layer
under the bonding pad (the so-called overlay capacitance). The bonding pad is required
because the typical Schottky barrier diameter is so small that it is impractical to bond
directly to the metal on the junction. If the semiconductor epitaxial layer is uniformly doped,
the capacitance-voltage characteristic is similar to that of a textbook “abrupt-junction”
diode.

Ct = εSε0A
′

XD

+ C0 (2.20)

XD =
√

2εSε0 (φc − V )

qN
(2.21)

where φ = contact potential, C0 = overlay (bonding pad) capacitance, εS = dielectric
constant of the semiconductor (∼=12 for Si or GaAs), N = doping level for the epitaxial
layer, and A′ = effective contact area, including fringing corrections.
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In practical terms, the capacitance can be related to the 0-V barrier capacitance
defined by

CBO = εSε0A
′

XDO
(2.22)

where

XDO =
√(

1.3 × 1015

ND

)
φc (in �m) (2.23)

The resulting C − V relationship can be written as

Cj = CBO√
1 − V

φc

+ C0 (2.24)

The contact potential, φc, is related to the barrier height as follows:

φc = φB − 0.026

[
1 + Ln

(
Nc

N

)]
(2.25)

The theoretical meaning of these terms can be clarified by looking at Figure 2.4.

2.1.2.2 Parameter Trade-Offs

Barrier Height The barrier height of a Schottky diode is important because it directly
determines the forward voltage. In order to get good noise figure, the LO drive voltage, VL,
must be large compared to VT , which is essentially VF1. Normally, it is best to have a low
forward voltage (low VF1), or low drive diode, to reduce the amount of LO power needed.
However, if high dynamic range is important, high LO power is needed, and the diode can
have a higher VF and should also have a high VB (see Table 2.3).

Noise Figure Versus LO Power At low LO drive levels, noise figure is poor because
of poor conversion loss, due to a too-low conduction angle. At very high LO drive levels,
noise figure again increases due to diode heating, excess noise, and reverse conduction.

If high LO drive level is needed, for example, to get higher dynamic range, highVB(> 5V)
should be specified. However, nature requires that you play for this with higher RS (lower
fC), so the noise figure will be degraded compared to what could be obtained with diodes
designed for lower LO drive. Forward voltage and breakdown are basically independent
parameters, but high breakdown is not needed or desirable unless high LO power is used.

Table 2.3 LO Power and VF1 for Various Applications

Type Typical VF1 LO Power (mW) Application

“Zero bias” 0.10 − 0.25 <0.1 Mainly for detectors
Low barrier 0.25 − 0.35 0.2 − 2 Low-drive mixers
Medium barrier 0.35 − 0.50 0.5 − 10 General purpose
High barrier 0.50 − 0.80 >10 High dynamic range
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Figure 2.4 Schottky diode band diagrams.

Such a high-breakdown diode will have low reverse current (which is important only if
the diode has to run hot).

Silicon Versus GaAs Typical silicon Schottky diodes have cutoff frequencies up to the
lower GHz range. In order to get higher in frequency, GaAs-based diodes are required.
Dedicated technologies are even available for THz applications.

However, if your IF frequency is low, be careful; GaAs diodes have high 1/f noise. They
also have high VF1, so more LO power is required.
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Figure 2.5 Forward dc characteristic curve range-voltage versus current.

CJ Versus Frequency There is quite a lot of latitude in choosingCJ . However, in general,
the capacitive reactance should be a little lower than the transformed line impedance (Z0). If
Z0 is not known, a good way to start is to use XC = 100 �. Experience has shown that most
practical mixers use an XC near this value (a little higher in waveguide and lower in 50-�
systems). This translates to follow the rule of thumb for choosing the junction capacitance
of a diode for operation at frequency f (in GHz):

CJ0 ≈ 100

ω

≈ 1.6

f
(in pF) (2.26)

In order to evaluate possible tolerances, we show the range of forward current currents
as a function of diode voltage (Figure 2.5), the junction capacitance as a function of the
bias voltage (Figure 2.6), and finally some important RF parameters, such as noise figure
and IF impedance, as a function of the local-oscillator drive (Figure 2.7).

2.1.2.3 Mixer Diodes
As an example of some of the parameters for mixer diodes, Table 2.4 gives data on some
of the X-band mixer diodes. NF is measured at 9.375 GHz.
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Figure 2.6 Junction capacitance range versus voltage.

Figure 2.7 RF parameters versus local-oscillator drive level.

Cp
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RsLP

CJ

RJ

Figure 2.8 The linear diode model. This model is temperature-dependent.
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Table 2.4 X-Band Mixer Diode Data

Typ. VF Typ. FC0 Typ. RS Typ. CJ0 Max. NF
Material Barrier (@1 mA) (GHz) (ohms) (pF) (dB)

n GaAs High 0.70 1000 – 0.15 5.0a

n GaAs (BL) High 0.70 500 – 0.15 6.0a

n GaAs (chip) High 0.70 1000 – 0.15 5.3a

n Silicon (BL) Low 0.28 150 6 0.20 6.5
n Silicon (quad) Low 0.28 150 6 0.20 6.5
p Silicon (BL) Low 0.28 150 12 0.20 6.5
n Silicon (BL) High 0.60 100 8 0.20 6.5
n Silicon (quad) High 0.60 100 8 0.20 6.5
n Silicon Low 0.28 200 6 0.15 5.5
p Silicon Low 0.28 200 18 0.14 6.0
p Silicon Medium 0.40 150 12 0.12 6.5
n Silicon Low 0.28 150 8 0.18 6.5
p Silicon Low 0.28 150 12 0.18 6.5

aSpecified for N1F = 1.0 dB

2.1.2.4 Linear Diode Model
Figure 2.8 shows the linear diode model. Its key words appear in Table 2.5.

The circuit simulators, such as those supplied by Ansoft, Agilent, or AWR, provide a
model library that has SPICE-type parameters for diodes (regular diodes, varactor diodes,
and PIN diodes) as well as bipolar transistors and FETs, which will be discussed later.

2.1.3 PIN Diodes

2.1.3.1 Introduction
The PIN diode, in comparison with other microwave semiconductor devices, is fairly easy to
understand. This makes it possible to reduce complex behavior to simple terms and enables
the microwave engineer to grasp the operating principles and design details of this family
of devices.

We do not attempt to describe the many possible microwave circuits in which PIN diodes
are used. Rather, we attempt to explain the behavior of the diode in all aspects, giving the
facts and some of the theory behind the facts. We offer the circuit designer the opportunity

Table 2.5 Linear Diode Model Key Words

Key Word Description Unit Default

LP Package inductance henry 0.0
CB Beam lead capacitance farad 0.0
CP Package capacitance farad 0.0
RS Contact resistance ohm 0.0
RJ Junction resistance ohm
CJ Junction capacitance farad
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to understand the PIN, so that he can understand its behavior in his circuits. We assume the
reader knows the circuit equations; to that knowledge we hope to add diode equations.

Most of the material presented consists of generalized data and explanations of the
behavior of PIN diodes; we conclude with a brief description of circuit performance, test
methods, and some hints on proper PIN specification writing.

The user can then evaluate the trade-offs involved in diode design and performance and
be able to select the most nearly optimum diode from the wide range of diodes offered.

2.1.3.2 Large-Signal PIN Diode Model
Figure 2.9 shows the large-signal model for a PIN diode. Table 2.6 lists its key words.

Notes on the PIN Diode Model

1. The PIN diode model is used to model a bias-dependent RF resistance for use in PIN
diode circuits such as attenuators and switches. The resistance varies from Rmax to RS

using the R function above. A typical R versus I characteristic is shown in Figure 2.10
with parameters (IS = 5.96 nA,RS = 2.016,Rmax = 6500,K1 = 0.1272,K2 = 1.0,
N = 2.077).

2. The transit-time parameter, TT, can also be used to approximately model a switching
PIN diode’s reverse-recovery time—a value often provided by diode manufacturers.

3. Diode breakdown can be modeled by specifying IBV and BV parameters.

4. The reverse-bias capacitance characteristics can be more accurately modeled than the
common expression derived from pn junction theory. The capacitance grading coef-
ficient exponent can be expressed as a polynomial function of voltage by specifying
values for GC1, GC2, and GC3.

5. The PIN diode model was derived from J. Walston, “SPICE circuit yields recipe for
PIN diode,” Microwaves & RF, November 1992.

6. Following Sze, Physics of Semiconductor Devices, the variable resistance may be
modeled by setting

K1 = 3

8
VT

W2

Daτa

K2 = 1.0

where W is the width of the intrinsic region, Da is the ambipolar diffusion coefficient,
τa is the ambipolar lifetime, and VT is the thermal voltage.

Anode Cathode

Lp

Cp

Cb

CJ

Vj

Id

Rs

Rv

Rmax

Figure 2.9 The large-signal PIN diode model. This model is temperature dependent.
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Table 2.6 PIN Diode Model Key Words

Key Word Description Unit Default

Intrinsic Model
IS Saturation current amp 1.0E−14
N Emission coefficient 1.0
IBV Magnitude of current at the reverse breakdown voltage amp 1.0E−10
BV Magnitude of the reverse breakdown voltage volt ∞
FC Coefficient for forward-bias depletion capacitance 0.5
CJ0 Zero-bias pn junction capacitance farad 0.0
VJ Built-in junction potential volt 1.0
M pn junction grading coefficient 0.5
GC1 Varactor capacitance polynomial coefficient 1 /volt 0.0
GC2 Varactor capacitance polynomial coefficient 2 /volt2 0.0
GC3 Varactor capacitance polynomial coefficient 3 /volt3 0.0
TT Transit time s 0.0
K1 Variable resistance coefficient volt 0.0
K2 Variable resistance current exponent 1.0
RMAX Maximum resistance of PIN intrinsic region ohm 0.0
KF Flicker noise coefficient 0.0
AF Flicker noise exponent 1.0
FCP Flicker noise frequency shape factor 1.0
AREA Area multiplier 1.0

Extrinsic Model
RS Series resistance (min. resistance of PIN diode) ohm 0.0
CP Package parasitic capacitance farad 0.0
CB Beam-lead parasitic capacitance farad 0.0
LP Package parasitic inductance henry 0.0

Figure 2.10 Simulated PIN diode resistance as a function of dc at 1, 10, and 100 MHz.
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2.1.3.3 Basic Theory: Variable Resistance
Intrinsic or “pure” silicon as it can be grown in a laboratory is an almost lossless dielectric.
Some of is physical properties include:

Dielectric constant (relative) 12

Dielectric strength 400 V/mil (approximate)

Specific density 2.3

Specific heat 0.72 J/g/◦C
Thermal conductivity 1.5 W/cm/◦C
Resistivity 300,000 �/cm

Since a PIN diode is valuable essentially because it is a variable resistor, let us concentrate
initially on the resistivity. Consider a volume comparable to a typical PIN diode chip, say
20 mils in diameter and 2 mils thick. This chip has a dc resistance of about 0.75 m�.
High resistivity in any material indicates that most of the likely carriers of electric charge,
electrons and holes, are tightly held in the crystal lattice and cannot “conduct.”

In real life there are impurities typically like boron, that cannot be segregated out of
the crystal. Such impurities contribute carriers, holes or electrons, that are not very tightly
bound to the lattice and therefore lower the resistivity of the silicon.

Through various techniques we can adjust the level of impurities, called dopants, to
produce resistivities ranging from 10 k�/cm (for good PIN diodes) to 0.001 �/cm (for
substrates).

If the impurity adds “electrons” to the crystal, it is called a donor; if it adds a hole
it is called an acceptor. Boron adds holes, hence it is an acceptor, and the silicon plus
boron combination is called p-type, or positive, because it has an excess of positive carriers.
Phosphorus, on the other hand, is a donor, adding electrons, and the corresponding mix is
n-type, or negative.

There are many concepts important to the physicist but not to the diode user, that elaborate
upon the impact of impurities on the behavior of silicon. These can be studied in Ref. [1].
The more carriers added, the lower the resistivity.

If one wished to vary the resistance of a given diode, in principle he could bring it into
a semiconductor laboratory, add or subtract carriers as desired, and perhaps even make
the process reversible. However, this is a slow, expensive, and impractical way to make a
variable resistor; one would be better advised to take a wrench and a soldering iron and
replace a component.

The PIN diode derives its value from the fact that the free charge carrier concentration
in silicon, and hence its resistance, can be varied electronically by means of current from
a simple bias supply. This can be done rapidly (in nanoseconds in some cases), reversibly,
repeatably, and accurately. The thing that makes this possible is called a junction, the
interface between the relatively pure silicon in the middle of the PIN diode (the I stands
for intrinsic) and the heavily doped layers on either end, p+ and n+. The p+ region is rich
in holes; the n+ region is rich in electrons. Both of these regions have low resistance. The I
region is the variable resistive element in the diode (see Figure 2.11). In the absence of any
external bias, internal effects within the crystal keep the charges fixed; the resistance of the
I region is high.

When the p+ region (anode) is biased positively with respect to the n+ region (cathode),
the interface potential “barrier” is overcome. and direct current flows in the form of holes
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Figure 2.11 General outline of PIN diode construction.

streaming from p+ toward n+, with electrons moving in the opposite direction; we say that
free carriers have been injected into the I region. The resistance of the I region becomes low.

The number of free carriers within the I region determines the resistivity of the region
and thus the resistance of the diode.

Consider “one hole” and “one electron” drifting in opposite directions in the I region
under the impetus of the applied field. Under certain conditions, imperfections in the silicon
may cause these carriers to recombine. They are no longer available to constitute current or
to lower the resistivity of the I region.

It can be shown that the amount of “recombination” between holes and electrons that
continuously takes place in a semiconductor is governed by a property of the lattice called
lifetime. In fact, lifetime is defined as the reciprocal of recombination rate.

Thus, QS = Q0exp(−t/TL), where QS is the total amount of free charge “stored” in
the I region, and TL is the lifetime or the mean time between recombination events. In
steady-state condition, the bias supply must deliver current to maintain constant QS . The
required current is

Idc = dQS

dt
= −QS

TL

(2.27)

or QS = IdcTL, dropping the minus sign.
Ignoring some details that are not crucial to this section, we can now calculate the

resistance of a given diode, of area A and thickness W . (W stands for base width, the width
or thickness of the intrinsic layer). The p+ and n+ regions have essentially zero resistance,
as they are very heavily doped.

The resistivity of a given material is inversely proportional to the number of free carriers,
N, and the mobility (not quite the same as velocity) of the carriers. Thus

ρ = 1

q
(
μnN + μpP

) (2.28)

both holes and electrons, μn, μp are mobilities of electrons and holes, and N, P are numbers
of electrons and holes. Simplifying,

ρ = C

dQS

(2.29)
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where C is a collection of constants, and dQS is the stored charge density (numbers per unit
volume). For our piece of silicon, volume is WA, and

dQS = QS

WA
(2.30)

The resistivity is

ρ = CWA

QS

(2.31)

and the resistance is

RS = ρ
W

A
= CW2

IdcTL

(2.32)

This is a fundamental equation in PIN diode theory and design.
Rigorous analysis shows

R = 2kt/q

If

sinh

(
W

2
√

DTL

tan−1

[
sinh

W

2
√

DTL

])
(2.33)

where k = Boltzmann’s constant, T = temperature in Kelvins, and D = diffusion
coefficient = �kT/q.

For most PIN diodes, W/DTL is less than unity, and the equation simplifies to the simple
equation above.

Typical data on RS as a function of bias current are shown in Figure 2.12. A wide range
of design choices is available, as the data indicate. Many combinations of W and TL have
been developed to satisfy the full range of applications.

2.1.3.4 Breakdown Voltage, Capacitance, Q Factor
The previous section on RS explained how a PIN can become a low resistance, or a “short.”
This paragraph will describe the other state: a high impedance, or an “open.” Clearly, the
better PIN diode is the one that has the better on–off ratio at the frequency and power level
of interest.

If we return to the undoped or intrinsic I region, we note that it is an almost lossless
dielectric. As such, it has a dielectric strength of about 400 V/mil, and all PIN diodes have
a parameter called Vb, breakdown voltage, which is a direct measure of the width of the I
region. Voltage in excess of this parameter results in a rapid increase in current flow (called
avalanche current) shown in Figure 2.13. When the negative bias voltage is below the bulk
breakdown of the I region, a few nanoamperes will be drawn. As Vb is approached, the
leakage current increases often gradually, as is exaggerated in the curve. This current is
primarily caused by less-than-perfect diode fabrication, although there is some contribution
from temperature. Typically, the leakage current occurs at the periphery of the I region.
For this reason, various passivation materials (silicon dioxide, silicon nitride, hard glass)
are grown or deposited to protect and stabilize this surface and minimize leakage. These
techniques have been well advanced over the years, and PIN diode reliability has improved
as a result.

Most diodes are specified in terms of minimum Vb for a nominal leakage, usually 10 �A.
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Figure 2.12 Typical series resistance as a function of bias (1 GHz).

It will be noted later that RF voltage swings in excess of the rated Vb are permitted, for the
mechanisms causing leakage current do not always respond at radio frequencies. However,
bulk breakdown is effectively instantaneous, and that voltage should never be exceeded.

The next characteristic of our “open” circuit is the capacitance. In simplest form, the
capacitance of a PIN diode is determined by the area and width of the I region and the
dielectric constant of silicon; however, we have discussed the fact that intrinsic material
does contain some carriers and therefore has some conductivity. An E field could not exist
unless all these carriers were swept out, or depleted.

Application of a reverse bias accomplishes this. At zero bias, the excess carriers on
either side of the junction are separated, held apart, by “built in” fields. This is the contact
potential (about 0.5 V for silicon). If there are only a few excess carriers in the I region,
this “potential” can separate the charges more easily. The junction “widens” in the sense
that, start at the p+ and I interface, there is a region of no free carriers called the depletion
zone. Beyond this depletion zone the I region still contains the free charges it started with.
With the application of reverse bias, the depletion zone widens. Eventually, at a bias equal
to a so-called punchthrough voltage (VPT ), the depletion zone fills the entire I region. At
this voltage, the 1-MHz capacitance bottoms out and the diode Q reaches its maximum.
Figure 2.14 illustrates the equivalent circuit of the I region before punchthrough.

Some very interesting facts can be derived from this model. Consider the undepleted
region; this is a lossy dielectric consisting of a volume (area A, length �). of silicon of
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Figure 2.13 Voltage versus current for various PIN diodes.

permittivity 12 and resistivity ε. The capacitance is

12
ε0A

�
(2.34)

and the admittance is

2π
(12ε0A)

�
(2.35)

CDRC

Contacts
Depleted

Undepleted

CU

RU

Figure 2.14 Equivalent circuit of I region before punchthrough.
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The resistance is ε�/A and the conductance is A/ε�.
At very low frequencies, the undepleted zone looks like a pure resistor. At very high

frequencies it looks like a lossy capacitor. The “crossover” frequency depends on the resis-
tivity of the I region material. For ε of 160 �/cm, the frequency is 1 GHz. Higher resistivity
is generally used for PINs—say, 1000 �/cm, and the crossover frequency is 160 MHz.

Diode manufacturers measure junction capacitance at 1 MHz; clearly, what is measured
is the depletion-zone capacitance.

If the I region thickness is W and the depletion with Xd , the undepleted region is
(W − Xd).

The capacitance of the depleted zone is, proportionally,

1

Xd

(2.36)

of the undepleted zone,

1

W − Xd

(2.37)

The 1-MHz capacitance as a function of reverse bias is seen in Figure 2.15.
The 1-MHz capacitance decreases with bias until punchthrough, we Xd = W . However,

at microwave frequencies well above the crossover, the junction looks like two capacitors
in series.

CT = CdCu

Cd + Cu

∝ 1

W
(2.38)

That is, the microwave capacitance tends to be constant, independent of Xd and bias
voltage.

However, since the undepleted zone is lossy, an increase in bias up to the punchthrough
voltage reduces the loss.

At any given frequency, the equivalent network can now be drawn as Figure 2.16.
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Figure 2.15 Typical 1-MHz capacitance.
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RC

CJ

RV

Figure 2.16 Simplified equivalent circuit, series.

Rv is now the equivalent series resistance of the undepleted region. Typical Rv data is
shown in Figure 2.17.

An alternate equivalent network is shown in Figure 2.18, and typical R shunt data is
shown in Figure 2.19.

A good way to understand the effects of series resistance is to observe the insertion loss
of a PIN chip shunt mounted in a 50-� line, as shown in Figure 2.20.

An accepted way to include reverse loss in the figure of merit of a PIN diode is to write

Q = 1

2π + √
RSRvC

(2.39)

Figure 2.17 Simplified equivalent circuit, series.
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R Shunt

CJ

Figure 2.18 Simplified equivalent circuit, shunt.

where Rs and Rv are measured under the expected forward and reverse bias conditions at
the frequency of interest.

The punchthrough voltage is a function of the resistivity and thickness of the I region. It
is advisable to measure loss as a function of bias voltage and RF voltage to determine if the
correct diode has been selected for your application. (Note: At frequencies below crossover,
and diodes with thin I regions, the effective junction capacitance can increase substantially
at low forward bias, on the order of 1–200 �A.)

Incidentally, if you are working with PIN or NIP chips that do not have an opaque
covering, note that PIN diodes are photosensitive. Incident light causes photogeneration of
carriers in the I region, increasing the chip’s insertion loss.

2.1.3.5 PIN Diode Applications
If the intrinsic zone is thick (10–100 �m), we then have a high-reverse-voltage rectifier with
a low forward voltage drop at high current or, in other words, a highly efficient rectifier.
The low forward voltage results from the fact that the conductivity of the I zone can be
modulated by large amounts of charge carriers injected from the p and the n zones.

100100
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B 18 GHz

A 10 GHz

A = Thin PIN
CJ = .15 pF

CJ = .15 pF
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C 18 GHz
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1K

.1K

Figure 2.19 Reverse shunt resistance, Rp .
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Figure 2.20 Insertion loss versus frequency.

Another application of PIN diodes is the high-frequency (HF) field. Here, the fact is
exploited that, due to the long carrier lifetime at frequencies beyond approximately 10
MHz, a rectifying effect will no longer occur and that the PIN diode rather behaves like a
real resistance, the magnitude of which depends on the forward direct current passed by
the device and produces an equal effect on both half waves of the HF signal. In view of
this behavior, the PIN diode can be used as a switch or a variable resistor for HF signals.
Thus, it becomes possible, for example, to subject an HF signal to amplitude modulation
by means of an AF-controlled PIN diode.

An important application of PIN diodes that has found favor in recent times is their
application to dc-operated attenuators in TV tuners and antenna distribution amplifiers.
Figure 2.21 shows the real HF forward resistance rf as a function of the forward current
If , measured at 100 MHz.

Figures 2.22 and 2.23 show second-order IMD and cross-modulation for PIN diodes.

Applying the PIN in Amplitude Control of High-Frequency Signals In conventional
transistorized TV tuners, automatic gain control (AGC) is usually achieved by varying the
emitter current of the input transistor. This method exploits the fact that the input transistor
exhibits maximum gain at a certain level of emitter current and that this gain decreases when
the emitter current is either increased or decreased relative to this point. Since modulation
capacity and cross-modulation resistance grow with the emitter current, “upward” gain
control has lately become the preferred solution, and according to it, gain reduction is
achieved by an increase of the input transistor’s emitter current. An input stage based on
this design, therefore, is least resistant to cross-modulation when receiving a signal from a
weak transmitter because it is operating at or below the point at which AGC action begins.
This effect is particularly disadvantageous when the signal of a weak transmitter is to be
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Figure 2.21 Forward resistance versus forward current.

received in the presence of a strong local transmitter. The unsatisfactory cross-modulation
properties of such an input stage manifest themselves more and more frequently in the form
of image perturbations as the TV reception band is crowded by an increasing number of
transmitters. Another disadvantage is the variation of the transistor parameters that results

10 dB Bridged tee attenuator
40 dBmV output levels
One input frequency fixed 100 MHz

0 10 20 30 40 50 60 70 80

Frequency (MHz)

B
el

ow
 fi

rs
t o

rd
er

 (
dB

)

0

20

40

60

80

100

5082.3081

Figure 2.22 Second-order IMD in a PIN diode. Equation (1.47) can be used to determine the diode’s
IP2 from the absolute values of the its fundamental and IM2 outputs.
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Figure 2.23 Cross-modulation in a PIN diode. Equation (2.62) relates cross-modulation level to IMD.

from the control action. The variations affect antenna matching at the input and the response
of the RF filter at the output.

To obviate these problems, methods being adopted today provide for the input stage to
be equipped with cross-modulation-resistant transistors with fixed bias, gain control being
provided by a variable attenuator preceding the transistor(s). The input-filter termination
provided by this attenuator must be independent of the degree of attenuation to preserve the
filter’s response characteristics.

The first two requirements are met by the properties of the PIN diode and the latter
requirement can be met by designing a PIN diode control in the form of a π network, a
schematic of which is shown in Figure 2.24. The attenuation of a matched π network is

RG

RL

R2

R1 R1

V2V1

Figure 2.24 Basic circuit of a �-mode filter attenuator.



DIODES 155

Figure 2.25 Values of R1 and R2 in Figure 2.24 versus relation of input and output voltage.

expressed by the following equations:

α

dB
= 20 log

Z + R2

R2 − Z
(2.40)

α

dB
= 20 log

⎛
⎝R1

Z
+

√
R2

1

Z2
+ 1

⎞
⎠ (2.41)

Figure 2.25 plots the relationship between the resistance levels of R1 and R2 and of the
relationship between the input and output voltages of the π network. Figure 2.26 shows

D1

D2

D3R1 R2

R3 R4

lco

+Vh

Figure 2.26 PIN diode �-mode attenuator.
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the circuit diagram of an implementation of the π network composed of PIN diodes. The
resistance characteristic required according to Figure 2.25 is achieved approximately by
varying the control current ICO.

If the control current ICO in Figure 2.26 equals zero, then—due to the fact that R1 = R2

and R3 = R4—the auxiliary voltage Vh causes forward currents of equal magnitude to flow
through diodes D1 and D3. The voltage drops across R1 and R2 are of equal magnitude,
so that no current passes through diode D2. Therefore, the latter presents a high resistance,
whereas D1 and D3 present a low resistance. Under these conditions, the network produces
maximum attenuation. A control current ICO reduces the forward currents through D1 and
D3 and allows a forward current to be passed by diode D2. When it has attained its maximum
value, diodes D1 and D3 are blocked—that is, high-ohmic—and D2 low-ohmic. Under these
conditions, the network produces its minimum attenuation.

If the maximum attenuation of the π network is to be increased, it is possible to make
the two shunt diodes D1 and D3 more low-ohmic than the impedance Z, although this
would reduce the reflection coefficient of attenuation. For example, if a reflection coeffi-
cient of about 7 dB is accepted over the entire control range, then a maximum attenuation of
25–30 dB could be achieved in the VHF range. The series inductances of the transverse
diodes and the shunt capacitance of the series diode are responsible for this relatively unsat-
isfactory value. Improved attenuation is brought about the integrated π network described
in the next section.

2.1.3.6 Example: A PIN Diode � Network for TV Tuners
The since-discontinued TDA1053 is an example of an integrated PIN π network attenuator
intended for TV-tuner use. It comprises three silicon planar PIN diodes connected to form a
π network (Figure 2.27) and serves for the electronic amplitude control of the input signals
of TV tuners and antenna distribution amplifiers in the 40–1000 MHz range. Its input and
output impedances remain constant over the entire control range. This can also be achieved
with discrete diodes.

The TDA1053 was normally supplied with vertical leads. The characteristics stated
below apply to devices of this configuration.

These data reveal that the compact design of the three PIN diodes in a common 50B4
plastic package guarantees favorable values for minimum and maximum attenuation, as

D1

D2

TDA 1053

D3

13

2 4

Figure 2.27 Internal circuitry of the TDA1053.
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Maximum Ratings of Individual Diodes

Reverse voltage VR 30 V
Forward current at Tamb = 25◦C IF 50 mA
Junction temperature Tj 125 ◦C
Storage temperature range Ts −55 to +125 ◦C

Maximum Ratings of the π Network

Ambient operating temperature range when operating
according to Figure 2.28

Tamb 100 ◦C

Characteristics of Individual Diodes at Tamb = 25◦C

Forward voltage at IF = 50 mA VF <1.2 V
Forward current at VR = 15 V IR <500 nA
Differential forward resistance
At IF = 10 mA, f = 100 MHz rf 5 �

At IF = 10 �A, f = 100 MHz rf 1.4 k�

Characteristics in the Test Circuit (Figure 2.28) at Tamb = 25◦C

Voltage for 1% cross-modulation Vcr 1 V
Attenuation in the 40–1000 MHz range
At Vco = 1.5 V (1–2 V) amax 45(>36) dB
At Vco = 5 V (4–5 V) amin 1.5(<2) dB
Reflection coefficient in the 40–1000 MHz range over

the entire control range, depending on circuit design
arefl 20(>16) dB

well as reflection attenuation. The test and application circuit shown in Figure 2.28 also
comprises the transistor control-signal amplifier. The typical characteristic of the attenuation
and the reflection attenuation for this circuit are shown in Figure 2.29, as a function of the
control voltage Vco. Figure 2.30 shows the attenuation at different control voltages, as a
function of frequency.

Figure 2.28 Test and application circuit.
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Figure 2.29 Attenuation and reflection attenuation versus control voltage.

2.1.4 Tuning Diodes

2.1.4.1 Introduction
In recent years, continuous development of tuning diodes—also known as varactors or
varicaps—together with increased commercial and military use has led to substantial im-
provement in Q, reproducibility and reliability. Concurrently, new techniques for producing
and controlling a hyperabrupt dopant profile in the semiconductor permit the capacitance–
voltage law to be much faster than the classical square root or cube root behavior.

Figure 2.30 Attenuation and reflection attenuation versus control voltage.
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Current tuning diode materials include silicon and gallium arsenide; silicon is favored
for low cost and lower Q applications from HF through microwave frequencies. Hyper-
abrupt varactors, also of silicon, are finding many applications in commercial television
tuner applications, where their high tuning ratios, linear tuning, and low cost are needed.
New developments include low-capacitance hyperabrupts for microwave and wireless ap-
plications.

Gallium arsenide used with high operating frequency dictates the highest Q possible, as
in parametric amplifiers and millimeter multipliers.

This section will acquaint the reader with tuning diodes: how they work, and what they
can or cannot be expected to do in an electronic circuit. The basic properties of a tuning
diode will be described in terms of the parameters that manufacturers use in characterizing
them. The following topics will also be addressed.

• Capacitance ratio with respect to voltage and voltage breakdown
• Q as a function of design and operating conditions
• Stability–leakage current, temperature coefficient, and post-tuning drift
• Distortion products
• Packaging parasitics
• Applications–suggestions on how to specify a varactor

2.1.4.2 Tuning Diode Physics

Introduction All junction diodes are made up of the same physical parts: a pn junction,
a carefully controlled epitaxial layer, and a very-low-resistance substrate. These parts are
shown in Figure 2.31.

No matter what type of junction device we are discussing—a tuning diode, a step-
recovery diode, or a PIN diode—these parts are all present; the main difference between
these devices is the resistivity and thickness of the epitaxial layer. Tuning diodes and mul-
tiplier diodes need epitaxial layers where both the resistivity and thickness are carefully
controlled.

Abrupt Junction An abrupt junction diode is one in which the p+, diffused, region
of the diode is much more highly doped that the epitaxial layer. Also, the high doping
drops to the doping level of the epitaxial layer in a distance that is short compared to
the epitaxial layer thickness, and the doping level of the epitaxial layer is constant over
its thickness. This is shown in Figure 2.32, with the corresponding C–V curve shown in
Figure 2.33. When these requirements are satisfied, the diode capacity, diode area, epitaxial
layer doping level, and diode voltage are related by

C (V )

A
= K

(
N

V + φ

)n

(2.42)

where C(V ) = capacitance of the diode at voltage V, A = area of the diode, N = doping
level of the epitaxial layer, V = voltage applied to the diode, φ = built-in potential of the
diode (0.6–0.8 V), n = slope of diode C–V curve; n ≈ 0.5 for an abrupt-junction diode, and
K = constant.
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Figure 2.31 (a) Basic PIN structure. (b) Cross-section of a reverse-biased pn junction. (c) Density
distribution of free charge carriers.

As a consequence of the physical properties of a pn junction, a depletion layer is formed
between the p and n regions whose width depends on the voltage applied to the diode. The
capacitance of the diode is inversely proportional to the width of the depletion layer, that
is, C ∝ 1/�0. In addition, the series resistance of the diode is proportional to the width of
the undepleted epitaxial layer. Thus, as diode reverse bias is increased, the depletion layer
increases, causing a decrease in capacitance and a decrease in series resistance. As the diode
reverse bias is increased further, a point is reached where the electric field caused by the
reverse bias reaches a critical level, and current through the diode increases rapidly; this
is the breakdown voltage of the diode. If, at the breakdown voltage, the epitaxial layer is
not completely depleted, the diode will have excessive series resistance. Conversely, if the



DIODES 161

Figure 2.32 N–X abrupt-junction diode.

epitaxial layer is depleted before the breakdown voltage is reached, no further capacitance
decrease occurs after the total depletion, and a condition called punchthrough occurs.

While, in the ideal case, voltage breakdown will occur just as the epitaxial layer is
totally depleted, this seldom occurs in practice, and we generally have a condition of either
punchthrough or excess series resistance.

Linearly Graded Junction If, instead of the junction profile shown in Figure 2.32, we
have a p+ region and an n region whose doping levels increase linearly with distance from

Figure 2.33 Capacitance versus total junction bias for abrupt-junction diode.
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Figure 2.34 N−X linearly graded junction.

the pn junction as shown in Figure 2.34, with its corresponding C–V curve in Figure 2.35, we
then have what is called a linearly graded junction diode. This diode follows equation (2.42)
with the exception that the exponent n is equal to 1/3. This means that, for a given voltage
change, the linearly graded junction will have a smaller capacitance change than an abrupt
junction diode. Since, in most cases, the designer is looking for the maximum capacitance
change obtainable, the linearly graded junction is not used as a tuning diode. This structure
found its greatest use several years ago as a “cube law” multiplier, but even this use has
decreased as new structures have been developed.

Hyperabrupt Junction The hyperabrupt diode provides a greater capacitance change than
the abrupt junction diode for a given voltage change, as well as a linear frequency versus

Figure 2.35 Capacitance versus total junction bias for linearly graded junction.
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Figure 2.36 N–X hyperabrupt junction diode.

voltage characteristic over a limited voltage range. The structure of the hyperabrupt diode
is shown in Figure 2.36 and can be seen to be an abrupt junction diode with an additional,
increased doping level at the pn junction. This diode also follows equation (2.42) with the
exception that n is not a function of voltage and is generally in the range of 0.5–2. A typical
curve of n versus voltage is shown in Figure 2.37.

The C–V curve in a hyperabrupt diode is shown in Figure 2.38 and is seen to start at a
high value of capacitance per unit area at low bias (high epitaxial doping) and change to
a lower value of capacitance per unit area (low epitaxial doping) at high bias. The details
of the curve depend on details of the shape of the more highly doped region near the pn
junction.

Figure 2.37 Typical n versus reverse voltage for hyperabrupt junction diode.
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Figure 2.38 Capacitance versus junction bias for hyperabrupt junction diode.

Unfortunately, with a hyperabrupt diode, you must settle for a lower Q than an abrupt
junction diode with the same breakdown voltage and same capacitance at 4 V.

It should be noted that any diode that has an n value that exceeds 0.5 at any bias voltage is,
by definition, a hyperabrupt diode. Thus, the hyperabrupt diode family can have an infinite
number of different C–V curves. Since the abrupt junction diode has a well-defined C–V
curve, the capacitance value at one voltage is sufficient to define the C–V capacitance at
any other voltage. This is not the case for the hyperabrupt diode. In order to adequately
define the C–V characteristics of a hyperabrupt diode, two and sometimes three points on
the curve must be specified.

Silicon Versus Gallium Arsenide Everything mentioned so far applies to both silicon
and gallium arsenide (GaAs) diodes. The main difference between silicon and GaAs from
a user’s point of view is that higher Q can be obtained from GaAs devices. This is due to
the lower resistivity of GaAs from a given doping level N. The resistivity of the epitaxial
layer, or substrate, of a diode is given by

ρ = 1

Neμ
(2.43)

where � is the resistivity, N is the doping level of the layer, e is the charge on an electron,
and μ is the mobility of the charge carriers in the layer.

Gallium arsenide has a mobility about four times that of silicon and, thus, a lower
resistivity and higher Q for a given doping level N. Since diode capacitance is proportional
to

√
N, independent of resistivity, a silicon diode and a GaAs diode of equal area and

doping will have a capacitance difference proportional to the square root of the dielectric
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constant ratio. This gives the GaAs diode a 5% higher capacitance and is thus of little
practical significance. The penalty paid for using GaAs is an unpassivated diode and a
more expensive diode due to higher material and processing costs. If the higher Q of the
GaAs device is not really needed, a substantial price saving will be obtained by using a
silicon device.

Planar Versus Mesa Construction The two basic construction techniques used to man-
ufacture tuning diodes are planar and mesa; a cross section of each of these devices is shown
in Figure 2.39. The planar process, which is the backbone of the integrated circuit industry,
lends itself to large volume production techniques and is the one use for the 1 N series of
tuning diodes. Mesa processing, on the other hand, requires more processing steps and is
generally done on a wafer-by-wafer basis. This results in a more costly process and thus a
more expensive diode. All microwave tuning diodes are of mesa design because of greatly
higher Q. Due to the relatively small radius of curvature at the junction edge of a planar
diode, the electric field in this area is greater than the electric field in the center (flat) por-
tions of the junction. As a result, the breakdown voltage of the diode is determined by both
the epitaxial resistivity and the radius of curvature of the junction edge. Thus, for a given
breakdown voltage, a planar diode must use higher resistivity epitaxial material than a mesa
diode, which has a completely flat junction. The end result is that the planar diode has a
greater series resistance than a mesa diode for the same capacitance and breakdown voltage,
and thus lower Q.

Ohmic contact

Ohmic contact

Ohmic contact

Ohmic contact

Mesa construction

Oxide

Planar construction

P+

P+

N Epi

N Epi

N + Substrate

N + Substrate

Oxide

High
field
region

Figure 2.39 Cross sections of planar and mesa devices.
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2.1.4.3 Capacitance

Capacitance Ratio From the user’s point of view, ratio is simply the capacitance available
in the circuit. Thus, a user tuning from, say, −4 to −45 V defines ratio as

R = CT (−4)

CT (−45)
(2.44)

where CT includes CJ plus CP plus CF . The manufacturer, however, defines CT as CJ + CP .
To explore the significance of this difference, let us take two examples, a large CJ and a

small CJ , in chip, package and “typical” fringe situations. Both are 45-V tuning varactors.

Device CJ0 CJ45 Ratio

A 0.6 pF 0.1 pF 6.0
B 15.0 pF 2.5 pF 6.0

Put both devices in a standard 023 package with CP (strap and ceramic) of 0.18 pF:

Device CT0 CT45 Ratio

C 0.78 pF 0.28 pF 2.75
D 15.18 pF 2.68 pF 5.67

Note the drop in ratio, especially for the low-CJ diode. If we now add a typical 0.04 pF
for external fringe capacitance, we get

Device CT0 CT45 Ratio

C 0.82 pF 0.32 pF 2.56
D 15.22 pF 2.72 pF 5.6

The reduction in ratio, and thus circuit tuning capability, by the fringing fields is quite
obvious and amounts to 7% in this example.

Because of the often stringent specifications on tuning ratio, it is mandatory that the
manufacturer and customer clearly agree on the exact design of the holder used to measure
the varactor in question.

Having described how to measure capacitance, it is relatively easy to describe the results.
The section on diode physics described the various types of “laws,” or C–V curves, and we
will not repeat them here. Nonetheless, several important points must be covered.

The first is “available capacitance swing.” The laws indicate a steadily decreasing ca-
pacitance with voltage, which indicates that the epi region is widening and the electric
field is increasing. (For an abrupt junction, since C ∝ 1/

√
V , the depletion zone with W is

increasing as
√

V , and the electric field V/W increases as
√

V .)
Two things can happen.

1. The junction width widens so that the entire intrinsic region is depleted. The capaci-
tance bottoms out, resulting in voltage punchthrough.
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Figure 2.40 Capacitance ratio versus breakdown voltage.

2. The electric field exceeds the dielectric strength of silicon (or GaAs), and “solid-state
discharge” or “avalanche” current is drawn.

The diode impedance drops, the varactor no longer “varacts,” and circuit operation ceases.
Moreover, if more than a few milliamperes of current are drawn, localized overheating may
destroy the diode. All varactors are characterized for breakdown voltage—for example, 45
V minimum.

The theoretical tuning varactor is designed so that the punchthrough occurs at a voltage
equal to the voltage breakdown of the diode. Logically, then this means that in order to
obtain greater tuning ratios, it is necessary to be able to increase the depletion-layer width
without reaching punchthrough or breakdown. You must have a thicker epi region to make
this possible.

Figure 2.40 shows catalog ratio values, from zero bias to breakdown, as a function of
breakdown voltage necessary. In the next section, on Q, we will discuss other elements in
your choice of VB.

To complete this section, we should mention that semiconductor processing control has
been refined so well that capacitance tracking to within ±1% over the full range from zero
to breakdown is now readily obtainable in production quantities.

Temperature Coefficient of Capacitance (TCC ) Unfortunately, since most datasheets
give the value of TCC at 4 V, it is sometimes assumed that this value applies at all bias
voltages. This is not the case. Consider equation (2.44), a rewritten form of equation (2.42).

C (V ) = C (O)

(V + φ)n
(2.45)

Taking the derivative of this with respect to temperature T we have

dC (V )

dT
= +nC (O)

(v + φ) (v + φ)n
dφ

dT
(2.46)

or, after substituting equation (2.44)

TCC = 1

C(V )
· dC(V )

dT
= −n

V + φ
· dφ

dT
(2.47)
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Figure 2.41 Temperature coefficient of capacitance versus tuning voltage–abrupt junction diode.

As a first approximation, we can say that dφ/dT = −2.3 mV/◦C over the temperature
range of interest.

From equation (2.47), we can draw the following conclusions:

1. the temperature coefficient is inversely proportional to the applied voltage, and

2. the temperature coefficient is directly proportional to the diode slope, n.

For an abrupt junction diode that has a constant value of n (0.5), the temperature co-
efficient has a smooth curve in the form K/(v + φ). However, in the case of hyperabrupt
diodes, n is a function of voltage, and the shape of the TCC curve depends on the details of
the n(V ) curve. A typical TCC curve for an abrupt junction diode is shown in Figure 2.41
and for an Alpha DKV6520 series hyperabrupt diode in Figure 2.42. The inflection in the
hyperabrupt TCC is due to the fact that in this voltage range n(V ) is increasing faster than
1/V , giving an increase in TCC. It should also be noted, however, that over the range of the
TCC minimum the temperature coefficient is relatively constant, and operation in this area
may be advantageous in some applications where a restricted tuning range can be used.

2.1.4.4 Q Factor or Diode Loss

Definitions The classical definition of the Q of any device or circuit is

Q = 2π × Energy stored

Energy dissipated per cycle
(2.48)
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Figure 2.42 Temperature coefficient of capacitance versus tuning voltage (TA = 25◦C) hyperabrupt
junction diode.

For a capacitor, two formulations are possible.

C

RS

Q = 
2π  f RS C

1
(a)  Series

C RP Q = 2π  f RP C(b)  Parallel

Clearly, the two definitions must be equal at any frequency, which establishes

Rp = 1

(2πf )2 C2RS

(2.49)

In the case of a high-Q tuning diode, the proper physical model is the series configuration,
for the depleted region is almost perfectly pure capacitance, and the undepleted region, due
to its relatively low resistivity, is almost a pure resistor in series with the capacitance.
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Furthermore, the contact resistances are also clearly in series. Q, then, for a tuning diode,
is given by

Q(−v) = 1

2πfoR(−v)C(−v)
(2.50)

where fo is the operating frequency, C(−v) is the junction capacitance, and R(−v) = R(epi) +
R′

C, the sum of the resistance of the undepleted epi and the fixed contact resistance.
Cutoff frequency, fc is defined as that frequency at which Q equals unity. Thus,

fc(−v) = 1

2πR(−v)C(−v)
(2.51)

Historically, the tuning diode business a habit of specifying Q at 50 MHz, despite the
fact that Q values of microwave diodes are so high that it is almost impossible to measure
them at 50 MHz. Instead, as discussed below, Q is measured at microwave frequencies (e.g.,
1–3 GHz) and related to 50 MHz by the relationship

Q(f1) = Q(f2)
f2

f1
(2.52)

which derives quickly from the assumption that fc is independent of the measuring fre-
quency.

Since both junction capacitance and epi resistance are functions of the applied bias, it is
not possible to calculated Q as a function of bias from a measurement of capacitance alone.
Catalog specifications typically show Q at −4 V, together with the capacitance at two or
more voltages.

Relative to Q(−4), Q increases faster than the reduction in capacitance for bias greater
than 4 V and, conversely, decreases faster for bias less than 4 V.

In the following section, we will discuss the diode design parameters that determine Q.
Following this, we will describe some elementary Q measurement techniques.

Causes In the discussion of device physics, the resistivity of the epi region was discussed,
together with its impact on punchthrough and breakdown. For example, Table 2.7 supplies
typical resistivity and relative parameters of 0.6 pF (CJ(4) ) diodes of different breakdowns.

The entry Rsp (Rspreading) is the series resistance between the epi region and the low
resistivity substrate. The calculations are for idealized cylindrical epi regions of uniform
resistivity, low resistivity contact on the anode (top) and low resistivity substrate on the

Table 2.7 Parameters for 0.6-pF Diode

Depelted Undepleted
Breakdown Junction Epi Epi Epi R

Voltage Resistivity Diameter Region V = −4V V = −4V Undepleted Rsp

VB (�·cm) (mil.) (�m) (�m) (�m) (�) (�) Q4

30 0.31 2.4 1.37 0.54 0.83 0.81 0.18 5200
45 0.52 2.8 2.25 0.73 1.52 1.86 0.15 2600
60 0.74 3.2 3.20 0.90 2.30 3.24 0.13 1500
90 1.25 3.7 5.27 1.21 1.06 7.17 0.10 700
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cathode. This resistance is constant, independent of bias; also shown are epi thickness and
width of the depletion zone at −4 V bias.

Note the substantial reduction in Q for high-voltage diodes caused by the increased epi
resistance; this is true for any value of capacitance or any type of junction. For greater
voltage breakdown, the epi thickness must be increased, which requires an increase in epi
layer resistivity; the higher the resistivity of the undepleted zone, multiplied by the fact that
it is much wider for high-voltage diodes, means the resistance increases substantially.

Consequently, a rule of thumb emerges: For maximum Q, never choose a tuning diode
with a voltage breakdown in excess of what is needed for the necessary tuning range. If the
required tuning range is an octave, requiring a 4 to 1 ratio, the selection of a 30-V diode
will result in diode losses half those of a 60-V diode.

Table 2.8 lists capacitance and Q for each of these chips as a function of bias. Please
remember that Q is calculated at 50 MHz.

Table 2.9 rewrites the data of Table 2.8 to show available capacitance ratios between zero
bias and breakdown. The first column is the theoretical optimum, as tabulated. The second
column is the typical catalog specification. The reduction in tuning ratio below theoretical
optima is caused by nonideal junction fabrication. The junctions are never perfectly abrupt.

Although the tables and numbers given refer to abrupt-junction silicon devices, the
principle applies without exception to all types of tuning diodes. For comparison,
Table 2.10 lists available ratios and Q values for a number of different varactors. The
high Q values for GaAs and the low values for hyperabrupts are apparent.

One last point: The Q values and series resistance refer to chips only. The effects of
package parasitics will be discussed later, but it is important to consider circuit contact
losses here. For low-capacitance diodes—for example, CJ (4) = 0.6 pF—the epi region
contributes a high value of resistance and dominates Q except at punchthrough. Diode
contact losses are less significant.

Post-Tuning Drift Post-tuning drift (PTD) is the change in oscillator frequency with
time after the tuning voltage has stabilized. The minimization of PTD has assumed greater
importance with the design of more sophisticated electronic countermeasure systems, where
rapid, accurate frequency changes are required.

Post-tuning drift can characterized as short-term and long-term. Short-term PTD occurs
in the time range of tens of nanoseconds to a few seconds, while long-term PTD is in the
time range of seconds to minutes, hours or days.

Short-term PTD is mainly dependent on the thermal properties of the diode and is im-
proved by high Q (low power loss) and flip chip construction. Long-term PTD depends on
oxide stability and freedom of mobile charge in the oxide. It should be noted that actual
oscillation frequency change may occur even with a perfect tuning diode because of vari-
ation with frequency in the power dissipated by the diode, changes in the diode heat-sink
temperature, and frequency changes due to other circuit elements. Less than 0.01% short-
and long-term PTD can be obtained.

2.1.4.5 Distortion Products
Inasmuch as nonlinear components generate harmonics and other distortion products, an
understanding of this mechanism is of prime interest to the circuit designer. In some in-
stances, the distortion products are the desired end result of the circuit design, as in frequency
multipliers, where harmonics of the input signal frequency are the required output sig-
nal. For other applications, such tuning-diode-tuned linear circuits, distortion products are
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Table 2.9 Capacitance Ratios (CJ0/CJVB )

Breakdown Minimum
Voltage Optimum Guaranteed
VB Ratio Ratio Q−4 Typical

30 6.2 4.5 3000
45 7.5 6.0 2500
60 8.4 7.5 1400
90 10.2 8.7 650

extremely undesirable, and in some instances the end product specification may set a max-
imum limit to the distortion products allowed.

Cross-Modulation Cross-modulation is the transfer of the modulation on one signal
to another signal and is caused by third-order and higher odd-order nonlinearities in the
behavior of the device. Rewriting equation (2.42), we have

C (V ) = C0(
1 + V

φ

)n (2.53)

where C0 = capacitance, V = applied voltage = V0 + v, V0 = dc applied voltage, and v =
ac applied voltage.

Then, for a desired signal of

S1 = v1 sin ω1t (2.54)

and a second, amplitude-modulates signal of

S2 = v2 (1 + m cos ωmt) sin ω2t (2.55)

it can be shown that the cross-modulation, γ , defined by

Ouput signal v1 ∼ sin ω1t + γ sin (ω1 ± ωm) t (2.56)

Table 2.10 Comparative Tuning Diodes

Breakdown Ratio
Type CJ0 Voltage VB Qa

−4 CJ0/CJVBa

Silicon abrupt 1.0 30 5,000 4.5
Silicon abrupt 2.5 30 4,600 4.5
Silicon abrupt 5.0 30 3,800 4.5
Gallium arsenide abrupt 1.0 25 10,000 3.6
Gallium arsenide abrupt 0.5 10 17,000 2.5
Silicon hyperabrupt 50.0 22 300 17.0
Silicon hyperabrupt 2.5 22 500 14

aMinimum guaranteed.
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is found to be

γ = n (n + 1) mv2
2

4 (V0 + φ)2
(2.57)

From this equation, it can be seen that cross-modulation is

• proportional to the square of the interfering signal;
• directly proportional to the interfering signal’s modulation index, m;
• independent of the strength of the desired signal;
• independent of the frequencies of the desired and interfering signals (assuming

that the nonlinearity to which both signals are subjected is sufficiently frequency-
indiscriminate so this is the case); and

• present for all values of n. That is, no value of n gives zero cross-modulation.

Solving equation (2.57) for the signal level v2 required to produce cross-modulation of
value γ we have

v2 = 2 (V0 + φ) γ

n (n + 1)m
(2.58)

The interfering signal levels required to produce 1% cross-modulation from a 30%-
modulated interfering signal applied to an abrupt junction diode and a hyperabrupt junction
diode are shown in Figure 2.43.

Figure 2.43 Interfering signal (30% amplitude modulated) level versus bias for 1% cross-modulation—
abrupt and hyperabrupt junction diodes.
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From this figure, it can be seen that the hyperabrupt diode is more susceptible to cross-
modulation than the abrupt-junction diode in the region of maximum slope of the hy-
perabrupt diode. For many applications, however, distortion products will be generated
by other devices, such as transistors, at signal levels considerably below those given in
Figure 2.43.

Intermodulation Intermodulation is the production of undesired frequencies in the form

sin (2ω1t − ω2t) and sin (ω1t − 2ω2t) (2.59)

from an input signal in the form of

v (cos ω1t + cos ω2t) (2.60)

From an analysis similar to that done for cross-modulation, it can be shown that

Intermodulation = n (n + 1) v2

8 (V0 + φ)2 (2.61)

or

Cross-modulation = (2m) × Intermodulation (2.62)

Harmonic Distortion Harmonic distortion products are integral multiples of the signal
frequencies and decrease in amplitude as the harmonic number decreases. Due to passband
considerations and amplitude decrease with harmonic number, the second harmonic is the
one of prime concern. Again, it can be shown that the second harmonic, v2, of a signal of
amplitude v1 is

v2 = n

3 (V0 + φ)
v2

1 (2.63)

Figure 2.44 shows the signal level required to produce 10% second-harmonic distortion
in an abrupt-junction and a hyperabrupt-junction diode. Again, as in the case of cross-
modulation, the hyperabrupt diode is slight worse than the abrupt-junction diode in the
region of maximum slope of the hyperabrupt diode.

Reduction of Distortion Products In some cases, the signal levels applied to the diode
generate distortion products larger than desirable for the circuit application. In this case,
significant reduction in the distortion products can be achieved by using two diodes in a
back-to-back configuration, as shown in Figure 2.45. Analysis shows that the fundamental
signal components through the diodes are in phase and add, while some distortion products
are out of phase and cancel, thus improving distortion performance.

Since the gradient of the electrical field produced in the depletion layer by a reverse bias
applied to the device is proportional to the space charge density, the following equations
can be written for the junction width W as a function of the reverse bias VR:

For an abrupt pn junction (alloyed diodes)

W = 2

√
2 · εR · ε0

q

(
1

Cp

+ 1

Cn

)
· (VR + VD) (2.64)
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Figure 2.44 Signal level versus reverse voltage for 10% harmonic distortion.

For linear pn junctions (single-diffused diodes, such as BA110–BA112)

W = 3

√
12

εR · ε0

a · q
(VR + VD) (2.65)

wherein a is the impurity gradient within the depletion layer, ε0 is the absolute dielectric
constant (8.85 × 10−14 As/V cm), and εr ≈ 12, the relative dielectric constant of silicon.

+

∞

Ctot

Ctot

RB

CP

L

–

Figure 2.45 Back-to-back diodes. CP is a fixed parallel capacitance, RB is a bias decoupling resistor,
and the capacitor marked ∞ is a low-impedance bypass.
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Figure 2.46 Capacitance/voltage characteristic for (a) an alloyed capacitance diode; (b) a diffused
capacitance diode; and (c) a wide-range tuner diode (BB141).

The junction capacitance, which is inversely proportional to the junction width, there-
fore varies in alloyed diodes with the square root, and in single-diffused diodes with the
cube root of the externally applied reverse bias, and can be calculated from the general
equation

C = εRε0S

W
(2.66)

wherein S is the surface area of the pn junction. By way of approximation, we can also use
the equation

C = K

(VR + VD)n
(2.67)

wherein all constants and all parameters determined by the manufacturing process are
contained in K. The exponent n is a measure of the slope of the capacitance/voltage charac-
teristics and is 0.5 for alloyed diodes, 0.33 for single-diffused diodes, and (on average) 0.75
for tuner diodes with a hyperabrupt pn junction. Figure 2.46 shows the capacitance/voltage
characteristics of an alloyed, a diffused, and a tuner diode.

Recently, an equation is indicated which, although purely formal, describes the practical
characteristics better than equation (2.67):

C = C0

(
A

A + VR

)m

(2.68)

where C0 is the capacitance at VR = 0, and A is a constant whose dimension is a voltage.
The exponent m is much less dependent on voltage that the exponent n in equation (2.67).

Equations (2.64)–(2.68) express the pure junction capacitance of the capacitance diode,
but to this must still be added a constant capacitance, determined by structure parameters,
in order to obtain the diode capacitance Ctot, which interests the user. With high inverse
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Figure 2.47 Capacitance/voltage characteristic of the BA110 diode.

voltages—that is, low junction capacitance—a difference will therefore arise between the
theoretical capacitance/voltage characteristic according to equation (2.67) and the practical
characteristic, as shown in Figure 2.47.

The operating range of a capacitance diode or its useful capacitance ratio

Cmax

Cmin
= Ctot(VRmin)

Ctot(VRmax)
(2.69)

is limited by the fact that the diode must not be driven by the alternating voltage superim-
posed on the tuning voltage either into the forward mode or the breakdown mode. Otherwise,
rectification, which would shift the diode’s bias and considerably affect its figure of merit,
would take place. Figure 2.48 plots the capacitance/voltage characteristics of a capacitance
diode to clarify the relationship. The useful operating range lies between the voltages

Vmin > V̂ − VF and Vmax < V(BR)R − V̂ (2.70)

As has already been indicated, the exponent n for large capacitance ratio or tuning
diodes used nowadays for TV tuners is not constant, but voltage dependent and subject to
manufacturing tolerances. This means that the capacitance/voltage characteristic of these
diodes is likewise subject to manufacturing tolerances. Since, in a TV tuner, it is necessary
for two or three circuits to be tuned uniformly, tuner diodes must be selected empirically
for identical characteristics and supplied in equipment lots.

2.1.4.6 Electrical Properties of Tuning Diodes
In this section, the electrical properties of capacitance diodes with reference to data pub-
lished on the tuner diodes BB141 and BB142 is explained.

Equivalent Circuit Since a capacitance diode is not an ideal capacitor, it is useful to
introduce an equivalent circuit that can serve as a basis for discussing the diode’s electrical
properties. Figure 2.49 shows various types of equivalent circuits.
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Figure 2.48 Basic current/voltage and capacitance/voltage characteristics.

The complete equivalent circuit (Figure 2.49a), which conforms closely to physical
conditions, comprises, in addition to the diode capacitance Ctot, the series resistance rS

and the series inductance LS , and also the reverse resistance R = dVR/dIR. At higher
frequencies, this resistance can usually be disregarded, so that the equivalent circuit is
simplified in terms of Figure 2.49b, the configuration usually employed. In many cases,
also the series inductance can be disregarded, in which case we obtain Figure 2.49c.

Capacitance Figure 2.50 shows the capacitance/voltage characteristic borrowed from
the data sheets of diodes BB141 and BB142. As this characteristic, like most characteristics
published in data sheets, represents merely a typical curve, it would not convey sufficient

(a) (b) (c)
LS

R
Ctot Ctot

Ctot

rS rS

rS

LS

Figure 2.49 Equivalent circuits for capacitance diodes: (a) complete circuit, (b) simplified circuit, and
(c) further simplification for low frequencies.
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Figure 2.50 Capacitance/voltage characteristic of diodes BB141 and BB142.

information for the user to dimension a tuner. Therefore, the data sheets contain additional
data on capacitance and useful capacitance ratio:

Capacitance BB141A (pF) BB141B (pF) BB142 (pF)

At VR = 1 V Ctot 16 19 17
At VR = 3 V Ctot 11 13 12
At VR = 25 V Ctot 2–2.35 2.25–2.65 2–3

Useful capacitance ratio = Ctot(3V )

Ctot(25V )
= 4 to 6

On the basis of the spread of the diode capacitance Ctot guaranteed for VR = 25 V, it
is possible to calculate the tuner with the aid of the spread guaranteed for the capacitance
ratio.

Three further capacitance graphs are shown in Figures 2.51–2.53. Figure 2.51 shows a
(typical) curve representing the normalized slope as a function of the reverse voltage, Figure
2.52 the normalized capacitance as a function of the junction temperature, and Figure 2.53
the temperature coefficient of the capacitance as a function of the reverse voltage.

The variation of diode capacitance with ambient temperature, as shown in Figures 2.52
and 2.53, is really only a function of the temperature dependence of the diffusion volt-
age (see equation 2.66). The diffusion voltage drops with rising temperatures by about
2 mV/◦C, which means that the diode capacitance rises with temperature. The influence of
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Figure 2.51 Slope (normalized) as a function of the reverse voltage.

Figure 2.52 Capacitance (normalized) as a function of the junction temperature.
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Figure 2.53 Temperature coefficient of capacitance as a function of the reverse voltage.

the diffusion voltage, and thus the temperature coefficient of the capacitance, decreases as
the reverse voltage rises. It is therefore advisable to run a capacitance diode with as high a
reverse voltage as the required capacitance ratio permits. Compensation for the dependence
of capacitance on temperature will be discussed later.

Series Resistance, Figure of Merit (Q) Since capacitance diodes are intended for
employment in resonant circuits, indications are required as to the circuit attenuation that
they produce. Usually, the series resistance or the figure of merit that can be calculated
therefrom, is indicated. With reference to the equivalent circuit shown in Figure 2.49a, the
figure of merit (or Q factor) is calculated.

Q = 1

ωCtotrS + 1
ωCtotR

(2.71)

Figure 2.54 shows the theoretical (normalized) Q as a function of frequency. With the
frequency range of 10–1000 MHz, which is essential for tuner diodes, the parallel resistance
R caused by the reverse current (see Figure 2.49b) can be disregarded, and equation (2.71)
can be simplified to read as follows (see Figure 2.55):

Q = 1

ωCtotrS

(2.72)
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Figure 2.54 Q (normalized) as a function of frequency.

In Figure 2.52, Q is plotted as a function of frequency for the tuner diodes BB141 and
BB142. The data sheet indicates, in addition to this curve, the value of the series resistance
at f = 470 MHz and Ctot = 9 pF:

BB141A, BB141B BB142

Series resistance (rs) 0.6 (<0.8) 0.9 (<1.2)

Since the diode capacitance and the series resistance decrease as the reverse voltage
rises, Q is likewise dependent on the reverse voltage. It is smallest at a low reverse voltage,
that is, at a low frequency. The series and parallel capacitances inevitable in a diode-tuned
resonant circuit influence the effective Q of the tuning capacitance, as will be described
later.

Series Inductance, Series Resonant Frequency, Cutoff Frequency forQ = 1 These
three parameters define the behavior of the diode at high frequencies when the influence of
the series inductance can no longer be neglected. The parameter on which the calculation is
based is the series inductance LS , which is determined by the connection leads. As indicated
in Figure 2.49a, it is in series with the capacitance and, given a suitable frequency, forms a
series-resonant circuit therewith. In that case

ωLS = 1

ωCtot
(2.73)

and the series-resonant frequency is

f0 = 1

2π
√

CtotLS

(2.74)

Above this frequency, the impedance of the diode is inductive, but it depends on
the reverse voltage. Figure 2.56 shows for the tuner diodes BB141 and BB142 how the
(normalized) series-resonant frequency depends upon the reverse voltage.
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Figure 2.55 Q as a function of frequency.

VR

100 V

BB 141, 142

fo (VR)

fo (25V )

Tj = 25 ºC
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10

1

Figure 2.56 Series-resonant frequency (normalized) as a function of the reverse voltage.
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100
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1

0,1

Figure 2.57 Cutoff frequency for Q = 1 (normalized) as a function of the reverse voltage.

The cutoff frequency for Q = 1 is defined as the frequency at which Q assumes the
value of unity. In a rough calculation, the reactive impedance of the diode capacitance
can be neglected and the frequency fQ1 obtained for the condition in which the inductive
reactance equals the series resistance

ωLS = rS (2.75)

fQ1 = rS

2πLS

(2.76)

For the tuner diodes BB141 and BB142, Figure 2.57 shows how the (normalized) cutoff
frequency depends on the reverse voltage. The data sheets contain the following numerical
information.

BB141 BB142

Series inductance measured 1.5 mm from the case LS 2.5 2.5 nH
Series-resonant frequency at VR = 25 V f0 2 1.8 GHz
Cutoff frequency for Q = 1 at VR = 3 V fQ1 24 16 GHz

Depending on the intended application, either the series-resonant frequency or the cutoff
frequency for Q = 1 determines the maximum useful frequency range.
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Figure 2.58 Leakage current as a function of reverse voltage.

Leakage Current, Breakdown Voltage These two parameters mark the dc performance
of the diode when a reverse bias is applied to it. In the data book for the tuner diodes BB141
and BB142, the breakdown voltage is quoted as follows:

Reverse breakdown voltage at IR = 100 �A : V(BR)R > 30V

This means that the maximum reverse voltage that may be applied to the diode as a
tuning voltage is 30 V.

The leakage current for the above-mentioned tuner diodes is guaranteed as follows:

Leakage current at VR = 28 V : IR < 50 nA

Moreover, Figure 2.58 shows a graph that illustrates the leakage current as a function
of the reverse voltage. Since this current is temperatures dependent (as with every silicon
diode)—it doubles with each temperature rise of about 10◦C—care should be taken when
dimensioning the tuner circuit that the leakage current does not cause inadmissible voltage
variations at increased ambient temperatures.

Matching of Tuner Diodes, Uniform Parameters As has already been mentioned, the
capacitance versus voltage characteristics of modern tuner diodes is subject to a certain
scatter, so that it becomes necessary to test these diodes to obtain equipment lots empirically.

2.1.4.7 Diode-Tuned Resonant Circuits

The Tuner Diode in the Parallel Resonant Circuit Figures 2.59–2.61 illustrate three
basic circuits for the tuning of parallel-resonant circuits by means of capacitance diodes.

In the circuit diagram of Figure 2.59, the tuning voltage is applied to the tuner diode
via the input coil and the bias resistor RB. Series connected to the tuner diode is the series
capacitor CS , which completes the circuit for ac but isolates the cathode of the tuner diode
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CS

CP

Ctot

RB

L

Figure 2.59 Parallel-resonant circuit with tuner diode, and bias resistor parallel to the series capacitor.

+

–

Ctot

CP

CS

RB

L

Figure 2.60 Parallel-resonant circuit with tuner diode, and bias resistor parallel to the diode.

from the coil and thus from the negative terminal of the tuning voltage. Moreover, a fixed
parallel capacitance CP is provided. The decoupling capacitor preceding the bias resistor
is large enough for its value to be disregarded in the following discussion. Since for high-
frequency purposes the biasing resistor is connected in parallel with the series capacitor, it
is transformed into the circuit as an additional equivalent shunt resistance RC. We have the
equation

Rc = RB

(
1 + CS

Ctot

)2

(2.77)

If in this equation the diode capacitance is substituted by the resonant circuit frequency
ω, we obtain

Rc = RB

(
ω2LCS

1 − ω2LCp

)2

(2.78)

Ctot

Ctot

L +

–

CP

RB

∞

Figure 2.61 Parallel-resonant circuit with two tuner diodes.



188 MODELS FOR ACTIVE DEVICES

The resistive loss RC caused by the bias resistor RB is seen to be highly frequency-
dependent, and this may result in the bandwidth of the tuned circuit being independent of
frequency if the capacitance of the series capacitor CS is not chosen sufficiently high.

Figure 2.60 shows that the tuning voltage can also be applied directly and in parallel to
the tuner diode. For the parallel loss resistance transformed in to the circuit, we have the
expression

Rc = RB

(
1 + Ctot

CS

)2

(2.79)

and

Rc = RB

(
ω2LCS

ω2L
(
CS + Cp

) − 1

)2

(2.80)

The influence of the bias resistor RB in this case is larger than in the circuit of Fig-
ure 2.60, provided that

C2
S > CS

(
Ctot + Cp

) + CtotCp (2.81)

This is usually the case because the largest possible capacitance will be preferred for the
series capacitor CS and the smallest for the shunt capacitance CP . The circuit of Figure 2.59
is therefore normally preferred to that of Figure 2.60. An exception would be the case in
which the resonant circuit is meant to be additionally damped by means of the bias resistor
at higher frequencies.

In the circuit of Figure 2.61, the resonant circuit is tuned by two tuner diodes that are
connected in parallel via the coil for tuning purpose, but series connected in opposition
for high-frequency signals. This arrangement has the advantage that the capacitance shift
caused by the ac modulation (see “Modifying the Diode Capacitance by the Applied ac
Voltage”) takes effect in opposite directions in these diodes and therefore cancels itself.
The bias resistor RB, which applies the tuning voltage to the tuner diodes, is transformed
into the circuit at a constant ratio throughout the whole tuning range. Given two identical,
loss-free tuner diodes, we obtain the expression

Rc = 4RB (2.82)

Capacitances Connected in Parallel or Series with the Tuner Diode Figures 2.59
and 2.60 show that a capacitor is usually in series with the tuner diode, in order to close
the circuit for alternating current and, at the same time, to isolate one terminal of the tuner
diode from the rest of the circuit with respect to direct current, so as to enable the tuning
voltage to be applied to the diode. As far as possible, the value of the series capacitor CS will
be chosen such that the effective capacitance variation is not restricted. However, in some
cases, as, for example, in the oscillator circuit of receivers whose intermediate frequency is
of the order of magnitude of the reception frequency, this is not possible and the influence of
the series capacitance will then have to be taken into account. By connecting the capacitor
CS , assumed to be lossless, in series with the diode capacitance Ctot, the tuning capacitance
is reduced to the value

C∗ = Ctot
1

1 + Ctot
CS

(2.83)
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The Q of the effective tuning capacitance, taking into account the Q of the tuner diode,
increases to

Q∗ = Q

(
1 + Ctot

CS

)
(2.84)

The useful capacitance ratio is reduced to the value

C∗
max

C∗
min

= Cmax

Cmin

1 + Cmin
CS

1 + Cmax
CS

(2.85)

wherein Cmax and Cmin are the maximum and minimum capacitance of the tuner diode.
On the other hand, the advantage is gained that, due to capacitive potential division, the

amplitude of the alternating voltage applied to the tuning diode is reduced to

v̂∗ = v̂
1

1 + Ctot
C

(2.86)

so that the lower value of the tuning voltage can be smaller, and this results in a higher
maximum capacitance Cmax of the tuner diode and a higher useful capacitance ratio. The
influence exerted by the series capacitor, then, can actually be kept lower than equation (2.84)
would suggest.

The parallel capacitance CP that appears in Figures 2.59–2.61 is always present,
since wiring capacitances are inevitable and every coil has its self-capacitance. By treat-
ing the capacitance CP , assumed to be lossless, as a shunt capacitance, the total tuning
capacitance rises its value and, if CS is assumed to be large enough to be disregarded, we
obtain

C∗ = Ctot

(
1 + Cp

Ctot

)
(2.87)

The Q of the effective tuning capacitance, as derived from the Q of the tuner diode, is

Q∗ = Q

(
1 + Cp

Ctot

)
(2.88)

or, in other words, it rises with the magnitude of the parallel capacitance. The useful capac-
itance ratio is reduced as follows:

C∗
max

C∗
min

= Cmax

Cmin

1 + Cp

Cmax

1 + Cp

Cmin

(2.89)

In view of the fact that even a comparatively small shunt capacitance reduces the capac-
itance ratio considerably, it is necessary to ensure low wiring and coil capacitances in the
circuit-design stage.

Tuning Range The frequency range over which a parallel-resonant circuit according to
Figure 2.59 can be tuned by means of the tuner diode depends upon the useful capacitance
ratio of the diode and on the parallel and series capacitances present in the circuit.
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Figure 2.62 Diagram for determining the capacitance ratio and minimum capacitance.

The ratio can be found from

fmax

fmin
=

√√√√√√
1 + Cmax

Cp

(
1+ Cmax

CS

)
1 + Cmax

Cp

(
Cmax
Cmin

+ Cmax
CS

) (2.90)

In many cases, the series capacitor can be chosen large enough for its effect to be
negligible. In that case, equation (2.90) is simplified as follows:

fmax

fmin
=

√√√√1 + Cmax
Cp

1 + Cmin
Cp

(2.91)

From this equation, the diagram shown in Figure 2.62 is computed. With the aid of this
diagram, the tuner diode parameters required for tuning a resonant circuit over a stipu-
lated frequency range—that is, the maximum capacitance and the capacitance ratio—can
be determined. Whenever the series capacitance CS cannot be disregarded, the effective
capacitance ratio is reduced according to equation (2.85).

Tracking Some applications require the maintenance of a fixed frequency relationship
between two or more tuned circuits as their tuning is simultaneously adjusted. Referred to
as tracking, this technique requires narrow tolerances of capacitance versus tuning voltage.
Minimizing tracking error requires special care if the tracking circuits must cover the same
frequency span beginning a different start and end frequencies, as is necessary when si-
multaneously tuning oscillator and mixer/RF circuitry in a superheterodyne receiver. Then,
tracking error must be minimized by means of series and shunt capacitances in accordance
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with methods known from variable capacitors. The frequency deviations that must be an-
ticipated are summarized as

df

f
= −1

2

dC0

C0
− 1

2

d (L − L0)

L
− 1

2

dL0

L0
+ n

2

dVR

VR + VD

(2.92)

The spread of parameters dC0/C0 and dL0/L0 can only be compensated by varying the
circuit inductances d(L − L0)/L or by varying the bias dVR/(VR + VD).

Modulating the Diode Capacitance by the Applied ac Voltage In normal operation,
the sum of the tuning voltage and the alternating signal voltage of the resonant circuits
are applied to the tuner diode. The bias, and thus the capacitance, of the tuner diode therefore
varies at the rhythm of the alternating voltage. Due the nonlinear character of the capacitance
versus voltage curve, voltage distortions and capacitance shifts are inevitable, and these must
be kept within adequate limits. This is done by maintaining the ac applied to the diode(s) at
sufficiently low ac amplitude and by choosing an adequate minimum value for the tuning
voltage. In the resonant circuit, a tuner diode is modulated predominantly by a current free
from harmonics, according to

i = î cos ωt (2.93)

The alternating voltage across the diode is

v = (VR + VD)

⎡
⎣(

1 + î (1 − n)

ω CtotVR

sin ωt

) 1
1−n

− 1

⎤
⎦ (2.94)

An evaluation of this equation shows that especially the first harmonic makes its appear-
ance. The capacitance shift caused by the alternating voltage superimposed on the tuning
voltage is shown in Figure 2.63. However, the voltage distortion, and thus the capacitance
shift, can be largely avoided if two tuner diodes are used, as in Figure 2.61.

Figure 2.63 Capacitance increase as a function of the ac voltage drop across the tuner diode.
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Figure 2.64 Temperature-compensation circuit with diode.

Compensating Temperature Dependence As has already been mentioned, variations
are caused in the capacitance of the diode mainly by the dependence of the diffusion volt-
age on temperature. In a diode-tuned resonant circuit, the temperatures coefficient of the
resonant frequency, therefore, depends on the tuning voltage and thus on the resonant fre-
quency. It is therefore impossible to compensate the temperature dependence of the resonant
frequency by means of temperature-dependent capacitors—the method usually adopted for
mechanically tuned circuits.

To achieve satisfactory compensation, the tuning voltage should be increased by an
amount equal to that by which the diffusion voltage of the diode is reduced with rising
temperature, that is, by approximately 2 mV/◦C. This can be done easily by connecting
a forward-based silicon diode in series with the source of the tuning voltage, as shown
in Figure 2.64. Since the forward voltage of the diode varies by −2 mV/◦C with ambient
temperature, the voltage

V = V0 + VD − VF

which determines the bias of the tuner diode, and therefore also the diode capacitance, is
almost temperature-independent. In practice, it is advisable to feed this diode with additional
current via the resistor RF to keep its differential forward resistance sufficiently low and
thus to prevent capacitive noise voltages from leaking into the tuning circuit.

To prevent the load placed by the resistor RF on the source of the tuning voltage from
fluctuating in dependence on the amount of the tuning voltage, a circuit such as shown in
Figure 2.65 may be used in which the emitter diode of the transistor effects the compensation,
and the only load placed on the source of the tuning voltage is the base current of this
transistor.

Ctot

CS

V

L

+

+

–

CP

RB

RF

V0

VF

Figure 2.65 Temperature-compensation circuit with transistor.



DIODES 193

Dynamic Stability The resonant frequency of a diode-tuned RF circuit follows the
equation

f = f0

√(
VR + VD

VR0 + VD

)n

(2.95)

The frequency f0 is set with the aid of the circuit inductance when the tuning voltage
equals VR0. Since the signal amplitude in the circuit depends upon the field strength of the
received transmitter and since the resonant frequency of the circuit depends on the amplitude,
undesirable feedback between the tuning voltage and the received alternating voltage may
occur at the tuner diode. A disturbance that has a similar effect is the microphonic effect,
which can sometimes be observed with mechanically variable capacitors. In an investigation
of the feedback in diode-tuned resonant circuits, the following assumptions were made.

• The impedance of the antenna (or of the signal generator) is negligible.
• The full alternating voltage is applied to the diode (whereas, in practice, the series

capacitor brings about a potential division).
• The capacitance versus voltage characteristic is an exponential function.
• The Q of this circuit is independent on the amplitude of the alternating voltage.

As a result of a high alternating voltage at the resonant circuit, three undesirable effects—
harmonic generation, frequency shift, and cross-modulation—are encountered.

Harmonic Generation The nonlinearity of the capacitance versus voltage characteristic
produces harmonics. However, the selectivity of the receiver reduces the effects of these
harmonics to noise level.

Frequency Shift When a sinusoidal voltage v is applied to the tuner diode of the RF
circuit, the variation of the diode capacitance does not follow the sine law, but the equation

Cω/C =
(

1 + v

VR + VD

sin ω t

)−n

(2.96)

This results in a change of the resonant frequency of the circuit. The inductive slope
of the resonant curve steepens and may even turn back. This could lead to bistable behavior
of the resonant circuit. The change of frequency takes place as if the tuning voltage, and thus
the resonant frequency, has decreased. The order of magnitude of this change of resonant
frequency was determined with the aid of a computer from Fourier analysis of

f

f
= 1 + 1

2π

∫ 2π

0

(
1 + v

VR + VD

sin ω t

) n
2

dωt (2.97)

Figure 2.66 shows the admissible alternating voltage at the diode, computed for a 2%
frequency shift, as a function of the tuning voltage. The measured values differ by not more
than 10% from the computed values. Since the Q of the circuits is about 50 for the VHF as
well as the UHF range, a 2% frequency shift is permissible.

Cross-Modulation Cross-modulation is a disturbance caused by nonlinearities of
the characteristics of the components concerned. The modulation of an undesired



194 MODELS FOR ACTIVE DEVICES

Figure 2.66 Admissible alternating voltage for a 2% frequency shift as a function of tuning voltage.

amplitude-modulated signal is here transferred to the carrier of the amplitude-modulated
intelligence signal. Cross-modulation is virtually independent of the amplitude of the intel-
ligence signal.

The cross-modulation factor for tuner diodes is

k = v2

(VR + VD)2
mv

n (n + 1)

2
(2.98)

Resolving this equation in terms of v, we obtain

v = VR + VD

n

√
2kn

mv (n + 1)
(2.99)

The usual definition of the cross-modulation percentage for measurement purposes is as
follows. A 100% modulated noise signal (mv = 1) of amplitude v is received simultaneously
with the intelligence signal in the diode-tuned RF circuit. If a 1% modulation of the signal
carrier by the noise signal takes place, this amounts to a cross-modulation factor k = 0.01.
We thus obtain for tuner diodes

V = 0.14
VR + VD

n

√
n

n + 1
(2.100)

Figure 2.67 gives the graphs for this equation. In practical operating, FM and VHF/UHF
tuners equipped with the tuner diodes BB121 or BB141 exhibit merely the cross-modulation
caused by the BJTs or FETs employed. For bipolar transistors, v ≈ 15–100 mV; for FETs,
100–300 mV.
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Figure 2.67 Graphical representation of equation (2.100).

Static Stability To ensure trouble-free operation, the static parameters of the tuner diodes
also, especially the leakage current, must be taken into account. When differentiating the
expression for the tuning voltage

VR = VB − IRRB (2.101)

we obtain for a known leakage current IR the tuning voltage variation

dVR = dVB − RBIR

(
dRB

RB

+ dIR

IR

+ dVB

)
(2.102)

This leads to a change in the resonant frequency

df

f
= n

2 (VR + VD)

[
dVD − RBIR

(
dRB

RB

+ dIR

IR

)
+ dVB

]
(2.103)

The resonant frequency is more stable the smaller the exponent n and the higher the
tuning voltage VR. The influence of the temperature dependence of the diffusion voltage
VD and its compensation has already been discussed. If the series bias resistance RB is not
too high, the effect of its variation (dRB/RB) and the effect of the temperature dependence
of the leakage current—doubling for every 10◦C temperature rise—may be neglected.

Generating the Tuning Voltage The supply voltage VB in equation (2.103) exerts an
influence in many respects. The temperature coefficient of the voltage source—usually,
for economic reasons, only a Zener diode is provided for stabilization—affects conditions
not only with ambient temperature variations but also when the Zener diode heats up after
the set is switched on, or when its operating current varies. Because external temperature
compensation of the operating voltage of the Zener diode cannot cover all detrimental effects
and, moreover, increases the series bias resistance RB, as well as any variations the latter
may undergo, the use of a temperature-compensated Zener diode, such as the 1N4065A
(nominal Zener voltage, 33 V; temperature coefficient, 0.002◦C/W), is recommended.
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Figure 2.68 Comparison of mechanically and electronically tuned and switched resonant circuits.

Diode Switches The diode switches described here differ somewhat from the switching
diodes used in computer and pulse technology. While in the case of switching diodes the
signal itself triggers the switching operation—current does or does not pass through the
switching diode in dependence on the signal level—diode switches allow an alternating
current to be switched on or off by means of a direct voltage or a direct current. Figure 2.68
shows an example of the use of diode switches.

Diode Switch Technology Special manufacturing techniques are needed to attain the low
junction capacitance, low differential forward resistance rf and the low-inductance structure
required for the special applications envisaged. Two conflicting requirements have to be met:
on the one hand, a high-resistivity basic material should be used and the diode area should
be kept as small as possible to minimize the junction capacitance for a given reverse voltage;
on the other hand, the bulk resistance should be kept low. The size of the junction area,
therefore, can represent only a compromise between these two requirements. To obtain a
low bulk resistance RB despite the use of high-resistivity silicon around the junction, the
diodes are manufactured by the epitaxial process, characterized by a thin high-resistivity
layer on a low-resistivity substrate. If the forward current IF is sufficiently high, then the
specific resistance of the epitaxial layer does not affect the bulk resistance, because under
these conditions, the resistivity of this layer is considerably reduced by being flooded with
carriers.

The junction impedance Zj is somewhat more critical (Figure 2.69). It is composed
of the junction capacitance CS , which does not depend on current, the current-dependent
diffusion capacitance

CD = ιpIF

Vt

(2.104)
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Figure 2.69 Equivalent circuit of diode switches in the frequency range from 1 MHz to 1 GHz.

and the diffusion resistance

RD = Vt

IF

(2.105)

where in ιp is the lifetime of the minority charge carriers and

Vt = kT

q
= 26 mV (2.106)

is the voltage equivalent of thermal energy. The resistive component of the impedance Zj

is calculated as follows:

Re (Zt) = RD

1 + ω2R2
D (CS + CD)2 (2.107)

As can be seen from the following approximations, this resistance becomes rather
dependent on current at higher frequencies:

for IF → 0 Re(Zj) ≈ IF

ω2C2
SVt

(2.108)

for IF → ∞ Re(Zj) ≈ IF

ωtpIF

(2.109)

In Figure 2.70, the differential forward resistance is plotted as a function of the forward
current. The only parameter by which the differential forward resistance can be reduced for
a given current and a given frequency according to equation (2.109) is the carrier lifetime.
Steps will have to be taken, therefore, to make the carrier lifetime as long as possible.

Because diode switches are designed for applications up to the gigahertz range, a geom-
etry resulting in a low inherent capacitance and inductance had to be used. Furthermore, the
device had to be assembled in such a way that virtually no additional contact resistance RC

was introduced. For this reason, a double-plug construction (hard-glass pressure contacts)
was chosen to avoid the S- or U-bends customary with other encapsulations. The system
is pressure clamped between two stud-shaped enlargements of the connecting leads, the
necessary high pressure being produced as the glass shrinks during cooling. This construc-
tion results in an encapsulation of short length (only 4 mm) and low series inductance, the
advantages of which can be fully exploited because soldered connections to the leads can
be made directly at the glass body.
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Figure 2.70 Differential forward resistance as a function of forward current.

Diode Switch Data The silicon planar diode switches BA243 and BA244 are designed
for electronic band selection in tuners in the frequency range from 10 to 1000 MHz. The
differential forward resistance remains constant and is very low over a wide frequency and
current range. The diode capacitance is likewise small and independent of voltage through
a wide range. The devices are characterized by low-inductance geometry. The BA243 is
intended for the VHF range and the BA244 for the UHF range. See Table 2.11.

Resonant Circuits Incorporating Diode Switches Figure 2.71 illustrates the function
of the diode switch with reference to a parallel-resonant circuit whose resonant frequency
can be switched by short-circuiting part of the circuit inductance. Such a switching procedure
may be necessary for a VHF tuner, for example, to switch from band I to band III, because
the frequencies of these bands are too far apart.

Capacitor CK represents the capacitance of the resonant circuit. The symbol ∞ at capac-
itor C is meant to indicate that the value of this capacitor should be chose to be much higher
than the circuit capacitance. C completes the ac circuit when the inductor L2 is shorted
and enables the switching or reverse voltage to be applied at a point of virtually zero RF
potential. The resistor R1 limits the diode current in the forward direction.

At a reverse voltage of VR = 15 V, for example, the diode switch represents a 1-pF
capacitor, as shown in Figure 2.71b. This represents parasitic capacitance C′ in the circuit,
which reduces the effective capacitance variation of the resonant circuit in the case of
capacitive tuning. The capacitance C′ is small enough to be negligible in most cases relative
to the wiring and winding capacitances. Figure 2.72 shows the relative capacitance of the
blocked-diode switches, as a function of the reverse voltage.
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Table 2.11 BA243/244 Specifications

Maximum ratings
Reverse voltage VR 20 V

Forward current at Tamb = 25 ◦C IF 100 mA
Junction temperature Tj 150 ◦C
Storage temperature range Ts −55 to +150 ◦C

Characteristics at Tamb = 25 ◦C
Foward voltage at IF = 100 mA VF <1 V
Leakage current at VR = 15 V IR <100 nA
Dynamic forward resistance at f = 50 − 1000 MHz,

IF = 10 mA

BA243 rf 0.7(<1) �

BA244 rf 0.4(<0.5) �

Relative variation of dynamic forward resistance with
the variation of foward current in the range of IF =
2 − 40 mA

rF 100

rf If

5 %/mA

Capacitance at VR = 15 V, f = 1 MHz Ctot 1.3(<2) pF

Relative variation of capacitance with the variation
of reverse voltage in the range of VR = 7 − 20 V,
f = 100 MHz

Ctot100

CtotVR

1 %/V

Series inductance across case LS 2.5 nH

At a forward current of, for example, 10 mA, the diode has a differential resistance of
approximately 0.5 � (see Figure 2.70). The effect of this resistance rF on the resonant circuit
is illustrated in Figure 2.71c. Conversion of a series loss resistance rF into a parallel loss
resistance r′

F is based on the following considerations: the equivalent parallel resistance r′
F

affects the tuned circuit in the same way as the series resistance rF , that is, the Q of the
circuit should be the same in both cases. If one assumes that ωL � r′

F , the equivalent of
parallel resistance can be expressed as follows:

Q = ωL1

rF

= r′
F

ωL1
(2.110)

r′
F = (ωL1)2

rF

(2.111)

An evaluation of this equation shows that a differential resistance rF ≈ 0.5 � can be
tolerated in most applications as regards amplification and selectivity.

Instead of altering the resonant frequency of a tuned circuit by short-circuiting part of its
inductance, the same result can be obtained by connecting a second inductance in parallel.
The use of the diode switch for this purposes is illustrated in Figure 2.73. This differs
from the one shown in Figure 2.71 in that the circuit inductance consists of either L1 or
of L1 and L2 in parallel. By applying a permanent negative bias to the diode via a high-
value resistor R2, it is possible to dispense with the use of one switch contact. Figure 2.73
shows the equivalent circuit for the diode under reverse-bias conditions (corresponding to a
low resonant frequency) and Figure 2.73c shows the equivalent circuit under forward-bias
conditions (corresponding to a higher resonant frequency).
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Figure 2.71 (a) Diode switch as bandswitch, shorting a partial inductance. (b) Equivalent circuit with
blocked diode switch. (c) Equivalent circuit with conducting diode switch.

In radio and television receivers, it is usually possible to derive the necessary reverse
bias for the diode by rectification of the local oscillator signal, since the power required
for blocking the diodes is extremely small. Note that under reverse-bias conditions the
inductance L2 and the capacitance C form a series-tuned acceptor circuit. However, this
capacitance being extremely small, any undesirable effects due to its presence can normally
be avoided. The same diode switching arrangements described for single-tuned circuits can
also be employed in multisection bandpass and broadband filters.

In the following paragraph, a practical example for the use of diode switches will be given,
and it will be seen that it is possible in principle to replace all the mechanical RF switch
contacts normally employed in receivers by diode switches. In cases where application of
the diode dc potentials to a “cold” point in the circuit is not feasible, it may be necessary to
apply them via LC or RC isolating networks.

Use of the Diode Switch in a Television Receiver Figure 2.74 shows the schematic
of an electronically tuned and switched band I (48–62 MHz)/band III (175–224 MHz) TV
tuner that requires switching of the input filter, bandpass filter, and oscillator circuit. These
switching functions are performed by BA243 diode switches. As is customary in most
European countries, in this example a broadband input filter between the antenna and the
first RF transistor is used rather than a selective front-end circuit. In view of the need to
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Figure 2.72 Capacitance as a function of the reverse voltage.

correct noise and power matching over a relatively large frequency range, a switchable filter
is employed in most tuners, switching being effected in this case by means of diodes D1

and D2.
Diodes D3–D6 are used for band-filter switching, for switching the coupling to the

mixer transistor, and for switching the oscillator frequency. To minimize the bias-current
requirements (each diode requires a bias current of approximately 10 mA), all diodes that are
to be activated at the same time are connected in series. This arrangement requires only a few
additional RF chokes, which are easily provided because of the high frequencies involved).
The direct current required for the diode switches could be obtained by simple rectification,
for example, from the heater circuit of the television receiver CRT, and the diode reverse
bias could be obtained by rectification of the local oscillator signal, in which case the minute
additional power requirement would have to be allowed for in the oscillator design.

A technically sophisticated design for a television tuner takes the form of a combined
VHF/UHF unit incorporating electronically switched circuits in which several elements
would be common. Such an all-band tuner can be assembled from only three transistors and
a combined VHF/UHF band filter in λ/2 or λ/4 technology for UHF reception. The VHF
circuits are short circuited when the UHF position is selected.

Multistandard TV receivers require a large number of switch contacts in the tuner, the IF
amplifier, the video amplifier, and the time base. The use of diode switches is particularly
advantageous in this situation because it renders the physical layout of the equipment
virtually independent of the location of the controls, and obviates the need for long RF
cable runs, which may be prone to interference.
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Figure 2.73 (a) Diode switch as a bandswitch, with an inductance in parallel. (b) Equivalent circuit
with blocked-diode switch. (c) Equivalent circuit with conducting diode switch.
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2.2 BIPOLAR TRANSISTORS

2.2.1 Transistor Structure Types

Bipolar transistors come in different flavors.

• Silicon-based bipolar junction transistors (BJTs) are the classical type; they basically
consist of three semiconductor layers, either of npn or of pnp-type (see Figure 2.75).
In case of npn, the current is based on electrons, while the pnp-type current relies on
holes. Due to the higher mobility of electrons, npn-type HBTs are commonly faster
than their pnp counterparts from the same technology. The different semiconductor n
and p regions can be formed by means of ion implantation.

• Advanced silicon-based transistors rely on a certain germanium content in the base
region. These are called SiGe heterojunction bipolar transistors (HBTs), because
there is not only an ordinary pn junction between base and emitter (or collector)
but also the semiconductor crystal changes from SiGe to Si. The technology required
to produce these transistors is more involved compared to the BJT case, as it requires
to grow the SiGe and emitter Si crystals during the processing using selective epitaxy.
An advantage of SiGe technology is that it is in principle compatible with CMOS
technology. Processes providing both types of transistors on a single wafer are called
BiCMOS. These processes allow for an integration of logic circuits and for baseband
signal processing together with a wireless front-end providing reasonable power levels.

• HBTs are also available on GaAs substrates. These transistors use InGaP emitters,
while base and collector are GaAs. InGaP emitters have now replaced AlGaAs emitters
in commercial processes, due to the better electrical properties and due to the fact that
the aluminum-free semiconductors showed higher lifetimes. The first steps in GaAs-
based transistor technologies is commonly an epitaxial growth of the required transistor
layers on the whole wafer. The transistors commonly are realized by etching active
layers away where not required—these HBTs are therefore called mesa transistors, as
they resemble the table mountains under the microscope.

• HBT on InP are beyond the scope of this book—these devices target applications in
the mm-wave region and beyond. The InP-based HBT is similar to the GaAs HBT, but
commonly not used in the wireless sector for cost reasons.

N P N

E B C

P N P

E B C

Cross-section of a simplified bipolar transistor (not to scale)

N+ (Silicon substrate)

N (Collector epitaxial layer)

Metallization

P+ contact
diffusion

P+ P P
Active base (diffused or implanted)

Diffused or implanted emitterPassivating insulator

P+N+

Figure 2.75 Cross-section of a Si BJT.
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The main advantage of bipolar transistors is that the current flows through the bulk
material, not just through a thin channel along a surface, as in case of FETs. This results in
the following properties of BJTs and HBTs.

• Bipolars can carry higher current densities compared to the respective FET of the
same size. Smaller transistor size means less capacitance, thus easier matching without
reducing output power. On the negative side, it means higher dissipated power densities
resulting in self-heating.

• Bipolars show less flicker (1/f ) noise than FETs, for the same reason that the current
does not flow along an interface or crystal surface, where the density of defects and
traps is much higher than in the bulk material.

• Transit times in bipolars are mainly determined by the thickness of epitaxial layers,
not by the length of a metal gate like in FETs. In epitaxial growth, it is not a real
problem to control thicknesses of a few nanometer, at least it is much easier achieved
than similar dimensions of metal strips defined by lithographical techniques. Limiting
factors are rather breakdown of the collector–base junction, and base sheet resistance.

• Bipolar transistors require only one positive supply voltage, in contrast, for example,
to GaAs HEMTs that additionally need negative gate bias. This reduces complexity
of the whole system.

The main applications for bipolar transistors are therefore power amplifiers and low
phase-noise oscillators. For power amplifiers (PAs) providing about 1 W at 2 GHz, for
example, the technology of choice could be GaAs-based HBT. This power level is so
far unreachable for CMOS, calling for the PA to be designed in another technology. The
GaAs HBT, on the other hand, still has enough headroom to reach these specification; its
breakdown is in excess of 15 V, and its cutoff frequencies are around 30 GHz and beyond.
Silicon BJTs and HBTs offer the lowest flicker noise, thus they are the candidates of choice
for oscillator applications.

2.2.2 Large-Signal Behavior of Bipolar Transistors2

In this section, the large-signal or dc behavior of bipolar transistors is considered. Large-
signal models are available in virtually all circuit simulators, and foundries commonly
provide highly sophisticated design kits to their customers. This section introduces the
physical effects that these models attempt to describe. Second-order effects, such as current-
gain and cutoff-frequency variation with collector current, and self-heating can be important
in many circuits and are treated in detail.

2.2.2.1 Electrical Characteristics and Specifications
Electrical characteristics may be conveniently classified into two main types: dc and ac.

DC Characteristics The importance of dc characteristics of high-frequency transistors
lies primarily in biasing and reliability considerations. However, certain dc characteristics
are also directly related to high-frequency performance. For example, high-frequency noise
figure is affected by dc current gain. The dc characteristics discussed here are those usually
found on high-frequency transistor datasheets.

2Portions of this section, Sections 2.2.3–2.2.7, and Sections 2.4.2–2.4.5, are based on Paul R. Gray and Robert G.
Meyer, Analysis and Design of Analog Integrated Circuits, 3rd ed., c©1977, 1984, 1993 by John Wiley & Sons,
Inc. Reprinted by permission of John Wiley & Sons, Inc.
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Figure 2.76 Transistor reverse V–I characteristics.

VCBO, ICBO These two parameters serve to characterize the reverse-biased collector–base
pn junction and are defined as follows (with the aid of Figure 2.76a). The collector-base
breakdown voltage, VCBO, identifies the voltage at which collector current tends to increases
without limit, usually due to the high electric field developed across the junction. This
voltage sets a limit on the maximum transistor operating voltage and, as mentioned before
under maximum ratings, usually is the basis for the collector-base maximum voltage rating.
VCBO should be specified at a value of IC = IC1 in the figure, which is within the avalanche
(or high slope) region of the device’s reverse characteristic. Typical values of IC1 are in the
1–10-�A region for high-frequency transistors.

To further define the quality of the reverse V–I characteristic, a specification is usually
placed on the collector cutoff current, ICBO, which is measured at some value of collector-
base voltage less than VCBO. For a good-quality silicon junction (“sharp” instead of soft;
see Figure 2.76a), ICBO is in the nanoampere range.
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VEBO, IEBO These two parameters characterize the reverse-biased emitter–base pn junction
in an analogous manner to the collector–base junction parameters VCBO and ICBO, given
above, and are shown in Figure 2.76b. No further discussion of these parameters will be
given here.

VCEO, ICEO The collector–emitter breakdown voltage and cutoff current are somewhat
more complex in nature than the collector–base and emitter–base parameters. In the latter
two, only a single pn diode is involved. In the collector–emitter case, two diodes are involved.
Moreover, each is influenced by the other through transistor action, since the reverse current
of the collector–base diode flows through the emitter–base junction as forward current.
Thus, the collector–base reverse current is amplified by the dc current gain of the transistor,
resulting in

1. ICEO being greater than ICBO (for a given voltage);

2. typically, the familiar negative-resistance region in the I–V characteristic as shown
in Figure 2.76c.

Consequently, VCEO is typically specified at collector currents one to three orders of
magnitude higher than in the case of VCBO and VEBO to establish the minimum value of this
characteristic.

Practical Relevance of the Three Breakdown Voltages Now that we have defined
three breakdown voltages for one device, the question arises which of them is actually
setting a limit in a common-emitter circuit?

The first guess would be that only the collector–emitter breakdown voltage VCEO is
relevant. If we deal with InGaP/GaAs HBTs in a mobile application, we might not run into
trouble, since VCEO is easily four times higher than the collector–emitter dc voltage VCE.
However, in SiGe HBTs, VCEO might be around or below 5 V, and restricting the voltage
swing to well below this maximum would not yield acceptable output power and efficiency.
Given the fact that VCBO � VCEO, it also seems that we will not exploit the full capabilities
of the device if we restrict the RF swing to the lower of the two.

To identify VCEO with the collector–emitter breakdown voltage in a practical circuit
application, however, would be a misinterpretation. By definition, it requires that the base
current is zero, which means that the base is terminated by an open circuit. VCBO, on the
other hand, is detemined with zero base–emitter voltage, which means that the base terminal
is terminated by a short circuit. In a practical case, the RF termination will be somewhere
between these extreme values, and choosing a low-impedance RF base termination allows
for operation well beyond VCEO. Figure 2.77 shows measurement of the collector–emitter
breakdown behavior of an Infineon BFP450 transistor. In this measurement, the base is
connected to ground through resistances of different values [2].

Providing a high impedance at the base also potentially has a negative effect on base–
emitter breakdown, for example, in class-AB power amplifiers [3]. When increasing input
power, one would expect the dc current to rise, as it is equal to the average of the collector
current. In deep class-AB, the current can be approximated by positive sinusoidal half-
waves, thus the dc current depends on the RF amplitude. Fixing the base current by providing
a high-impedance termination prevents this effect from happening—instead, the RF signal
is reflected and reverse voltage peaks rise with input power, until, finally, the a base–emitter
breakdown occurs.
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Figure 2.77 Dependence of collector–emitter breakdown on the internal resistance of the base volt-
age source (data from Ref. [2]).

Thus, regarding breakdown, it can be concluded that providing a low impedance to the
base in common emitter is beneficial. In order to account for this fact, datasheets often
provide two collector–emitter breakdown parameters, VCEO (base open) and VCES ≈ VCBO

(base shortened to ground).

hFE This parameter is simply the dc common-emitter current gain, that is, the ratio of
collector current to base current at some specified collector voltage and current.

AC Characteristics Of the numerous ac characteristics defined for transistors, only rel-
atively few are commonly used in characterizing high-frequency transistors. Some of the
more pertinent parameters are briefly covered here (see also Figure 2.78).

Transition Frequency One of the better known, but perhaps least understood, figures of
merit for high-frequency transistors is the so-called transition frequency, fT . Part of the
misunderstanding that appears to exist is due to the use of the misleading (but common,
for historical reasons) term short-circuit gain-bandwidth product for this parameter. By
definition, fT is that characteristic frequency described by the equation

fT = hfe × fmeas (2.112)

where hfe is the magnitude of small-signal common-emitter short-circuit current gain, and
fmeas is the frequency of measurement, chosen such that

2 ≤ hfe ≤ hfe0

2
(2.113)

where hfe0 denotes the low-frequency value of hfe.
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Figure 2.78 Key parameters in applying a BJT in low-noise front-end, high-gain, and linear-power
stages. At (a), the BJT characteristics that lead to optimum dc bias for a low-noise front end; at (b),
parameters characterizing device performance; at (c), �opt for the first stage, and S11 and S22 for the
output stage as simulated by CAD software. The example is based on the Infineon BFP420 (low-
noise stage), BFP450 (high-gain stage), and BFG235 (output stage). Circuits to optimize stage noise,
gain, and I/O matching are shown at (d). (Presentation based on Figure 14 in Charles A. Liechti, “Mi-
crowave field-effect transistors—1976,” IEEE Trans. Microwave Theory Tech., vol. MTT-24, pp. 279–300,
June 1976.)

To varying degrees of approximation, depending on the transistor type, fT is the fre-
quency at which hfe approximates unity. It is not, in general, the frequency at which hfe

is precisely equal to unity. To clarify these points further, consider the plot of hfe against
frequency sketched in Figure 2.79.

At low frequencies, f � fB, hfe is constant and equal to hfe0.
At fB, hfe has decreased to 0.707hfe0; that is, fB is the 3-dB cutoff frequency for

common-emitter short-circuit current gain, hfe.
For frequencies such that

2fB < f < fT (2.114)

hfe varies inversely proportional to frequency. That is, the fT defining relationship

hfe × fmeas = constant = fT (2.115)

holds.
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At frequencies approaching fT , other parameters, especially package parasitics, can
cause |hfe| to depart significantly from this 1/f variation. Therefore, the frequency, f1, at
which |hfe| actually equals unity can be somewhat different from fT .

Applying this frequency-gain characteristics to the common-emitter wideband, low-pass
amplifiers give rise to the terminology of fT being a “gain-bandwidth product.” However,
this is an optimistic approximation at best, since the product of low-frequency circuit gain
and the 3-dB cutoff frequency is reduced from fT by an amount that depends on circuit
impedances.

The real significance of fT lies in the fact that it is a measure of certain internal transistor
parameters that do, in fact, affect high-frequency performance, for example, gain (though
not in the convenient quantitative manner implied by the term “gain-band product”). In
particular, good high-frequency noise performance requires that fT be high. Thus, fT is
included on transistor datasheets primarily as a figure of merit, not as a parameter to be
used directly in design.

Collector–Base Time Constant, r ′bCc This is an internal device parameter that relates
only indirectly to high-frequency performance. It is primarily a measure of internal feed-
back within the transistor. It also relates to transistor high-frequency impedance. As the
name says (in symbols), it is a measure of transistor base resistance and collector capac-
itance in combination; however, except for certain low-frequency transistors, it cannot be
considered the simple two-element lumped RC time constant implied by the terminology.
(In high-frequency transistors, base resistance and collector impedance must be considered
to be distributed when considered in detail). As a figure of merit, it is included on transistor
datasheets to indicate how well base resistance and collector impedance have been mini-
mized. It also allows the estimation of certain gain properties of the transistor (see the fmax
parameter, which we will describe shortly).

Collector–Base Capacitance, Ccb This parameter is simply the total collector–base
pn junction capacitance measured at a low frequency (typically, 1 MHz) where it can
be considered a single lumped element. For high-frequency transistors it is, of course,
desirable that Ccb be small from bandwidth and stability considerations as well as from
gain considerations alone.
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Maximum Frequency of Oscillation, fmax This is another figure-of-merit parameter,
as opposed to measurable parameters directly usable in the application of transistors.
Its importance stems from the following approximate relationships (which will not be
derived here):

fmax ≈
(

ft

8πr′
bCc

)1/2

(2.116)

Gmax ≈
(

fmax

foper

)2

(2.117)

These expressions illustrate in a quantitative way the importance and the interrelationship
between high fT and low r′

BCC insofar as high-frequency gain is concerned. However,
since the approximations and their derivation involves several assumptions that are not
always valid, they must be interpreted with caution. For example, the expression for Gmax

is obviously not applicable at low frequencies, since as f → 0, Gmax → ∞, according to
this expression. As a rule of thumb, the Gmax expression is a reasonable approximation for
frequencies such that

5 >
fmax

foper
> 1 (2.118)

For accurate analysis of transistor gain and stability, a complete set of two-port parameters
must be employed in exact expressions, such as those from which the approximations shown
above were derived.

Datasheet Transistor Specifications The following is a reprint of a Infineon microwave
transistor data sheet. Key parameters describing the transistor are

1. dc parameters, such as maximum current and voltage and dissipation;

2. noise figure as a function of generator impedance, bias point, and frequency.

Detailled numerical data that can be used to actually design a circuit, such as

1. frequency-dependent behavior, typically expressed in S parameters, and also as a
function of bias point and frequency;

2. large-signal performance to be calculated based upon a nonlinear model, such as the
Gummel-Poon;

are today usually provided by for download by the manufacturers, in compatible format for
major circuit simulators.

The following figures, reproduced with permission from the datasheet for the BFR380F
transistor by Infineon Technologies are a typical representation of the dc–IV curves, S
parameters, and noise parameters of a normal, packaged microwave transistor. Besides its
dc parameters and capacitance, there are other critical parameters. A BJT’s noise figure is a
strong function of its dc current gain, and one can determine a 3-dB cutoff frequency referred
to as fT , which shows the gain roll-off as a function of collector current and frequency.
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2010-09-131

BFR380F

3

1

2

NPN Silicon RF Transistor

• High linearity low noise driver amplifier

• Output compression point 19.5 dBm @ 1.8 GHz

• Ideal for oscillators up to 3.5 GHz

• Low noise figure 1.1 dB at 1.8 GHz

• Collector design supports 5V supply voltage

• Pb-free (RoHS compliant) package

• Qualified according AEC Q101

ESD (Electrostatic discharge) sensitive device, observe handling precaution!

Type Marking Pin Configuration Package
BFR380F FCs 1 = B 2 = E 3 = C TSFP-3

Maximum Ratings
Parameter Symbol Value Unit
Collector-emitter voltage VCEO 6 V

Collector-emitter voltage VCES 15

Collector-base voltage VCBO 15

Emitter-base voltage VEBO 2

Collector current IC 80 mA

Base current IB 14

Total power dissipation1)

TS ≤ 95°C 

Ptot 380 mW

Junction temperature TJ 150 °C

Ambient temperature TA -65 ... 150

Storage temperature TStg -65 ... 150

Thermal Resistance
Parameter Symbol Value Unit
Junction - soldering point2) RthJS ≤ 145 K/W

1TS is measured on the collector lead at the soldering point to the pcb

2For calculation of RthJA please refer to Application Note AN077 Thermal Resistance

Source: Courtesy Infineon Technologies.
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2010-09-132

BFR380F

Electrical Characteristics at TA = 25°C, unless otherwise specified

Parameter Symbol Values Unit
min. typ. max.

DC Characteristics
Collector-emitter breakdown voltage 

IC = 1 mA, IB = 0 

V(BR)CEO 6 9 - V

Collector-emitter cutoff current 

VCE = 5 V, VBE = 0  

VCE = 15 V, VBE = 0 

ICES

-

-

1

-

30

1000

nA

Collector-base cutoff current 

VCB = 5 V, IE = 0 

ICBO - - 30

Emitter-base cutoff current 

VEB = 1 V, IC = 0 

IEBO - 1 500

DC current gain 

IC = 40 mA, VCE = 3 V, pulse measured

hFE 90 120 160 -

Source: Courtesy Infineon Technologies.
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BFR380F

Electrical Characteristics at TA = 25°C, unless otherwise specified

Parameter Symbol Values Unit
min. typ. max.

AC Characteristics (verified by random sampling)

Transition frequency 

IC = 40 mA, VCE = 3 V, f = 1 GHz

fT 11 14 - GHz

Collector-base capacitance 

VCB = 5 V, f = 1 MHz, VBE = 0,  

emitter grounded

Ccb - 0.5 0.7 pF

Collector emitter capacitance 

VCE = 5 V, f = 1 MHz, VBE = 0,  

base grounded

Cce - 0.2 -

Emitter-base capacitance 

VEB = 0.5 V, f = 1 MHz, VCB = 0,  

collector grounded

Ceb - 1 -

Minimum noise figure 

IC = 8 mA, VCE = 3 V, ZS = ZSopt, f = 1.8 GHz 

IC = 8 mA, VCE = 3 V, ZS = ZSopt, f = 3 GHz

NFmin

-

-

1.1

1.6

-

-

dB

Power gain, maximum available1)

IC = 40 mA, VCE = 3 V, ZS = ZSopt,

ZL = ZLopt, f = 1.8 GHz 

IC = 40 mA, VCE = 3 V, ZS = ZSopt,

ZL = ZLopt, f = 3 GHz

Gma

-

-

13.5

9.5

-

-

Transducer gain 

IC = 40 mA, VCE = 3 V, ZS = ZL = 50 Ω,

f = 1.8 GHz 

f = 3 GHz

|S21e|2

-

-

11

7

-

-

dB

Third order intercept point at output2)

VCE = 3 V, IC = 40 mA, ZS=ZL=50 Ω, f = 1.8 GHz

IP3 - 29 - dBm

1dB compression point at output

IC = 40 mA, VCE = 3V, f = 1.8 GHz

ZS=ZL=50 Ω
ZS = ZSopt,  ZL = ZLopt

P-1dB

-

-

17

19.5

-

-

1Gma = |S21e / S12e| (k-(k²-1)1/2)

2IP3 value depends on termination of all intermodulation frequency components.

Termination used for this measurement is 50 Ω from 0.1 MHz to 6 GHz

Source: Courtesy Infineon Technologies.
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BFR380F

Total power dissipation Ptot = ƒ(TS)
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Source: Courtesy Infineon Technologies.
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BFR380F

Third order Intercept Point IP3 = ƒ (IC)

(Output, ZS = ZL = 50 Ω )

VCE = parameter, f = 900 MHz

Third order Intercept Point IP3=ƒ(IC)

(Output, ZS=ZL=50 Ω)

VCE = parameter, f = 1.8 GHz 
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Source: Courtesy Infineon Technologies.
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BFR380F

Power Gain Gma, Gms =  ƒ(f)
VCE = parameter
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Source: Courtesy Infineon Technologies.
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BFR380F

Minimum noise figure NFmin =  ƒ(IC)

VCE = 3V, ZS = ZSopt
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Figure 2.80 Photograph of the BFP420 die. The bonding pad for the base is at the upper right and
for the collector is at the upper left. The two lower pads connect to the emitter. Courtesy Infineon
Technologies.

Figure 2.80 shows a photograph of the die for the BFP420.

2.2.3 Large-Signal Transistors in the Forward-Active Region

We saw in the diode case that its description is physics based and it is, therefore, logical
to apply the same modeling for the transistors. The first complete modeling for transistors
was described in the Gummel–Poon model [4, 5]. By combining two diodes, the parasitic
elements, and the base separating resistor, we can show the “intrinsic” nonlinear model for
the bipolar transistor.

The advantages of the 40-year-old Gummel–Poon model is its simplicity, and that it
is definitely available in every circuit simulator. The way it explains the whole transistor
operation through the charge-control theory, connecting the electrical behavior with device
physics, namely, the charge stored in the base Qb, is simply beautiful. This is the reason
why this model still has its place in textbooks like ours: it is well suited to explain the basics.

Of course, this model does not cover all the effects observed in todays SiGe HBTs.
Modern models are expected to account also for the following effects, which today can be
considered to be of first-order inportance.

Dynamical Self-Heating. The temperature of the transistor is not static, given by the
ambient temperature. It depends on the power dissipated during operation and needs
to be determined during circuit simulation as a function of dc and RF fed to the
device, and RF power delivered to the load. Especially regarding GaAs-based power
amplifier chips, the power transistor might heat up surrounding components that will
impact circuit performance. Self-heating impacts everything from dc operating point
to cutoff frequency.



BIPOLAR TRANSISTORS 219

Dependence of Transit-Time on Collector Current. The presence of many electrons
leads to interactions with the doping—and changes transit times and capacitances
as a function of bias. These effects are only expected under high-current conditions,
that is, when the mobile carrier density cannot be neglected compared to the dop-
ing density. In modern bipolar transistors, however, this condition is reached almost
immediately. GaAs and Si-based devices, however, show a different behavior. Un-
fortunately, it is not a solution to simulate using an average transit time; the current
depencency is the dominant source of distortion products in HBTs [8, 9].

Heterojunctions. These are generally improving transistor performance. But they might
not be invisible. A modern transistor model needs to account for these variations,
especially if the high-current low-voltage region is affected.

Parasitic Transistors. They can exist if a pn-junction is used to isolate a silicon transistor
from the rest of the chip.

Comprehensive models for silicon technologies are the MEXTRAM [7] and HICUM [6]
models. In the III–V world, the AgilentHBT [10] model is widely used due to the fact that it
is versatile and the only model for these devices that is available by default in Agilent’s ADS
simulation software. However, some companies developed their own derivatives, such as
RFMD. Another alternative is the FBH-HBT [10] model that is of reduced complexity, but
is published in the Verilog-A language, which requires that the circuit simulator supports
this interface.

The drawback of modern transistor models is their complexity. HICUM, for example,
comes with roughly 120 parameters, which is not an uncommon number. Models for GaAs
HBTs are less complicated, which seems to keep them alive, although MEXTRAM and
HICUM claim to be suited for this material system as well.

Explaining modern models, and their physical derivation, in detail is a book in itself, for
example, Refs [10, 11]. Model details can also be found in the respective documentations.

For complex models, parameter extraction is involved, and requires a lot of time, experi-
ence, and measurement effort. That is why foundries are today expected to provide external
designers with design kits—basically plug-ins for the major circuit simulators—instead of
just data sheets.

Consequently, we will review the basic bipolar physics in the following, with some
additions for the today’s transistors.

A typical npn planar bipolar transistor structure is shown in Figure 2.81a, where collector,
base, and emitter are labeled C, B, and E, respectively. The impurity doping density in the
base and the emitter of such a transistor is not constant but varies with distance from the
top surface. However, many of the characteristics of such a device can be predicted by
analyzing the idealized transistor structure shown in Figure 2.81b. In this structure, the
base and emitter doping densities are assumed constant, and this is sometimes called a
“uniform-base” transistor. Wherever possible in the following analyses, the equations for
the uniform-base analysis are expressed in a form that applies also to nonuniform-base
transistors.

A cross section AA′ is taken through the device of Figure 2.81b and carrier concentrations
along this section are plotted in Figure 2.81c. Hole concentrations are denoted by p and
electron concentrations by n with subscripts p or n representing p-type or n-type regions. The
n-type emitter and collector regions are distinguished by subscripts E and C, respectively.
The carrier concentrations shown in Figure 2.81c apply to a device in the forward-active
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Figure 2.81 (a) Cross section of a typical npn planar bipolar transistor structure. (b) Idealized transistor
structure. (c) Carrier concentrations along the cross section AA′ of the transistor in (b). Uniform doping
densities are assumed. (Not to scale.)

region. That is, the base–emitter junction is forward biased and the base–collector junction is
reverse biased. The minority-carrier concentrations in the base at the edges of the depletion
regions can be calculated from a Boltzmann approximation to the Fermi–Dirac distribution
function to give [17]

np(0) = npoexp
VBE

VT

(2.119)

np(WB) = npoexp
VBC

VT

� 0 (2.120)

where WB is the width of the base from the base–emitter junction depletion layer edge of the
base–collector depletion layer edge and np0 is the equilibrium concentration of electrons
in the base. Note that VBC is negative for an npn transistor in the forward-active region and
thus np(WB) is very small. Low-level injection conditions are assumed in the derivation of
(2.119) and (2.120). This means that the minority-carrier concentrations are always assumed
much smaller than the majority-carrier concentration.

If recombination of holes and electrons in the base is small, it can be shown that the
minority-carrier concentration np(x) in the base varies linearly with distance [18]. Thus, a
straight line can be drawn joining the concentrations at x = 0 and x = WB in Figure 2.81c.
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For charge neutrality in the base, it is necessary that

NA + np(x) = pp(x) (2.121)

and thus

pp(x) − np(x) = NA (2.122)

where pp(x) is the hole concentration in the base and NA is the base doping density that is
assumed constant. Equation (2.122) indicates that the hole and electron concentrations are
separated by a constant amount and thus pp(x) also varies linearly with distance.

Collector current is produced by minority-carrier electrons in the base diffusing in the
direction of the concentration gradient and being swept across the collector–base depletion
region by the field existing there. The diffusion current density due to electrons in the
base is

Jn = qDn

dnp(x)

dx
(2.123)

where Dn is the diffusion constant for electrons. From Figure 2.81c,

Jn = −qDn

np(0)

WB

(2.124)

If IC is the collector current and is taken as positive flowing into the collector, it follows
from (2.124) that

Ic = qADn

np(0)

WB

(2.125)

where A is the cross-sectional area of the emitter. Substitution of (2.119) into (2.125) gives

Ic = qADnnpo

WB

exp
VBE

VT

(2.126)

IS exp
VBE

VT

(2.127)

where

IS = qADnnpo

WB

(2.128)

and IS is a constant to describe the transfer characteristic of the transistor in the forward-
active region. Equation (2.128) can be expressed in terms of the base doping density by
noting that [19]

npo = n2
i

NA

(2.129)

and substitution of (2.129) in (2.128) gives

IS = qADnn
2
i

WBNA

= qAD̄nn
2
i

QB

(2.130)
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where QB = WBNA is the number of doping atoms, n the base per unit area of the emit-
ter, and ni is the intrinsic carrier concentration in silicon. In this form (2.130) applies to
both uniform and nonuniform base transistors and Dn has been replaced by D̄n, which
is an average effective value of the electron diffusion constant in the base. This is neces-
sary for nonuniform-base devices because the diffusion constant is a function of impurity
concentration. Typical values of IS as given by equation (2.130) are 10–14 to 10–16 A.

Equation (2.127) gives the collector current as a function of base–emitter voltage. The
base current IB is also an important parameter and, at moderate current levels, consists
of two major components. One of these (IB1) represents recombination of holes and elec-
trons in the base and is proportional to the minority-carrier charge Qe in the base. From
Figure 2.81c, the minority-carrier charge in the base is

Qe = 1

2
np(0)WBqA (2.131)

and we have

IB1 = Qe

τb

= 1

2

np(0)WBqA

τb

(2.132)

where τb is the minority-carrier lifetime in the base. IB1 represents a flow of majority holes
from the base lead into the base region. Substitution of (2.119) in (2.132) gives

IB1 = 1

2

npoWBqA

τB

exp
VBE

Vt

(2.133)

The second major component of base current is due to injection of holes from the base
into the emitter. This current component depends on the gradient of minority carrier holes
into the emitter and is [20]

IB2 = qADp

Lp

pnE(0) (2.134)

where Dp is the diffusion constant for holes and Lp is the diffusion length (assumed small)
for holes in the emitter. pnE(0) is the concentration of holes in the emitter at the edge of the
depletion region and is

pnE(0) = pnE0exp
VBE

VT

(2.135)

If ND is the donor atom concentration in the emitter (assumed constant) then

pnE0 � n2
i

ND

(2.136)

The emitter is deliberated doped much more heavily than the base, making ND large and
pnEo small, so that the base-current component, IB2, is minimized.

Substitution of (2.135) and (2.136) in (2.134) gives

IB2 = qADp

Lp

n2
i

ND

exp
VBE

VT

(2.137)
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The total base current, IB, is the sum of IB1 and IB2

IB = IB1 + IB2 =
(

1

2

npoWBqA

τB

+ qADp

Lp

n2
i

ND

)
exp

VBE

VT

(2.138)

Although this equation was derived assuming uniform base and emitter doping, it gives
the correct functional dependence of IB on device parameters for practical double-diffused
nonuniform-base devices. Second-order components of IB, which are important at low
current levels, are considered later.

Since IC in (2.127) and IB in (2.128) are both proportional to exp(VBE/VT ) in this
analysis, the base current can be expressed in terms of collector current as

IB = Ic

βF

(2.139)

where βF is the forward current gain. An expression for βF can be calculated by substituting
(2.126) and (2.138) in (2.139) to give

βF =
qADnnpo

WB

1
2

npoWBqA

τB
+ qADpn2

i

LpND

= 1
W2

B

2τBDn
+ Dp

Dn

WB

Lp

NA

ND

(2.140)

where (2.129) has been substituted for np0. Equation (2.140) shows that βF is maximized by
minimizing the base width WB and maximizing the ratio of emitter to base doping densities
ND/NA. Typical values of βF for npn transistors in integrated circuits are 50–500, whereas
lateral pnp transistors have values 10–100. Finally, the emitter current is

IE = − (Ic + IB) = −
(

Ic + Ic

βF

)
= − Ic

αF

(2.141)

where

αF = βF

1 + βF

(2.142)

The value of αF can be expressed in terms of device parameters by substituting (2.140)
in (2.142) to obtain

αF = 1

1 + 1
βF

= 1

1 + W2
B

2τBDn
+ Dp

Dn

WB

Lp

NA

ND

� αtγ (2.143)

where

αt = 1

1 + W2
B

2τBDn

(2.144)

γ = 1

1 + Dp

Dn

WB

Lp

NA

ND

(2.145)

The validity of (2.143) depends on W 2
B/(2τBDn) � 1 and

(
Dp/Dn

) (
WB/Lp

)
(NA/ND) � 1, and this is always true if βF is large (see 2.140). The term γ in (2.143)
is called the emitter injection efficiency and is equal to the ratio of the electron current
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Figure 2.82 Large-signal models of npn transistors for use in bias calculations. (a) Circuit incorporat-
ing an input diode. (b) Simplified circuit with an input voltage source.

(npn transistor) injected into the base from the emitter to the total hole and electron current
crossing the base–emitter junction. Ideally, γ → 1, and this is achieved by making ND/NA

large and WB small. In that case, very little reverse injection occurs from base to emitter.
The terms αT in (2.143) is called the base transport factor and represents the fraction of

carriers injected into the base (from the emitter) that reach the collector. Ideally, αT → 1
and this is achieved by making WB small. It is evident from the above development that
fabrication changes that cause αT and γ to approach unity also maximize the value of βF

of the transistor.
The results derived from the above allow formulation of a large-signal model of the

transistor suitable for bias-circuit calculations with devices in the forward-active region.
One such circuit is shown in Figure 2.82 and consists of a base–emitter diode to model
(2.138) and a controlled collector-current generator to model (2.139). Note that the collector
voltage ideally has no influence on the collector current and the collector node acts as a high-
impedance current source. A simpler version of this equivalent circuit, which is often useful,
is shown in Figure 2.82b, where the input diode has been replaced by a battery with a value
VBE(on), which is usually 0.6–0.7 V. This represents the fact that in the forward-active region,
the base–emitter voltage varies very little because of the steep slope of the exponential
characteristic. In some circuits, the temperature coefficient of VBE(on) is important and a
typical value for this is −2 mV/◦C. The equivalent circuits of Figure 2.82 apply for npn
transistors. For pnp devices, the corresponding equivalent circuits are shown in Figure 2.83.
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Figure 2.83 Large-signal models of pnp transistors corresponding to the circuits of Figure 2.82.
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2.2.4 Improving RF Performance by Means of Heterostructures

Let us recall a few equations that were defined in the previous sections. It was shown in
(2.143) that the common-base current gain αF consists of the emitter efficiency γ multiplied
by the base transport factor αT .

αt = 1

1 + W2
B

2τBDn

(2.144)

γ = 1

1 + Dp

Dn

WB

Lp

NA

ND

(2.145)

The RF performance of bipolar transistors is characterized by the cutoff frequencies fT

and fmax:

fmax ≈
√

ft

8πr′
bCc

(2.116)

where ft is basically the inverse of the emitter, base, and collector transit times. The base
transit time is given by

τb = W2
B

2DB

(2.146)

These four formulas point to a dilemma, as it is impossible to increase all figures of
merit at a time. To begin with, high emitter efficiency is imperative, which means γ → 1.
But the only degree of freedom, if we assume that the crystal quality is perfect, is the ratio
of base doping to emitter doping NA

ND
. We need the emitter doping to be much higher than

base doping. Since there is a practical limit to doping the emitter, base doping will not be
too high.

On the other hand, we need a thin base for high speed (low τb), and a low base resistance
r′
b for high fmax. However, the resistance decreases with base doping and base thickness. A

thin base needs to be highly doped in order to allow for low r′
b.

These interdependence of parameters sets a natural limit for downscaling of BJTs and
required to develop HBTs.

In order to overcome this dilemma, an additional degree of freedom is required. The
theory was derived already in 1957 by H. Kroemer [12], but it was not before the mid-1990
that the epitaxial layers could be realized in good quality.

Consider an HBT where the emitter is made of a material of wider bandwidth than the
base, for example, InGaP emitter versus GaAs base in Figure 2.84a. If the material system
is well chosen, there will be a step in the valence band at the pn junction due to the hetero
interface. This step prevents holes from being emitted from the base to the emitter, while
the desired electron current is not affected. The valence band offset Ev alters the formula
for the emitter efficiency:

γ = 1

1 +
(

Dp

Dn

WB

Lp

NA

ND

)
e−Ev

(2.147)

For a reasonably high Ev, γ ≈ 1 is achieved independently of the doping levels. Now,
the base can be thinned and still provide a low sheet resistance due to high doping.
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Figure 2.84 Band diagrams of HBTs. The dotted lines denote the respective bands without het-
erostructure (a) InGaP emitter, GaAs base, and collector. The valence-band offset at the BE interface
suppresses injections of holes into the emitter. (b) Si emitter and collector, SiGe base with Ge content
increased toward the collector. The Ge content lowers the conduction band compared to Si and supports
electron injection from the emitter. The slope of the conduction band accelerates the electrons toward
the collector.

The same effect can be achieved with Si-based transistors, when SiGe is used in the base.
Adding Ge to the base lowers the bandgap, and supports electron injection into the base, see
Figure 2.84b. Another positive effect is used in some of the SiGe technologies. By varying
the germanium content along the base, the conduction band gets a negative slope toward
the collector. This results in an acceleration of electrons through a static built-in field. Since
drift is much faster than diffusion, the base transit time is significantly reduced. For these
transistors, the factor 2 in equation (2.146) needs to be replaced by a factor η that accounts
for reduction of the τb due to drift current.

A further benefit of a highly doped base is that base width modulation due to variations
of VCE—the Early effect that is explained in the following section—is in general negligible.

2.2.5 Effects of Collector Voltage on Large-Signal Characteristics
in the Forward-Active Region of BJTs

In the analysis of the previous section, the collector–base junction was assumed reverse
biased and ideally had no effect on the collector currents. This is a useful approximation
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Figure 2.85 Effect of increases in VCE on the collector depletion region and base width of a bipolar
transistor.

for first-order calculations, but it is not strictly true in practice. There are occasions where
the influence of collector voltage on collector current is important, and this will now be
investigated.

The collector voltage has a dramatic effect on the collector current in two regions of
device operation. These are the saturation (VCE approaches zero) and breakdown (VCE very
large) regions that will be considered later. For values of collector–emitter voltage VCE

between these extremes, the collector current increases slowly as VCE increases. The reason
for this can be seen from Figure 2.85, which is a sketch of the minority-carrier concentration
in the base of the transistor. Consider the effect of changes in VCE on the carrier concentration
for constant VBE. Since VBE is constant, the change in VCB equals the change in VCE, and
this causes an increase in the collector-base depletion-layer width as shown. The change
in the base width of the transistor, WB, equals the change in depletion-layer width and
causes an increase IC in the collector current.

From (2.127) and (2.130), we have

Ic = qAD̄nn
2
i

QB

exp
VBE

VT

(2.148)

Differentiation of (2.148) yields

∂Ic

∂VCE
= −qAD̄nn

2
i

Q2
B

(
exp

VBE

VT

)
dQB

dVCE
(2.149)

and substitution of (2.148) in (2.149) gives

∂Ic

∂VCE
= − Ic

QB

dQB

dV CE
(2.150)

For a uniform-base transistor, QB = WBNA and (2.150) becomes

∂Ic

∂VCE
= − Ic

WB

dWB

dV CE
(2.151)

Note that since the base width decreases as VCE increases, dWB/dVCE in (2.151) is
negative and thus ∂IC/∂VCE is positive. dWB/dVCE is a function of the bias value of VCE,
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Figure 2.86 Bipolar transistor output characteristics showing the Early voltage, VA.

but the variation is typically small for a reverse-biased junction and dWB/dVCE is often
assumed constant. The resulting predictions agree adequately with experimental results.

Equation (2.151) shows that ∂IC/∂VCE is proportional to the collector-bias current and
inversely proportional to the transistor base width. Thus, narrow-base transistors show a
greater dependence of IC on VCE in the forward-active region. The dependence of ∂IC/∂VCE

on IC results in typical transistor output characteristics as shown in Figure 2.86. In accor-
dance with the assumptions made in the foregoing analysis, these characteristics are shown
for constant values of VBE. Extrapolation of the characteristics of Figure 2.86 back to the
VCE axis gives an intercept VA called the Early voltage, where

VA = Ic

∂Ic
∂VCE

(2.152)

Substitution of (2.151) in (2.152) gives

VA = −WB

dV CE

dWB

(2.153)

which is a constant, independent of IC. Thus, all the characteristics extrapolate to the same
point on the VCE axis. The variation of IC with VCE is called the Early effect and VA is
a common model parameter for circuit-analysis computer programs. Typical values of VA

for integrated-circuit transistors are 15–100 V. The inclusion of Early effect in dc bias
calculations is usually limited to computer analysis because of the complexity introduced
into the calculation. However, the influence of the Early effect is often dominant in small-
signal calculations for high-gain circuits and this point will be considered later.

Finally, the influence of the Early effect on the transistor large-signal characteristics in
the forward-active region can be represented approximately by modifying (2.127) to

Ic = IS

(
1 + VBE

VA

)
e

VBE
VT (2.154)

This is a common means of representing the device output characteristics for computer
simulation.
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Figure 2.87 Transit frequency fT of an Infineon BFP650 SiGe HBT as a function of bias point (from
the datasheet, reprinted with permission). Courtesy Infineon Technologies.

2.2.6 Effects of Collector Current and Voltage on Large-Signal
Characteristics in the Forward-Active Region of HBTs

An important issue is the bias dependence of the RF performance in HBTs. As a figure
of merit, we will look at the transit frequency fT , in order to discuss the various physical
effects. fT is a measure of the overall transistor behavior. It always corresponds to the total
time delay of the transistor, and to some variation in HBT capacitances.

Even at first look it becomes obvious that fT is no constant in SiGe transistors, see
Figure 2.87. It shows a maximum at an optimum collector current IC and degrades toward
lower and higher currents. In order to explain this behavior, we will consider the main
contributors to fT , which are the base-emitter time constant τbe, the base transit time τb,
and the collector transit time τc:

fT ≈ 1

2π(τbe + τb + τc)
(2.155)

Some of the time constants depend on the emitter current Ie, others on collector current Ic.
However, a good bipolar transistor provides high current gain α ≈ 1. Therefore, we consider
Ic ≈ Ie in this section.

τbe to be regarded here is the RC time constant of the base-emitter junction’s resistance
Rbe and depletion capacitance CbeD. The differential resistance of a pn junction is
inverse proportional to the diode current, and therefore Rbe decreases with 1/Ie. On
the other hand, the base-emitter voltage is close to the diffusion voltage of the junction.
The depletion capacitance CbeD will be approximately constant. Thus, τbe ∝ 1/Ie is



230 MODELS FOR ACTIVE DEVICES

observed. Since Rbe is significant at low currents, τbe dominates fT for Ie → 0. In
Figure 2.87, it is shown that fT starts at quite low frequencies at low current, and then
increases rapidly. There is no dependence on Vce in the low-current regime, since τbe

is dominant.

τb used to be the dominant time constant in old-fashioned BJTs, but HBTs have very thin
base layers, and often even built-in drift fields. In absence of the two pn junctions,
this time constant would define the absolute minimum time constant.

τc is dominant at higher current densities. First of all, it is observed in Figure 2.87, that the
device obviously becomes faster if higher voltages Vce are applied. Second, there is a
distinct maximum of fT increases toward higher currents and voltages. Responsible
for this behavior is the so-called Kirk effect, or base push-out [13, 14].

Base push-out occurs if the collector is only weakly doped and collector current is
high. Under these conditions, it is no longer possible to neglect the electrons travelling
through the space-charge region compared to the doping. It is rather necessary to define
an effective collector doping NCeff :

NCeff = ND − Jc

qvs

(2.156)

with the collector doping ND, the collector current density Jc, electron charge q, and
the average electron velocityvs. Thus, even if the collector isn-doped, it can effectively
change its doping to p-type if the current is high enough. As a consequence, the pn
junction is shifted from the base–collector interface to the collector–subcollector
interface. The subcollector is a highly n-doped semiconductor layer used to form the
contact to the collector. This might not be an issue if the space-charge region fills the
whole collector. But with increasing p-type NCeff , the space-charge region is reduced,
and a neutral p-type region is formed at the base side of the collector. Concerning
transistor operation, this effect looks like an increased base width, and it is therefore
called base push-out.

Base push-out reduces the base transport factor, which might be of minor impor-
tance for high-quality HBTs. But in any case, it significantly increases τb, even though
the effective base extends far into the collector.

Base push-out takes place at a certain collector current, but it can be delayed by
applying higher collector voltages, as is clearly seen in Figure 2.87.

The behavior of GaAs-based HBTs is at first sight similar, but differs in some important
points, see Figure 2.88.

Obviously, in contrast to the Si HBT, the device becomes slower with increasing Vce.
Second, there seems to be a region at moderate currents, where fT rises more or less linearly
with current. But before discussing the differences, let us point out what is similar to the
SiGe case. First of all, it is the behavior toward low currents. It is dominated by τbe also for
GaAs-based HBTs, even though the interesting part is not measured in our figure here.

The second similarity is the region of base push-out. fT decreases beyond a critical
current, and the effect is delayed toward higher currents at higher voltages.

This leaves two major differences to be explained: Why is the GaAs-based HBT becom-
ing slower at higher Vce, and why is it getting faster with increasing Ic?

III–V semiconductors do not just have a constant electron mobility and an electron
saturation velocity. Instead, for very high fileds, the electrons are scattered into the � valley.
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Figure 2.88 Transit frequency fT of an InGaP/GaAs HBT, emitter size 3 × 15 �m2 as a function of bias
point (courtesy Ferdinand-Braun-Institut). Parameter is VCE = 1.5, 2, 3, 4, 5, 6 V.

In the � valley, the effective mass is higher, thus the velocity is lower. The typical velocity-
field characteristic of GaAs therefore starts with a constant mobility; at an electric field of
about Ec ≈ 4 kV/cm, a maximum velocity of almost 2 × 107 /cm/s is reached. The velocity
decreases toward higher currents to about a bit more than half of the maximum velocity
[11, 15].

However, collector layers are quite short, in the region of 1 �m or less. Therefore, the
electrical fields in the collector will always be beyond Ec. Therfore, increasing Vce means
lowering electron velocity, and therefore reducing fT .

Altough it is not as pronounced, self-heating also reduces fT . It supports the effect
observed, since the dissipated power is higher at higher supply voltages, at least when
measuring S-parameters.

What remains to be explained is that fT seems to increase more or less proportional to
Ic at moderate currents.

This region is dominated by the effect that the collector doping is compensated by the
current according to equation (2.156), but we are still below the critical current. As a
consequence, the space-charge region extends wider into the collector, and also the field
profile changes. Remember that the electrons do not travel with constant velocity, thus the
detailed investigation gets a bit involved.

However, it turns out that the compensation of the collector charge improves the transistor
operation by lowering τc, but only until base push-out takes place. This effect is called
velocity modulation and was derived in detail by Camnitz [10, 16].

Velocity modulation and base push-out also impact the base-collector capacitance Cbc.
While it is reduced in the velocity modulation conditions in GaAs HBTs, Cbc increases
rapidly at base push-out for both SiGe and GaAs HBTs.

2.2.7 Saturation and Inverse Active Regions

Saturation is a region of device operation that is usually avoided in analog circuits because
the transistor gain is very low in this region. Saturation is much more commonly encoun-
tered in digital circuits, where it provides a well-specified output voltage that represents a
logic state.
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Figure 2.89 Carrier concentrations in a saturated npn transistor. (Not to scale.)

In saturation, both emitter–base and collector–base junctions are forward biased. Con-
sequently, the collector–emitter voltage VCE is quite small and is usually in the range of
0.05–0.3 V. The carrier concentrations in a saturated npn transistor with uniform base dop-
ing are shown in Figure 2.89. The minority-carrier concentration in the base of the edge of
the depletion region is again given by (2.120) as

np (WB) = npoexp
VBC

Vt

(2.157)

but since VBC is now positive, the value of np(WB) is no longer negligible. Consequently,
changes in VCE with VBE held constant (which cause equal changes in VBC) directly affect
np(WB). Since the collector current is proportional to the slope of the minority-carrier
concentration in the base [see (2.123)], it is also proportional to [np(0) − np(WB)] from
Figure 2.89. Thus changes in np(WB) directly affect the collector current, and the collector
node of the transistor appears to have a low impedance. As VCE is decreased in saturation
with VBE held constant, VBC increases as does np(WB) from (2.157). Thus from Figure 2.89
the collector current decreases because the slope of the carrier concentration decreases. This
gives rise to the saturation region of the IC–VCE characteristic shown in Figure 2.90. The
slope of the IC–VCE characteristic in this region is largely determined by the resistance in
series with the collector lead due to the finite resistivity of the n-type collector material. A
useful model for the transistor in this region is shown in Figure 2.91 and consists of a fixed
voltage source to represent VBE(on), and a fixed voltage source to represent the collector-
emitter voltage. VCE(sat). A more accurate but more complex model includes a resistor in
series with the collector. This resistor can have a value ranging from 20 to 500 �, depending
on the device structure.

An additional aspect of transistor behavior in the saturation region is apparent from
Figure 2.89. For a given collector current, there is now a much larger amount of stored charge
in the base than there is in the forward-active region. Thus the base-current contribution
represented by (2.133) will be larger in saturation. In addition, since the collector-base
junction is now forward biased, there is a new base current component due to injection
of carriers from the base to the collector. These two effects result in a base current IB in
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Figure 2.90 Typical IC-VCE characteristics for an npn bipolar transistor. Note the different scales for
positive and negative currents and voltages.

saturation, which is larger than in the forward-active region for a given collector current
IC. Ratio IC/IB in saturation is often referred to as the forced β and is always less than βF .
As the forced β is made lower with respect to βF , the device is said to be more heavily
saturated.

The minority-carrier concentration in saturation shown in Figure 2.89 is a straight line
joining the two end points assuming that recombination is small. This can be represented by a
linear superposition of the two dotted distributions as shown. The justification for this is that
the terminal currents depend linearly on the concentrations np(0) and np(WB). This picture

B C

E

VBE(on) VCE(sat)

(a)   npn

B C

E

VBE(on) VCE(sat)

(b)   pnp

Figure 2.91 Large-signal models for bipolar transistors in the saturation region.
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of device-carrier concentrations can be used to derive some general equations describing
transistor behavior. Each of the distributions in Figure 2.89 is considered separately and the
two contributions are combined. The emitter current that would result from np1(x) above is
given by the classical diode equation

IEF = −IES

(
e

VBE
Vt − 1

)
(2.158)

where IES is a constant that is often referred to as the “saturation current” of the junction (no
connection with the transistor saturation described above). Equation (2.158) predicts that
the junction current is given by IEF

∼= IES with a reverse-bias voltage applied. However, in
practice, (2.158) is applicable only in the forward-bias region, since second-order effects
dominate under reverse-bias conditions and typically result in a junction current several
orders of magnitude larger than IES. The junction current that flows under reverse-bias
conditions is often called the “leakage current” of the junction.

Returning to Figure 2.89, we can describe the collector current resulting from np2(x)
alone as

ICR = −ICS

(
exp

VBC

VT

− 1

)
(2.159)

where ICS is a constant. The total collector current IC is given by ICR plus the fraction of
IEF that reaches the collector (allowing for recombination and reverse emitter injection).
Thus

Ic = αFIES

(
exp

VBE

Vt

− 1

)
− ICS

(
exp

VBC

VT

− 1

)
(2.160)

where αF has been defined previously by (2.143). Similarly, the total emitter current is
composed of IEF plus the fraction of ICR that reaches the emitter with the transistor acting
in an inverted mode. Thus

IE = −IES

(
exp

VBE

Vt

− 1

)
+ αRICS

(
exp

VBC

VT

− 1

)
(2.161)

where αR is the ratio of emitter to collector current with the transistor operating inverted
(i.e., with the collector–base junction forward biased and emitting carriers into the base and
the emitter–base junction reverse biased and collecting carriers). Typical values of αR are
0.5–0.8. An inverse current gain βR is also defined as

βR = αR

1 − αR

(2.162)

and has typical values 1–5. This is the current gain of the transistor when operated inverted
and is much lower than βF because the device geometry and doping densities are designed
to maximize βF . The inverse-active region of device operation occurs for VCE negative
in an npn transistor and is shown in Figure 2.90. In order to display these characteristics
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adequately in the same figure as the forward-active region, the negative voltage and current
scales have been expanded. The inverse-active mode of operation is rarely encountered in
analog circuits.

Equations (2.160) and (2.161) describe npn transistor operation in the saturation region
when VBE and VBC are both positive, and also in the forward-active and inverse-active
regions. These equations are from the Ebers–Moll equations. In the forward-active region,
they degenerate into a form similar to that of (2.127), (2.139), and (2.141) derived earlier.
This can be shown by putting VBE positive and VBC negative in (2.160) and (2.161) to obtain

Ic = αFIES

(
exp

VBE

VT

− 1

)
+ ICS (2.163)

IE = −IES

(
exp

VBE

VT

− 1

)
− αRICS (2.164)

Equation 2.163 is similar in form to (2.127) except that leakage currents that were
previously neglected have now been included. This minor difference is significant only
at high temperatures or very low operating currents. Comparison of (2.163) with (2.127)
allows us to identify IS = αFIES and it can be shown [21] in general that

αFIES = αRICS = IS (2.165)

where this expression represents a reciprocity condition. Using (2.165) in (2.160) and
(2.161) allows the Ebers–Moll equations to be expressed in the general form

Ic = IS

(
exp

VBE

VT

− 1

)
− IS

αR

(
exp

VBC

VT

− 1

)
(2.166)

IE = − IS

αF

(
exp

VBE

VT

− 1

)
+ IS

(
exp

VBC

VT

− 1

)
(2.167)

This form is often used for computer representation of transistor large-signal behavior.
The effect of leakage currents mentioned above can be further illustrated as follows. In

the forward-active region, we have, from (2.164),

IES

(
exp

VBE

VT

− 1

)
= −IE − αRICS (2.168)

Substitution of (2.168) in (2.163) gives

Ic = −αFIE + ICO (2.169)

where

ICO = ICS (1 − αRαF ) (2.170)



236 MODELS FOR ACTIVE DEVICES

and ICO is the collector–base leakage current with the emitter open. Although ICO is given
theoretically by (2.170), in practice, surface leakage effects dominate when the collector–
base junction is reverse biased and ICO is typically several orders of magnitude larger than the
value given by (2.170). However, (2.169) is still valid if the appropriate measured value for
ICO is used. Typical values of ICO are 10−10 to 10−12 A at 25◦C, and the magnitude doubles
about every 8◦C. As a consequence, these leakage terms can become very significant at
high temperatures. For example, consider the base current IB. This is

IB = − (Ic + IE) (2.171)

If IE is calculated from (2.169) and substituted in (2.171), the result is

IB = 1 − αF

αF

Ic − ICO

αF

(2.172)

But from (2.142)

βF = αF

1 − αF

(2.173)

and use of (2.173) in (2.172) gives

IB = Ic

βF

− ICO

αF

(2.174)

Since the two terms in (2.174) have opposite signs, the effect of ICO is to decrease the
magnitude of the external base current at a given value of collector current.

2.2.8 Self-Heating

Temperature is a dynamic parameter in any circuit, and it impacts the electrical performance
especially for semiconductor devices. Three temperatures are important for circuit design:

• T0, the ambient temperature during for parameter extraction;
• Tamb, the ambient temperature in simulation. Could be, for example, swept between

−40 and 120◦C;
• Tj, the dynamical junction temperature during operation.

The actual temperature during operation therefore is Tj = Tamb + Tj, where Tj de-
notes the increase in temperature due to self-heating.

For accurate simulation, it therefore is necessary that the transistor mathematics do not
just calculate currents and charges as functions of voltages, but also as a function of tem-
perature. The models therefore do have quite a number of parameters that describe how
transistor performance changes with temperature. But that is not all, since the actual tem-
perature depends on the device dissipated power and on the heatsinking measures applied.
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Figure 2.92 Equivalent circuit of the large signal FBH–HBT model with thermal subcircuit.

Fortunately, the flow of heat is described through differential equations like the flow
of current. This allows for calculation of temperature within a circuit simulator without
the need for a dedicated solver. The relation between dissipated power and temperature is
given by a thermal resistance Rth (in K/W), and a thermal capacitance Cth (in J/W). The
dissipated power is hence treated like a current, and the temperature is calculated through
an equivalent voltage.

Transistor models commonly use thermal subcircuits like the one seen in Figure 2.92.
It consists of the equivalent current source that forces the current equivalent to the total
dissipated power:

Pdiss =
∑

all branches

|ii(t) · vi(t)|2 (2.175)

The thermal time constant accounts for the fact that the temperature does not follow the
electrical power with infinite speed. In an integrated circuit, the Rth Cth time constant is
typically around a microsecond.

The thermal subcircuit provides a thermal node in this model. In the basic application, this
node would just be shortened to ground, and the increase of device’s junction temperature
compared to the ambient temperature, Tj would equal the equivalent voltage across Rth

and Cth. It is clearly seen that this subcircuit is fully separated from the rest of the circuit.
Commonly, the Rth Cth time constant is only used to separate dc from RF, since dc power

heats the device, while RF power does not. Only for wideband applications, or for baseband
applications, the real thermal frequency response can be interesting. In this case, detailed
analysis of the thermal response is required, and usually multiple time constants are to be
taken into account, for example, one for the die, another for the package, a third one for the
heatsink.
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Figure 2.93 Output IV curves of a 3 × 30 �m2 HBT. (Courtesy Ferdinand-Braun-Institut.)

The thermal port also enables the exchange of thermal energy between different devices
and thus can be used to determine the impact of mutual heating between different devices.

Impact of Self-Heating on HBT DC Characteristics The output IV curves of GaAs-
based HBTs look a bit different from the curves previously discussed for BJTs, see
Figure 2.93. Instead of increasing with Vce due to the Early effect, these curves decrease
due to self-heating. Early effect is not pronounced in these devices due to the high
base doping, anyway.

The figure shows two measurements, one at 25◦C ambient temperature and one at 45◦C.
When looking at the IV curve first, it is observed that increasing the ambient temperature
basically reduces current gain. The negative slope of the curves, on the other hand, is due to
self-heating, it is most pronounced in the region of high dissipated powers Pdiss = IC · VCE.
Comparing how the two types of heating impact device performance points to the fact that
the junction temperature can easily reach about 100◦C in power amplifiers.

The temperature dependence of transistor model parameters are usually linearly approx-
imated, since the span for which the model needs to be accurate is rather narrow, say, for
example, −40 to 120◦C ambient temperature. For diode currents, however, an exponential
dependence of the saturation current Is needs to be considered:

I(V, Tj) = IS(Tj) ·
(
e
V/(nVTj

) − 1
)

= IS,T0 · (eEg/(kT0)−Eg/(kTj )
) ·

(
e
V/(nVTj

) − 1
)

(2.176)

with the bandgap energy Eg, the Boltzmann constant k, and the junction temperature at time
of parameter extraction (the reference temperature) T0, and the actual junction temperature
Tj. At fixed base voltage, the current increases with temperature. This positive feedback
allows GaAs HBTs become thermally unstable with low-impedance base matching. In the
worst case, the devices melts down or the current concentrates in one part of the device.
The latter effect, hot-spot formation, is sometimes hard to be detected and suppressed, but
it is of course a threat regarding reliability and lifetime.

When forcing current, on the other hand, base voltage is reduced with self-heating in
case of HBTs. This effect is shown in Figure 2.93b. During dc characterization of HBTs,
this VBE − VCE plot should always be taken together with the IC − VCE plot, as it shows
the temperature dependence of the base–emitter diode much more pronounced than the
collector current alone.
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Figure 2.94 Linear BJT model.

In the case of SiGe HBTs, the situation is similar but a bit relaxed. First, Si conducts the
heat about three times better than GaAs. Second, the material systems offers the possibility
to compensate the temperature behavior, at least to a certain extent.

2.2.9 Small-Signal Models of Bipolar Transistors

Figure 2.94 shows the small-signal equivalent BJT model. It consists of an intrinsic model
and a package model. The model key words are listed in Table 2.12.

2.3 FIELD-EFFECT TRANSISTORS

Both diodes and pnp/npn transistors work on the injection principle, which means the base–
emitter junction generates either free electrons or other carriers that are being “collected”
by the collector connection and the base connection controls it.
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Table 2.12 Small-Signal BJT Model Key Words

Key Word Description Unit Default

Intrinsic Model
A Ratio of IC to IE at dc 0.0
RE Emitter resistance ohm 0.0
F Current generator roll-off frequency Hz ∞
T Time delay s 0.0
CE Emitter capacitance farad 0.0
CI Collector capacitance farad 0.0
RCE Collector emitter resistance ohm ∞
RC Collector resistance ohm ∞
RO Extrinsic base collector resistance ohm 0.0
CO Extrinsic base collector capacitance farad 0.0
RB1 Intrinsic base resistance (Rbb) ohm 0.0
RC1 Parasitic collector resistance ohm 0.0
RE1 Parasitic emitter resistance ohm 0.0
RB2 Parasitic base resistance ohm 0.0
RC2 Parasitic collector resistance ohm 0.0
CBE Base-to-emitter package capacitance farad 0.0
CBC Base-to-collector package capacitance farad 0.0
CCE Collector-to-emitter package capacitance farad 0.0
LB Base lead inductance henry 0.0
LC Collector lead inductance henry 0.0
LE Emitter lead inductance henry 0.0
TJ Chip temperature K 298
NFAC Noise factor proportional to drive 1.0
FC Flicker noise (1/f noise) corner frequency Hz 50

Package Model
CBCP Base-to-collector package capacitance farad 0.0
CBEP Base-to-emitter package capacitance farad 0.0
CCEP Collector-to-emitter package capacitance farad 0.0
ZBT Base transmission line impedance ohm 50
ZCT Collector transmission line impedance ohm 50
ZET Emitter transmission line impedance ohm 50
LBT Base transmission line length at εr = 1 meter 0.0
LCT Collector transmission line length at εr = 1 meter 0.0
LET Emitter transmission line length at εr = 1 meter 0.0

Notes:
1. A ≡ α = Ic/Ie; β = dc current gain = α/(1 − α).
2. The bipolar current gain in this model is described by

A = A(0) = e−jωT

1 + jf/F

where ω = 2πf and f = frequency.
3. The current source is controlled by the current through Re. The current generator has a cutoff frequency with

respect to the total emitter current, IE:

F = gm/2πCe

where gm = 1/Re. This frequency becomes infinity for the default value for Ce(0.0). The parameter F specifies
the frequency roll-off for the current generator with respect to the current through Re. Effectively, this frequency
parameter may be used to model additional delays in the device.
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In opposition to this, the FET controls the electronic conduction in a solid by an electric
field, and this concept actually predates the invention of the bipolar transistor. J. E. Lilienfeld
filed for a patent on such a device in 1925 (U.S. Patent No. 1,745,175), and W. Shockley
presented a comprehensive theory of the FET in 1952. It took until 1960 before the first
commercially available FETs came to the market.

Several types of semiconductor materials have been used for making FETs: silicon,
germanium, gallium arsenide, gallium nitride, and other have been used. By far, the most
widely used is silicon, followed by gallium arsenide.

The field-effect transistor (FET) is a class of electronic semiconductor device in which
the conduction of a “channel” between source (S) and drain (D) terminals is controlled
by an electric field impressed upon the channel via a gate (G) terminal. The conduction
channel may utilize n-type carriers (electrons) or p-type carriers (holes). The electric field
that controls the channel conduction may be introduced via a pn junction (for a “junction”
FET [JFET]), a metal plate separated from the semiconductor channel by an oxide dielectric
(for a metal-oxide semiconductor [MOS] FET), or a combination of the two methods. The
channel of heterostructure FETs (HFETs or HEMTs) consists of a quantum well of high
conductivity and the gate voltage controls the number of available electrons in the channel.
The polarity of the controlling electrical field is a function of the type of carriers in the
channel. A FET “family tree” is shown in Figure 2.95.

For today’s microwave and RF integrated circuits, the JFET with its high-frequency
problems (low cutoff frequency) and large variation in parameters, such as transconduc-
tance and pinchoff voltage, has fallen out of favor. It has, however, still its place in fre-
quency generation up to 500 MHz due to its unparalleled low flicker noise corner fre-
quency. The most-used FET types are MOS for small-signal applications, LDMOS (lat-
eral diffused MOS), and as an emerging technology, GaN HEMTs for power applications,
GaAs HEMT for lower-power applications (low-voltage applications) as well as high-power
applications.

Field-effect
transistor

(FET)

Metal-
semiconductor-
FET (MESFET)

High electron
mobility FET

(HEMT)

Si junction
FET

(JFET)

Si metal-oxyd-
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HEMT

GaAs
HEMT

SiC
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PMOSFET

Figure 2.95 A RF-FET family tree.
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Figure 2.96 Key parameters in operating a MESFET in a low-noise front-end stage, a high-gain inter-
mediate stage, and a linear power stage, showing at (a), the device characteristics that lead to optimum
dc bias for each service; at (b), the parameters that characterize the device performance; at (c), the
optimum generator reflection coefficient that must be synthesized by each circuit; and at (d), circuit ar-
rangements that reduce the transistor’s input Q or stabilize it at low frequencies. Although this example
is based on an HP MESFET with a gate length of 1 �m and a gate width of 500 �m, this principle applies
to all members of the FET family [22]. ©1976 IEEE.

All members of the FET family are high-impedance-input devices. Figure 2.96 shows
the key parameters in operating for MOSFETs, MESFETs, and HEMTs in low-noise stages,
high-gain stages, and linearized power stages. The linearization also improves the matching.
This figure is similar to its counterpart in Section 2.2.2.

The following several pages present a typical example of a datasheet3 for a JFET (U310)
and the chip (NZA) on which it is based, followed by an example of a device with a much
higher dynamic range (the CP640 family). The CP640 family and its similars are no longer
made and are being replaced by low-power LDMOS, which are not yet well documented.
At least one company, InterFET, is devoted entirely to producing discrete JFETs and JFET-
related hybrid and small-scale-integration IC products.

3 Reproduced with permission.
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2.4 LARGE-SIGNAL BEHAVIOR OF JFETs

A section view of a junction field-effect transistor (JFET) is shown in Figure 2.97. This
structure contains, between the source and the drain contacts, an n-type “channel” embedded
in a p-type silicon substrate. If it is assumed that the pn junction forms a barrier to current
flow, then it can be seen that channel conduction is a function of the channel width, length,
and thickness and of the density and mobility of the carriers. In this structure, current can
flow equally well in either direction through the channel; that is, the drain can be positive
or negative with respect to the source.

Since we have found out that the SPICE models for JFETs are really incomplete and give
poor answers, we will only briefly touch here on the JFET’s performance. The modified
Materka model, one of the best GaAsFET models, turns out to be best suited for junction
FETs because both transistors act similarly in the dc area. Both have a gate-to-source diode
that becomes conductive above 0.7 V at the input and they are also quite similar in other
respects. Their equivalent circuits are also quite similar, as parameter extractions for both
approaches have shown.

In general, in a three-terminal device, the drain current ID is a function of two variables:
VDS and VGS. This function is best represented by families of characteristic curves, as shown
in Figure 2.98. These curves are for the “common source” configuration, with the drain as
the output and the gate as the input. They reveal that for this device, if VDS is greater
than about 2 V (but less than the drain breakdown), ID is primarily determined by the gate
voltage VGS. Under these conditions, it is valid for small signals to characterize the FET
by a single transfer characteristic curve, commonly called the “forward transconductance
curve,” such as the upper curve shown in Figure 2.98b. Some of the relationships between
the forward transfer curve and the output characteristic curves of Figure 2.98a will be
examined. The value of VGS that reduces ID to approximately zero is the gate-source cutoff
voltage, VGS(off). With reference to the output curve, Figure 2.98a, note that the drain current
at VGS = 0 tends to become saturated at a drain voltage approximately equal in magnitude
to −VGS(off). This drain voltage is often referred to as the pinchoff voltage VP ; however, in
this section, pinchoff voltage is used interchangeably with gate-source cutoff voltage. VP

will have the same meaning as VGS(off). The symbol IDSS is commonly used to indicate the
value of saturated drain current at VGS = 0.

Figure 2.97 Junction field-effect transistor [24].
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Figure 2.98 Static characteristics of an n-channel JFET.

The forward transconductance characteristic of Figure 2.98b can be approximated by a
power law relation expressed as

ID = IDSS

(
1 − VGS

VGS(off)

)n

(2.177)

if VDS ≥ −VGS(off). By differentiation the small-signal transconductance, gfs is given by

gfs = dID

dV GS
= −n

IDSS

VGS(off)

(
1 − VGS

VGS(off)

)n−1

(2.178)

Some texts indicate a value of 3/2 for n; however, experimental measurements on a
number of n-channel JFET geometries indicate that the exponent n is close to 2, which is
the value derived in an approximate treatment by R. D. Middlebrook [25].

A useful relationship betweengfs0, IDSS, and VGS(off) is derived from the ratio of equations
(2.177) and (2.178).

ggs

ID

= n
(
VGS − VGS(off)

)−1
(2.179)

At VGS = 0, ID = IDSS and gfs = gfso. Using 2 as the value of the constant n leads to

gfso = −2
IDSS

VGS(off)
(2.180)
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Figure 2.99 Enlargement of n-channel output characteristic around VDS = 0.

For n-channel FETs, IDSS is positive and VGS(off) is negative; for p-channel FETs IDSS

is negative and VGS(off) is positive; thus gfs is a positive quantity for both p- and n-channel
FETs.

Equation (2.177) indicates that for VGS = VGS(off), ID = 0. In a real device, this does not
happen. Starting from zero, as the gate voltage is made more negative, the drain current
decreases until it reaches a very low value equal to the drain-leakage current. At this value,
the source current will consist of source-gate leakage. Any further increase in the magnitude
of the negative gate voltage will result in an increase in ID leakage. For the small-signal
device illustrated, this minimum ID is on the order of 2 × 10−13 A.

For some types of applications of the FET, it is helpful to understand the characteristics
at very low values of VDS, such as those shown in Figure 2.99. A “very low value” is one
that is small compared to the magnitude of VGS − VGS(off). In this region, VDS is small
enough to have little effect upon channel thickness, so that the ID/VDS slope is nearly
linear. Since the slope is a function of VGS, the FET can be utilized as a voltage-controlled
resistor. The conductance slope (ID/VDS) at VDS = 0 is approximately a linear function
of VGS − VGS(off).

If gds at VGS = 0 is given the term gds0, then

gds = gds0

(
1 − VGS

VGS(off)

)
(2.181)

with VDS = 0. A plot of this characteristic is shown in Figure 2.100, along with gfs and ID

characteristics.
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Figure 2.100 JFET ID , gfs , and gds .

The relationship between gds0, VGS(off), and IDSS is given by the equation

gds0 = −2
IDSS

VGS(off)
(2.182)

where IDSS and VGS(off) are as indicated in Figure 2.98. It is important to note that equa-
tions (2.181) and (2.182) and the gds curve of Figure 2.100 are valid only for the case
where VDS is very small compared to VP . Drain-source conductance at higher values of VDS

will be discussed later. FETs designed to be used as voltage-controlled resistors typically
have a high VGS(off) because the VDS/(VGS − VGS(off)) ratio should be low to keep distortion
low. The actual large-signal JFET model, as used in most simulators, is shown in Figure
2.101, including a list of its intrinsic key words (Table 2.13). Again, we had very little luck
using this model as published by several SPICE CAD software manufacturers as offered.
Although we cannot judge on the quality of the parameters that came with the software,
it was not possible to closely match even optimized sets of parameters to this large-signal
model and obtain acceptable results. However, since the modified Materka model worked
very well for this, we recommend not to use this popular JFET model at frequencies above
10 MHz.

2.4.1 Small-Signal Behavior of JFETs

Figure 2.102 shows the small-signal equivalent transistor model we would recommend. It
consists of an empirical FET model and a package model. Table 2.14 lists its key words.
Its advantage is that its built-in noise model is very accurate, even for JFETs and metal
semiconductor FETs.

Note 1: The transconductance of this model may be approximately described by

gm = G
e−jωT

1 + jf/F

where ω = 2πf and f = frequency.
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Figure 2.101 The nonlinear JFET model. Table 2.13 lists its intrinsic and extrinsic parameters. In our
opinion, this model is limited to frequencies below 10 MHz; above this frequency, the modified Materka
model should replace it.

Table 2.13 Large-Signal JFET Model Key Words

Key Word Description Unit Default

Intrinsic Model
NJF/PJF Channel-type selection (NJF=N-channel, PJF=P-channel) NJF
VT0 Threshold voltage volt −2.0
BETA Transconductance coefficient amp/volt2 1.0e-4
LAMB Channel-length modulation /volt 0.0
IS Gate-junction saturation current amp 1.0e-14
PB Gate-junction potential volt 1.0
FC Forward-bias depletion capacitance coefficient 0.5
CGS Zero-bias gate-source junction capacitance farad 0.0
CGD Zero-bias gate-drain junction capacitance farad 0.0
T Channel transit-time delay 0.0
KF Flicker noise coefficient 0.0
AF Flicker noise exponent 1.0
FCP Flicker noise frequency shape factor 1.0
SN Switch to turn device shot noise on (1) or off (0) 1
AREA Area multiplier 1.0
NOIS Reference label to a set of noise data
NAME Required user-specified name up to 8 characters

Extrinsic Model
RD Drain ohmic resistance ohm 0.0
RS Source ohmic resistance ohm 0.0
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Figure 2.102 Linear FET model.

Note 2: The flicker noise frequency dependence is given by

1

(f/Fc)
FCP

Electrical noise generated within a junction FET is usually represented by equivalent
noise sources, Ēn and īn. Both noise voltage Ēn and noise current īn are frequency dependent
and have the characteristics shown in Figure 2.103.

An equivalent noise circuit is shown in Figure 2.104. Above the frequency f1, Ēn is
approximately given by

ēn �
(

4KTB
0.67

gfs

)1/2

(2.183)

where K = 1.374 × 10−23 J/K, T = absolute temperature in Kelvins (273 K = 0◦C),
B = frequency range in Hertz, and gfs = transconductance of FET.

With the input short circuited, the noise voltage across the load RL resulting from the
FET is

Output noise voltage = ēnAV (2.184)
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Table 2.14 Small-Signal JFET Model Key Words

Key Word Description Unit Default

Intrinsic Model
G Transconductance at dc, G0 (see Note 1) /ohm
CGS Gate-source capacitance farad
F 3-dB roll-off frequency Hz ∞
T Time delay s 0.0
TDS Drain source time delay s 0.0
GGS Gate-source conductance /ohm 0.0
CDG Drain-gate capacitance farad 0.0
CDC Dipole layer capacitance farad 0.0
CDS Drain-source capacitance farad 0.0
GDS Drain-source conductance /ohm 0.0
RI Channel resistance ohm 0.0
RG Gate resistance ohm 0.0
RD Drain resistance ohm 0.0
RS Source resistance ohm 0.0
CGE External gate capacitance farad 0.0
CDE External drain capacitance farad 0.0
LG Gate lead inductance henry 0.0
LD Drain lead inductance henry 0.0
LS Source lead inductance henry 0.0
CGDE External gate-drain capacitance farad 0.0
GDG Gate drain conductance /ohm 0.0
TJ Chip temperature K 298

Package Parasitics
LGB Gate wirebond inductance henry 0.0
LDB Drain wirebond inductance henry 0.0
LSB Source wirebond inductance henry 0.0
CGSB Gate bondpad to source capacitance farad 0.0
CDSB Drain bondpad to source capacitance farad 0.0
CGSP Gate to source package capacitance farad 0.0
CDSP Drain to source package capacitance farad 0.0
CGDP Gate to drain package capacitance farad 0.0
ZGT Gate transmission line impedance ohm 50
ZDT Drain transmission line impedance ohm 50
ZST Source transmission line impedance ohm 50
LGT Gate transmission line length for at εr = 1 meter 0.0
LDT Drain transmission line length for at εr = 1 meter 0.0
LST Source transmission line length for at εr = 1 meter 0.0
FC Corner frequency of flicker (1/f ) noise (See Note 2) hertz 10 MHz
FCP Shape factor of the 1/f noise response 1.0
Label User-defined term that refers to temperature coefficient

Notes:

1. The transconductance of this model may be approximately described by gm = G
e−jωT

1 + j(f/F )
where ω = 2πf

and f is frequency.
2. The flicker noise frequency dependence is given by 1/(f/Fc)FCP.
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Figure 2.103 JFET noise characteristics.

Below the frequency f1, ēn increases proportional to 1/f n and is expressed as

ēn =
[

4KTB

(
0.67

gfs

)(
1 + f1

fn

)1/2
]

(2.185)

The low-frequency corner frequency f1 for JFETs is typically in the 100 Hz to 1 kHz
range, and the exponent n is usually between 1 and 2. As indicated by the equations, Ēn is
inversely proportional to the square root of gfs.

The equivalent input noise current īn is caused by the current in the gate-to-channel
junction. Its approximate value below f2 is

īn = (
2qIGB

)1/2
(2.186)

where q = 1.602 × 10−19, B = frequency range in hertz, and IG = dc gate current.
This expression is fairly accurate when IG is the result of the active device conductance.

Typically, īn will be lower than the calculated value because part of IG is due to conductance
across the device package.

RLRG

eT
–

en
–

in
–

Noise-free
FET

Figure 2.104 Equivalent noise circuit of the FET.
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At higher frequencies (above f2)

īn =
(

4KTB

Rp

)1/2

(2.187)

where RP = real part of gate input impedance. RP , in terms of Y11, can range from several
tens of m� (at audio frequencies) to 1 k� or less (at VHF/UHF frequencies). The high-
frequency corner f2 is typically in the range of 5–50 kHz and more than 100 MHz for
high-frequency devices.

Another form of noise is known as “popcorn” or burst noise, the causes of which have not
been completely identified. It shows up as a random short-duration step-function change
in drain current, equivalent to an input gate-source voltage change of a few tenths of a
microvolt. It is not unlike big bubbles on the surface of boiling water.

As far as the noise is concerned, we can also state that the Materka built-in proprietary
noise model is significantly more accurate than the one mentioned above [26–29]. This
model is implemented, with minimal documentation of its inner workings because of its
proprietary nature, in the linear portion of the circuit simulator in Ansoft Designer. In many
cases, the manufacturer supplies only limited data, so it is most convenient that after SPICE-
type parameter extraction is done by using the Scout program, one even gets good noise
prediction for JFETs using the modified Materka model.

2.4.2 Large-Signal Behavior of MOSFETs

Metal-oxide-semiconductor field-effect transistors (MOSFETs) are important components
in contemporary analog integrated circuits. While initial applications were centered on all-
MOS processes, combined bipolar and MOS processes give the designer the best of both
worlds. A major advantage of MOS processes for realizing analog functions is that complex,
dense digital functions can be realized on the same chip.

2.4.2.1 Transfer Characteristics of MOS Devices
A cross section of a typical enhancement-mode n-channel MOS transistor (NMOS) is shown
in Figure 2.105a. Heavily doped n-type source and drain regions are fabricated in a p-type
substrate (often called the body). A thin layer of silicon dioxide is grown over the substrate
material and a conductive gate material (metal or polycrystalline silicon) covers this oxide
between source and drain. The operation of the device is very similar to that of a JFET in
that the gate-source voltage is used to modify the conductance of the region under the gate.
This allows the gate voltage to control the current flowing between source and drain, giving
gain in analog circuits and switching characteristics in digital circuits.

The enhancement-mode NMOS device of Figure 2.105a shows significant conduction
between source and drain only when an n-type channel exists under the gate, and this is
the origin of the “ n-channel” designation. The term “enhancement mode” refers to the
fact that no conduction occurs for VGS = 0, and thus the channel must be “enhanced” to
cause conduction. MOS device can be made equally well by using an n-type substrate with
a p-type conducting channel. Such devices are called enhancement-mode p-channel MOS
transistors (PMOS). In technologies employing one or the other of these device types, the
circuit symbol of Figure 2.105b is commonly used for either one. In complementary MOS
technology (CMOS), both device types are present and the circuit symbols of Figure 2.105c
is used to distinguish them. In PMOS or NMOS technologies, the substrate is common to
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Figure 2.105 (a) Typical enhancement-mode NMOS structure. (b) Enhancement-mode NMOS or
PMOS circuit symbol when one device type only is present. (c) NMOS and PMOS symbols used in
CMOS circuits. (d) NMOS and PMOS symbols used when the substrate connection is nonstandard.
(e) Depletion MOS device symbol.
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Figure 2.106 Idealized NMOS device cross section with positive VGS applied, showing depletion re-
gions and the induced channel.

all devices, invariably connected to a dc power supply voltage, and usually not shown on
the circuit diagram. In CMOS technology, however, devices or one type or another are
fabricated in individual, separate isolation regions, which may or may not be connected to
a power supply voltage. If these isolation regions are connected to the appropriate power
supply, the symbols of Figure 2.105c will be used and the substrate connection will not be
shown. If the individual isolation regions are connected elsewhere, however, the devices will
be represented by the symbols of Figure 2.105d, where the substrate is labeled B. Finally, in
NMOS technology, an additional device type called a “depletion-mode” device is usually
available. This is a conducting channel implanted between the source and the drain so that
conduction occurs for VGS = 0. This device has characteristics that are almost identical to
that of a JFET and will be represented by the symbol of Figure 2.105e.

The derivation of the transfer characteristics of the enhancement-mode NMOS device of
Figure 2.105a begins by noting that with VGS = 0, the source and drain regions are separated
by back-to-back pn junctions. These junction are formed between the n-type source and
drain regions and the p-type substrate, resulting in an extremely high resistance (about
1012 �) between drain and source when the device is off.

Now consider substrate, source, and grain grounded and a positive voltage VGS applied to
the gate as shown in Figure 2.106. The gate and substrate then form the plates of a capacitor
with the SiO2 as a dielectric. Positive charge accumulates on the gate and the negative
charge on the substrate. Initially, the negative charge in the p-type substrate is manifested
by creation of a depletion region and resulting exclusion of holes under the gate. This is
shown in Figure 2.106. The depletion-layer width X under the oxide is

X =
(

2εφ

qNA

)1/2

(2.188)

where φ is the potential in the depletion layer at the oxide–silicon interface, NA atoms/cm3

is the doping density (assumed constant) of the p-type substrate, and ε is the permittivity of
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the silicon. The charge per unit area in this depletion region is

Q = qNAX =
√

2qNAεφ (2.189)

When the potential in the silicon reaches a critical value equal to twice the Fermi level
φf ≈ 0.3 V, a phenomenon known as “inversion” occurs [30]. Further increases in gate
voltage produce no further changes in the depletion-layer width but instead a thin layer
of electronics is induced in the depletion layer directly under the oxide. This produces a
continuous n-type region with the source and drain regions and is the conducting channel
between source and drain. This channel can then be modulated by increases or decreases
in the gate voltage. In the presence of an inversion layer, and with no substrate bias, the
depletion region contains a fixed charge

Qb0 = √
2qNAε2φf (2.190)

If a substrate-bias voltage VSB (source positive for n-channel devices) is applied between
source and substrate, the potential required to produce inversion becomes (2φf + VSB) and
the charge stored in the depletion region, in general, is

Qb = √
2qNAε(2φf + VSB) (2.191)

The gate voltage VGS, required to produce an inversion layer, is called the threshold
voltage Vt and can now be calculated. This voltage consists of several components. First, a
voltage [2φf + (Qb/Cox)] is required to sustain the depletion-layer charge Qb, where Cox

is the gate oxide capacitance per unit area. Second, a work-function difference φms exists
between the gate metal and the silicon. Third, there is always charge density Qss (positive)
in the oxide at the silicon interface. This is caused by crystal discontinuities at the Si–SiO2

interface and must be compensated by a gate voltage contribution of −Qss/Cox. Thus, we
have a threshold voltage

Vt = φms + 2φf + Qb

Cox
− Qss

Cox

= φms + 2φf + Qb0

Cox
− Qss

Cox
+ Qb − Qb0

Cox
(2.192)

= Vt0 + γ
(√

2φf + VSB − √
2φf

)
(2.193)

where (2.190) and (2.191) have been used and Vt0 is the threshold voltage with VSB = 0.
The parameter γ is defined as

γ = 1

Cox

√
2qεNA (2.194)

and

Cox = εox

tox
(2.195)

where εox and tox are the permittivity and thickness of the oxide, respectively. A typical
value of γ is 0.5 V1/2 and Cox = 3.5 × 10−4 pF/�m2 for tox = 0.1 �m.

In practice, the value of Vt0 is usually adjusted in processing by implanting additional
impurities into the channel region. Extra p-type impurities are implanted in the channel to
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Figure 2.107 NMOS device with bias voltages applied.

make Vt0 ≈ 0.5 to 1.5 V for n-channel enhancement devices. By implanting n-type impu-
rities in the channel region, a conducting channel can be formed, even for VGS = 0. This
MOS transistor is called a depletion device, with typical values of Vt0 in the range −1 to
−4 V. If Qi is the charge density per unit area due to the implant, then the threshold voltage
given by (2.192) is shifted by approximately Qi/Cox.

The preceding equations can now be used to calculate the large-signal characteristics of
an NMOS transistor. For purposes of analysis, the source is assumed grounded and bias
voltages VGS, VDS, and VSB are applied as shown in Figure 2.107. If VGS is greater than Vt ,
a conducting channel exists and VDS causes a larger reverse bias from drain to substrate
than exists from source to substrate, and thus a wider depletion region exists at the drain.
However, for simplicity, we assume that the voltage drop along the channel itself is small
so that the depletion layer is constant along the channel.

At a distance y along the channel, the voltage with respect to the source is V (y) and
the gate-to-channel voltage at that point is VGS − V (y). We assume that this voltage ex-
ceeds the threshold voltage Vt , and thus the induced electron charge per unit area in the
channel is

QI (y) = Cox[VGS − V (y) − Vt] (2.196)

The resistance dR of a length dy of the channel is

dR = dy

WμnQI (y)
(2.197)

where W is the width of the device, perpendicular to the plane of Figure 2.107, and μn is
the average electron mobility of the channel.

The voltage drop dV along the length of the channel dy is

dV = IDdR = ID

WμnQI (y)
dy (2.198)
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If L is the total channel length, then substitution of (2.196) in (2.198) and integration
gives ∫ L

0
IDdy =

∫ VDS

0
WμnCox(VGS − V − Vt)dV (2.199)

This results in

ID = k′

2

W

L

[
2(VGS − Vt)VDS − V 2

DS

]
(2.200)

where

k′ = μnCox = μnεox

tox
(2.201)

Equation (2.200) is important and describes the I–V characteristics of an MOS transistor,
assuming a continuous induced channel. A typical value of k′ for tox = 0.1 �m is about
20 �A/V2 for an n-channel device.

As the value of VDS is increased, the induced conducting channel narrows at the drain
end and (2.196) indicates that QI at the drain end approaches zero as VDS approaches
(VGS − Vt). This results in the same pinch-off phenomenon as occurs in a JFET, and further
increases in VDS produce little change in ID. Equation (2.200) is thus no longer valid if
VDS is greater than (VGS − Vt). The value of ID in this region is obtained by substituting
VDS = (VGS − Vt) in (2.200), giving

ID = k′

2

W

L
(VGS − Vt)

2 (2.202)

for an MOS transistor in the pinch-off region. As in the case of a JFET, the drain current in
the pinch-off region varies slightly as the drain voltage is varied. This is due to the presence
of a depletion region between the physical pinch-off point in the channel at the drain end
and the drain region itself. If this depletion-layer width is Xd , then the effective channel
length is given by

Leff = L − Xd (2.203)

If Leff is used in place of L in (2.202), we obtain a more accurate formula for the pinch-off
region

ID = k′

2

W

Leff
(VGS − Vt)

2 (2.204)

The fact that Xd (and thus Leff ) are functions of the drain, source voltage results in a
variation of ID and VDS in the pinch-off region. Using (2.203) and (2.204), we obtain

∂ID

∂VDS
= −k′

2

W

L2
eff

(VGS − Vt)
2 dLeff

dVDS
(2.205)

and thus

∂ID

∂VDS
= ID

Leff

dXd

dVDS
(2.206)
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This equation is analogous to (2.151) for bipolar transistors. Following a similar
procedure, a voltage analogous to the early voltage can be defined as

VA = ID

∂ID/∂VDS
(2.207)

and thus

VA = Leff

(
dXd

dVDS

)−1

(2.208)

For MOS transistors, the most widely used parameter for the characterization of output
resistance is

λ = 1

VA

(2.209)

As in the bipolar case, the large-signal properties of the transistor can be approximated
by assuming that λ and VA are constants, independent of bias conditions. Thus, we can
formulate a better approximation to the I–V characteristics as

ID = k′

2

W

L
(VGS − Vt)

2(1 + λVDS) (2.210)

In practical, MOS transistors variation of Xd with voltage is complicated by the fact
that the field distribution in the drain depletion region is not one dimensional. A vertical
component in the field distribution is introduced by the potential difference between the
gate and channel and the gate and drain. As a result, the calculation of λ from the device
structure is quite different [31], and it is usually necessary to develop effective values of λ

from experimental data. The parameter λ is a linear function of effect channel length and is
an increasing function of the doping level in the channel. Typical values of λ are in the range
0.05–0.005 V−1. Note that, in the case of a JFET, the pinch-off region for MOS devices is
often called the saturation region.

A plot of ID versus VDS for an NMOS transistor is shown in Figure 2.108. Below pinch-
off, the device behaves as a nonlinear voltage-controlled resistor, which is often called
the ohmic or triode region. Above pinch-off, the device approximates a voltage-controlled
current source. Note that for depletion MOS devices, Vt is negative and ID is finite, even
for VGS = 0. For PMOS devices, all polarities of voltage and current are reversed.

The results as previously derived can be used to form a large-signal model of an MOS
transistor. The model topology in the pinch-off region is the same as that for the JFET, but
using (2.202) for the controlled-current generator.

2.4.2.2 MOS Device Voltage Limitations
The voltage limitations of MOS transistors depend on the gate length L. For small values
of L (less than about 10 �m), the drain-depletion region exerts an appreciable influence on
the channel. This causes ID to rise with increasing VDS in a similar fashion to the bipolar
transistor curves of Figure 2.90.

For long channel lengths, the drain-depletion region has little effect on the channel and the
ID-versus-VDS curves follow closely the ideal curves of Figure 2.108. Eventually, the drain-
substrate pn-junction breakdown voltage is exceeded and a sharp breakdown characteristic
is obtained, which is similar to the JFET characteristic.
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Figure 2.108 NMOS device characteristics.

In addition to VDS limitations, MOS devices must also be protected against excessive
gate voltages. Typical gate oxides break down with about 25–50 V applied from gate to
channel, and this process is destructive to the transistor.

2.4.3 Small-Signal Model of the MOS Transistor in Saturation

The preceding large-signal equations can now be used to derive the small-signal model
of the MOS transistor in the saturation or pinch-off region. The important equations are
(2.207) and (2.193). Note from (2.193) that the source-substrate voltage VBS affects Vt , and
thus ID. This is due to the influence of the substrate acting as a second gate and is called
body effect. As a consequence, ID is a function of both VGS and VBS, and we require two
transconductance generators in the small-signal model as shown in Figure 2.17. Variations
in the voltage Vbs from source to body cause current gmbvbs to flow from drain to source.
Note that the body (or substrate) of an NMOS integrated circuit is usually connected to
the most negative supply voltage and is thus an ac ground. However, the source connection
can have a significant ac voltage impressed upon it. Parasitic resistances due to the channel
contact regions should be included in series with the source and drain of the model, but are
usually neglected in hand calculations. These resistances have an inverse dependence on
channel width W and have typical values of 50–100 � for devices with W of about 1 �m.

The parameters of Figure 2.109 can be determined from (2.210) by differentiating.

gm = ∂ID

∂VGS
= k′ W

L
(VGS − Vt)(1 + λVDS) (2.211)

If λVDS � 1, this is often approximated as

gm = k′ W
L

(VGS − Vt) =
√

2k′ W
L

ID (2.212)
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Like the JFET and unlike the bipolar transistor, the transconductance of the MOSFET
depends on both bias current and the W/L ratio (also on the oxide thickness via k′ ). Similarly

gmb = ∂ID

∂VBS
= −k′ W

L
(VGS − Vt)(1 + λVDS)

∂Vt

∂VBS
(2.213)

From (2.193)

∂Vt

∂VBS
= − γ

2
√

2φf + VSB
= −χ (2.214)

where this equation defines a factor χ. This parameter is equal to the rate of change of
threshold voltage with body bias voltage. One obtains

χ = Cjs

cox
(2.215)

whereCjs is the capacitance per unit area of the depletion region under the channel, assuming
a one-sided step junction with a built-in potential ψ0 = 2φf .

Substitution of (2.214) in (2.213) gives

gmb = γk′(W/L)(VGS − Vt)(1 + λVDS)

2
√

2φf + VSB
(2.216)

Again, if λVDS � 1, we have

gmb = γ
√

k′(W/L)ID√
2(2φf + VSB)

(2.217)
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An important quantity is the ratio gmb/gm, and from (2.211) and (2.216) we find

gmb

gm

= γ

2
√

2φf + VSB
= χ (2.218)

The factor χ is typically in the range 0.1–0.3.
Finally, the small-signal output resistance can be obtained directly from (2.205)

ro =
(

∂ID

∂VDS

)−1

= Leff

ID

(
dXd

dVDS

)−1

(2.219)

and using (2.208) and (2.209), we find

ro = 1

λID

= VA

ID

(2.220)

Small-signal model capacitances are also shown in Figure 2.109. Of these, only the
gate-source capacitance Cgs is intrinsic to the device operation in the saturation region.
Capacitances Csb and Cdb are parasitic depletion-region capacitances between the substrate
and the source and drain regions, respectively. These can be expressed as follows:

Csb = Csb0(
1 + VSB

�0

)1/2 (2.221)

Cdb = Cdb0(
1 + VDB

�0

)1/2
(2.222)

These capacitances are proportional to the gate and source region areas (including side-
walls), and Csb also includes depletion-region capacitance from the induced channel in the
body.

Capacitance Cgb between gate and substrate models parasitic oxide capacitance between
the gate contact material and the substrate outside the active-device area. This is a constant
capacitance, and models coupling between polysilicon and metal interconnects and the
underlying substrate. In fact, parasitic capacitance of this type underlies all polysilicon and
metal traces on the chip and should be taken into account when simulating and calculating
high-frequency circuit and device performance. Typical values depend on oxide thicknesses
and range from about 0.04 to 0.15 fF per square micrometer of interconnect, with fringing
effects becoming important for narrow lines (several micrometers or less in width).

Capacitances Cgs and Cgd exist from gate to source and drain, respectively. If Cox is the
oxide capacitance per unit area from gate to channel then the total capacitance under the gate
is CoxWL. This capacitance is intrinsic to the device operation and models the gate control
of the channel conductance. In the ohmic region of device operation, this capacitance is
split equally between source and drain so that Cgs = Cgd = 1/2CoxWL. However, in the
saturation region, the channel is very narrow at the drain end and the drain voltage exerts
little influence on either the channel or the gate charge. As a consequence, the intrinsic
portion of Cgd is essentially zero in the saturation region and Cgd then consists of a constant
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parasitic oxide-capacitance contribution due to gate overlap of the drain region. This is on
the order of 1−10 fF for small devices.

In order to calculate the corresponding value of Cgs in the saturation region, we must
calculate the total charge QT stored in the channel. This can be obtained by integrating
(2.196) to obtain

QT = WCox

∫ L

0
[VGS − V (y) − Vt]dy (2.223)

Substituting for dy/dV from (2.198) in (2.223), we find

QT = W2C2
oxμn

ID

∫ VGS−Vt

0
(VGS − V − Vt)

2dV (2.224)

where the limit y = L corresponds to V = (VGS − Vt) in saturation. Solution of (2.224) and
use of (2.201) and (2.202) gives

QT = 2

3
WLCox(VGS − Vt) (2.225)

and thus

Cgs = ∂QT

∂VGS
= 2

3
WLCox (2.226)

In addition, there is a contribution to Cgs from the constant parasitic oxide capacitance
due to gate overlap of the source region.

The fT of the MOSFET is given by

fT = 1

2π

gm

Cgs + Cgd + Cgb

(2.227)

The dependence of MOSFET fT on device and process parameters can be seen by
assuming that the intrinsic device capacitance Cgs dominates. Thus, from (2.227) we have

fT = 1

2π

gm

Cgs

(2.228)

Substituting in (2.228) for gm from (2.212) and Cgs from (2.226), we find for a MOSFET

fT = 1.5
μn

2πL2
(VGS − Vt) (2.229)

It is interesting to compare this with the intrinsic fT of a bipolar transistor when parasitic
depletion-layer capacitance is neglected. From

fT = 1

2πτF

(2.230)
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and substituting for τf and using the Einstein relationship Dn/μn = kT/q = Vt , we find
for a bipolar transistor

fT = 2
μn

2πW2
B

VT (2.231)

The similarity in form between (2.229) and (2.231) is striking. In both cases, the intrinsic
device fT increases as the inverse square of the critical device dimension across which
carriers are in transit. The voltage VT = 26 mV is fixed for a bipolar transistor, but MOSFET
fT can be increased by operating at high values of (VGS − Vt). Note that the base width WB

in a bipolar transistor is a vertical dimension determined by diffusions or implants and can
typically be made much smaller than the channel length L of a MOSFET, which depends on
surface geometry and photolithographic processes. Thus, bipolar transistors generally have
higher fT than MOSFETs made with comparable processing. Finally, (2.229) was derived
assuming that the MOSFET square law is valid. However, as discussed in Section 2.4.4,
submicrometer MOSFETs depart significantly from square-law characteristics, and we find
that for such devices fT increases as L−1 rather than L−2.

2.4.4 Short-Channel Effects in FETs

The evolution of integrated-circuit processing techniques has led to continuing reductions
in both the horizontal and vertical dimensions of the active devices (the minimum allowed
dimension of passive devices has also increased). This trend is driven primarily by eco-
nomics in that more devices and circuits can be processed at one time on a given wafer. A
second benefit has been that the frequency capability of the active devices continues to in-
crease, as intrinsic fT values increase with smaller dimensions while parasitic capacitances
decrease.

Vertical dimensions such as the base width of a bipolar transistor in production processes
may now be on the order of 0.05 �m or less, whereas horizontal dimensions such as bipolar
emitter width or FET gate length may be in the order of some ten nm. Even at these very small
dimensions, the large-signal and small-signal models of bipolar transistors given in previous
sections remain valid. However, significant short-channel effects become important in FETs
of all types at channel lengths on the order of 1 �m or less and require modifications to the
FET models given previously. The primary effect is to modify the classical FET square-law
transfer characteristic in the saturation region to make the device more closely approach
an ideal linear transfer function. Note, however, that even in processes with submicrometer
capability, many of the FETs in a given analog circuit may be deliberately chosen to be
larger than the minimum size and may be well approximated by the square-law model.

The most important short-channel effect in FETs is due to velocity saturation of carriers in
the channel [32]. At low electric field values, the linear relation between carrier velocity and
field implied by (2.197) and (2.198) is valid. At high fields, however, the carrier velocities
approach the thermal velocities and subsequently the carrier velocities increase more slowly
with increasing field. This is illustrated in Figure 2.110, which shows typical measured
electron drift velocity vd versus tangential electric field strength magnitude E in an NMOS
surface channel. Note that at low field values, the velocity is proportional to the field, while
at high fields the velocity approaches a constant value called the scattering-limited velocity
vscl. A first-order analytical approximation to this curve is

vd = μnE
1 + E/Ec

(2.232)



268 MODELS FOR ACTIVE DEVICES

Figure 2.110 Typical measured electron drift velocity vd versus tangent electric field E in an MOS
surface channel (solid line). Also shown (dotted line) is the analytical approximation of equation (1.204)
with Ec = 1.5 × 106 V/m and �n = 0.07 m2/Vs.

where E∼=1.5 × 106 V/m and μn
∼= 0.07 m2/Vs in the low-field mobility. Equation (2.232)

is also plotted in Figure 2.110. From (2.232), as E → ∞, we have vscl = μnEc. At the
critical field value Ec, the carrier velocity is a factor of 2 less than the low-field formula
would predict. In a device with a channel length L = 1 �m, we need a voltage drop of only
1.5 V along the channel to have an average field equal to Ec, and this condition is readily
achieved in small MOSFETs. Similar results are found for PMOS devices.

As an example of the effects of velocity saturation on FET characteristics, we consider
the example of the MOSFET. In the analysis of “Transfer Characteristics of MOS Devices”
in Section 2.4.2, we now use the more general expression

ID = WQI (y)vd(y) (2.233)

Substituting (2.232) in (2.233) and using

ID = WQI (y)vd(y) (2.234)

for the magnitude of the field, we find that

ID

(
1 + 1

Ec

dV

dy

)
= WQI (y)μn

dV

dy
(2.235)

Note that as Ec → ∞ and velocity saturation becomes negligible, (2.235) approaches
the original equation (2.198).
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Integrating (2.235) along the channel, we obtain

∫ L

0
ID

(
1 + 1

Ec

dV

dy

)
dy =

∫ VDS

0
WQI(y)μndV (2.236)

and thus

ID = μ̇nCox

2

(
1 + 1

Ec

VDS

L

) W

L

[
2(VGS − Vt)VDS − V 2

DS

]
(2.237)

The quantity VDS/L in (2.237) can be interpreted as the average field in the channel. If
this is comparable to Ec the drain current for a given VDS is less than the simple expression
(2.200) would predict.

Equation (2.237) is valid in the triode region. The MOSFET transfer function in saturation
can be obtained by using VDS = (VGS − Vt) in (2.237) to obtain

ID = k′

2[1 + θ(VGS − Vt)]

W

L
(VGS − Vt)

2 (2.238)

where θ = 1/LEc and has the dimension V−1. For L = 1 �m, a typical value is θ ≈ 0.7 V−1.
Note that in the presence of velocity saturation effects, the device enters the saturation region
for VDS < (VGS − Vt). However, (2.238) still gives a good estimate of the saturation current.

Thus far, we have only considered the effects of the tangential field due to the VDS along
the channel when considering velocity saturation effects. However, there exists a normal
field originating from the gate voltage that also inhibits channel carrier mobility. Since
the normal field depends on the value of VGS, we find that an empirical modification to
θ in (2.238) can adequately model this effect. In practice, θ is determined by a best fit to
measured device characteristics.

Returning to (2.238), we note that for very short channel lengths, θ becomes large and
(2.238) reduces to

ID ∝ (VGS − Vt) (2.239)

Thus, the FET characteristics tend toward a linear transfer function as the channel length
becomes very small (less than 1 �m).

Equation (2.238) has a simple circuit representation. Consider the circuit of Figure 2.111,
where an ideal square-law MOSFET has a resistance RSX in series with the source of the
FET. Assume

ID = μCox

2

W

L
(V ′

GS − Vt)
2 (2.240)

Now

VGS = V ′
GS + IDRSX (2.241)
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Figure 2.111 Model of velocity saturation of a MOSFET by addition of a series source resistance to
an ideal square-law device.

and substituting (2.241) into (2.240) we find that

ID = μCox

2

W

L
(VGS − IDRSX − Vt)

2 (2.242)

Rearranging (2.242), we find

ID = μCox

2

[
1 + μCox

W

L
RSX(VGS − Vt)

] W

L
(VGS − Vt)

2 (2.243)

This has exactly the same form as (2.238) if we identify

θ = μCox
W

L
RSX (2.244)

Substituting θ = 1/LEc into (2.244), we have

RSX = 1

Ec

1

μCox

1

W
(2.245)

Thus, the influence of velocity saturation on the large-signal characteristics of a FET can
be modeled to first order by a resistor RSX in series with the source of an ideal square-law
device. Note that RSX varies inversely with W , as does the intrinsic physical series resistance
due to source and drain contact regions. Typically, RSX is larger than the physical series
resistance. For W = 2 �m, μCox = 40 �A/V2, and Ec = 1.5 × 106 V/m, we find RSX =
8 k�.

The foregoing analysis has developed a modified large-signal mode for the MOSFET
including velocity saturation effects. Small-signal MOSFET modeling for small devices
can still be done using the equivalent circuit of Figure 2.109 if the values of gm and gmb are
modified to account for the effects of velocity saturation using (2.238).

Figure 2.112 shows a cross-section of VMOS (vertical MOS) and DMOS (double-
diffused MOS) transistors. The probably most popular device of this family is the
LDMOS (laterally diffused MOS) power transistor (Figures 2.113 and 2.114). LDMOS
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Figure 2.112 Cross-section of (a) VMOS and (b) DMOS FETs.
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Figure 2.113 Cross-section of a Philips (now NXP) LDMOS FET [33].

Figure 2.114 Photo of the underside of an LDMOS FET.
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FETs operate from a single supply (approximately 8 V and up) and are available for output
powers surpassing 100 W at 2 GHz. The feedback capacitance is much lower than VMOS,
TMOS, and earlier models, significantly improving circuit stability.

2.4.5 Small-Signal Models of MOSFETs

2.4.5.1 Subthreshold Conduction in MOSFETs
The MOSFET analysis of Section 2.4.2 focused on the normal region of operation where
this is a well-defined conducting channel under the gate. Changes in the gate voltage are
assumed to cause changes in the channel charge only, and not in the depletion region below.
However, for gate voltages less than the extrapolated threshold voltage Vt , the applied gate
potential affects both the depletion region charge and the channel charge, which is then very
small but not zero. The device can thus conduct finite (but small) current for VGS < Vt , so
that (2.202) is not valid in this region. The electrons in the n+ source region of an NMOS
transistor can overcome the potential barrier to the p-type substrate and enter the channel
region. This process is very similar to the turn-on of a bipolar transistor, and in fact the
MOSFET characteristics in this subthreshold region (also called weak inversion) are very
similar to those of a bipolar transistor. Analysis [34] shows that in the subthreshold region,
MOSFET characteristics can be defined by the equation

ID = kx

W

L
evGS/nVT (1 − e−VDS/VT ) (2.246)

where kx depends on process parameters and n ∼= 1.5. The value of n is not equal to unity in
this case (as it is for the bipolar transistor) because the applied voltage VGS appears partially
at the silicon surface and partially across the depletion layer.

To illustrate this effect, we show measured NMOS characteristics plotted on three differ-
ent scales in Figures 2.115–2.117. In Figure 2.115, we show the transfer characteristic in the

Figure 2.115 Measured NMOS transfer characteristic in the forward-active region.
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Figure 2.116 Data from Figure 2.115 plotted as
√
ID versus VGS showing the square-law

characteristic.

forward-active region plotted on linear scales. For this device, W = 20 �m and L = 20 �m
and short-channel effects are negligible. The same data is plotted in Figure 2.116 as

√
ID

versus VGS. The resulting straight line shows that the device characteristic is close to an
ideal square law. Plots like this are commonly used to obtain Vt by extrapolation (0.7 V in
this case) and also k′ from the slope of the curve (54 μA/V2 in this case). Note that near the
threshold voltage, the curve deviates from the straight line representing the square law. This
is the subthreshold region. The data are plotted a third time in Figure 2.117 on log-linear

Figure 2.117 Data from Figure 2.115 plotted on log-linear scales showing the exponential character-
istic of the subthreshold region.
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scales. The straight line obtained for VGS < Vt fits (2.246) with n = 1.5. At currents below
10−12 A, the effect of leakage currents becomes evident.

The major application of subthreshold operation is in very low power applications at
relatively low signal frequencies. The limitation to low signal frequencies occurs because
the MOSFET fT becomes very small. Since the device capacitances at very low bias currents
are essentially fixed, and the small-signal gm calculated from (2.246) becomes proportional
to ID, we see that the value of fT becomes very small at very low values of ID.

2.4.5.2 Substrate Flow in MOSFETs
As the reverse-bias voltages on the device are increased, carriers traversing the depletion
regions gain sufficient energy to create new hole-electron pairs in lattice collisions by a
process known as impact ionization. Eventually, at high enough bias voltages, the process
results in large avalanche currents. For collector–base bias voltages well below the break-
down value, a small enhanced current flow may occur across the collector–base junction
due to this process with little apparent effect on the device characteristics.

Impact ionization also occurs in MOSFETs but has a significantly different effect on
the device characteristics. This is because the channel electrons (for the case of NMOS)
create hole-electron pairs in lattice collisions in the drain depletion region, and some of
the resulting holes then flow to the substrate, creating a substrate current. (The electrons
created in the process flow out the drain terminal.) The carriers created by impact ionization
are thus not confined within the device as they are in a bipolar transistor. The effect of
this phenomenon can be modeled by inclusion of a controlled current generator IDB from
drain to substrate, as shown in Figure 2.118 for an NMOS device. The magnitude of this
substrate current depends on the voltage across the drain depletion region (which determines
the energy of the ionizing channel electrons) and also on the drain current (which is the rate
at which channel electrons enter the depletion region). It has been found empirically [35]
that the current IDB can be expressed as

IDB = K1(VDS − VDS sat)IDe−[K2/(VDS−VDS sat)] (2.247)

where K1 and K2 are process-dependent parameters and VDS sat is the value of VDS where
the drain characteristics enter the saturation region. Typical values for NMOS devices are
K1 = 5V−1 and K2 = 30 V. The effect is generally much less significant in PMOS devices

D

G

S

IDB

B

Figure 2.118 Representation of impact ionization in a MOSFET by a drain-substrate current
generator.
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because the holes carrying the charge in the channel are much less efficient in creating
hole-electron pairs than are energetic electrons.

The major impact of this phenomenon on circuit performance is that a parasitic resistance
from drain to substrate now exists. Since the substrate of an NMOS device in a p-substrate
process is an ac ground (the common substrate terminal must always be connected to the
most negatives supply voltage in the circuit), the parasitic resistance shunts the drain to
ground and can be a limiting factor in many circuit designs. Differentiating (2.247), we find
for the drain-substrate small-signal conductance

gdb = ∂IDB

∂VD

= K2
IDB

(VDS − VDS sat)2
(2.248)

Its main advantage is the BiCMOS process, which allows the mixing of analog and
digital circuits nicely. Heterojunction transistors, such as SiGe, are inherently much more
linear and, for the same performance, require less current than MOS technology.

In the following pages, we reproduce the datasheet for the Infineon BF999 single-gate
MOSFET.4 Above 500 MHz, a dual-gate (also referred to as tetrode) MOSFET, such as the
BF998, is preferred over a single-gate device. The main reasons for this are the following.

1. Internally, it is equivalent to two single-gate devices connected in a cascode arrange-
ment, with the output device operating in the grounded-gate configuration, which
entirely avoids the Miller effect and therefore remains stable at higher frequencies,
operating up to 1.2 GHz.

2. The second gate can be used for AGC. As the Gate 2 voltage changes, the gain varies
heavily.

3. By applying a local oscillator signal to Gate 2, this configuration can be used as a
mixer.

The major drawbacks of these devices are their wide tolerances and temperature sensi-
tivity. They follow to some degree the CMOS design, but seem to have better performance.

To demonstrate the capabilities of LDMOS power transistors, we show the
PTFA211801E datasheet. This device is intended for CDMA base-station power ampli-
fication and delivers up to 180 W. These transistors are key components for high-power
amplification for mobile communications. Besides its low feedback capacitance, the LD-
MOS features higher breakdown. However, these devices have an extremely large total
gate width in order to be able to provide the required currents. This results in large output
capacitances and low output impedances (around 1 �) at microwave frequencies. Such tran-
sistors are only useful if the first matching stage is already at the chip inside the package,
a technique that is called prematching. Due to prematching, power LDMOS transistors are
commonly designed for specificly defined frequency bands, for example, 2110–2170 MHz
in case of the PTFA211801E.

4 Reproduced with permission.
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BF999

1

23

Silicon N-Channel MOSFET Triode

• For high-frequency stages up to 300 MHz

   preferably in FM applications

• Pb-free (RoHS compliant) package1)

• Qualified according AEC Q101

ESD (Electrostatic discharge) sensitive device, observe handling precaution!

Type Marking Pin Configuration Package

BF999 LBs 1=G 2=D 3=S - - - SOT23

Maximum Ratings

Parameter Symbol Value Unit

Drain-source voltage VDS 20 V

Continuous drain current ID 30 mA

Gate-source peak current ± IGSM 10 mA

Total power dissipation 

TS ≤ 76 °C

Ptot 200 mW

Storage temperature Tstg -55 ... 150 °C

Channel temperature Tch 150

Thermal Resistance

Parameter Symbol Value Unit

Channel - soldering point2) Rthchs ≤ 370 K/W

2007-04-201

1Pb-containing package may be available upon special request
2For calculation of RthJA please refer to Application Note Thermal Resistance

Source: Courtesy Infineon Technologies.
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2007-04-202

BF999

Electrical Characteristics at TA = 25°C, unless otherwise specified

Parameter Symbol Values Unit
min. typ. max.

DC Characteristics
Drain-source breakdown voltage 

ID = 10 µA, -VGS = 4 V

V(BR)DS 20 - - V

Gate-source breakdown voltage 

± IGS = 10 mA, VDS = 0 

±V(BR)GSS 6.5 - 12

Gate-source leakage current 

± VGS = 5 V, VDS = 0 

± IGSS - - 50 nA

Drain current 

VDS = 10 V, VGS = 0

IDSS 5 10 16 mA

Gate-source pinch-off voltage 

VDS = 10 V, ID = 20 µA

-VGS(p) - 0.8 1.5 V

Electrical Characteristics at TA = 25°C, unless otherwise specified

Parameter Symbol Values Unit
min. typ. max.

AC Characteristics
Forward transconductance 

VDS = 10 V, ID = 10 mA

gfs 14 20 - mS

Gate input capacitance 

VDS = 10 V, ID = 10 mA, f = 10 MHz

Cgss - 2.5 - pF

Output capacitance 

VDS = 10 V, ID = 10 mA, f = 10 MHz

Cdss - 0.9 - pF

Power gain

VDS = 10 V, ID = 10 mA, f = 45 MHz

Gp - 27 - dB

Noise figure 

VDS = 10 V, ID = 10 mA, f = 45 MHz

F - 2.1 - dB

Source: Courtesy Infineon Technologies.
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BF999

Total power dissipation Ptot = ƒ(TS)
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Source: Courtesy Infineon Technologies.
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BF999

Gate input capacitance Cgss = ƒ(VGS)
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VGS

0

1

pF

3

C
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Output capacitance Cdss = ƒ(VDS)
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C
dS
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2007-04-204

Source: Courtesy Infineon Technologies.
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Figure 2.119 This picture is provided to differentiate between the structure of the three technologies.
(a) (JFET) and (b) (MOSFET) are based on silicon, and (c), the GaAsFET, on semiinsulating GaAs. While
the MOS transistor has silicon dioxide (SiO2) as gate insulation, both the JFET and GaAs MESFET have
a diode from gate to source, with a barrier voltage of 0.65 V for silicon and 0.8 V for GaAs.

2.4.6 III–V MESFETs and HEMTs

2.4.6.1 Introduction
For RF applications, more than 20 years ago, the JFET was the dominant FET. As mentioned
earlier, its major disadvantage is the fact that the fT cutoff frequency, defined as

fT = gm/2πCGS (2.249)

limits the operating range of this semiconductor device to 1 GHz at most. Also, the JFET’s
temperature sensitivity and loose tolerances in transconductance and other RF-related values
made it difficult to use. Finally, no RFICs made use of this technology. While at this moment
silicon-based MOS technology probably is the most cost effective and produced in largest
quantities, it does not rival the metal-semiconductor FET designed on GaAs technology.
Figure 2.119 shows the structure of the silicon MOSFET, silicon JFET, and the GaAs
MESFET.

2.4.6.2 HEMTs
The best performance in terms of cutoff frequencies and white noise is achieved today by
heterojuction FETs. The channels of these transistors is a two-dimensional electron gas at
a hetero interface, which allows much migher electron velocities. The devices are therefore
called high electron mobility transistors (HEMTs).

The basic principle of an HEMT can be explained regarding the band diagram shown
in Figure 2.120. A material with a wider bandgap (e.g., AlGaAs) is grown on a III–V
compound semiconductor (e.g., GaAs). A step in the conduction and valence bands will be
present at the heterointerface. If the wider bandgap material now is n-doped, it will not take
long until the electrons fall down the step—but are confined there directly at the interface
due to the electric field from the donors. As a result, the bands bow as shown in the figure;
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AlGaAs GaAs

2DEG

EC

EF

EV

Figure 2.120 Band diagram of a HEMT structure.

and directly at the interface, a spike in the conduction band reaches below the fermi level.
Inside this narrow spike, we find the two-dimensional electron gas.

Transistor operation is achieved by applying a gate voltage vertically to this structure,
which controls how deep the spike is. In the figure, the gate contact would be on the left-hand
side.

Commonly, HEMTs are normally-on and negative gate voltages are required to pinch
them off. There are, however, special HEMT structures that are normally-off.

The performance of the HEMT is therefore mainly determined by the properties of the
two-dimensional electron gas. In order to prevent the electrons from being scattered at
the doping atoms, the first layer of wider-bandgap material will be undoped. It serves as a
spacer. For better performance, it is desirable to replace the GaAs channel by InP, but without
switching to the more expensive wafers. Simply growing InP crystals on GaAs substrates, on
the other hand, is not easily possible since the lattice constants are too different. The solution
are today’s pseudomorphic HEMTs (pHEMTs) and metamorphic HEMTs (mHEMTs) that
rely on extremely thin layers of strained InP.

The most popular HEMTs are the GaAs ones; InP-based HEMTs are rather used for
highest performance at highest frequencies. For highest power, GaN devices are the devices
of choice. Since GaN crystals are not available, it is required to grow the whole transistor
layer stack on a suitable wafer. GaN on Si promises to be cheaper, but it is also technologi-
cally even more challenging due to the difference in lattice constants. Thermal conduction
is also not too high. GaN on SiC offers best performance and thermal management.

Luckily, HEMTs outperform MESFETs, but they generally do not require a completely
new model for circuit design. The typical small-signal and large-signal behavior of HEMTs
and MESFETs is quite similar, and the same equivalent circuits and parameter extraction
approaches are used. Although today, dedicated HEMT models are available, these should
also fit MESFET devices with reasonable accuracy.

2.4.6.3 Large-Signal Behavior of MESFETs and HEMTs
The mathematics for the large-signal behavior of the GaAsFET is basically quite simi-
lar to that for the JFET; however, the computation of JFET channel current, diode cur-
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rents, and capacitance are much simpler than necessary for the GaAsFET. Temperature
effects are embedded in all the equations for all the transistors mentioned so far. A rather
high number of models is available for MESFET and HEMT devices; these were devel-
oped over the past almost 40 years. Over the years, complexity and accuracy increased,
of course. Early models such as the famous Curtice–Ettenberg cubic model required to
anticipate the limited computer ressurces available at these times. Just to give one exam-
ple, IV curves needed to be approximated by a power series up to the cubic term. To-
day, a tangens hyperbolicus function is used since, besides other advantages, it is defined
and behaves well for all arguments. The additional load for the computation is today not
even noticed. Modern transistor models also incorporate sophisticated models for the bias-
dependent capacitances where the conservation of energy and charge is an issue. Last but
not least, it is to mention that the dynamical self-heating is extremely important in many
applications.

The III–V FET models that are mostly in use, among the latest generation models, are
the EEHEMT and Chalmers (Angelov) models. As mentioned, these might be much more
complex than their predecessors, and it is left to the designer or device modeling engineer
to choose the optimum complexity-to-accuracy ratio. For example, we cose to provide the
description of the Materka model since its mathematics is much less involved and therefore
easier to understand than for the most advanced model. In many cases, it can still be the
model of choice.

The following models are usually available in commercial circuit simulators.

• Curtice–Ettenberg cubic
• Tajima
• Modified Materka–Kacprzak
• Raytheon (Statz)
• TOM (TriQuint’s Own Model, in different versions)
• Root
• EEHEMT
• Chalmers (Angelov)

However, when switching between different circuit simulators, it is necessary to take
into consideration that there is no standardizing process in the GaAs world as it happens
for silicon transistors. Models for silicon transistors need to be approved by the Compact
Modeling Council, which requires publication of the model code before any major com-
pany agrees to provide model parameters or to incorporate the model into their simulation
software. The GaAs world is smaller and less regulated. The philosophy and some of the
math behind these models are usually published in scientific papers, but it is more or less
left to the software companies how they turn a scientific publication into code. This results
in slight different implementations and can lead to different model behavior for different
tools.

The main advantages of GaAsFET technology derive from the fact that it uses a metal-
semiconductor junction with a barrier voltage of 0.8 V, its input capacitance is typically less
than 0.2 pF, and the reverse feedback capacitance is less than 0.02 pF, or roughly 10% of
the input capacitance. As a result of this, fmax is approximately five times higher than fT .
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Table 2.15 Comparison of Si BJT, SiGe HBT, and GaAsFET Technologies

Si Bipolar SiGe HBT GaAs FET

fT 25 GHz 100 GHz 22 GHz
fmax 40 GHz 200 GHz 110 GHz
Features Low cost, low 1/f noise

(5 kHz)
Low 1/f noise, very low

distortion, high cost,
IC only

Highest flexibility, lowest
NF0, well established.

Table 2.15 shows a comparison of silicon BJT and GaAsFET technologies. While fmax for
the bipolar transistor is

fmax �
√

ft

8πr
′
bbCc

(2.250)

the fmax determination for the GaAsFET is given by

fmax = ft

2

√
R0

Ri + RS + Rg

(2.251)

As a sample calculation

fmax = 21.9 GHz

2

√
450

1 + 1.5 + 2
= 110 GHz (2.252)

The three major drawbacks of the GaAsFET are the following.

1. Much higher flicker corner frequency (somewhere between 10 and 100 MHz), prob-
ably due to a lack of a surface passivation.

2. Much higher output conductance. This tends to load down any circuit connected to
the drain. On the other hand, since the transconductance is quite high for even low
currents, these devices have very high gains at low frequencies, which can make them
quite unstable. In the saturated mode, it is not uncommon to find a drain-source resis-
tance of 100–500 �, while BJTs and JFETs offer values of several kilohms and higher.

3. Because of the very high flicker corner frequency (from 10 to 100 MHz), MESFETs
are really not useful for low-noise mixers and oscillators, and unless there are no
devices available in the frequency range above 30 GHz, they should be avoided for
these applications.

As to the MESFET’s construction and dc properties, Figure 2.121 shows a MESFET’s
cross-section and dc I–V characteristics.

It was outlined in the beginning that while the GaAsFET is a close relative to the JFET and
MOSFET, its actual behavior was found to be best described by a set of analytic equations.
The first such model was the one by Curtice in the form of quadratic and cubic models,
but it does not have enough derivatives to give enough insight into subtle things such as
third and higher-order intermodulation distortion and accurate harmonic generation. Other
researchers have addressed various areas, but we still find that the Materka model has the
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Figure 2.121 (a) Cross-section and bias circuit and (b) dc I–V curve, including ac load line, for a
MESFET.

best approximation, especially using the two-transistor approach outlined later [35, 36].
The large-signal topology for all FETs consists of an intrinsic model with some extrinsic
parameters, further complicated by the package, as shown by Figures 2.122 and 2.123.
Table 2.16 lists their key words. The actual intrinsic model and its parameter definition
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Figure 2.122 MESFET extrinsic model.
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Figure 2.123 MESFET package model.

Table 2.16 The Modified Materka–Kacprzak Model: Extrinsic Key Words

Key Word Description Unit Default

RG Gate bulk and ohmic resistance ohm 0.0
RD Drain bulk and ohmic resistance ohm 0.0
RS Source bulk and ohmic resistance ohm 0.0
LG Gate lead inductance (metallization) henry 0.0
LD Drain lead inductance (metallization) henry 0.0
LS Source lead inductance (via) henry 0.0
CDS Drain-source capacitance farad 0.0
CDSD Low frequency trapping capacitor farad 0.0
RDSD Channel trapping resistance ohm ∞
CGE Gate-source electrode capacitance farad 0.0
CDE Drain-source electrode capacitance farad 0.0
CGDE Gate-drain electrode capacitance farad 0.0
LGB Gate wirebond inductance henry 0.0
LDB Drain wirebond inductance henry 0.0
LSB Source wirebond inductance henry 0.0
CGSB Gate bondpad to source capacitance farad 0.0
CDSB Drain bondpad to source capacitance farad 0.0
CGSP Gate to source package capacitance farad 0.0
CDSP Drain to source package capacitance farad 0.0
CGDP Gate to drain package capacitance farad 0.0
ZGT Gate transmission line impedance ohm 50
ZDT Drain transmission line impedance ohm 50
ZST Source transmission line impedance ohm 50
LGT Gate transmission line length for εr = 1 meter 0.0
LDT Drain transmission line length for εr = 1 meter 0.0
LST Source transmission line length for εr = 1 meter 0.0
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Figure 2.124 Intrinsic model of the modified Materka–Kacprzak MESFET.

depends on the particular model and since designs using GaAsFET will always be done
using CAD tools, we will not go into any detail of the equations but will list them. They are
not dissimilar from the JFET and MOSFET equations.

2.4.6.4 The Modified Materka–Kacprzak Model
Figure 2.124 shows the intrinsic model of the Materka FET. Table 2.17 lists its key words.

Large-Signal Equations Device equations
Vgsi = Intrinsic gate-source voltage
Vdsi = Intrinsic drain-source voltage
V1 = Voltage across CGS and Ri

Vgdi = Intrinsic gate-drain voltage
VT = kTJ/q (thermal voltage)
k = Boltzmann’s constant
q = Electron charge
TJ = Analysis temperature (Kelvins)
Channel Current

Ids = IDSS

(
1 + SS

Vdsi

IDSS

)(
1 − Vgsi(t − T )

VP0 + GAMA Vdsi

)(E+KEVgsi(t−T ))

× tan h

(
SLVdsi

IDSS(1 − KGVgsi(t − T ))

)

Diode

Igd = Igdc −

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

IB0exp
(−AFAB

(
Vgdi + VBC

))
GMAX

4

(
tan h

(
K1D

(
Vgsi − K2D

)) − 1
)

×
(

Vgdi + VBC −
√(

Vgdi + VBC
)2 + K3D

)
where

Igdc = IG0
(
exp

(
AFAGVgdi

) − 1
)
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Table 2.17 The Modified Materka–Kacprzak Model: Key Words

Key Word Description Unit Default

Area, Noise, and Name Key Words
AREA Area multiplier 1.0
KFN Flicker noise coefficient (Materka model only)a 0
AF Flicker noise exponent 1.0
FCP Flicker noise frequency shape factor 1.0

Channel Current Model Key Words
IDSS Drain saturation current for VGS = 0 ampere 0.1
VP0 Pinch-off voltage for VDS = 0 volt −2.0
GAMA Voltage slope parameter of pinch-off voltage /volt 0.0
E Constant part of power law parameter 2.0
KE Dependence of power law on VGS /volt 0.0
SL Slope of the VGS = 0 drain characteristic in the linear region amp/volt 0.15
KG Drain dependence on VGS in the linear region /volt 0.0
SS Slope of the drain characteristic in the saturated region amp/volt 0.0
T Channel transit-time delay s 0.0
IG0 Diode saturation current ampere 0
AFAG Slope factor of forward diode current /vol 38.696
IB0 Breakdown saturation current amp 0
AFAB Slope factor of breakdown current /volt 0
VBC Breakdown voltage volt ∞
GMAX Breakdown conductance amp/volt 0
K1D Fitting parameter /volt 0
K2D Fitting parameter volt 0
K3D Fitting parameter volt2 0
R10 Intrinsic channel resistance for VGS = 0 ohm 0.0
KR Slope factor of intrinsic channel resistance /volt 0.0

Materka Capacitance Model Key Words
C10 Gate–source Schottky barrier capacitance for VGS = 0 farad 0.0
K1 Slope parameter of gate-source capacitance /volt 1.25
MGS Gate–source grading coefficient 0.5
C1S Constant parasitic component of gate-source capacitance farad 0.0
CF0 Gate-drain feedback capacitance for VGD = 0 farad 0.0
KF Slope parameter of gate-drain feedback capacitance /volt 1.25
MGD Gate-drain grading coefficient 0.5
FCC Forward-bias depletion capacitance coefficient 0.8

aThe flicker noise parameter of the Materka model is KFN so as not to conflict with the KF parameter in the
capacitance model.
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Channel Resistance

Ri =
{

R10
(
1 − KRVgsi

)
KRVgsi < 1.0

0 KRVgsi ≥ 1.0

Capacitance Model

Cgs = CGS0
F1F2√
1 − Vnew

VBI

+ CGD0F3

Cgd = CGS0
F1F3√
1 − Vnew

VBI

+ CGD0F2

where F1 = 1

2

(
1 + Veff − VT√

(Veff − VT )2 + δ2

)

F2 = 1

2

⎛
⎝1 + Vgsi − Vgdi√(

Vgsi − Vgdi
)2 + (1/ALFA)2

⎞
⎠

F3 = 1

2

⎛
⎝1 − Vgsi − Vgdi√(

Vgsi − Vgdi
)2 + (1/ALFA)2

⎞
⎠

Vnew =
{

A1 A1<VMAX

VMAX A1 ≥ VMAX

A1 = 1

2

(
Veff + VT +

√
(Veff − VT )2 + δ2

)

Veff = 1

2

(
Vgsi + Vgdi +

√(
Vgsi − Vgdi

)2 + (1/ALFA)2

)

VT = VP0 + GAMA Vdsi

δ = 0.2

Some of the modifications to the Materka model have been done by Ansoft under various
Department of Defense contracts, and by Raytheon and Texas Instruments under similar
contracts, with Ansoft being a subcontractor.

The most relevant equation is really the channel current. Its derivatives are largely re-
sponsible for the accuracy of the intermodulation distortion, power-added efficiency, and,
of course, its dc I–V curves.
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2.4.6.5 Enhancement/Depletion FETs
To make the designer’s life more difficult, it turns out that there are two types of GaAsFETs.

1. Depletion FETs (DFETs). Most similar to the JFET; here VG must be negative to
control the device. They are the most commonly produced and are the FET type most
referred to in this book.

On one hand
• they require a negative gate voltage with respect to the source;
• self-bias allows operation from a single supply voltage.

On the other hand
• for low-voltage operation, a negative voltage generator may be required;
• supply voltage must be doubled to accommodate full-swing operation.

2. Enhancement FETs (EFETs). Most similar to the MOSFET; here VG must be positive
to bring life to the device. Practically speaking, EFETs are used mostly in integrated
circuits; they are typically not available in discrete, packaged form.

On one hand
• they need only positive supply for biasing;
• they provide higher gm/mA (for same device width)—5.1 mS versus 3.9 mS at

8 mA;
• they are good for low-power LNAs, giving slightly better NF than DFETs, an NF

of 1 dB at 1 GHz, and Idd < 10 mA.

On the other hand
• they have a very limited gate bias range (VGS between 0.15 and 0.7 V);
• the gate conduction degrades NF and input impedance;
• the gate capacitance is higher than that of DFETs;
• the linearity is not as good as that of DFETs.

With today’s technologies, all GaAs devices are n-channel; we have not seen any p-
channels yet. More information about biasing will be given in the next chapter.

Figure 2.125 is a lumped element, two-part equivalent circuit of a MESFET showing the
location of lumped-element components.

2.4.7 Small-Signal GaAs MESFET and HEMT Model

Figure 2.126 shows the applicable linear equivalent circuit for a MESFET and Table 2.18
lists its key words. As with the MOS transistors, there is a gallium-arsenide dual-gate
MOSFET available that is mostly used in special circuits, such as preamplifiers and mixers,
whose IF frequency has to be significantly higher than the flicker corner frequency, for
example, higher than 200 MHz.

The following two datasheets5 show a typical low-noise enhancement GaAs pHEMT
and a high-power GaN HEMT device.

5 Copyright c© 2009 by Avago Technologies. All rights reserved, and copyright c© 2009–2011 by Cree Inc.,
respectively. Reprinted with permission.
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Figure 2.125 Location of lumped-element components for a MESFET.

Figure 2.126 Small-signal model of a MESFET.
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Table 2.18 Small-Signal MESFET Model Key Words

Key Word Description Unit Default

G Transconductance at dc, G0 (see Note 1) /ohm
CGS Gate-source capacitance farad
F 3-dB Roll-off frequency Hz ∞
T Time delay s 0.0
TDS Drain source time delay s 0.0
GGS Gate-source conductance /ohm 0.0
CDG Drain-gate capacitance farad 0.0
CDC Dipole layer capacitance farad 0.0
CDS Drain-source capacitance farad 0.0
GDS Drain-source conductance /ohm 0.0
RI Channel resistance ohm 0.0
RG Gate resistance ohm 0.0
RD Drain resistance ohm 0.0
RS Source resistance ohm 0.0
CGE External gate capacitance farad 0.0
CDE External drain capacitance farad 0.0
LG Gate lead inductance henry 0.0
LD Drain lead inductance henry 0.0
LS Source lead inductance henry 0.0
CGDE External gate-drain capacitance farad 0.0
GDG Gate drain conductance /ohm 0.0
TJ Chip temperature K 298

Package Parasitics
LGB Gate wirebond inductance henry 0.0
LDB Drain wirebond inductance henry 0.0
LSB Source wirebond inductance henry 0.0
CGSB Gate bondpad to source capacitance farad 0.0
CDSB Drain bondpad to source capacitance farad 0.0
CGSP Gate to source package capacitance farad 0.0
CDSP Drain to source package capacitance farad 0.0
CGDP Gate to drain package capacitance farad 0.0
ZGT Gate transmission line impedance ohm 50
ZDT Drain transmission line impedance ohm 50
ZST Source transmission line impedance ohm 50
LGT Gate transmission line length for at ε r = 1 meter 0.0
LDT Drain transmission line length for at εr = 1 meter 0.0
LST Source transmission line length for at εr = 1 meter 0.0
FC Corner frequency of flicker (1/f) noise (see Note 2) Hz 10 MHz
FCP Shape factor of the 1/f noise response 1.0
label User-defined term that refers to temperature coefficient

Notes:
1. The transconductance of this model may be approximately described by

gm = G
e−jωT

1 + j(f/F )

where ω = 2πf and f = frequency.
2. The flicker noise frequency dependence is given by

1

(f/Fc)
FCP
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ATF-53189  
Enhancement Mode[1] Pseudomorphic HEMT

in SOT 89  Package

Data Sheet

Features
Single voltage operation

High Linearity and Gain

Low Noise Figure

Excellent uniformity in product specifications

SOT 89 standard package

Point MTTF > 300 years[2]

MSL-1 and lead-free

Tape-and-Reel packaging option available

Specifications 
2 GHz, 4.0V, 135 mA (Typ.)

40.0 dBm Output IP3

23.0 dBm Output Power at 1dB gain compression

0.85 dB Noise Figure

15.5 dB Gain

46% PAE at P1dB

LFOM
[3]

 12.7 dB

Applications
Front-end LNA Q1 and Q2, Driver or Pre-driver Ampli-

fier for Cellular/PCS and WCDMA wireless infrastruc-

ture

Driver Amplifier for WLAN, WLL/RLL and MMDS ap-

plications

General purpose discrete E-pHEMT for other high 

linearity applicationsNotes:  
Package marking provides orientation and identification:

“3G”  = Device Code

“x”    = Month code indicates the month of manufacture. 

D = Drain

S = Source

G = Gate

Notes:
1. Enhancement mode technology employs a single positive V

gs
, 

eliminating the need of negative gate voltage associated with 

conventional depletion mode devices.

2. Refer to reliability datasheet for detailed MTTF data.

3. Linearity Figure of Merit (LFOM) is OIP3 divided by DC bias power.

Description
Avago Technologies’s ATF-53189 is a single-voltage high 

linearity, low noise E-pHEMT FET packaged in a low cost 

surface mount SOT89 package. The device is ideal as a  

high-linearity, low noise,  medium-power amplifier. Its 

operating frequency range is from 50 MHz to 6 GHz.

ATF-53189 is ideally suited for Cellular/PCS and WCDMA 

wireless infrastructure, WLAN, WLL and MMDS application, 

and general purpose discrete E-pHEMT amplifiers which 

require medium power and high linearity. All devices are 

100% RF and DC tested.

Pin Connections and Package Marking

3GX

Bottom View
SD

S

G

Top View
SG

S

D

Source: Copyright c© Avago Technologies 2009, all rights reserved.
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Source: Copyright c© Avago Technologies 2009, all rights reserved.
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Figure 1.  Block diagram of the 2 GHz production test board used for NF, Gain, OIP3 , P1dB, PAE and 
ACLR measurements. This circuit achieves a trade-off between optimal OIP3, P1dB and VSWR. Circuit 
losses have been de-embedded from actual measurements.

Input Output
Output Matching Circuit

Γ_mag=0.40
Γ_ang=120.0°

Input Matching Circuit

Γ_mag=0.74
Γ_ang=-112.4°

DUT

Notes:
1. Distribution data sample size is 500 samples taken from 3 different wafers. Future wafers 

allocated to this product may have nominal values anywhere between the upper and lower 
limits.

2. Measurements are made on production test board, which represents a trade-off between 
optimal OIP3, P1dB and VSWR. Circuit losses have been de-embedded from actual measure-
ments. 

Product Consistency Distribution Charts[1,2]

Figure 2.  OIP3 @ 2 GHz, 4V, 135 mA.  
LSL = 36 dBm, Nominal = 40 dBm.
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Figure 3.  NF @ 2 GHz, 4V, 135 mA.  
USL = 1.30 dBm, Nominal = 0.84 dBm.
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Figure 4.  Gain @ 2 GHz, 4V, 135 mA.  
LSL = 14 dBm, Nominal = 15.5 dBm, 
USL = 17 dBm.
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Figure 5.  P1dB @ 2 GHz, 4V, 135 mA.  
Nominal = 23 dBm.
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Source: Copyright c© Avago Technologies 2009, all rights reserved.
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Gamma Load and Source at Optimum OIP3 Tuning Conditions

The device’s optimum OIP3 measurements were determined using a Maury Load Pull System at 4.0V, 135 mA quiesent 
bias.

Typical Gammas at Optimum OIP3
[1]

PAE P1dB Gain OIP3    Gamma Load    Gamma Source Freq 
(%)(dBm) (dB) (dBm) Ang (deg) Mag Ang (deg) Mag (GHz) 

33.821.7 17.2 42.0 124.08 0.0721 –143.28 0.8179 0.9 

44.223.4 15.6 41.6 119.91 0.4080 –112.36 0.7411 2.0 

41.423.1 11.2 41.3 174.74 0.4478 –94.23 0.6875 3.9 

25.722.4 5.6 36.9 –120.13 0.3525 –75.91 0.5204 5.8 

Note:
1.  Typical describes additional product performance information that is not covered by the product warranty. 

Figure 6.  Typical IV Curve. 
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Source: Copyright c© Avago Technologies 2009, all rights reserved.
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ATF-53189 Typical Performance Curves (at 25°C unless specified otherwise) 
Tuned for Optimal OIP3 at Vd = 4.0V, Ids = 135 mA.

Figure 7.  OIP3 vs. Ids and Vds at 900 MHz. 
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Figure 8.  OIP3 vs. Ids and Vds at 2 GHz. 
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Figure 9.  OIP3 vs. Ids and Vds at 3.9 GHz. 
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Figure 10.  Small Signal Gain vs. Ids and Vds 
at 900 MHz. 
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Figure 11.  Small Signal Gain vs. Ids and Vds 
at 2 GHz. 
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Figure 12.  Small Signal Gain vs. Ids and Vds 
at 3.9 GHz. 
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Figure 13.  OIP3 vs. Ids and Vds at 5.8 GHz. 
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Figure 14.  Small Signal Gain vs. Ids and Vds 
at 5.8 GHz. 
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Figure 15.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds=3V and Freq = 900 MHz. 
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Bias current for the above charts are quiescent conditions. Actual level may increase depending on amount of RF drive.
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Figure 16.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds=4V and Freq = 900 MHz. 
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Figure 17.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds=5V and Freq = 900 MHz. 
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Figure 18.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds=3V and Freq = 2 GHz. 
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Figure 19.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds=4V and Freq = 2 GHz. 
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Figure 20.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds=5V and Freq = 2 GHz. 
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Figure 21.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds=3V and Freq = 3.9 GHz. 
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Figure 22.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds=4V and Freq = 3.9 GHz. 

Pin (dBm)

G
A

IN
 (

dB
) 

&
 P

ou
t (

dB
m

)

P
A

E
 (

%
)

18–10 –6 –2 2 6 10 14

30 

25 

20 

15 

10 

5 

0

60 

50 

40 

30 

20 

10 

0

Gain_4V
Pout_4V
PAE_4V

Figure 21.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds=5V and Freq = 3.9 GHz. 
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Figure 24.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds=3V and Freq = 5.8 GHz. 
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Bias current for the above charts are quiescent conditions. Actual level may increase depending on amount of RF drive.
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ATF-53189 Typical Performance Curves (at 25°C unless specified otherwise), continued  
Tuned for Optimal OIP3 at Vd = 4.0V, Ids = 135 mA.

Source: Copyright c© Avago Technologies 2009, all rights reserved.



LARGE-SIGNAL BEHAVIOR OF JFETs 307

ATF-53189 Typical Performance Curves, continued  
Tuned for Optimal OIP3 at Vd = 4.0V, Ids = 135 mA, Over Temperature and Frequency

Figure 25.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds = 4V and Freq = 5.8 GHz. 
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Figure 26.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds = 5V and Freq = 5.8 GHz. 
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ATF-53189 Typical Performance Curves (at 25°C unless specified otherwise), continued  
Tuned for Optimal OIP3 at Vd = 4.0V, Ids = 135 mA.

Figure 27.  OIP3 vs. Temperature and 
Frequency at optimum OIP3. 
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Figure 28.  Gain vs. Temperature and 
Frequency at optimum OIP3. 
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Figure 29.  PAE vs. Temperature and 
Frequency at optimum OIP3. 
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Figure 30.  P1dB vs. Temperature and 
Frequency at optimum OIP3. 
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Bias current for the above charts are quiescent conditions. Actual level may increase depending on amount of RF drive.
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ATF-53189 Typical Performance Curves (at 25°C unless specified otherwie), continued  
Tuned for Optimal OIP3 at Vd = 4.0V, Ids = 135 mA

Note:
Bias current for the above charts are quiescent conditions. Actual level may increase depending on amount of RF drive.
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Figure 31.  OIP3 vs. Ids and Vds at 2.4 GHz. 
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Figure 32.  Small Signal Gain vs. Ids and Vds 
at 2.4 GHz. 
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Figure 33.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds 3V and Freq = 2.4 GHz. 
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Figure 34.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds 4V and Freq = 2.4 GHz. 
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Figure 35.  Small Signal Gain/Pout/PAE vs. 
Pin at Vds 5V and Freq = 2.4 GHz. 
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Notes:  

1. Fmin  values at 2 GHz and higher are based on measurements while the Fmin  below 2 GHz have been extrapolated. The Fmin values are based on 
a set of 16 noise figure measurements made at 16 different impedances using an ATN NP5 test system. From these measurements a true Fmin 
is calculated. Refer to the noise parameter application section for more information.

2. S and noise parameters are measured on a microstrip line made on 0.025 inch thick alumina carrier. The input reference plane is at the end of 

9

the gate lead. The output reference plane is at the end of the drain lead.

ATF-53189 Typical Scattering and Noise Parameters at 25°C, VDS = 4.0V, IDS = 180 mA 

S11  Freq.   S21    S12             S22  MSG/MAG
dBAng. Mag. Ang. Mag. dB Ang. Mag. dB Ang. Mag. GHz 
34.4 -163.7 0.692 31.7 0.013 -37.7 110.9 35.531 31.0 -133.2 0.544 0.1 
31.3 -173.2 0.738 25.2 0.014 -37.1 97.1 19.023 25.6 -158.7 0.704 0.2 
29.3 -177.6 0.749 24.9 0.015 -36.5 90.4 12.872 22.2 -169.4 0.777 0.3 
27.8 179.3 0.752 26.3 0.016 -35.9 85.7 9.705 19.7 -176.1 0.813 0.4 
26.6 175.7 0.756 30.4 0.017 -35.4 84.4 7.687 17.7 178.5 0.856 0.5 
25.5 173.5 0.755 32.6 0.018 -34.9 81.7 6.438 16.2 174.5 0.866 0.6 
24.7 171.4 0.755 34.5 0.019 -34.4 79.2 5.582 14.9 170.9 0.872 0.7 
23.7 169.4 0.753 35.9 0.021 -33.6 76.5 4.939 13.9 167.5 0.874 0.8 
23.0 167.5 0.755 36.8 0.022 -33.2 73.8 4.433 12.9 164.1 0.876 0.9 
22.2 165.6 0.753 37.1 0.024 -32.4 70.9 4.026 12.1 161.0 0.880 1.0 
19.2 158.4 0.753 35.8 0.030 -30.5 59.6 2.910 9.3 150.2 0.881 1.5 
16.0 150.1 0.752 31.0 0.037 -28.6 45.9 2.123 6.5 137.1 0.882 2.0 
13.4 142.3 0.768 25.0 0.043 -27.3 33.4 1.647 4.3 124.9 0.879 2.5 
11.5 135.5 0.766 18.3 0.047 -26.6 21.1 1.304 2.3 112.7 0.874 3.0 
10.0 131.8 0.773 12.6 0.050 -26.0 11.3 1.062 0.5 99.5 0.882 3.5 
9.4 123.3 0.779 7.1 0.051 -25.8 1.5 0.921 -0.7 92.6 0.889 4.0 
7.0 102.9 0.793 -5.3 0.055 -25.2 -19.8 0.669 -3.5 78.2 0.903 5.0 
5.2 84.7 0.806 -22.4 0.052 -25.7 -41.5 0.515 -5.8 61.3 0.918 6.0 
3.2 69.9 0.809 -39.5 0.050 -26.0 -59.6 0.389 -8.2 41.2 0.948 7.0 
2.1 54.6 0.844 -55.9 0.046 -26.7 -79.9 0.308 -10.2 24.3 0.960 8.0 
1.4 37.0 0.882 -73.5 0.038 -28.4 -100.5 0.239 -12.4 11.8 0.941 9.0 
0.1 27.1 0.896 -81.6 0.028 -31.1 -109.4 0.187 -14.6 10.8 0.946 10.0 
-1.8 20.3 0.872 -108.3 0.019 -34.4 -124.9 0.158 -16.0 0.3 0.937 11.0 
-1.3 7.0 0.916 -147.3 0.005 -46.0 -138.0 0.131 -17.7 -8.0 0.914 12.0 
-4.4 -1.1 0.877 71.0 0.010 -40.0 -153.4 0.110 -19.2 -12.1 0.951 13.0 
-6.3 -7.5 0.882 30.2 0.014 -37.1 -168.9 0.089 -21.0 -20.6 0.948 14.0 
-7.2 -19.2 0.865 -4.9 0.011 -39.2 177.8 0.085 -21.4 -23.6 0.939 15.0 
-6.9 -26.2 0.864 -8.8 0.013 -37.7 165.9 0.088 -21.1 -23.1 0.948 16.0 
-4.7 -33.6 0.856 -173.5 0.008 -41.9 155.2 0.114 -18.9 -24.3 0.947 17.0 
-3.2 -42.5 0.835 161.7 0.017 -35.4 133.4 0.140 -17.1 -32.5 0.903 18.0 

Figure 36.  MSG/MAG & |S21|
2
 vs. and 

Frequency at 4.0V/180 mA. 
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Notes:  

1. Fmin values at 2 GHz and higher are based on measurements while the Fmin below 2 GHz have been extrapolated. The Fmin values are based on 
a set of 16 noise figure measurements made at 16 different impedances using an ATN NP5 test system. From these measurements a true Fmin 
is calculated. Refer to the noise parameter application section for more information.

2. S and noise parameters are measured on a microstrip line made on 0.025 inch thick alumina carrier. The input reference plane is at the end of 

10

the gate lead. The output reference plane is at the end of the drain lead.

ATF-53189 Typical Scattering and Noise Parameters at 25°C, VDS = 4.0V, IDS = 135 mA 

S11  Freq.   S21   S12             S22  MSG/MAG
dBAng. Mag. Ang. Mag. dB Ang. Mag. dB Ang. Mag. GHz 

34.4 -163.7 0.692 31.7 0.013 -37.7 110.9 35.531 31.0 -133.2 0.544 0.1 
31.3 -173.2 0.738 25.2 0.014 -37.1 97.1 19.023 25.6 -158.7 0.704 0.2 
29.3 -177.6 0.749 24.9 0.015 -36.5 90.4 12.872 22.2 -169.4 0.777 0.3 
27.8 179.3 0.752 26.3 0.016 -35.9 85.7 9.705 19.7 -176.1 0.813 0.4 
26.6 175.7 0.756 30.4 0.017 -35.4 84.4 7.687 17.7 178.5 0.856 0.5 
25.5 173.5 0.755 32.6 0.018 -34.9 81.7 6.438 16.2 174.5 0.866 0.6 
24.7 171.4 0.755 34.5 0.019 -34.4 79.2 5.582 14.9 170.9 0.872 0.7 
23.7 169.4 0.753 35.9 0.021 -33.6 76.5 4.939 13.9 167.5 0.874 0.8 
23.0 167.5 0.755 36.8 0.022 -33.2 73.8 4.433 12.9 164.1 0.876 0.9 
22.2 165.6 0.753 37.1 0.024 -32.4 70.9 4.026 12.1 161.0 0.880 1.0 
19.2 158.4 0.753 35.8 0.030 -30.5 59.6 2.910 9.3 150.2 0.881 1.5 
16.0 150.1 0.752 31.0 0.037 -28.6 45.9 2.123 6.5 137.1 0.882 2.0 
13.4 142.3 0.768 25.0 0.043 -27.3 33.4 1.647 4.3 124.9 0.879 2.5 
11.5 135.5 0.766 18.3 0.047 -26.6 21.1 1.304 2.3 112.7 0.874 3.0 
10.0 131.8 0.773 12.6 0.050 -26.0 11.3 1.062 0.5 99.5 0.882 3.5 
9.4 123.3 0.779 7.1 0.051 -25.8 1.5 0.921 -0.7 92.6 0.889 4.0 
7.0 102.9 0.793 -5.3 0.055 -25.2 -19.8 0.669 -3.5 78.2 0.903 5.0 
5.2 84.7 0.806 -22.4 0.052 -25.7 -41.5 0.515 -5.8 61.3 0.918 6.0 
3.2 69.9 0.809 -39.5 0.050 -26.0 -59.6 0.389 -8.2 41.2 0.948 7.0 
2.1 54.6 0.844 -55.9 0.046 -26.7 -79.9 0.308 -10.2 24.3 0.960 8.0 
1.4 37.0 0.882 -73.5 0.038 -28.4 -100.5 0.239 -12.4 11.8 0.941 9.0 
0.1 27.1 0.896 -81.6 0.028 -31.1 -109.4 0.187 -14.6 10.8 0.946 10.0 
-1.8 20.3 0.872 -108.3 0.019 -34.4 -124.9 0.158 -16.0 0.3 0.937 11.0 
-1.3 7.0 0.916 -147.3 0.005 -46.0 -138.0 0.131 -17.7 -8.0 0.914 12.0 
-4.4 -1.1 0.877 71.0 0.010 -40.0 -153.4 0.110 -19.2 -12.1 0.951 13.0 
-6.3 -7.5 0.882 30.2 0.014 -37.1 -168.9 0.089 -21.0 -20.6 0.948 14.0 
-7.2 -19.2 0.865 -4.9 0.011 -39.2 177.8 0.085 -21.4 -23.6 0.939 15.0 
-6.9 -26.2 0.864 -8.8 0.013 -37.7 165.9 0.088 -21.1 -23.1 0.948 16.0 
-4.7 -33.6 0.856 -173.5 0.008 -41.9 155.2 0.114 -18.9 -24.3 0.947 17.0 
-3.2 -42.5 0.835 161.7 0.017 -35.4 133.4 0.140 -17.1 -32.5 0.903 18.0 

Figure 37.  MSG/MAG & |S21|
2
 vs. and 

Frequency at 4.0V/135 mA. 
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Notes:  
1. Fmin values at 2 GHz and higher are based on measurements while the Fmin below 2 GHz have been extrapolated. The Fmin values are based on 

a set of 16 noise figure measurements made at 16 different impedances using an ATN NP5 test system. From these measurements a true Fmin 
is calculated. Refer to the noise parameter application section for more information.

2. S and noise parameters are measured on a microstrip line made on 0.025 inch thick alumina carrier. The input reference plane is at the end of 

11

the gate lead. The output reference plane is at the end of the drain lead.

ATF-53189 Typical Scattering and Noise Parameters at 25°C, VDS = 4.0V, IDS = 75 mA 

S11  Freq.   S21   S12             S22 MSG/MAG 
dBAng. Mag. Ang. Mag. dB Ang. Mag. dB Ang. Mag. GHz 

34.4 -163.7 0.692 31.7 0.013 -37.7 110.9 35.531 31.0 -133.2 0.544 0.1 
31.3 -173.2 0.738 25.2 0.014 -37.1 97.1 19.023 25.6 -158.7 0.704 0.2 
29.3 -177.6 0.749 24.9 0.015 -36.5 90.4 12.872 22.2 -169.4 0.777 0.3 
27.8 179.3 0.752 26.3 0.016 -35.9 85.7 9.705 19.7 -176.1 0.813 0.4 
26.6 175.7 0.756 30.4 0.017 -35.4 84.4 7.687 17.7 178.5 0.856 0.5 
25.5 173.5 0.755 32.6 0.018 -34.9 81.7 6.438 16.2 174.5 0.866 0.6 
24.7 171.4 0.755 34.5 0.019 -34.4 79.2 5.582 14.9 170.9 0.872 0.7 
23.7 169.4 0.753 35.9 0.021 -33.6 76.5 4.939 13.9 167.5 0.874 0.8 
23.0 167.5 0.755 36.8 0.022 -33.2 73.8 4.433 12.9 164.1 0.876 0.9 
22.2 165.6 0.753 37.1 0.024 -32.4 70.9 4.026 12.1 161.0 0.880 1.0 
19.2 158.4 0.753 35.8 0.030 -30.5 59.6 2.910 9.3 150.2 0.881 1.5 
16.0 150.1 0.752 31.0 0.037 -28.6 45.9 2.123 6.5 137.1 0.882 2.0 
13.4 142.3 0.768 25.0 0.043 -27.3 33.4 1.647 4.3 124.9 0.879 2.5 
11.5 135.5 0.766 18.3 0.047 -26.6 21.1 1.304 2.3 112.7 0.874 3.0 
10.0 131.8 0.773 12.6 0.050 -26.0 11.3 1.062 0.5 99.5 0.882 3.5 
9.4 123.3 0.779 7.1 0.051 -25.8 1.5 0.921 -0.7 92.6 0.889 4.0 
7.0 102.9 0.793 -5.3 0.055 -25.2 -19.8 0.669 -3.5 78.2 0.903 5.0 
5.2 84.7 0.806 -22.4 0.052 -25.7 -41.5 0.515 -5.8 61.3 0.918 6.0 
3.2 69.9 0.809 -39.5 0.050 -26.0 -59.6 0.389 -8.2 41.2 0.948 7.0 
2.1 54.6 0.844 -55.9 0.046 -26.7 -79.9 0.308 -10.2 24.3 0.960 8.0 
1.4 37.0 0.882 -73.5 0.038 -28.4 -100.5 0.239 -12.4 11.8 0.941 9.0 
0.1 27.1 0.896 -81.6 0.028 -31.1 -109.4 0.187 -14.6 10.8 0.946 10.0 
-1.8 20.3 0.872 -108.3 0.019 -34.4 -124.9 0.158 -16.0 0.3 0.937 11.0 
-1.3 7.0 0.916 -147.3 0.005 -46.0 -138.0 0.131 -17.7 -8.0 0.914 12.0 
-4.4 -1.1 0.877 71.0 0.010 -40.0 -153.4 0.110 -19.2 -12.1 0.951 13.0 
-6.3 -7.5 0.882 30.2 0.014 -37.1 -168.9 0.089 -21.0 -20.6 0.948 14.0 
-7.2 -19.2 0.865 -4.9 0.011 -39.2 177.8 0.085 -21.4 -23.6 0.939 15.0 
-6.9 -26.2 0.864 -8.8 0.013 -37.7 165.9 0.088 -21.1 -23.1 0.948 16.0 
-4.7 -33.6 0.856 -173.5 0.008 -41.9 155.2 0.114 -18.9 -24.3 0.947 17.0 
-3.2 -42.5 0.835 161.7 0.017 -35.4 133.4 0.140 -17.1 -32.5 0.903 18.0 

Figure 38.  MSG/MAG & |S21|
2
 vs. and 

Frequency at 4.0V/75 mA. 
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Notes:  
1. Fmin values at 2 GHz and higher are based on measurements while the Fmin below 2 GHz have been extrapolated. The Fmin values are based on 

a set of 16 noise figure measurements made at 16 different impedances using an ATN NP5 test system. From these measurements a true Fmin 
is calculated. Refer to the noise parameter application section for more information.

2. S and noise parameters are measured on a microstrip line made on 0.025 inch thick alumina carrier. The input reference plane is at the end of 

12

the gate lead. The output reference plane is at the end of the drain lead.

ATF-53189 Typical Scattering and Noise Parameters at 25°C, VDS = 5.0V, IDS = 135 mA 

S11  Freq.   S21   S12             S22 MSG/MAG 
dBAng. Mag. Ang. Mag. dB Ang. Mag. dB Ang. Mag. GHz 

34.4 -163.7 0.692 31.7 0.013 -37.7 110.9 35.531 31.0 -133.2 0.544 0.1 
31.3 -173.2 0.738 25.2 0.014 -37.1 97.1 19.023 25.6 -158.7 0.704 0.2 
29.3 -177.6 0.749 24.9 0.015 -36.5 90.4 12.872 22.2 -169.4 0.777 0.3 
27.8 179.3 0.752 26.3 0.016 -35.9 85.7 9.705 19.7 -176.1 0.813 0.4 
26.6 175.7 0.756 30.4 0.017 -35.4 84.4 7.687 17.7 178.5 0.856 0.5 
25.5 173.5 0.755 32.6 0.018 -34.9 81.7 6.438 16.2 174.5 0.866 0.6 
24.7 171.4 0.755 34.5 0.019 -34.4 79.2 5.582 14.9 170.9 0.872 0.7 
23.7 169.4 0.753 35.9 0.021 -33.6 76.5 4.939 13.9 167.5 0.874 0.8 
23.0 167.5 0.755 36.8 0.022 -33.2 73.8 4.433 12.9 164.1 0.876 0.9 
22.2 165.6 0.753 37.1 0.024 -32.4 70.9 4.026 12.1 161.0 0.880 1.0 
19.2 158.4 0.753 35.8 0.030 -30.5 59.6 2.910 9.3 150.2 0.881 1.5 
16.0 150.1 0.752 31.0 0.037 -28.6 45.9 2.123 6.5 137.1 0.882 2.0 
13.4 142.3 0.768 25.0 0.043 -27.3 33.4 1.647 4.3 124.9 0.879 2.5 
11.5 135.5 0.766 18.3 0.047 -26.6 21.1 1.304 2.3 112.7 0.874 3.0 
10.0 131.8 0.773 12.6 0.050 -26.0 11.3 1.062 0.5 99.5 0.882 3.5 
9.4 123.3 0.779 7.1 0.051 -25.8 1.5 0.921 -0.7 92.6 0.889 4.0 
7.0 102.9 0.793 -5.3 0.055 -25.2 -19.8 0.669 -3.5 78.2 0.903 5.0 
5.2 84.7 0.806 -22.4 0.052 -25.7 -41.5 0.515 -5.8 61.3 0.918 6.0 
3.2 69.9 0.809 -39.5 0.050 -26.0 -59.6 0.389 -8.2 41.2 0.948 7.0 
2.1 54.6 0.844 -55.9 0.046 -26.7 -79.9 0.308 -10.2 24.3 0.960 8.0 
1.4 37.0 0.882 -73.5 0.038 -28.4 -100.5 0.239 -12.4 11.8 0.941 9.0 
0.1 27.1 0.896 -81.6 0.028 -31.1 -109.4 0.187 -14.6 10.8 0.946 10.0 
-1.8 20.3 0.872 -108.3 0.019 -34.4 -124.9 0.158 -16.0 0.3 0.937 11.0 
-1.3 7.0 0.916 -147.3 0.005 -46.0 -138.0 0.131 -17.7 -8.0 0.914 12.0 
-4.4 -1.1 0.877 71.0 0.010 -40.0 -153.4 0.110 -19.2 -12.1 0.951 13.0 
-6.3 -7.5 0.882 30.2 0.014 -37.1 -168.9 0.089 -21.0 -20.6 0.948 14.0 
-7.2 -19.2 0.865 -4.9 0.011 -39.2 177.8 0.085 -21.4 -23.6 0.939 15.0 
-6.9 -26.2 0.864 -8.8 0.013 -37.7 165.9 0.088 -21.1 -23.1 0.948 16.0 
-4.7 -33.6 0.856 -173.5 0.008 -41.9 155.2 0.114 -18.9 -24.3 0.947 17.0 
-3.2 -42.5 0.835 161.7 0.017 -35.4 133.4 0.140 -17.1 -32.5 0.903 18.0 

Figure 39.  MSG/MAG & |S21|
2
 vs. and 

Frequency at 5.0V/135 mA. 
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Notes:  
1. Fmin values at 2 GHz and higher are based on measurements while the Fmin below 2 GHz have been extrapolated. The Fmin values are based on 

a set of 16 noise figure measurements made at 16 different impedances using an ATN NP5 test system. From these measurements a true Fmin 
is calculated. Refer to the noise parameter application section for more information.

2. S and noise parameters are measured on a microstrip line made on 0.025 inch thick alumina carrier. The input reference plane is at the end of 

13

the gate lead. The output reference plane is at the end of the drain lead.

ATF-53189 Typical Scattering and Noise Parameters at 25°C, VDS = 3.0V, IDS = 135 mA 

S11  Freq.   S21     S12             S22 MSG/MAG 
dBAng. Mag. Ang. Mag. dB Ang. Mag. dB Ang. Mag. GHz 
34.4 -163.7 0.692 31.7 0.013 -37.7 110.9 35.531 31.0 -133.2 0.544 0.1 
31.3 -173.2 0.738 25.2 0.014 -37.1 97.1 19.023 25.6 -158.7 0.704 0.2 
29.3 -177.6 0.749 24.9 0.015 -36.5 90.4 12.872 22.2 -169.4 0.777 0.3 
27.8 179.3 0.752 26.3 0.016 -35.9 85.7 9.705 19.7 -176.1 0.813 0.4 
26.6 175.7 0.756 30.4 0.017 -35.4 84.4 7.687 17.7 178.5 0.856 0.5 
25.5 173.5 0.755 32.6 0.018 -34.9 81.7 6.438 16.2 174.5 0.866 0.6 
24.7 171.4 0.755 34.5 0.019 -34.4 79.2 5.582 14.9 170.9 0.872 0.7 
23.7 169.4 0.753 35.9 0.021 -33.6 76.5 4.939 13.9 167.5 0.874 0.8 
23.0 167.5 0.755 36.8 0.022 -33.2 73.8 4.433 12.9 164.1 0.876 0.9 
22.2 165.6 0.753 37.1 0.024 -32.4 70.9 4.026 12.1 161.0 0.880 1.0 
19.2 158.4 0.753 35.8 0.030 -30.5 59.6 2.910 9.3 150.2 0.881 1.5 
16.0 150.1 0.752 31.0 0.037 -28.6 45.9 2.123 6.5 137.1 0.882 2.0 
13.4 142.3 0.768 25.0 0.043 -27.3 33.4 1.647 4.3 124.9 0.879 2.5 
11.5 135.5 0.766 18.3 0.047 -26.6 21.1 1.304 2.3 112.7 0.874 3.0 
10.0 131.8 0.773 12.6 0.050 -26.0 11.3 1.062 0.5 99.5 0.882 3.5 
9.4 123.3 0.779 7.1 0.051 -25.8 1.5 0.921 -0.7 92.6 0.889 4.0 
7.0 102.9 0.793 -5.3 0.055 -25.2 -19.8 0.669 -3.5 78.2 0.903 5.0 
5.2 84.7 0.806 -22.4 0.052 -25.7 -41.5 0.515 -5.8 61.3 0.918 6.0 
3.2 69.9 0.809 -39.5 0.050 -26.0 -59.6 0.389 -8.2 41.2 0.948 7.0 
2.1 54.6 0.844 -55.9 0.046 -26.7 -79.9 0.308 -10.2 24.3 0.960 8.0 
1.4 37.0 0.882 -73.5 0.038 -28.4 -100.5 0.239 -12.4 11.8 0.941 9.0 
0.1 27.1 0.896 -81.6 0.028 -31.1 -109.4 0.187 -14.6 10.8 0.946 10.0 
-1.8 20.3 0.872 -108.3 0.019 -34.4 -124.9 0.158 -16.0 0.3 0.937 11.0 
-1.3 7.0 0.916 -147.3 0.005 -46.0 -138.0 0.131 -17.7 -8.0 0.914 12.0 
-4.4 -1.1 0.877 71.0 0.010 -40.0 -153.4 0.110 -19.2 -12.1 0.951 13.0 
-6.3 -7.5 0.882 30.2 0.014 -37.1 -168.9 0.089 -21.0 -20.6 0.948 14.0 
-7.2 -19.2 0.865 -4.9 0.011 -39.2 177.8 0.085 -21.4 -23.6 0.939 15.0 
-6.9 -26.2 0.864 -8.8 0.013 -37.7 165.9 0.088 -21.1 -23.1 0.948 16.0 
-4.7 -33.6 0.856 -173.5 0.008 -41.9 155.2 0.114 -18.9 -24.3 0.947 17.0 
-3.2 -42.5 0.835 161.7 0.017 -35.4 133.4 0.140 -17.1 -32.5 0.903 18.0 

Figure 40.  MSG/MAG & |S21|
2
 vs. and 

Frequency at 3.0V/135 mA. 
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Typical Performance

VDD = 28 V, IDQ = 2.0 A
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CGH40180PP Power Dissipation De-rating Curve

Note 1. Area exceeds Maximum Case Operating Temperature (See Page 2).

CGH40180PP Transient Power Dissipation De-rating Curve

Note 1. Area exceeds Maximum Case Operating Temperature (See Page 2).

Note 2. This transient de-rating curve assumes a 1msec pulse with a 20% 

duty cycle with no power dissipated during the “off-cycle.”
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Thermal Resistance as a Function of Pulse Width

Note 1: This heating curve assumes zero power dissipation during the “off” portion of the duty cycle.

Note 2: This data is for transient power dissipation at 224 W, Duty Cycle = 20 %.

Simulated Source and Load Impedances

Frequency (MHz) Z Source Z Load

500 2.85 + j1.99 5.27 + j0.68

1000 0.8 + j0.42 4.91 + j0.36

1500 0.84 - j1.69 4.65 - j0.24

2000 0.88 - j3.05 2.8 - j1.05

2500 1.08 - j4.5 3.1 - j2.47

3000 1.25 - j6.06 3.1 - j4.01

Note 1. VDD = 28V, I DQ = 2.0 A in the 440199 package.

Note 2. Optimized for power gain, PSAT and PAE.

Note 3. When using this device at low frequency, series resistors should 
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Typical Package S-Parameters for CGH40180PP, Single Side
(Small Signal, VDS = 28 V, IDQ = 1000 mA, angle in degrees)

Frequency Mag S11 Ang S11 Mag S21 Ang S21 Mag S12 Ang S12 Mag S22 Ang S22

500 MHz 0.957 -177.48 4.22 79.26 0.007 10.74 0.798 -179.16

600 MHz 0.957 -178.74 3.51 76.30 0.007 12.14 0.800 -179.41

700 MHz 0.957 -179.78 3.00 73.47 0.007 13.71 0.802 -179.63

800 MHz 0.957 179.32 2.62 70.74 0.007 15.38 0.804 -179.84

900 MHz 0.957 178.51 2.33 68.08 0.007 17.15 0.807 179.96

1.0 GHz 0.957 177.76 2.09 65.49 0.007 18.99 0.809 179.74

1.1 GHz 0.957 177.06 1.90 62.95 0.007 20.87 0.812 179.52

1.2 GHz 0.957 176.38 1.73 60.46 0.007 22.80 0.814 179.28

1.3 GHz 0.957 175.72 1.60 58.02 0.008 24.73 0.817 179.03

1.4 GHz 0.956 175.08 1.48 55.63 0.008 26.66 0.820 178.76

1.5 GHz 0.956 174.44 1.38 53.29 0.008 28.57 0.823 178.46

1.6 GHz 0.956 173.81 1.29 50.98 0.008 30.44 0.825 178.15

1.7 GHz 0.956 173.18 1.22 48.72 0.008 32.25 0.828 177.82

1.8 GHz 0.955 172.55 1.15 46.50 0.009 33.98 0.831 177.47

1.9 GHz 0.955 171.91 1.09 44.32 0.009 35.62 0.833 177.10

2.0 GHz 0.955 171.27 1.04 42.17 0.009 37.17 0.835 176.71

2.1 GHz 0.954 170.62 0.99 40.06 0.010 38.61 0.838 176.30

2.2 GHz 0.954 169.96 0.95 37.98 0.010 39.93 0.840 175.87

2.3 GHz 0.953 169.29 0.91 35.93 0.011 41.14 0.842 175.42

2.4 GHz 0.952 168.60 0.87 33.91 0.011 42.22 0.844 174.95

2.5 GHz 0.952 167.90 0.84 31.92 0.012 43.18 0.845 174.47

2.6 GHz 0.951 167.18 0.82 29.95 0.013 44.01 0.847 173.96

2.7 GHz 0.950 166.45 0.79 28.00 0.013 44.73 0.848 173.44

2.8 GHz 0.949 165.69 0.77 26.07 0.014 45.32 0.849 172.89

2.9 GHz 0.948 164.91 0.75 24.15 0.015 45.79 0.850 172.33

3.0 GHz 0.946 164.10 0.73 22.24 0.016 46.15 0.850 171.74

3.2 GHz 0.943 162.39 0.71 18.45 0.018 46.53 0.851 170.51

3.4 GHz 0.939 160.55 0.69 14.64 0.020 46.47 0.850 169.19

3.6 GHz 0.935 158.53 0.67 10.80 0.023 45.97 0.848 167.76

3.8 GHz 0.929 156.31 0.67 6.86 0.027 45.03 0.845 166.21

4.0 GHz 0.922 153.83 0.67 2.78 0.031 43.63 0.841 164.53

4.2 GHz 0.913 151.03 0.68 -1.51 0.036 41.72 0.834 162.69

4.4 GHz 0.901 147.82 0.69 -6.12 0.042 39.23 0.825 160.65

4.6 GHz 0.886 144.10 0.72 -11.16 0.049 36.07 0.813 158.39

4.8 GHz 0.866 139.68 0.76 -16.81 0.059 32.05 0.797 155.86

5.0 GHz 0.838 134.36 0.81 -23.30 0.073 26.92 0.775 153.00

5.2 GHz 0.799 127.78 0.88 -30.99 0.091 20.30 0.747 149.76

5.4 GHz 0.742 119.49 0.97 -40.41 0.117 11.55 0.708 146.16

5.6 GHz 0.658 108.92 1.08 -52.33 0.157 -0.34 0.657 142.31

5.8 GHz 0.534 95.85 1.21 -67.76 0.219 -16.90 0.594 138.62

6.0 GHz 0.373 82.93 1.34 -87.69 0.321 -40.38 0.534 134.70

http://www.cree.com/products/wireless_s-parameters.asp

Source: Copyright c© 2009-2011 Cree Inc.
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2.5 PARAMETER EXTRACTION OF ACTIVE DEVICES

2.5.1 Introduction

We have already seen that all linear models that are used on the market are really derived
from large-signal models, and it is our point that the quality of the model depends mostly
on the quality of the parameters used to describe the model.

As far as modeling is concerned, there are two options. The first option is a physics-based
model, which can be applied to items such as diodes and bipolar transistors, including its
most advanced versions, such as HBTs, SiGe versions, and other future derivatives. The
bipolar transistor is essentially a combination of two diodes whereby the base–emitter
junction generates the electrons or holes (depending on how the reader is accustomed to
viewing the process) and then transfers those to the collector. The emitter, as its name states,
emits the charged particles and the collector collects them, minus some current losses, which
are expressed in the current gain of the device. A current gain (β) of 100 means that the
collector receives 1% less than the emitter emits.

Earlier in this chapter, we went through a detailed physics-based derivation about the
inner workings of these devices, explaining how, for a given dc bias point, one can simplify
them to a small-signal equivalent circuit. This is possible since we assume that the RF
current and voltages are less than 1% of the dc equivalent currents and voltages. Reducing a
device’s complex nonlinear equivalent circuit to a quasistatic linear equivalent circuit allows
its manufacturer to generate and publish sets of S parameters for it. These parameters
are bias-, voltage-, and temperature dependent. At higher frequencies, parasitics play an
enormous role in determining a device’s RF performance.

A device operating at signal levels that are more than 1% of its dc equivalent currents
and voltages must be evaluated in terms of large-signal performance. Most of the large-
signal-equivalent circuits for nonbipolar devices, such as FETs (MOS, silicon JFETs, and
members of the GaAsFET family) the large-signal equivalent, is an analytic approximation
that essentially bears no physical insight into the inner working of the transistor. This fact
is particularly painful because to look at high-order intermodulation distortion, one needs
to have third and fourth derivatives of mathematically continuous equations. The SPICE
approach cannot easily be translated into modern harmonic-balance simulators because
such cop-outs as the use of IF THEN ELSE statements in programming provide everything
else but a continuous model. In the case of our own work, we used complicated curve-fitting
equations to obtain analytic equations and its derivatives to accurately provide a large-signal
model that is valid over a wide range of dc and RF.

2.5.2 Typical SPICE Parameters

Since we are about to evaluate bipolar microwave transistors, junction FETs, MOSFETs
(model level 3), and GaAsFETs. Tables 2.19–22 list typical parameters for the devices we
have used. These parameters can be obtained by the Scout program with the appropriate
measurements. The BSIM model for MOSFETs, applicable for submicrometer technology
transistors, requires an enormous level of parameter extraction and has not fully been vali-
dated for the LDMOS-type transistors currently favored for RF and microwave applications.

The meaning and significance of the various parameters is best explored in a book on
SPICE or semiconductor physics [37–39].
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Table 2.19 BFR193W Bipolar Junction Transistor

IS 0.2738 fA BF 125 NF 0.95341
VAF 24 V IKF 0.26949 A ISE 10.627 fA
NE 1.935 BR 14.267 NR 1.4289
VAR 3.8742 V IKR 0.037925 A ISC 0.037409 fA
NC 0.94371 RB 1.8368 � IRB 0.91763 mA
RBM 1 � RE 0.76534 RC 0.11938 �

CJE 1.1824 fF VJE 0.70276 V MJE 0.48654
TF 18.828 ps XTF 0.69477 VTF 0.8 V
ITF 0.96893 mA PTF 0 deg CJC 935.03 fF
VJC 1.1828 V MJC 0.30002 XCJC 0.053563
TR 1.0037 ns CJS 0 fF VJS 0.75 V
MJS 0 NK 0 EG 1.11 eV
XTI 3 FC 0.72063 TNOM 300 K

Table 2.20 2SK125 JFET

IDSS 0.0525 VP0 –3.111 GAMA –0.1867 E-01 E 15.20
KE –0.3856 E-03 SL 0.2818 E-01 KG –0.2398 T 0
SS 0.7448 E-04 IG0 0.2 E-14 AFAG 38.46 IB0 0.1 E-04
AFAB 38 VBC 30 R10 17.11 KR 0
C10 0.6609 E-11 K1 1.675 C1S 0.6818 E-33 CF0 0.7261 E-11
KF 1.156 RG 0.5 RD 1.542 RS 1.333
LG 0.6098 E-09 LD 0.5159 E-08 LS 0.1482 E-08 CDS 0.4813 E-16
CGE 0.1590 E-11 CDE 0.3394 E-26 CGSP 0.8282 E-13 CDSP 0.4832 E-12
ZGT 50 LGT 0.4712 E-01 ZDT 50 LDT 0.3998 E-01
CGDP 0.3653 E-12 ZST 50 LST 0.1495 E-01 CGDE 0.3831 E-12
CGSB 0.3120 E-13 CDSB 0.5896 E-12 VDMX 10

Note for junction FETs: The currently implemented model for junction FET is too primitive for serious RF
applications. We have therefore taken the approach (liberty) to use the Materka parameter extraction approach for
silicon junction FETs. This has resulted in unparalleled high-quality parameters; in particular, the knee voltage
behavior has significantly improved, as well as the overall frequency response.

Table 2.21 GaAs MESFET

IDSS 0.1077 VP0 –1.8 GAMA –0.5741 E-01 E 1.29
KE –0.1155 E-01 SL 0.1652 KG –0.1782 T 0
SS –0.1208 E-02 IG0 0.213 E-11 AFAG 27.4 IB0 0.5680 E-09
AFAB 1.826 VBC 9 R10 8.382 KR 0.6359
C10 0.5964 E-12 K1 1.296 C1S 0 CF0 0.611 E-13
KF 0.9775 RG 1.996 RD 1.296 RS 1.234
CDS 0.7852 E-13 CDSD 1. E-08 RDSD 158.1 CGE 0.1609 E-12
CDE 0.8674 E-13 VDMX 8

Table 2.22 1 �m × 750 �m Level 3 LDMOS FET

CBD 0.863 E-12 CGD0 166. E-12 CGS0 246. E-12 GAMA 0.211
IS 6.53 E-16 KAPA 0.809 MJ 0.536 NSUB 1.E 15
PB 0.71 PBSW 0.71 PHI 0.579 RD 39
RS 0.1 THET 0.588 TOX 4. E-8 U0 835
VMAX 3.38 E5 VT0 2.78 XQC 0.41
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Table 2.23 Diode Noise Model Key Words

Key Word Description Unit Default

ID Required bias current for the data point Ampere
KF Flicker noise coefficient 0.0
AF Bias exponent of the flicker noise model 1.0
FCP Frequency exponent of the flicker noise model 1.0
FC Flicker noise corner frequency Hz

2.5.3 Noise Modeling

2.5.3.1 Diode Noise Model
The noise model for the diodes (Figure 2.127) consists of two contributions: the shot noise
and the flicker noise. The shot noise is computed automatically and does not require any
parameters. The flicker noise can be specified in two ways:

1. using the enhanced SPICE noise model by specifying KF, AF, and FCP in the
model/parameter list (this option is usually sufficient for most applications);

2. using bias-dependent flicker noise coefficients (specifying KF and AF at multiple
bias points).

The noise generators in the diode noise model are the series parasitic resistance, RS ,
and the intrinsic junction. The figure below illustrates the intrinsic junction noise generator.
Let f be the bandwidth (usually normalized to 1 Hz). The intrinsic noise generator has a
mean-square value of

〈
i2Dn

〉 = 2qIDf + KF
IAF
D

f FCP
f (2.253)

Notes on the diode noise model.

1. Shot noise is always present unless the SN parameter is set to zero. Turning noise
off is useful for comparing the total circuit noise that is generated by the nonlinear
devices and that generated by the linear circuit components.

Cjn IdiDn

Figure 2.127 Equivalent noise circuit for a diode chip.
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2. If the value of KF is specified as zero, then the flicker noise will not be contributed
by the device and only shot noise is considered in the intrinsic model.

3. The corner frequency noise model uses the system noise floor to internally compute
the flicker noise coefficient, KF. The system noise floor is computed by the program
using the diode parameters and kT .

4. This noise model of course considers the actual operating temperature, which must
be supplied to the model.

2.5.3.2 BJT Noise Model
The noise model for the Gummel–Poon BJT model consists of two contributions: shot noise
and the flicker noise. The shot noise is computed automatically and does not require any
parameters. The flicker noise can be specified in two ways:

1. using the enhanced SPICE noise model by specifying KF, AF, and FCP in the model
parameter list (this option is usually sufficient for most applications);

2. using bias-dependent flicker noise coefficients (specifying KF and AF at multiple
bias points).

Option 1: Specifying the Bias-Independent Flicker Noise Coefficient

This option involves the straightforward specification of KF, AF, and FCP that are con-
stant with bias, as in the SPICE noise model. Notes on Option 1.

1. Shot noise is always present unless it is turned off. Turning noise off is useful for
comparing the total circuit noise that is generated by the nonlinear devices and that
generated by the linear circuit components.

2. If the value of KF is specified as zero, flicker noise will not be contributed by the
device and only shot noise is considered in the intrinsic model.

Option 2: Specifying the Bias-Dependent Flicker Noise Coefficient or Flicker Corner
Frequency

Option 2 allows a bias-dependent flicker noise coefficient (i.e., KF and AF vary with the
bias point).

Notes on the BJT noise model.

1. KF, AF, and FC can be specified as bias dependent. If only one set of noise data is
specified, the corresponding bias point is not meaningful because all parameters are
considered constant over all bias values. However, the bias point is needed for the
program to identify the data as bipolar noise data.

2. The corner frequency noise model option uses the system noise floor to compute the
flicker noise coefficient, KF. The system noise floor is computed by the program using
the transistor parameters and kT .

3. This noise model of course considers the actual operating temperature, which must
be supplied to the model.

Figure 2.128 shows the BJT noise model. Let f be the bandwidth (usually normalized
to a 1-Hz bandwidth). The noise generators introduced in the intrinsic device are shown
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Table 2.24 BJT Noise Model Key Words

Key Word Description Unit Default

IB Required base bias current for the data point ampere
VCE Required collector-emitter voltage for the data point volt
VBS Base-substrate voltage required for LPNP type when

four nodes are used.
volt

VCS Collector-substrate voltage required for NPN or PNP
type when four nodes are used.

volt

KF Flicker noise coefficient 0.0
AF Bias exponent of the flicker noise model 1.0
FCP Frequency exponent of the flicker noise model 1.0
FC Flicker noise corner frequency Hz

below, and have mean-square values of

〈
i2bn

〉 = 2qIBf + KF
IAF
B

f FCP
f (2.254)

〈
i2cn

〉 = 2qIcf (2.255)〈
i2Rbb

〉
= 4kT

Rbb

f (2.256)

〈
i2Re1

〉
= 4kT

Re1
f (2.257)

Figure 2.128 BJT noise model (not showing extrinsic parasitics). Current sources with n are noise
sources.
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〈
i2Rc2

〉
= 4kT

Rc2
f (2.258)

IB = Ibf

BF
+ Ile (2.259)

Ic = Icf − Icr (2.260)

2.5.3.3 JFET and MESFET Noise Model
The noise model for the FETs consists of two contributions: the shot noise and the flicker
noise. There are two options to specify noise in the FET model.

1. Using the enhanced SPICE noise model by specifying KF, AF, and FCP in the model
parameter list to determine the flicker noise (this option is usually sufficient for
most applications). The shot noise will be automatically computed using the SPICE
equation.

2. Using bias-dependent flicker noise coefficients through a reference in the DATA
block (specifying KF and AF at multiple bias points) and specifying the four noise
parameters (Fmin, MGopt, PGopt, and Rn) at multiple bias points.

Option 1: Specifying the Enhanced SPICE Noise Model

Option 1 is the straightforward specification of KF, AF, and FCP that are constant with
bias, as in the SPICE noise model.

The drain noise model has the form

〈|Idn|2〉 = 4KBT
2gm

3
f + KF

|ID|AF

f FCP
f (2.261)

where the shot noise is derived from gm and the flicker noise is proportional to KF and
the drain channel current, ID, and inversly proportional to frequency. The AF and FCP
parameters tailor the flicker noise dependence on bias and frequency, respectively.

Notes on Option 1.

1. Shot noise is always present unless it is turned off. Turning noise off is useful for
comparing the total circuit noise that is generated by the nonlinear devices and that
generated by the linear circuit components.

2. If the value of KF is specified as zero, then flicker noise will not be contributed by
the device and only shot noise is considered in the intrinsic model.

Option 2: Specifying the Bias-Dependent Flicker Noise Coefficient or Flicker Corner
Frequency

Option 2 allows the specification of the complex bias-dependent nature of the shot noise
and flicker noise. At high frequencies, the equivalent noise sources are correlated (the SPICE
noise model does not account for this correlation). The complete evaluation of the shot noise
sources can be determined from the four noise parameters. Since these are functions of bias,
they can be specified over the (VGS, VDS) bias plane.

Additionally, a bias-dependent flicker noise coefficient (i.e., KF and AF vary with current)
can be specified.
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Table 2.25 FET Noise Model Key Words

Key Word Description Unit Default

FN Noise data measurement frequency Hz 1.0 GHz
VGS Required gate-source voltage for the data point volt
VDS Required drain-source voltage for the data point volt
FMIN Required minimum noise figure in dB at FN
MGO Required magnitude of optimum noise reflectioncoefficient at FN
PGO Required phase of optimum noise reflection coefficient at FN
RN Required normalized noise resistance at FN
KF Flicker noise coefficient 0.0
AF Bias exponent of the flicker noise model 1.0
FCP Frequency exponent of the flicker noise model 1.0
FC Flicker noise corner frequency Hz

The MESFET noise model uses the four measured noise data (Fmin, �opt, and Rn) at
one frequency and multiple arbitrary bias points. The program uses this data and the FET
model parameters to de-embed the noise data to an intrinsic noise model. The intrinsic
model is accurate at all frequencies, and therefore can predict the noise performance at all
frequencies given data at just one frequency point. Built-in bias-dependent characteristics
are used if multibias noise data is not provided.

Notes on the FET noise model.

1. The corner frequency noise model option uses the system noise floor to compute the
flicker noise coefficient, KF. The system noise floor is computed by the program using
the transistor parameters and kT .

2. This noise model of course considers the actual operating temperature, which must
be supplied to the model.

Noise in a MESFET is produced by sources intrinsic to the device. The same approach,
but with different flicker corner frequencies, is highly applicable to JFETs and MOSFETs.
For more detail as to simulation, see the Element library book for the active device portion
of Ansoft’s Designer. The equivalent noisy circuit of an intrinsic FET is represented in
Figure 2.129.

Figure 2.129 Equivalent noise circuit of an intrinsic FET device.
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The intrinsic FET is internally represented as a noiseless nonlinear two-port with one
equivalent noise current connected across the gate-source terminal and one across the drain-
source terminal. The correlations of the gate and drain noise current sources are

〈|Ign|2〉 = 4KBTf
ω2C2

gs

gm

R (2.262)

〈|Ign|2〉 = 4KBTfgmP (2.263)

〈IgnI
∗
dn〉 = 4KBTfjωCgs

√
PR C (2.264)

The correlation matrix of the noise current sources is

Cdc(ω) = 2

π
KBT dω

⎡
⎣ ω2C2

gs
gm

R −jωCgs
√

PR C

jωCgs
√

PR C gmP

⎤
⎦ (2.265)

The gate and drain noise parameters R and P and the correlation coefficient C are related
to the physical noise sources acting in the channel and are functions of the device structure
and bias noise parameters. By defining measured noise parameters, Fmin, Rn and �opt, and
using a noise-de-embedding procedure, the parameters R, P , and C and the intrinsic noise
correlation matrix of a FET device as functions of device bias are determined by the program.

In addition to the noise sources shown above, the flicker (1/f ) noise can also be modeled
by means of a noise current source connected in parallel with the intrinsic drain port. The
flicker noise component in a narrow band, f , is expressed in the form

〈|IF |2〉 = Qf
|ID|AF

f FCP
(2.266)

where ID is the instantaneous value of the channel current, and Q, AF, and FCP are empirical
parameters. In most practical cases, AF and FCP are directly obtained from measurements
(typically, AF = 2 and FCP = 1), while Q is not. In Ansoft’s Serenade Design Environment,
Q is either provided directly using KF or is computed by providing the flicker corner
frequency (FC). FC is the frequency at which the flicker noise equals the shot/diffusion
noise. The corner frequency is defined by the equation

Q
|ID|AF

f FCP
c

= gmP (2.267)

Given the corner frequency FC and the measurement bias point Vgs and Vds, the program
automatically computes ID, gm, and P , and finally Q.

More information on FET noise modeling can be found in [40–46].

2.5.3.4 MOSFET Noise Model
The MOSFET noise model (Figure 2.130) consists of two contributions: the shot noise
and the flicker noise. The shot noise is computed automatically and does not require any
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Figure 2.130 Equivalent noise circuit of an intrinsic MOSFET device.

parameters. It can be turned off by specifying SN = 0. The flicker noise can be specified in
two ways:

1. using the enhanced SPICE noise model by specifying KF, AF, and FCP in the model
parameter list (this option is usually sufficient for most applications);

2. using bias-dependent flicker noise coefficients through a reference (specifying KF
and AF at multiple bias points).

Option 1: Specifying the Enhanced SPICE Noise Model

This option is the straightforward specification of KF, AF, and FCP that are constant
with bias, as in the SPICE noise model (the flicker noise is considered bias dependent).

Notes on the MOSFET noise model.

1. Shot noise is always present unless the SN parameter is set to zero. Turning noise
off is useful for comparing the total circuit noise that is generated by the nonlinear
devices and that generated by the linear circuit components.
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Table 2.26 Noise Model Key Words

Key Word Description Unit Default

VGS Required gate-source bias for the data point volt
VDS Required drain-source for the data point volt
VBS Required drain-bulk for the data point volt
KF Flicker noise coefficient 1.0E−13
AF Bias exponent of the flicker noise model 2.0
FCP Frequency exponent of the flicker noise model 1.0
FC Flicker noise corner frequency Hz

2. If the value of KF is specified as zero, then the flicker noise will not be contributed
by the device and only shot noise is considered in the intrinsic model.

Option 2: Specifying the Bias-Dependent Flicker Noise Coefficient or Flicker Corner
Frequency

This option allows a bias-dependent flicker noise coefficient (i.e., KF and AF varies
with drain current). The MOSFET noise model data is given and referenced by a model
parameter.

Notes on the MOSFET noise model.

1. KF, AF, and FC can be specified as bias dependent. If only one set of noise data is
specified, the corresponding bias point is not meaningful because all parameters are
considered constant over all bias values. However, the bias point is needed for the
program to identify the data as MOSFET noise data.

2. The corner frequency noise model option uses the system noise floor to compute the
flicker noise coefficient, KF. The system noise floor is computed by the program using
the transistor parameters and kT .

3. This noise model of course considers the actual operating temperature, which must
be supplied to the model.

Let f be the bandwidth (normalized to 1 Hz). The noise generators introduced in the
intrinsic device are shown below, and have mean-square values of

〈
i2dn

〉 = 8kTgm

3
f + KF

IAF
D

f FCP
f

〈
i2Rgn

〉
= 4

kT

Rg

f

〈
i2Rdn

〉 = 4
kT

Rd

f

〈
i2Rsn

〉 = 4
kT

Rs

f

〈
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〉 = 4
kT
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f
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We include this MOSFET noise model (used for quite awhile) for completeness. At
the moment, we do not know which MOSFET noise model the industry will settle on in
the future.

Modern CAD tools, such as Ansoft’s Serenade product, use these models allowing to gen-
erate quite accurate noise data based on a good linear equivalent model. Internally, it uses the
noise-correlation-matrix method (first introduced by Russer). The same noise-correlation
techniques apply to BJTs, all FETs except MOS, and HBTs (such as SiGe devices).

2.5.4 Scalable Device Models

Since diodes and transistors are scalable, here are guidelines for how to use and scale them:

Microwave Diode
ID = area × ID
Cj = area × Cj

RD = RD/area

PIN Diode
ID = area × ID
Cj = area × Cj

RS = RS/area
Rmax = Rmax/area

Bipolar
Ibf = area × Ibf Ibr = area × Ibr

Ile = area × Ile Ilc = area × Ilc

Icf = area × Icf Icr = area × Icr

Cbc = area × Cbc Cbe = area × Cbe

Cbx = area × Cbx Rbb = Rbb/area
RB2 = RB2/area RC2 = RC2/area
RE1 = RE1/area Ijss = Ijss × area

Cjss = Cjss × area

Materka FET
IGSS = IGSS × area
CGS0 = CGS0 × area
CGS1 = CGS1 × area
CDVC = CDVC × area
CDVS = CDVS × area
RG = RG × area / (number of fingers × 2)
RD = RD/area
RS = RS/area

2.5.5 Generating a Databank for Parameter Extraction

Given the fact that one can measure with an automated system (e.g., by Rohde & Schwarz,
Agilent) the bias-dependent S parameters of any active device, bipolar and FET, we can
generate a huge databank that allows us to have corresponding values for both RF and
dc operating points. To validate this, one needs to run a large-signal simulator, such as
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Ansoft’s Serenade Design Environment, or its equivalent from other manufacturers, enter
the large-signal parameters and generate a set of S parameters that correspond to the dc
values for which we have measurements. The agreement between measured and predicted
points for both RF and dc values is a good measure to evaluate the accuracy of the parameter
extraction and the simulator’s performance. Model accuracy, however, is a relative measure
with respect to the actual circuit to be designed. For example, a model that describes noise
and weakly nonlinear behavior of an LNA with high accuracy might easily fail to predict the
power-added efficiency of a switch-mode amplifier. In any case, a model must always be val-
idated against relevant nonlinear measurement. A very helpful tool in this respect are modern
nonlinear vector network analyzers or large-signal S-parameter measurement systems that
allow for measurement of dynamic I–V trajectories as a function of frequency, bias point,
driving power, and load impedance. These measurements give a wealth of information for
model validation. We cannot stress often enough, however, the fact that while most simulator
models are quite good, the weakest point of the link is the parameter extraction program.

Currently, the best parameter extraction for bipolar transistors and FETs, excluding the
BSIM model, is implemented in the Scout program by Ansoft, based on modified techniques
found in the literature. These techniques are based on the fact that present-day nonlinear
modeling of microwave devices, especially FETs, is not exactly adequate to describe all
effects found within these devices. In the case of FETs, the most troublesome parameter
is RDS, which is really more bias dependent than practically all existing models take into
consideration. Techniques used in published extraction methods extract nonlinear models
independently for each section of a device model, and then assume that the proper response
will be generated when all parts are put together. For instance, many extraction techniques
independently fit the I–V data of the section describing the I–V curves and then fit the
C–V data to the equivalent small-signal models. This results in an approximation to the
bias-dependent response of the complete model.

In the technique used in the Scout program, model parameters are extracted simultane-
ously so the effects between model sections are accounted for and the device is treated as a
whole. The most critical area happens to be in the linear region, typically around the pinchoff
area, and for very small supply voltages. The Scout techniques use measured data taken at
a wide variety of bias ranges and frequencies to define the model response. The possible
solution region for the complete model becomes well identified and uniqueness of solution
is vastly improved. The Scout program is interactive in nature and displays simultaneous
measured versus predicted data. This allows for fine-tuning of the parameters.

Over the years, the industry has adapted a large number of models. Those supported by
the Scout parameter–extraction program include:

• npn Gummel-Poon BJT
• pnp Gummel-Poon BJT
• npn heterojunction BJT
• pnp heterojunction BJT
• general-purpose N-channel JFET
• general-purpose P-channel JFET
• Chalmers (Angelov) MESFET/HEMT
• Curtice-Ettenberg cubic MESFET/HEMT
• Curtice quadratic MESFET/HEMT
• IAF (Berroth) MESFET/HEMT
• modified Materka-Kacprzak MESFET/HEMT
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• Raytheon (Statz) MESFET/HEMT
• TriQuint (TOM-1 and TOM-2) MESFET/HEMT
• Ansoft physics-based MESFET

The Ansoft physics-based MESFET model is unique and politically sensitive because its
users are essentially required to enter all device fabrication parameters to get the appropriate
answer, and most, if not all, companies will stay away from handing out such company
proprietary recipes. The validation of this model was done using manufacturing data for
transistors that were developed under government contract and therefore accessible for the
team members. Compact Software/Ansoft over the last 10 years has been involved in a
large number of government-funded research and development programs, and practically
all modern modeling implementations and their validation were done in conjunction with
the largest semiconductor manufacturers.

As far as further validation is concerned, besides our looking at the matching of dc I–V
curves and S parameters, important parameters such as 1-dB compression point, power-
added efficiency, and harmonic content are important criteria to evaluate the quality of such
an undertaking. As far as hardware is concerned, one needs to have a network analyzer,
such as the ZVA (Rohde & Schwarz) or PNA (Agilent). Its selection is determined by the
highest cutoff frequency where measurements are necessary. A dc feed capability, up to
several amperes, through the measuring ports and appropriate power supplies, are essential,
as is a dc I–V curve tracer. The built-in various optimizers of the program establish the best
possible match between the selected parameters and the measured results.

The area of proper modeling has always been fascinating because the active device model
can make or break first-pass success. Figure 2.131 shows the doubler gain comparison of
a model supplied by NEC (the device manufacturer, parameter extraction done with Scout,

Figure 2.131 Gain comparison of a MESFET doubler based on the three device models used: NEC
(+), Ansoft (O), and Microwave Engineering Europe (*).
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Figure 2.132 Layout of the MESFET doubler.

and parameter extraction supplied from the Microwave Engineering Europe magazine in
its CAD review of May 1994. It is somewhat unclear where the MEE model came from.
The actual task given by MEE was to simulate a frequency doubler against measured data.
This type of simulation required two areas of high precision, one being the model and other
being the electromagnetic modeling of the discontinuities of the circuit—in this case, a stub
element. The circuit itself was very simple. The manufacturer-supplied data gave the poorest
results (we believe the parameter extraction came from a third party not quite up to speed
in this area). The results that came from the Scout parameter extraction and the third one
that MEE supplied were fairly close, yet the Scout solution, including the electromagnetic
simulation part, gave the best answer. More simulators have since appeared in the market,
and it would be interesting to revisit this topic. Figure 2.132 shows physical layout of the
doubler circuit.

Test Setup The measuring equipment required for the actual extraction includes the
following.

• Semiconductor parameter analyzer (HP4145)
• Vector network analyzer (ZVR, HP8510, W360)
• Bias supplies and meters
• Power RF source, power meters, spectrum analyzer, and so on

The required software tools include:

• GPIB controller: Compact NETCOM (network analyzer control program)
• Parameter extraction performed by Scout



338 MODELS FOR ACTIVE DEVICES

Vector
network
analyzer
& bias

supplies

Netcom Scout
Microwave
Harmonica

dc/ac
measurement

data

Optimized
model

parameters

Figure 2.133 Flow chart of the parameter extraction process.

• Small-signal and harmonic-balance validation: Serenade nonlinear analysis
(Microwave Harmonica) or its equivalent.

After we have assembled all these tools, the device extraction process can begin. It
will follow the flow as shown in Figure 2.133. Depending on the numbers for the dc/ac
measurement, this process can take up to 2 h. The Scout program, with its built-in optimizer,
can take another 2 h. It is therefore reasonable to assume a thorough parameter extraction
of a device will take about 1 day.

Parameter Extraction As we have outlined, the parameter extraction program Scout,
which is optimized for high-frequency and millimeter-wave application, is a Windows-
based parameter extraction and optimization utility. It requires a network-communication
program to acquire dc and S-parameter measurement data. It supports interactive device
fitting and optimization, and supports the various models listed earlier. For ease of use,
it has an attractive graphical user interface with multiple windows, as can be seen from
Figure 2.134. Agilent offers more general RF parameter extraction programs, but we did not
have access to those. One of the unfortunate deficiencies of most BJT parameter extraction
programs known to us is the fact that (as one example) the sensitivity to determine the
actual base-spreading resistor for bipolar transistors is poor. The only useful workaround is
considering the noise figure of the device, given the fact that the midrange noise factor of
any bipolar transistor can be calculated from

F = 1 + Rbb′

Rg

+
0.5

(
26 mV

IC

)
Rg

(approximate equation at medium frequencies) (2.268)

By solving the equation for R′
bb, since we know that Rg, the generator impedance, is

50 �, and the emitter diffusion resistance (26 mV/Ic) can be determined from the bias
point, we can already eliminate the need to extract R′

bb from the test equipment. By using a
generic algorithm based on S-parameters alone, errors of a factor up to 10 are not uncommon
because of the low sensitivity for this parameter. Another headache in the case of the BJT
is the determination of the excess phase (PTF) and forward and reverse transit time (TF
and TR, respectively). The lack of quality modeling can be best found by examining the
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Figure 2.134 The Scout user interface.

measured versus predicted values of S22. Again, practically all the parameter extraction
programs we have seen so far suffer from this deficiency.

2.5.5.1 MESFETs
In the case of a member of the MESFET family, a model as shown in Figure 2.135 is used.
It consists of an intrinsic model and a complete chip/package parasitic model. In the case
of the MESFET, to obtain first-class results, the following measurements are necessary:

• dc I–V measurements
• dc diode measurements
• cold-FET and forward-biased-gate S-parameters
• S-parameter measurements over bias
• harmonic power measurements

Z-parameter equations for Figure 2.136:

Z11 = RS + Rg + Rgs + αgRch + jω
(
Lg + LS

)
(2.269)

Z12 = Z21 = RS + αRch + jωLS (2.270)
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Figure 2.135 Intrinsic model and complete chip/package model.

Z22 = RS + RD + 2αRch + jω (LS + LD) (2.271)

CB = − Im (Y12)

ω
(2.272)

Cpg = Im (Y11)

ω
− 2CB (2.273)

Cpd + Cds = Im (Y22)

ω
− CB (2.274)

In order to simplify the modeling, it is useful to do cold-FET (Figure 2.135 and equa-
tions 2.269–2.271) and pinched-FET (Figure 2.136 and equations 2.272–2.274)

G

S

D
LdRdLg Rg Rgs

Rs

Ls

αRch

αgRch

Figure 2.136 Forward-biased gate FET model for cold-FET (VDS = 0, VGS > 0) measurements. This
approach allows direct extraction of parasitic resistances and inductances.
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Cgd

CpdCdsCgsCpg

Figure 2.137 Pinched-FET (VDS = 0, VGS < VP) model. This approach allows direct extraction of
parasitic gate and drain capacitances.

measurements to derive some of the intrinsic or extrinsic values. For the highest accuracy,
the following extraction strategies are recommended.

• Preextraction using basic dc and S-parameters—for example, CGS from S11

• Six extraction steps to determine parameters:

– basic dc model

– advanced dc model

– basic ac model

– advanced ac model

– package determination

– diode characterization
• Large-signal validation

– power compression and bias shift

– harmonic power comparison

– intermodulation characterization

As an example, we are going to use the popular and well-characterized NE71000,
which is not a particularly modern device, but has been used for various research projects.
Figure 2.138 shows measured versus simulated dc I–V curves for the NE71000. The agree-
ment between measured and predicted dc IV curves is quite good. In a similar fashion, we
obtain obtain the S parameter fits over bias. They are shown in Figures 2.116 and 2.117.

As mentioned above, 1-dB compression, power saturation, and drain current as a function
of drive. This particular model point is not particularly impressive. We believe this has to
do with the original Materka model.

Having brought up the subject of models, Figure 2.143 compares measured data with
that obtained with the Angelov, cubic, quadratic, TriQuint, Raytheon, and Materka mod-
els. The figure shows that there is no perfect model yet. To put this in perspective, in
Figure 2.144 we show the dc I–V error bars for these six models. This graph shows that the
least errors for the dc measurement versus modeling are obtained with the Curtice cubic
model, followed by the modified Materka model (implemented in Serenade) and TriQuint
models. The difference in S parameter matching for RF application is significantly more
relevant for the designer.
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Figure 2.138 Measured NE71000 dc I–V curves versus those simulated using the Ansoft Materka
model.

Figure 2.139 Measured versus calculated NE71000 S parameters for VGS = −1 V and VDS = 2 V.
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Figure 2.140 Measured versus calculated NE71000 S parameters for VGS = −1 V and VDS = 4 V.

Figure 2.141 Measured versus calculated NE71000 S parameters for VGS = 0 V and VDS = 2 V.



344 MODELS FOR ACTIVE DEVICES

Figure 2.142 Measured versus calculated NE71000 S parameters for VGS = −0.5 V and VDS = 2 V.

Figure 2.143 Comparison of dc models: Chalmers (Angelov), Curtice cubic, Curtice quadratic,
Materka, Raytheon, and TOM.
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Figure 2.144 DC I–V error bars: Chalmers (Angelov), Curtice cubic, Curtice quadratic, Materka,
Raytheon, and TOM.

Things become much more interesting if we compare the S parameter errors between
the Materka shown in Figure 2.145, the Curtice cubic model (Figure 2.146), and the TOM
model (Figure 2.147).

Since the trend is to go to low-voltage power RF operation, several issues must be battled.

• Models are most inaccurate at low VDS and near pinchoff
• Modeling of low-voltage operation is adversely impacted
• Thermal effects must be considered, but older models do not account for this

2.5.5.2 A Case Study
As a case study, we will consider the Oki KGF1608 power MESFET (0.5 �m × 28 mm).
Figures 2.148 and 2.149 show the dc I–V curves and S parameters, respectively. The reso-
lution of the S parameters, based on the scale used, is not particularly impressive.

Figure 2.150 shows dc IV curve, with load line, for the KGF1608; the self-heating effect
of the transistor can be seen in the droop of the top two curves. Figures 2.151 and 2.152
show drain current and output power versus drive, respectively. The test conditions for these
three figures were f = 850 MHz, VDS = 3.4 V, and VDS = 2.025 V.

2.5.6 Conclusions

From all plots of dc and ac error contours, dc I–V curves, and dc error bar chart, we can
draw the following conclusions.

DC Errors

• In the Saturation Region: All the models considered work very well, with a relative
error of less than 15%. This means that all models are suitable for typical applications
where the device operates in the saturation region.
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Figure 2.145 NE71000, Materka model, % error contours for (a) dc I–V and (b) S parameters.

• In the Linear Region: Although the errors in the saturation region are similar for
different models, the errors in the linear region are quite different. The Materka, Curtice
cubic, and TriQuint models behave better than other models in the linear region. The
relative errors of these three models are less than 10%, while other models have more
than 60% relative errors at some points.

AC Errors From the ac error contour plots, we can see that the Chalmers (Angelov) model
emerges as the most accurate for ac small-signal operation. The comparison also shows that
all mores considered are good for ac operations biased in the saturation region with a typical
relative error of less than 15%. However, the ac relative errors are much higher in the linear
region, particularly for the Curtice quadratic model, which exhibits more 80% error at
some points.
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Figure 2.146 NE71000, Curtice cubic model, % error contours for (a) dc I–V and (b) S parameters.

Notes The above conclusions are based on the matching between the simulated responses
of different models and the measured data from a typical NE71000 device; the models
may behave differently for a different device. It is not possible to draw any broad-based
conclusions as to what model is the best. In order to select the most suitable model for
your application, you must consider all the factors, such as bias range, frequency range,
small-signal, or large-signal operation, according to your experiences in device modeling.

2.5.7 Device Libraries

All these measurements lead to a nonlinear device library. Figures 2.153 and 2.154 show a
typical datasheet for a device in the library with measured and modeled data. The previous
high-power example does not always lead to acceptable results as the models are far from
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Figure 2.147 NE71000, TOM model, % error contours for (a) dc I–V and (b) S parameters.

being fully developed. We also show the simulation results using the physics-based model
for FETs.

2.5.8 Physics-Based MESFET Modeling

We mentioned a physics-based model earlier. Figure 2.155 shows the measured versus
predicted dc IV, I/O power, and S parameters for an Alpha Industries MBE MESFET
developed under one of the government contracts. The simulation does not handle the
trapped energy, which explains the negative slope on the third trace of the output dc I–V
curve.

The process for bipolar transistors is quite similar and less tricky than the ones just
described. Good examples can be found in the User Manual for Compact Scout.
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Figure 2.148 Calculated versus measured dc I–V curves for the Oki KGF1608 package MESFET.

Figure 2.149 Calculated versus measured S parameters for the Oki KGF1608 package MESFET.
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Figure 2.150 Load line and dc I–V curves for the KGF1608 MESFET.

Figure 2.151 Measured versus calculated drain current for the KGF1608 MESFET.
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Figure 2.152 Measured versus calculated output power for the KGF1608 MESFET.

2.5.9 Example: Improving the BFR193W Model

We have already mentioned the difficulty encountering the proper base spreading resistor
values and others by using standard parameter–extraction programs. Table 2.19 lists the
SPICE Parameters for the Gummel-Poon Model, Berkley-SPICE 2G.6 syntax, from the
Infineon datasheet.

A certain issue arises when measuring noise performance of the same device at an
operating point of 10 mA. Using above-mentioned simplified equation

F = 1 + Rbb′

Rg

+
0.5

(
26 mV

IC

)
Rg

(approximate equation at medium frequencies) (2.275)

we obtain the following results.

A. Inserting 1.8 � (value for RB provided by the data sheet) and RB = 15 � (measured
by the authors), here are the interesting results:

F = 1 + 1.8

50
+ 2.6

100
= 1.062 (2.276)

as noise factor or, as noise figure, NF = 0.26 dB.

B. Or using the measured 15 �, one obtains

F = 1 + 15

50
+ 2.6

100
= 1.326 (2.277)

as noise factor or, as noise figure, NF = 1.22 dB.

The Infineon datasheet claims a noise figure of 1 dB and 1.3 dB at 900 MHz and 1.8 GHz,
respectively. Therefore, the measured versus calculated data differs by 0.2 dB or less,
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Figure 2.153 Page 1 of a nonlinear device library for the NE67300.

compared to 0.74 dB or more. This simple example shows how easy it is to provide measure-
ment data that are inconsistent with the laws of physics. It is therefore highly recommended
to add the noise figure as an additional parameter in the parameter extraction to reduce
the number of variables—specifically, those for which the standard extraction has little
sensitivity. The collector–emitter junction capacitance is another important parameter that
frequently gets measured incorrectly. The way around this is to remember the definition

fmax =
√

ft

8πR′
bbCc

(2.278)

fT can be measured from the 3-dB point of the emitter current gain (β) and R′
bb was just

computed above, so the equation can be solved for Cc, as there is a relationship between
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Figure 2.154 Page 2 of a nonlinear device library for the NE67300.

Figure 2.155 Comparison of measured data with PHYSFET and TOM models for an Alpha Industries
MBE MESFET (0.25 �m × 400 �m) at VGS = −1, VDS = 2.
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Figure 2.155 (Continued )
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measured gmax and fmax. There are several correlations between the parameters of the
equivalent circuit as published in different places, and therefore one can restrict the degree
of freedom within the optimization process and obtain much better results. This approach is
applicable to all types of transistors, bipolar and FET, but can not only be used to improve
the accuracy of parameters that affect a transistor’s RF performance but also its noise
performance.
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3

AMPLIFIER DESIGN
WITH BJTs AND FETs

3.1 PROPERTIES OF AMPLIFIERS

3.1.1 Introduction

The goal of this chapter is to move from the details on the semiconductor devices themselves
to our first practical application. One of the more interesting features of amplifiers is that
they can easily become what will be covered in Chapter 5: oscillators. This is due to the
high gain of the devices, unaccounted for parasitic elements, and other design flaws. The
amplifiers we need will fall into three categories:

• low-noise amplifiers,
• high-gain amplifiers, and
• medium- to high-power amplifiers.

See Figure 3.1. The low-noise amplifier always operates in Class A, typically at 15%–
20% of its maximum useful current. The high-gain amplifier can operate in Class A, as
well as B (mostly push–pull). The higher dc current for the same device in a higher noise
figure and more gain, and ultimately more output power. Class C operating mode is really
reserve to either FM transmissions or constant-carrier modes like CW. Some of the modern
digital modulation types are sensitive to phase distortion rather than amplitude changes,
and because of the resulting output spectrum, designers have stayed away from Class C
operation.

Some of these amplifiers, such as bipolar versions, can be dc coupled with very few
difficulties; others, like those in the FET families, will cause more headaches. An interesting
example, although much too high in frequency for the purpose of this book, is shown in
Figures 3.2–3.5. It shows a three-stage amplifier that has noise feedback for the first two

RF/Microwave Circuit Design for Wireless Applications, Second Edition. Ulrich L. Rohde and Matthias Rudolph.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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Figure 3.1 Definition of Classes A–C operation and resulting bias, including conduction angle (�) to
be discussed in Section 3.2.2. The transfer characteristic can be either quadratic or exponential. This
results in different distortion, but does not change the basic operating mode.

stages and resistive feedback for the output stage. These are the three types of amplifiers,
regardless of technology, we will be evaluating. The achievement of accurate noise analysis
of this circuit, reported in Ref. [1], marked the first time a complete linear noise model with
essentially no frequency limitation had been developed. Its accuracy depends solely on the
accuracy of the element values of the linear equivalent circuit, which can be obtained from
measured S parameters by an optimization process. Needless to say, this technique is also
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Figure 3.2 Schematic of the X-band GaAs monolithic low-noise amplifier (Texas Instruments
EG8021). For reasons of linearity, all three stages operate in Class A.



PROPERTIES OF AMPLIFIERS 361

Figure 3.3 Photograph of the EG8021 monolithic amplifier chip. The area pictured is 0.09 in by
0.12 in in size.

applicable at lower frequencies, such as 1.5–3 GHz, and its deviation from measured values
has never been worse than 0.2 dB or, relative to the noise figure, 10% expressed in dB.

The results of Figure 3.4 were obtained by using the linear FET model as supplied by
Texas Instruments. It becomes somewhat obvious that a match for S11 of −60 dB is not
likely. We then replaced the linear transistor with the SPICE-type nonlinear model, resulting
in the responses shown in Figure 3.5. S11 now looks much more realistic in the center of

Figure 3.4 Simulated Fmin, noise figure, S11, S21, and S22 responses for the three-stage GaAsFET
amplifier using the TI linear FET model. The values at 10 GHz are: Fmin, 2.20 dB; NF, 2.21 dB; S11,
−36.8 dB; S21, 27.2 dB; and S22, −23.7 dB.
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Figure 3.5 Simulated Fmin, noise figure, S11, S21, and S22 responses for the three-stage GaAsFET
amplifier using the nonlinear FET model. The values at 10 GHz are: Fmin, 1.53 dB; NF, 1.65 dB; S11,
−8.5 dB; S21 20.3 dB; and S22, −15.9 dB.

the range, but at the same time exhibits a tendency toward instability at frequencies around
8 GHz. The actual circuit, when measured, did not exhibit this potential instability; on
the other hand, the noise figure and gain agreed quite well. The discrepancies between
the results with the linear and nonlinear models emphasize the importance of accurate
device modeling.

Figure 3.6 shows a wideband amplifier, specifically a distributed amplifier, that covers
1–20 GHz. Figure 3.7 shows its simulated frequency-dependent gain, matching, and noise
performance. This example is given here as an outlook to circuit concepts applyed at fre-
quencies well beyond the wireless range. The other reason is to show that the modern CAD
tools can handle such high frequencies accurately, which means one can trust them at the
significantly lower wireless frequencies of 500 MHz to 3 GHz. Above 1500 MHz, one really
should model using distributed elements. We will come to this later in this chapter.

Input/output and interstage matching will become another challenging task, specifically
if one requires sufficient bandwidth. As circuits become more complex and as the operating
frequency increases, passive components play an increasingly important role; the use of

Figure 3.6 Photo of the 1–20-GHz distributed amplifier.
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Figure 3.7 Simulated Fmin, NF, S11, S21, and S22 responses. At the center of the range, the following
numbers were found: Fmin, 4.80 dB; NF, 4.80 dB; S11, −32.8 dB; S21, 21.8 dB; and S11,−25.2 dB.

distributed elements is practically a necessity above 1500 MHz. For this reason, we begin
this chapter by covering the application of transistors as amplifiers, following this with
a discussion of the surrounding external circuitry, such as transmission lines, inductors,
capacitors, and resistors.

The goal of the applications presented here is to address, where possible, high-
performance wireless stages that are less subject to constraints of space, power consumption,
and cost, than portable/mobile applications. This is consistent with our preface, in which
we have clearly stated our goal. The designers of handsets typically cannot consider the
full variety of circuits we will present here. These types of stages (low noise, high gain,
and power) frequently will be used with filtering, and we will give some examples of input
filters, including a tracking high-performance design.

A key topic besides the frequently mentioned gain is the whole noise issue. The following
subchapter gives the reader a complete introduction into this important area, followed by
a similar introduction into the gain and matching of transistors. A caution, the major-
ity of applications published go through the exercise of using S parameters manually to
design low-noise and small-signal amplifiers. While we have been tempted to repeat the
information spread around in several textbooks, we feel that the engineers today will have
access to CAD tools one way or another. It is highly unlikely that readers will undertake
the inefficient process of going through all the design steps manually (a procedure that
can take days); hopefully, engineers today will resort to a linear/nonlinear CAD tool to
do so. Only for the purpose of summarizing the necessary steps, we will provide the rele-
vant information regarding gain, stability, and related topics, demonstrating their usefulness
or possible misuse with a modern CAD tool—in our case, the Serenade Design Environ-
ment product from Ansoft. Although our examples are primarily simulated with Serenade,
designers can basically choose from three comprehensive microwave-CAD tools: Ansoft’s
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Designer (the successor of Ansoft’s Serenade), AWR’s Microwave Office, and Agilent’s
Advanced Design System (ADS). These tools are comprehensive in a sense that the full
range of simulation and layout software is integrated, for example, circuit simulation in
time and frequency domain, electromagnetic simulation of the transmission lines, and lay-
out generation. Besides of these commercial packages, a number of special-purpose tools are
available.

3.1.2 Gain

In practical terms, when we talk about gain, we mean the output power relative to the
input power. The industry standard now uses 50 �; however, at the point where we have
to match high-impedance devices such as monolithic crystal filters where the impedance
jumps, things are not so obvious. The transformation equation that allows us to transform
from one impedance to another is

m =
√

R2

R1
(3.1)

This correction factor, m, is required to do the transformation from R1 (50 �) to R2

(e.g., 1.2 k�). It needs to be understood that while the power gain remains the same, the
voltage gain requires this correction factor. Since the power gain is expressed as 10 log A,
A being the loop gain, 20 log A is the voltage gain, both expressed in dB. The reason for
10 versus 20 is that the power gain is always the voltage squared, which accounts for the 2.
As reminder of these relationships

Distinction: Power ratios – voltage ratios

P = V 2/Z

ndB = 10 log10(P2/P1) n = 10 log10

V2
2

Z2

V 2
1

Z1

dB

Z2 = Z1 --> n dB = 10 log10(V 2
2 /V 2

1 ) = 10 log10(V2/V1)2

n dB = 20 log10(V2/V1)dB

The gain is typically defined under the condition of real resistive source and load
terminations, which means that all the available power is being supplied to the ampli-
fier, and likewise through proper matching at the output, all the available power is fed to
the termination. This gain figure is typically measured at a single spot frequency, but since
most amplifiers are not totally flat, one needs to specify the gain tolerances or gain flatness.
A good number is x dB ±0.5 dB gain variation. In the case of a narrowband amplifier,
the gain typically is shaped like a tuned circuit or like a critically coupled bandpass filter
frequency response while in the case of a real wideband application, the desired gain has
some kind of ripple that is due to the various compensation components in the circuit. An
extreme case of a wideband amplifier is a 6–18-GHz single-stage amplifier that uses some
very clever matching. This is shown in the following example. Figure 3.8 shows the circuit
diagram, and Figure 3.9 shows its frequency-dependent performance.
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Figure 3.8 A 6–18-GHz FET amplifier.

Although this is a cute approach of generating a single-stage amplifier over such a wide
bandwidth, in real life, it is not acceptable. The reason for this is that neither S11 nor S22

meet any useful specifications over the entire range. Typically, S11/S22 values are only a
few dB, while in reality more than 10 dB is required. We have chosen this example to show
that gain and matching, depending upon the circuit topology, are connected. We get similar
results for the noise figure whereby the best achievable noise figure (Fmin) and the actually
50-� noise figure are only a few dB apart; however, its frequency dependence in a wideband
stage is certainly not acceptable.

Another parameter associated with gain is the stability factor K of the circuit. A value
of K > 1 is mandatory to guarantee stability together with magnitude of S11 and S22 being
less than 1.

Figure 3.9 Frequency-dependent gain, matching, and noise performance of the Figure 3.8 amplifier.
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Figure 3.10 Gmax, maximum stable gain (MSG), and K performance of the Figure 3.8 amplifier.

Figure 3.10 plots both the K stability factor, which for absolute stability must be >1, and
maximum stable gain (MSG) as well as Gmax. It turns out that MSG is a highly artificial
definition of stability implies that input and output are terminated with pure resistances
and then conjugately matched. There are four ways of achieving this resistive loading, ei-
ther in the emitter (as a shunt resistor between gate/drain or base/collector, and finally
in parallel to the input and output to ground). Needless to say, this is not a real operat-
ing mode because it deteriorates both noise and gain. In our case, the entity Gmax is a
function of S12 of the circuit, not just the transistor, and depends highly on S12. If we
bring the system close to oscillation, then Gmax will increase at the expense of bandwidth.
Unfortunately, some of these microwave definitions of gain (see Table 3.1) have become
widely used in industry without always being useful. To evaluate these equations for S12

is not legitimate because other quantities like K become infinite, and the entire system of
equations falls apart. The power gain with input and output conjugately matched, or the
transducer power gain for arbitrary source and load matching, still give more insight in
the system.

Definition for Gmax: If k > 1, it is called Gma, and if k < 1, it is called Gms.
In the above example, we specifically stated that the input and output VSWR was totally

unacceptable, and this was due to a one-stage design. Figure 3.11 shows an amplifier chip
built around two transistors with standard feedback techniques applied; Figures 3.12 and
3.13 show its frequency-dependent gain, matching, stability, and noise performance. This
amplifier was one of the early examples of GaAsFET wideband amplifiers, but it is inter-
esting because while it has wild (and wide) gain swings, it exhibits a fairly constant input
and output impedance or reflection coefficient. A further evaluation of the circuit shows
that not only is the circuit unconditionally stable but also the maximum stable gain has an
extremely high value based on essentially minimal S12, the K factor is always significantly
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Table 3.1 Nine Power Gains

Transducer power gain in 50-� system GT = |S21|2

Transducer power gain for arbitrary �G and �L GT = (1 − |�G|2)|S21|2(1 − |�L|2)
|(1 − S11�G)(1 − S22�L) − S12S21�G�L|2

Unilateral transducer power gain GTU = |S21|2(1 − |�G|2)(1 − |�L|2)
|1 − S11�G|2|1 − S22�L|2

Power gain with input conjugate matched G = |S21|2(1 − |�L|2)
|1 − S22�L|2(1 − |S ′

11|2)
= |S21|2

1 − |S11|2
(for �L = 0)

Available power gain with output conjugate
matched

GA = |S21|2(1 − |�G|2)
|1 − S11�G|2(1 − |S′

22|2)
= |S21|2

1 − |S22|2
(for �G = 0)

Maximum available power gain Gma =
∣∣∣∣S21

S12

∣∣∣∣ (k − √
k2 − 1)

Maximum unilateral transducer power gain GTU max = |S21|2
(1 − |S11|2)(1 − |S22|2)

Maximum stable power gain Gms = |S21|
|S12|

Unilateral power gain U = 1/2|S21/S12 − 1|2
k|S21/S12| − Re(S21/S12)

higher than 1, and Gmax follows, to some degree, the actual gain response of the ampli-
fier. (Ultimately, designers gave up on simple RCL feedback amplifiers for such a wide
bandwidth, replacing them with distributed amplifiers previously called traveling wave am-
plifiers.) The problem of gain and stability starts at audiofrequency amplifiers, where the

Figure 3.11 A two-stage, wideband feedback amplifier.
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Figure 3.12 Frequency-dependent gain, matching, and noise performance for the Figure 3.11
amplifier.

motorboating phenomenon has been known for years, and the problem moves up in fre-
quency with more modern technology, and is largely dependent not only on the device and
the circuit but also on the layout. The motorboating effect has to do with ground loops and
the fact that if the printed circuit traces from the power supply connection to the output
power stage present too high a resistance, then at high currents the voltage will drop to a

Figure 3.13 Frequency-dependent Gmax, K , maximum stable gain, and gain performance for the
Figure 3.11 amplifier.
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point below useful operation, and as the volume is lowered, become stable again. In this
case, the amplitude of the signal through the amplifier controls the stability of the output
stage. Needless to say, this most unpleasant effect applies to high-power stages for all output
transistors, where we use Class B or C operation, meaning that the dc operating current as
a function of output does not remain constant.

In terms of gain, there is also an important gain characteristic called differential gain and
differential phase. These expressions were first used in television circuits, where linearity in
both areas is an absolute must. The amplitude of the signal determines the black and white
contrast, and the phase determines the color. As an example, transmitting an image of one of
our presidents playing golf in California to the New York area is done by many microwave
hops. Any multipath reception, such as that caused by reflection from airplanes, may have
little effect on the signal amplitude, but the resulting phase shift can transform a green
lawn to a red lawn if a total shift of 180◦ occurs. Given a particular operating point, if the
1-dB compression point of multiple amplifiers in the chain is approached or exceeded, their
differential gain, which is defined by the IEEE as “the difference between (a) the ratio of the
output of a small high-frequency sine-wave signal at two different levels of a low-frequency
signal on which it is superimposed, and (b) unity,” may increase. This mode of saturation
charges all the capacitances of the amplifier transistors, causing huge phase shifts that result
in the known problem of changing colors. The same applies, of course, in test equipment
amplifiers, in which such changes cannot be tolerated. A somewhat similar, but not quite
the same, problem is spectral regrowth (evaluated in terms of adjacent channel power ratio
[ACPR]), which is also due to nonlinearities. The question of linearity has already been
covered in detail in Chapter 1. Needless to say, any overdrive condition also changes an
amplifier’s input and output SWR.

3.1.3 Noise Figure (NF)

Introduction In this section, we look at the best way to describe noise in active devices
(black boxes). Even when a two-port is linear, the output waveform will differ from the input,
because of the failure to transmit all spectral components with equal gain (or attenuation)
and delay. By careful design of the two-port, or by limitation of the bandwidth of the input
waveform, such distortions can largely be avoided. However, noise generated within the
two-port can still change the waveform of the output signal. In a linear passive two-port,
noise arises only from the losses in the two-port; thermodynamic considerations indicate
that such losses result in the random changes that we call noise. when the two-port contains
active devices, such as transistors, there are other noise mechanisms that are present. A very
important consideration in a system is the amount of noise that it adds to the transmitted
signal. This is often judged by the ratio of the output signal power to the output noise power
(S/N). The ratio of signal plus noise power to noise power [(S + N)/N] is generally easier to
measure, and approaches S/N when the signal is large.

In the evaluation of a two-port, it is important to know the amount of noise added to a
signal passing through it. An important parameter for expressing this characteristic is the
noise factor. The signal energy coming from a generator or antenna is amplified or attenuated
in passing from the input to the output of a two-port, as is the noise that accompanies the input
signal energy. A system generally includes a cascade of two-port networks that constitute
one overall two-port that amplifies the signal to a high-enough power level for its intended
use. The noise factor of a system is defined as the ratio of signal-to-noise ratios available
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at input and output:

F = (S/N)input

(S/N)output
≥ 1 (3.2)

The noise figure (or factor) of a receiver is an easily measured quantity that describes
the signal-to-noise ratio reduction of that receiver.

When this ratio of powers is converted to decibels, it is generally referred to as the noise
figure rather than noise factor. Various conventions are used to distinguish the symbols used
for noise factor and noise figure. Here, we use F to represent the noise factor and NF to
represent the noise figure, although the terms are usually used interchangeably.

For an amplifier with the power gain G, the noise factor can be rearranged as

F = Si/Ni

GSi/G(Ni + Na)
(3.3)

when Na is the additional noise power added by the amplifier referred to the input. This can
be computed to be

F = 1 + Na/Ni (3.4)

The noise factor is often replaced by the noise figure (NF), which is defined in decibels
as

NF = 10 log10 F (3.5)

In applications like satellite receivers, the noise factor becomes such a small number that
it is inconvenient to work with. Many people have adopted the use of an equivalent noise
temperature for a circuit to remedy this situation. Since the thermal noise power N available
from a resistor at temperature Te is

N = kTeB (3.6)

where k is Boltzmann’s constant (1.38 × 10−23 J/K), Te is the effective temperature in
kelvins, and B is the bandwidth in Hertz. The equation above may be used to associate an
effective noise temperature with circuits containing more than just thermal noise sources.
This allows (3.4) to be written as

F = 1 + kTeB

kT0B
= 1 + Te

T0
(3.7)

where Te is the effective noise temperature of the circuit and T0 is the temperature of the
generator resistor in Kelvins. The noise temperature Te now characterizes our circuit noise
contribution and can be directly related to the noise factor.

Assuming a reference noise temperature of 290 K (−273 + 290 = 17◦C), let us deter-
mine the noise temperature of the system with a noise factor of 2.6 (4.15 dB):

Te = (2.6 − 1)(290) = 464 K

This temperatureTe should not be confused with the environmental operating temperature
T0. It is quite common to operate low-noise amplifiers with Te below 100 K, an ambient
temperature of 290 K.
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Figure 3.14 Combination of signal and noise voltages supplied to a complex termination.

Signal-to-Noise Ratio Let us consider the signal-to-noise ratio of power delivered from
a generator to a load as shown in Figure 3.14. The signal power delivered to the input is
given by

Sin = Pin = E2
gRe(Zin)

|Zg + Zin|2 (3.8)

where Eg is the rms voltage of the input signal supplied to the system, and the noise power
supplied to the input is expressed by

Nin = v2
nRe(Zin)

|Zg + Zin|2 (3.9)

where the noise power at the input is provided by the noise energy of the real part of Zg. The
input impedance Z of the system in the form Z = Rin + jXin is assumed to be complex.

The Johnson noise of a resistor [here Re(Zg)], given by the mean-square voltage

v2
n = 4kTRB (3.10)

where k (Boltzmann’s constant) = 1.38 × 10−23 J/K, T is the absolute temperature of the re-
sistor, and B is the bandwidth, is sufficiently small that the resistive component of impedance
does not change. The available signal power from the generator has a lower limit, even if
the signal is attenuated by the highest possible attenuation. The generator resistor acts as a
Johnson noise generator, its power being

PA = 4kTBR

4R
= kTB (3.11)

where k is Boltzmann’s constant, T is the absolute temperature, and B is the bandwidth.
This power is the maximum available output power.

For an ambient temperature of 290 K, kT = 4 × 10−21 W/Hz. This expression is also
given as kT = −204 dBW/Hz = −174 dBm/Hz = −114 dBm/MHz. We can combine (3.8)
to (3.10) to obtain (

S

N

)
in

= E2
g

4kTRe(Zg)B
(3.12)
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Figure 3.15 Graphical and mathematical explanation of the noise bandwidth from a comparison of
the Gaussian-shaped bandwidth to the rectangular filter response.

This is the value of S/N contributed by the generator, which does not include the noise
generated by the load, in this case Re(Zin), which would need to be included in the mea-
surement of the total S/N across the input impedance.

A critical parameter is the noise bandwidth, Bn, which is defined as the equivalent
bandwidth, as shown in Figure 3.15. For reasons of group delay correction, most practical
filters have round rather than sharp corners. The noise figure measurements shown later can
be used to determine the “integrated” bandwidth, which is Bn.

An active system such as a combination of amplifiers and mixers will add noise to the
input signals, and the noise factor that describes this is defined as the S/N ratio at the input
to the S/N ratio at the output, which is always greater than unity [2]. In practice, a certain
minimum signal-to-noise ratio is required for operation. For example, in a communication
system, such a minimum is required for intelligible transmission, either voice or data.
For high-performance TV reception, to provide a picture noise free to the eye, a typical
requirement is for a 60-dB S/N. In the case of a TV system, a large dynamic range is
required, as well as a very large bandwidth to reproduce all colors truthfully and all shades
from high-intensity white to black. Good systems will have a bandwidth of 8 MHz or more.
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Figure 3.16 Test setup to measure signal-to-noise ratio.

Noise Figure Measurements Some of the noise equations are based on mathematical
models and physics. To understand some of these expressions, it is useful to look at a
practical case of a system with amplifiers that has to be evaluated.

Let us look at Figure 3.16, which consists of a signal generator, the system or device
under test (DUT), and a selective receiver with a built-in root-mean-square (rms) voltmeter
to determine the signal and the noise voltage. It is necessary that the system have enough
gain so that the noise voltage supplied by the generator will be indicated [3]

If we assume that our selective receiver is a video noise meter calibrated in rms voltage
levels, we can perform two measurements. With an input termination connected to the TV
system (typically, 75 � for cable TV, 50 � for satellite TV), the noise receiver/meter will
read a value for proper termination that can easily be calculated. Since one-half of the
mean-square noise voltage appears across the input,

vin = vn

2
=

√
4kTRB

2
(3.13)

With B = 10 MHz, T = 290 K (T is always expressed in absolute temperature; T 0 =
−273◦C), and k = 1.38 × 10−23 J/K, then for R = 75�

vin = vin

2
= 1.73�V (3.14)

where the rms noise voltage has been referred to the input port. We can verify this with our
first measurement.

Now we increase the input voltage of the signal generator to a value that indicates a
60-dB S/N ratio at the output port. This should be about

Eg = vn

2

√
F × 1000 = 1.73

√
FmV

where F is the noise factor of the receiver. For a receiver noise factor of 10, we would
obtain Eg = 5.48 mV (rms value). If the noise energy equivalent to a noise factor of F
is assumed, we need

√
F times more voltage. For a 60-dB ratio, this should be about

Eg = 1000 × (vn/2) × √
F .
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As they are done here, over a power range of 60 dB, the measurements can be per-
formed over such a wide range only if special equipment is available. In cases where the
internal detector of a piece of communications equipment is used, the signal-to-noise ratio
measurements are performed over much smaller power ranges.

Let us assume that for the above-mentioned case (F = 10), we find a S/N ratio of 10 dB
at the output for an input signal of 5.47 μV. By rewriting (3.7) as

Eg = vn

2

√
F =

√
kTRBF (3.15)

with F being the noise factor, we can solve for F with

F = Ps

Pn

= E2
g/R

kTB
(3.16)

While the input power from the thermal energy of the input termination resistor was
kTB = 4 × 10−4 W, the input power required for the 10-dB S/N ratio was

Ps = (5.47 × 10−6)2

75
= 3.98 × 10−13W (3.17)

The noise factor is defined as the ratio Ps/Pn:

F = 3.98 × 10−13

4 × 10−14
= 10 (3.18)

which is the proof.
This method is used more frequently at the 3-dB point, or double the input power if

the dynamic range of the detector is small or only a linear indicator is available. Because
of hum and other pickup, this is not an easy measurement. Using a signal generator is
very expensive because in a laboratory or production environment, a wide frequency range
requires several generators.

Another method is the use of a wideband noise generator. Modern gas discharge diodes
or avalanche diodes are available that essentially provide white noise energy over a large
frequency range. These microwave diodes typically have an output of 30 dB above kT when
switched on and kT when switched off. To provide good matching at microwave frequencies,
a 15-dB attenuator is cascaded. This means that the noise power of the source in the ON
condition is about 15 dB above kT.

In the early 1960s, low-cost noise figure test equipment was built around vacuum diodes
whose operating range was limited to 1200 MHz due to the resonance effects of the structure.
Today the automatic noise gain analyzer offered current by Agilent and Eaton/AIL uses
calibrated solid-state noise sources up to 26.5 GHz. It appears that the upper frequency
limit has to do with matching, and the lower-frequency limit with 1/f noise.

Noisy Two-Port Description Based on the convention by Rothe and Dahlke [4], any
linear two-port can be in the form shown in Figure 3.17. This general case of a noisy two-
port can be redrawn showing noise sources at the input and at the output. Figure 3.17b shows
this in admittance form and Figure 3.17c in impedance form. The internal noise sources are
assumed to produce very small currents and voltages, and we assume that linear two-port
equations are valid. The internal noise contributions have been expressed by using external
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Figure 3.17 Noise linear two-ports: (a) general form; (b) admittance form; (c) impedance form.

noise sources:

I1 = y11V1 + y12V2 + Ik1

I2 = y21V1 + y22V2 + Ik2 (3.19)

V1 = z11I1 + z12I2 + VL1

V2 = z21I1 + z22I2 + VL2 (3.20)

where the external noise sources are IK1, IK2, VL1, and VL2.
Since we want to describe our noisy circuit in terms of the noise figure, the ABCD-matrix

description will be more convenient since it refers both noise sources to the input of the
two-port [5]. This representation is given below (note the change in direction of I2):

V1 = AV2 + BI2 + VA

I1 = CV2 + DI2 + IA (3.21)

where VA and IA are the external noise sources.
It is important to remember that all these matrix representations are interrelated. For

example, the noise sources for the ABCD-matrix description can be obtained from the
z-matrix representation shown in (3.20). This transformation is

VA = − Ik2

y21
= VL1 − VL2z11

z21
(3.22)
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Figure 3.18 Chain-matrix form of linear noisy two-ports.

IA = Ik1 − Ik2y11

y21
= −VL2

z21
(3.23)

The ABCD representation is particularly useful based on the fact that it allows us to
define a noise temperature for the two-port referenced to input. The two-port itself (shown
in Figure 3.18) is assumed to be noise free.

In the past, z and y parameters have been used, but in microwave applications, it has
become common to use S-parameter definitions. This is shown in Figure 3.19. The previous
equations can be rewritten in their new form using S parameters:[

b1

b2

]
=

[
S11 S12

S21 S22

] [
a1

a2

]
+

[
bn1

bn2

]
(3.24)

There are different physical origins for the various sources of noise. Typically, thermal
noise is generated by resistances and loss in the circuit or transistor, whereas shot noise
is generated by current flowing through semiconductor junctions and vacuum tubes. Since
these many sources of noise are represented by only two noise sources at the device input,
the two equivalent noise sources are often a complicated combination of the circuit internal
noise sources. Often, some fraction of VA and IA is related to the same noise source. This
means that VA and IA are not independent in general. Before we can use VA and IA to

Figure 3.19 S-parameter form of linear noisy two-ports.
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calculate the noise figure of the two-port, we must calculate the correlation between the VA

and IA shown in Figure 3.18.
The noise source VA represents all the device noise referred to the input when the gen-

erator impedance is zero, that is, when the input is short circuited. The noise source IA

represents all the device noise referred to the input when the generator admittance is zero,
that is, the input in open circuited.

The correlation of these two noise sources considerably complicates analysis. By defining
a correlation admittance, we can simplify the mathematics and get some physical intuition
for the relationship between noise figure and generator admittance. Since some fraction of
IA will be correlated with VA, we split IA into correlated and uncorrelated parts as follows:

IA = In + Iu (3.25)

Iu is the part of IA uncorrelated with VA. Since In is correlated with VA, we can say that
In is proportional to VA and the constant of proportionality is the correlation admittance.

In = YcorVA (3.26)

This leads us to

IA = YcorVA + Iu (3.27)

The following derivation of noise figure will use the correlation admittance. Ycor is not
a physical component located somewhere in the circuit. Ycor is a complex number derived
by correlating the random variables IA and VA. To calculate Ycor, we multiply each side of
(3.27) by V ∗

A and average the result. This gives

V ∗
AIA = YcorV

2
A (3.28)

where the Iu term averaged to zero since it was uncorrelated with VA. The correlation
admittance is thus given by

Ycor = V ∗
AIA

V 2
A

(3.29)

Often, people use the term “correlation coefficient.” This normalized quantity is defined
as

c = V ∗
AIA√
V 2

AI2
A

= Ycor

√√√√V 2
A

I2
A

(3.30)

Note that the dual of this admittance description is the impedance description. Thus, the
impedance representation has the same equations as above with Y replaced by Z, I replaced
by V, and V replaced by I.

VA and IA represent internal noise sources in the form of a voltage source acting in series
with the input voltage and a source of current flowing in parallel with the input current.
This representation conveniently leads to the four noise parameters needed to the describe
the noise performance of the two-port. Again using the Nyquist formula, the open-circuit
voltage of a resistor at the temperature T is

V 2
A = 4kTRB (3.31)
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This voltage is a mean-square fluctuation (or spectral density). It is the method used to
calculate the noise identity. We could also define a noise equivalent resistance for a noise
voltage as

Rn = V 2
A

4kTB
(3.32)

The resistor Rn is not a physical resistor but can be used to simulate different portions
of the noise equivalent circuit.

In a similar manner, a mean-square current fluctuation can be represented in terms of an
equivalent noise conductance Gn, which is defined by

Gn = I2
A

4kTB
(3.33)

and

Gu = I2
u

4kTB
(3.34)

for the case of the uncorrelated noise component. The input generator to the two-port has
a similar contribution

GG = I2
G

4kTB
(3.35)

with YG being the generator admittance and GG being the real part. With the definition of
F above, we can write

F = 1 +
∣∣∣∣IA + YGVA

IG

∣∣∣∣
2

(3.36)

The use of the voltage VA and the current IA has allowed us to combine all the effects of
the internal noise sources.

We can use the previously defined (3.29) correlation admittance, Ycor = Gcor + jBcor, to
simplify (3.36). First, we determine the total noise current

I2
A = 4kT (|Ycor|2Rn + Gu)B (3.37)

where Rn and Gu are defined in (3.32) and (3.34). The noise factor can now be deter-
mined by

F = 1 + Gu

Gg

+ Rn

Gg

[(GG + Gcor)
2 + (BG + Bcor)

2] (3.38)

F = 1 + Ru

Rg

+ Gn

Rg

[(RG + Rcor)
2 + (XG + Xcor)

2] (3.39)

The noise factor is a function of various elements, and the optimum impedance for the
best noise figure can be determined by minimizing F with respect to generator reactance
and resistance. This gives

R0n =
√

Ru

Gn

+ R2
cor (3.40)
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X0n = −Xcor (3.41)

and

Fmin = 1 + 2GnRcor + 2
√

RuGn + (GnRcor)2 (3.42)

(To distinguish between optimum noise and optimum power, we have introduced the
convention 0n instead of the more familiar abbreviation opt.) At this point, we see that the
optimum condition for minimum noise figure is not a conjugate power match at the input
port. We can explain this by recognizing that the noise source VA and IA represent all the
two-port noise, not just the thermal noise of the input port. We should observe that the
optimum generator susceptance, −Xcorr , will minimize the noise contribution of the two
noise generators.

In rearranging for conversion to S parameters, we write

F = Fmin + gn

RG

|ZG − Z0n|2 (3.43)

F = Fmin + Rn

GG

|YG − Y0n|2 (3.44)

From the definition of the reflection coefficient,

�G = Y0 − YG

Y0 + YG

(3.45)

and with

gG = GG

Y0
(3.46)

rn = Rn

Z0
(3.47)

the normalized equivalent noise resistance

F = Fmin + 4rn|�G − �0n|2
gG(1 − |�|2)|1 + �0n|2 (3.48)

rn = (F50 − Fmin)
|1 + �0n|2

4|�0n|2 (3.49)

�0n = Z0n − Z0

Z0n + Z0
(3.50)

The noise performance of any linear two-port can now be determined if the values of the
four noise parameters, Fmin, rn = rn/50, and �0n are known.

Figure 3.20 shows the noise factor of a high-frequency transistor as a function of Bg for
GG = constant and as a function of Gg for Bg = Bopt.
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Figure 3.20 Noise factor in high-frequency BJTs for f = 600 MHz: (a) as a function of Bg for Gg =
constant; (b) as a function of Gg for Bg = Bopt.

Noise Figure of Cascaded Networks In a system with many circuits connected in cas-
cade (Figure 3.21), we must consider the contributions of the various circuits. In considering
the equivalent noise resistor Rn in series with the input circuit

F = RG + Rn

RG

(3.51)

Figure 3.21 Cascaded noisy two-ports with the noise figures Fa and Fb and the gain figures Ga

and Gb .
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F = 1 + Rn

RG

(3.52)

The excess noise added by the circuit is Rn/RG.
Considering two cascaded circuits a and b, by definition, the available noise at the output

of b is

Nab = FabGabkTB (3.53)

with B the equivalent noise bandwidth in which the noise is measured. The total available
gain G is the product of the individual available gains, so

Nab = FabGaGbkTB (3.54)

The available noise from network a at the output of network b is

Na/b = NaGb = FaGaGbkTB (3.55)

The available noise added by network b (its excess noise) is

Nb/b = (Fb − 1)GbkTB (3.56)

The total available noise Nab is the sum of the available noise contributed by the two
networks:

Nab = Na/b + Nb/b = FaGaGbkTB + (Fb − 1)GbkTB

=
(

Fa + Fb − 1

Ga

)
GaGbkTB (3.57)

Fab = Fa + Fb − 1

Ga

(3.58)

For any number of circuits, this can be extended to be

F = F1 + F2 − 1

G1
+ F3 − 1

G1G2
+ F4 − 1

G1G2G3
+ · · · (3.59)

When considering a long chain of cascaded amplifiers, there will be a minimum noise
figure achievable for this chain. This is a figure of merit and was proposed by Haus and
Adler [6]. It is calculated by rearranging (3.59).

(Ftot)min = (Fmin) + Fmin − 1

GA

+ Fmin − 1

G2
A

+ · · · + 1 (3.60)

where Fmin is the minimum noise figure for each stage and GA is the available power gain
of the identical stages. Using

1

1 − X
= 1 + X + X2 + · · · (3.61)



382 AMPLIFIER DESIGN WITH BJTs AND FETs

we find a quantity (Ftot − 1), which is defined as the noise measure M. The minimum noise
measure

(Ftot)min − 1 = Fmin − 1

1 − 1/GA

= Mmin (3.62)

refers to the noise of an infinite chain of optimally tuned, low-noise stages, so it represents
a lower limit on the noise of an amplifier.

The minimum noise measure Mmin is an invariant parameter and is not affected by
feedback. It is somewhat similar to a gain-bandwidth product, in its use as a system invariant.
The minimum noise measure is achieved when the amplifier is tuned for the available power
gain and �G = �0n, given by (3.50).

Influence of External Parasitic Elements Mounting an active two-port such as a tran-
sistor usually adds stray capacitance and lead inductance to the device, as shown in Figure
3.22. These external components consisting of transmission lines and parasitic reactances
modify the noise parameters and the gain. Some researchers have published the results of
these parasitic effects and have made manual computations or used some limited computer
programs.

In a paper by Fukui [7], an attempt was made to determine the necessary equations, but
the formulas are too involved even for pocket calculators. A more generic study by Iversen
[8] is also very involved because of the various matrix manipulations, and is more suitable
for a computer. Besser’s paper in the IEEE MTT-S in 1975 [9] and Vendelin’s paper [10]
in the same issue have shown for the first time some practical results using computers and
even optimization methods, using an early version of COMPACT. The intention of these
investigations was to find feedback that modifies the device noise and scattering parameters
such that a noise match could also provide a low-input VSWR. It can be seen from these
discussions that some feedback, besides resulting in some gain reduction, may improve the
noise matching at the input for a limited frequency range.

A more recent paper by Suter [11] based on a report by Hartmann and Strutt [12] has
given a simple transformation starting from the S parameters and the noise parameters
from common-source (or common-emitter) measurements. The noise parameters for the

T1

T2

L2

L1

LB

LE

T3

L3

CBC

CECCEB

In

Emitter

Base
Out

Collector

Figure 3.22 Equivalent circuit of the transistor package.
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“packaged” device are calculated. This means that the parameters for the “new” device,
including the common-gate (or common-base) case, are calculated. The equations are device
dependent. They are valid for any active two-port.

A transformation matrix, n, may be used to combine the noise sources of the various
circuit configurations. The transformation matrix parameters are given in Table 3.2 for
series feedback, shunt feedback, and the common-gate (base) case, which will be important

Table 3.2 Transformation of Matrix Parameters

Series Feedback

[n] =

⎡
⎢⎢⎣

n11 = 1 n12 = Z0
S21M − S′

21N

S21C
′
1 + S′

21C1
�

n21 = 0 n22 = S21C
′
1

S21C
′
1 + S ′

21C1

⎤
⎥⎥⎦

where

S′
11 = S ′

22 = −1

1 + 2Zs

S′
12 = S′

21 = 2Zs

1 + 2Zs

M = (1 + S ′
11)(1 − S′

22) + S′
12S

′
21

N = (1 + S11)(1 − S22) + S12S21

C1 = (1 − S11)(1 − S22) − S12S21

C′
1 = (1 + S′

11)(1 − S′
22) − S′

12S
′
21

[S]Device =
[

S11 S12

S21 S22

]

Shunt Feedback

ZP = RP + jXP = ZP

[n] =

⎡
⎢⎢⎣

n11 = S21C
′
2

S21C
′
2 + S ′

21C2
n12 = 0 �

n21 = 1

Z0

S21P − S′
21Q

S21C
′
2 + S ′

21C2
S n22 = 1

⎤
⎥⎥⎦

where
S′

11 = S′
22 = Zp

2+Zp

(continued)
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Table 3.2 (Continued)

S ′
12 = S ′

21 = 2

2 + Zp

P = (1 − S ′
11)(1 + S′

22) + S′
12S

′
21

Q = (1 − S11)(1 + S22) + S12S21

C2 = (1 + S11)(1 + S22) − S12S21

C′
2 = (1 + S′

11)(1 + S′
22) − S ′

12S
′
21

[S]Device =
[

S11 S12

S21 S22

]

Common Gate

[n] =

⎡
⎢⎢⎢⎣

n11 = 2S21

−2S21 + C4
n12 = 0 �

n21 = 1

Z0

C3C4 − 4S12S21

V (−2S21 + C4)
S n22 = −1

⎤
⎥⎥⎥⎦

where
V = (1 + S11)(1 + S22) − S12S21

C3 = (1 − S11)(1 + S22) + S12S21

C4 = (1 + S11)(1 − S22) + S12S21

[S]Device =
[

S11 S12

S21 S22

]
= Common-source S parameters

for oscillator analysis. The transformation matrix gives the new four noise parameters as
follows:

R′
n = Rn|n11 + n12Ycor|2 + Gn|n12|2 (3.63)

G′
n = GnRn

R′
n

|n11n22 − n12n21|2 (3.64)

Y ′
cor = Rn

R′
n

(n21 + n22Ycor)(n
∗
11 + n∗

12Y
∗
cor) + Gn

R′
n

n22n
∗
12 (3.65)

A final transformation to the more common noise-parameter format given by (3.44) is
still needed [10]:

Fmin = 1 + 2R′
n(G′

cor + G′
0n) (3.66)

Rn = R′
n (3.67)
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G0n =
√

G′
n

R′
n

+ G′2
cor (3.68)

B0n = −B′
cor (3.69)

Figure 3.23 shows the noise figure as a function of external feedback for a low-noise
microwave bipolar transistor, the AT-41435.

Bias-Dependent Noise Parameters Since we have elaborated on the effect of para-
sitics, it is now useful to point out that noise is also a strong function of bias point and
frequency. Figure 3.24 shows the noise figure expressed in dB as a function of different dc
currents and frequencies for a BFP420 BJT by Infineon. A change in the collector voltage
will also affect the noise parameters, not quite as strongly as shown here, but still signifi-
cantly. The reason for the turning point of the noise figure has to do with the fact that for
lower currents, the ft cutoff frequency has not reached its peak yet, and therefore the noise
increases. The increase of the noise at higher currents is due to the Schottky noise calculated
from the equation

Pn = 2Iq (3.70)

where Pn is the noise power, I is the saturation, collector, or drain current, and q = charge
of an electron (1.60 × 10−19 coulomb).

Table 3.3 shows the common-emitter noise parameters for the BFP420.

Noise Circles From the “Influence of External Parasitic Elements” section, we see that the
noise factor is a strong function of the generator admittance (or admittance) presented to the
input terminals of the noisy two-port. Noise tuning is the method to change the values of the
input admittance to obtain the best noise performance. There is a range of values of input re-
flection coefficient over which the noise figure is constant. In plotting these points of constant
noise figure, we obtain the so-called noise circles, which can be drawn on the Smith chart �G

plane [13]. Starting with the noise equation [see (3.44)] for a 50-� generator impedance, we
find that

F50 = Fmin + 4rn

|�0n|2
|1 + �0n|2 (3.71)

We want to find the position of the reflection coefficient on the Smith chart, as in the
case of the gain circles, for which F is constant. First, we rearrange (3.67) to read

rn = (F50 − Fmin)
|1 + �0n|2

4|�0n|2 (3.72)



386 AMPLIFIER DESIGN WITH BJTs AND FETs

Figure 3.23 Noise parameters versus feedback for the AT-41435 silicon bipolar transistor: (a) Fmin

versus frequency and feedback; (b) rn versus frequency and feedback; (c) �0n for AT-41435 versus
frequency and feedback.
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Figure 3.23 (Continued)

By introducing

Ni = Fi − Fmin

4rn

|1 + �0n|2 (3.73)

we can find an expression for a circle of constant noise figure as introduced by Rothe and
Dahlke [4, 13]. The center for the noise circle is

Ci = |�0n|
1 + Ni

(3.74)

and the radius

ri =
√

N2
i + Ni(1 − |�0n|2)

1 + Ni

(3.75)

with the definition of N used previously. However, if we consider only the minimum noise
figure for a given device, we will not obtain the minimum noise figure for the multi-
stage amplifier system. This was explained when the noise measure was introduced [see
(3.25)]. Therefore, a better way to design the amplifier would be to use circles at con-
stant noise measure instead of circles of constant noise figure. This was recently done by
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Figure 3.24 Noise figure minimum noise figure, noise figure, and source impedance for minimum
noise figure for the Infineon BFP420 transistor. Courtesy Infineon Technologies.

Poole and Paul [14]. They derived the expressions for the noise measure circles as a function
of S parameters, noise parameters, and �G, using

GA = |S21|2(1 − |�G|2)

(1 − |S22|2) + |�G|2(|S11|2 − |�|2) − 2Re(�GC1)
(3.76)
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Table 3.3 BFP420 Common-Emitter Noise Parameters

f F a
min G a

a �opt RN rn F b
50� |S21|2 b

GHz dB dB MAG ANG � – dB dB

VCE = 2 V, IC = 5 mA
0.9 0.90 20.5 0.28 41.0 8.7 0.17 1.02 20.3
1.8 1.05 15.2 0.20 82.0 6.7 0.13 1.11 15.8
2.4 1.25 13.0 0.20 124.0 5.5 0.11 1.32 13.5
3.0 1.38 12.1 0.22 −175.0 5.0 0.10 1.48 11.6
4.0 1.55 10.3 0.33 −157.0 5.5 0.11 1.83 9.1
5.0 1.75 8.6 0.45 −142.0 5.0 0.10 2.20 7.0
6.0 2.20 6.4 0.53 −123.0 15.0 0.30 3.30 5.3

aInput matched for minimum noise figure, output for maximum gain
bZS = ZL = 50�

where

C1 = S11 − S∗
22�

� = S11S22 − S12S11

In terms of the generator reflection coefficient, the noise measure can be expressed as

M = [(Fmin − 1)(1 − |�G|2)|S21|2|1 + �0n|2 + 4rn|S21|2|�G − �0n|2]

×{|1 + �0n|2[|S21|2(1 − |�G|2) − (1 − |S22|2)

−|�G|2(|S11|2 − |�|2) + 2Re(�GC1)]}−1 (3.77)

Equation (3.77) can be shown to represent circles in the source reflection coefficient
plane described by the following:

|�G|2 + |�m|2 − �G�∗
m − �∗

G�m = r2
m (3.78)

The centers and radii of the constant-noise-measure circles are given by

Cm = M|1 + �0n|2C∗
1 + 4rn|S21|2�0n

M|1 + �0n|2P + |S21|2(4rn − W)
(3.79)

rm =
√

M2Ma + MMb + Mc

M|1 + �0n|2P + |S21|2(4rn − W)
(3.80)

where

P = |S21|2 + |S11|2 − |�|2
Q = |S21|2 + |S22|2 − 1

W = |1 + �0n|2(Fmin − 1)

Ma = |1 + �0n|4(PQ + |C1|2)

Mb = |1 + �0n|2|S21|2
[−(4rn|�0n|2 + W)P − (W − 4rn)Q]

Mc = |S21|4|1 + �0n|2(Fmin − 1)

[W − 4rn(1 − |�0n|2)]
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Figure 3.25 Typical noise figure circles and gain circles.

The value of the minimum noise measure can be found by considering the noise measure
circle of zero radius, that is, set rm equal to zero in (3.80). This results in

Mmin =
−Mb ±

√
M2

b − 4MaMc

2Ma

(3.81)

Equation (3.81) yields the same value of Mmin as would have been obtained by using
the immittance parameter equation given by Fukui [13] and can, therefore, be considered
as the reflection coefficient plane analog of Fukui’s expression. The elimination of the need
for the parameter Reg, however, results in a considerable simplification as compared with
the earlier approach [13].

The value of the minimum noise measure is taken as the smallest nonnegative value of
Mmin given by (3.81). The source reflection coefficient that results in the minimum noise
measure can now be obtained by employing (3.79):

�0m = Mmin|1 + �0n|2C∗
1 + 4rn|S21|2�0n

Mmin|1 + �0n|2P + |S21|2(4rn − W)
(3.82)
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The output reflection coefficients of the device, when �0m is presented to the input port,
is given by

S ′
22 = S22 − ��0m

1 − S11�0m

(3.83)

Noise Correlation in Linear Two-Ports Using Correlation Matrices In the introduc-
tion to two-port noise theory, it was indicated that noise correlation matrices form a general
technique for calculating noise in n-port networks. Haus and Adler have described the
theory behind this technique [6]. In 1976, Hillbrand and Russer published equations and
transformations that aid in supplying this method to two-port CAD [15].

This method is useful because it forms a base from which we can rigorously calculate the
noise of linear two-ports combined in arbitrary ways. For many representations, the method
of combining the noise parameters is as simple as that for combining the circuit element
matrices. In addition, noise correlation matrices can be used to calculate the noise in linear
frequency conversion circuits. The following is an introduction to this subject.

Linear, noisy two-ports can be modeled as a noise-free two-port with two additional
noise sources. These noise sources must be chosen so that they add directly to the resulting
vector of the representation, as shown in (3.84) and (3.85), and Figure 3.17.

[
I1

I2

]
=

[
y11 y12

y21 y22

] [
V1

V2

]
+

[
i1

i2

]
(3.84)

[
V1

V2

]
=

[
z11 z12

z21 z22

] [
I1

I2

]
+

[
v1

v2

]
(3.85)

where the i and v vectors indicate noise sources for the y and z representations, respectively.
This two-port example can be extended to n-ports in a straightforward, obvious way.

Since the noise vector for any representation is a random variable, it is much more conve-
nient to work with the noise correlation matrix. The correlation matrix gives us deterministic
numbers to calculate with. The correlation matrix is formed by taking the mean value of
the outer product of the noise vector. This is equivalent to multiplying the noise vector by
its adjoint (complex conjugate transpose) and averaging the result:

〈īī+〉 =
[

i1

i2

]
[i∗1 i∗2] =

[
〈i1i∗1〉 〈i1i∗2〉
〈i∗1i2〉 〈i2i∗2〉

]
= [Cy] (3.86)

where the angular brackets denote the average value.
Note that the diagonal terms are the “power” spectrum of each noise source and the

off-diagonal terms are complex conjugates of each other and represent the cross “power”
spectrums of the noise sources. “Power” is used because these magnitude-squared quantities
are proportional to power.

To use these correlation matrices in circuit analysis, we must know how to combine them
and how to convert them between various representations. An example using y matrices will
illustrate the method for combining two-ports and their correlation matrices. Given two
matrices y and y′, when we parallel them we have the same port voltages, and the terminal
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Figure 3.26 Parallel combination of two-ports using y parameters.

currents add (Figure 3.26):

I1 = y11V1 + y12V2 + y′
11V1 + y′

12V2 + i1 + i′1
I2 = y21V1 + y22V2 + y′

21V1 + y′
22V2 + i2 + i′2 (3.87)

or [
I1

I2

]
=

[
y11 + y′

11 y12 + y′
12

y21 + y′
21 y22 + y′

22

] [
V1

V2

]
+

[
i1 + i′1
i2 + i′2

]
(3.88)

Here, we can see that the noise current vectors add just as the y parameters add. Converting
the new noise vector to a correlation matrix yields

〈
īnew ī+new

〉 =
〈[

i1 + i′1
i2 + i′2

]
[i∗1 + i′∗1 i2i

′∗
2 ]

〉
(3.89)

=
[

〈i1i∗1〉 + 〈i′1i′∗1 〉 〈i1i∗2〉 + 〈i′1i′∗2 〉
〈i2i∗1〉 + 〈i′2i′∗1 〉 〈i2i∗2〉 + 〈i′2i′∗2 〉

]
(3.90)

The noise sources from different two-ports must be uncorrelated, so there are no cross
products of different two-ports. By inspection, (3.90) is just the addition of the correlation
matrices for the individual two-ports, so

[Cynew] = [Cy] + [C′
y] (3.91)

The same holds true for g, h, and z parameters, but ABCD parameters have the more
complicated form shown below. If

[Anew] = [A][A′] (3.92)

then

[CAnew] = [CA] + [A][CA′][A]+ (3.93)

The transformation of one representation to another is best illustrated by an example.
Let us transform the correlation matrix for a Y representation to a Z representation. Starting
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with [
I1

I2

]
= [Y ]

[
V1

V2

]
+

[
i1

i2

]
(3.94)

we can move the noise vector to the left side and invert y:[
V1

V2

]
= [Y−1]

[
I1 − i1

I2 − i2

]
= [Y−1]

[
I1

I2

]
+ [Y−1]

[
−i1

−i2

]
(3.95)

Since (Y )−1 = (Z), we have[
V1

V2

]
= [Z]

[
I1

I2

]
+ [Z]

[
−i1

−i2

]
(3.96)

so

= [Z]

[
−i1

−i2

]
= [Tyz]

[
−i1

−i2

]
(3.97)

where the signs of i1 and I2 are superfluous since they will cancel when the correlation
matrix is formed. Here, the transformation of the Y noise current vector to the Z noise
voltage vector is done simply by multiplying by (Z). Other transformations are shown in
Table 3.4.

To form the noise correlation matrix, we gain from the mean of the outer product:

〈vv+〉 =
[

〈v1v
∗
1〉 〈v1v

∗
2〉

〈v∗
1v2〉 〈v2v

∗
2〉

]
= [Z]

〈[
i1

i2

]
[i∗1 i∗2]

〉
[Z]+ (3.98)

or

[Cz] = [Z][Cy][Z]+ (3.99)

where

v+ = [i∗1 i∗2][Z]+ (3.100)

This is called a congruence transformation. The key to all of these derivations is the
construction of a correlation matrix from the noise vector, as shown in (3.90).

Table 3.4 Noise Matrix T˛ˇ Transformation

Original Form (α Form)

Y Z A

Y 1 0 y11 y12 −y11 1
0 1 y21 y22 −y21 0

Resulting form (β form) Z z11 z12 1 0 1 −z11

z21 z22 0 1 0 −z21

A 0 A12 1 −A11 1 0
1 A22 0 −A21 0 1
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These correlation matrices may easily be derived from the circuit matrices of passive
circuits with only thermal noise sources. For example,

[Cz] = 2kT�fRe([Z]) and (3.101)

[Cy] = 2kT�fRe([Y ]) (3.102)

The 2kT factor comes from the double-sided spectrum of thermal noise. The correlation
matrix from the ABCD matrix may be related to the noise figure, as shown by Hillbrand
and Russer [15]. We have

F = 1 + Ȳ [Ca]Ȳ+

2kTRe(YG)
(3.103)

where

Ȳ =
[

YG

1

]

Expressing the noise factor in terms of the correlation matrix, here is a complete formula:

F = 1 + CA
22(f ) + 2 Re{Yg(f )CA

12(f )} + |Yg(f )|2CA
11(f )

2kT0Re{Yg(f )} (3.104)

Once we transform this in the Y parameter form, we obtain the following equation:

F (f ) = Fmin(f ) + Rn(f )|Yopt(f ) − Yg(f )|2
Re{Yg(f )} (3.105)

It should be noted that all these values are frequency dependent as expressed in this
equation.

The ABCD correlation matrix can be written in terms of the noise-figure parameters as
(double-sided spectrum)

[Ca] = 2kT

⎡
⎢⎣Rn

F0 − 1

2
− RnY

∗
0n

F0 − 1

2
− RnY0n Rn|Y0n|2

⎤
⎥⎦ (3.106)

The noise correlation matrix method forms an easy and rigorous technique for handling
noise in networks. This technique allows us to calculate the total noise for complicated
networks by combining the noise matrices of subcircuits. It should be remembered that
although noise correlation matrices apply to n-port networks, noise-figure calculations apply
only to pairs of ports. The parameters of the Ca matrix can be used to give the noise
parameters:

Y0n =
√

Cii∗

Cuu∗
−

[
Im

(
Cui∗

Cuu∗

)]2

+ j Im

(
Cui∗

Cuu∗

)
(3.107)

F0 = 1 + Cui∗ + Cuu∗Y∗
0n

kT
(3.108)

Rn = Cuu∗ (3.109)
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Figure 3.27 Noise figure measurement.

Noise Figure Test Equipment Figure 3.27 shows the block diagram of a noise test
setup. It includes the noise source and the other components. The metering unit has a
special detector that is linear and over a certain dynamic range measures linear power. The
tunable receiver covers a wide frequency range (e.g., 10–1800 MHz) and controls the noise
source. The receiver is a double-conversion superheterodyne configuration with sufficient
image rejection to avoid double-sideband noise measurements that would give the wrong
results.

These receivers are microprocessor controlled and the measurement is a two-step pro-
cedure. The first is a calibration step that measures the noise figure of the receiver system
and a reference power level. Then the device under test (DUT) is inserted and the system
noise figure and total output power are measured. The noise factor is calculated by

F1 = Fsystem − F2 − 1

G1
(3.110)

and the gain is given by the change in output power from the reference level [16]. The noise
of the system is calculated by measuring the total noise power with the noise source on and
off. With the ENR (excess noise ratio) known [16],

Fsystem = ENR

Y − 1
(3.111)

The noise bandwidth is usually set by the bandwidth of the receiver, which is assumed
to be constant over the linear range. The ENR of the noise source is given by

ENR = Thot

Tcold
− 1 (3.112)

where Tcold is usually room temperature (290 K). This ENR number is about 15 dB for
noise sources with a 15-dB pad and 5 dB for noise sources with a 25-dB pad. Since both
gain and noise were stored in the initial calibration, a noise/gain sweep can be performed.
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Figure 3.28 Single-sideband (SSB) noise figure measurements using an external mixer.

For frequencies above 1800 MHz, we can extend the range with the help of the external
signal generators, as shown in Figure 3.28. As shown, a filter ahead of the external mixer
reduces the noise energy in the image band. If the DUT has a very broad frequency range and
has flat gain and noise over that range, a double-sideband (DSB) measurement is possible,
with the image-rejection filter removed. However, a single-sideband (SSB) measurement is
always more accurate [17].

How to Determine the Noise Parameters The noise figure of a linear two-port network
as a function of source admittance may be represented by

F = Fmin + Rn

GG

[(G0n − GG)2 + (B0n − BG)2] (3.113)

where GG + jBG = generator admittance presented to the input of the two-port, G0n +
jB0n = generator admittance at which optimum noise figure occurs, and Rn = empirical
constant relating to the sensitivity of the noise figure to generator admittance, with dimen-
sions of resistance.

It may be noted that for an arbitrary noise-figure measurement with a known generator
admittance, equation (3.113) has four unknowns: Fmin, Rn, G0n, and B0n. By choosing four
known values of generator admittance, a set of four linear equations are formed and the
solution of the four unknowns can be found [18, 19]. Equation (3.113) may be transformed
to

F = Fmin + Rn|Y0n|2
GG

− 2RnG0n + Rn|YG|2
GG

− 2RnB0n

BG

GG

(3.114)

F = Fmin + Rn

GG

|YG − Y0n|2 (3.115)
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Let

X1 = Fmin − 2RnG0n

X2 = Rn|Y0n|2
X3 = Rn

X4 = RnB0n

Then the generalized equation may be written as

Fi = X1 + 1

Gsi

X2 + |Ysi|2
Gsi

X3 − 2
Gsi

Bsi

X4 (3.116)

or, in matrix form

[F ] = [A][X] (3.117)

and the solution becomes

[X] = [A]−1[F ] (3.118)

These parameters completely characterize the noise behavior of the linear two-port net-
work. Direct measurement of these noise parameters by this method would be possible
only if the receiver on the output of the two-port were noiseless and insensitive to its input
admittance. In actual practice, the receiver itself behaves as a noisy two-port network and
can be characterized in the same manner. What is actually being measured is the system
noise figure of the two-port and the receiver. Thus, it becomes apparent that to do a complete
two-port noise characterization, the gain of the two-port must be measured [20]. In addition,
any losses in the input-matching networks must be carefully accounted for, because they
add directly to the measured noise figure reading [21].

3.1.4 Linearity

Consistent with the elaborate discussion of linearity questions above, here is a quick
refresher on what must be considered in amplifiers.

Dynamic Range, Compression, and IMD An amplifier’s dynamic range is related to
the minimum discernible signal and the 1-dB compression point according to the equation

DRn = (n − 1)[IPn(in) − MDS]

n
(3.119)

where DR is the dynamic range in decibels, n is the order, IP(in) is the input intercept
power in dBm, and MDS is the minimum detectable signal power in dBm. Once the 1-dB
compression point is known, it is a fair assumption that the third-order intercept point,
expressed in dBm, is 10 dB above this.

The intermodulation distortion gives the quality of an amplifier to withstand multiple sig-
nals without generating large intermodulation products or when using amplitude-modulated
signals, cross-modulation. Figure 3.29 provides a quick reminder of IMD issues.
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Figure 3.29 Amplifier linearity evaluation, including compression and two-tone IMD dynamic range.
P−1dB for a single-tone cannot be read directly from this graph because the values shown are the result
of two equal-power tones.

In some amplifiers, we would like to have control over the gain. Although the better
way to control gain while obtaining high linearity is a PIN-diode attenuator, special AGC
circuits have become part of the amplifiers. The following shows a circuit of the SL610
made by Plessey that has an AGC input provision. The PIN-diode attenuator has essential
the same noise figure as its attenuation. The AGC in multistage amplifiers is distributed
over several stages, and there is a lesser correlation between noise and AGC than in pure
passive attenuators.

Special Case of Linearity Requirements for Digital Modulation For cellular tele-
phone systems, we use digital modulation formats, such as QPSK and π/4 DQPSK,
that combine phase and amplitude modulation. Amplifiers handling such signals must be
carefully characterized and designed if adequate amplitude and phase linearity are to be
maintained.

Examples of Power Amplifiers: Looking into the Effects of Distortion This
example presents modulation analysis using QPSK in a 2-GHz power amplifier
(Figure 3.30). The simple amplifier was designed using the electronic Smith Tool of Ser-
enade to determine the matching network for a narrow-band design. The example demon-
strates setup of modulation analysis and available results.

Siemens among others provides integrated amplifiers based on the concept above, the
most popular ones being the CGY96 and CGY94. For the purpose of measurements, these
amplifiers were actually put on a breadboard. Figure 3.31 shows the big brother, the CGY96.
It is a GaAs MMIC intended as a power amplifier for GSM class 4 phones with 3.2 W
(35 dBm) at 3.5 V at an overall power added efficiency of 50%. Table 3.5 shows its electrical
characteristics.

For the purpose of our experiments, we considered the CGY94 because it requires less
external peripheral circuits. Table 3.6 shows its electrical characteristics. For those of us
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Figure 3.30 The power amplifier schematic.

interested in seeing part of the internal circuit, Figure 3.32 shows the chip. This two-
stage amplifier uses an interesting internal feedback scheme. Its schematic is shown in
Figure 3.33.

For the purpose of looking at the waveforms, we will continue with the single-stage
amplifier (Figure 3.30) and then compare the measured versus predicted performance of
this CGY94-based amplifier.

A modulation source is connected to the RF source at the input port of the amplifier.
The RF source specifies the carrier power (or voltage or current) and the modulation source
specifies the modulation format and properties of the modulated signal.

A brief review of the modulation source used in this example indicates the following
properties.

Figure 3.31 CGY96 GaAs MMIC power amplifier.
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Property Value Description

NB 128 Number of bits.
BR 1.2288E6 Bit rate.
N 8 Number of samples per bit.
BW1 590.E3 One-sided bandwidth of the main channel in the PIB or P1IB

calculation.
FS1 740.E3 Start baseband frequency of the first adjacent channel.
BW2 590.E3 One-sided bandwidth of the main channel in the P2IB calculation.
FS2 1990.E3 Start baseband frequency of the second adjacent channel.
BW3 590.E3 One-sided bandwidth of the main channel in the P3IB calculation.
FS3 3240.E3 Start baseband frequency of the third adjacent channel.
M 4 Order of the signal space. M = 4 is QPSK.
DLY 0.0 Fractional bit delay.
IASC 1.0 I channel amplitude scale. Multiplier for the I waveform to model

amplitude imbalance.
QASC 1.0 Q channel amplitude scale. Multiplier for the Q waveform to model

amplitude imbalance.
LPF 3 Baseband low pass filter. 3 = Root raised cosine filter.
LPFC 665.E3 −3 dB cutoff frequency of LPF.
LPFN 3 Number of resonators if LPF = 1.
LPFR 0.35 Roll-off factor if LPF = 3 or LPF = 4.
FILE N/A File name of user-defined modulated signal file.

Table 3.5 CGY96 Electrical Characteristics

Characteristics Symbol Minimum Typical Maximum Unit

Frequency range f 880 – 915 MHz
Supply current ID – 1.8 – A

Pin = 0 dBm
Supply current neg. voltage gener. Iaux – 10 – mA

Vaux = 3.5 V

Gain (small signal) G – 40 – dB
Power gain Gp – 35 – dB

Pin = 0 dBm
Output power Pout – 35 – dBm

Pin = 0 dBm, Vcontrol = 2.0 V. . . 2.5 V)
Overall power added efficiency η – 50 – %

Pin = 0 dBm
Dynamic range output power – 80 – dB

Vcontrol = 0.2. . . 2.2 V
Harmonics H(2f0) – –40 – dBc

Pin = 0 dBm H(3f0) – –43 – dBc
H(4f0) – –44 – dBc

Noise power in RX (935–960 MHz) NRX – –81 – dBm
Pin = 0 dBm, Pout = 35 dBm, 100 kHz

RBW
Stability all spurious outputs < –60 dBc, 10 : 1 – –

VSWR load, all phase angles
Input VSWR 1.7 : 1 – –

TA = 25◦C, Vneg = −5 V, Vcontrol = 2.2 V; duty cycle 12.5%, ton = 577�s
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Table 3.6 CGY94 Electrical Characteristics

Characteristics Symbol Minimum Typical Maximum Unit

Supply current IDD – 1.18 – A
VD = 3.0 V; Pin = 10 dBm

Negative supply current IG – 2 – mA
(normal operation)

Shut-off current ID – 400 – �A
VTR n.c.

Negative supply current IG – 10 – �A
(shut off mode, VTR pin n.c.)

Gain G 27.0 29.0 – dB
Pin = −5 dBm

Power gain G 22.8 23.6 – dB
VD = 3.6 V; Pin = 10 dBm

Output power P0 31.5 32.3 – dBm
VD = 3.0 V; Pin = 10 dBm

Output power P0 32.8 33.6 – dBm
VD = 3.6 V; Pin = 10 dBm

Output power P0 34.5 35.5 – dBm
VD = 5 V; Pin = 10 dBm

Overall power added efficiency η 43 48 – %
VD = 3.0 V; Pin = 10 dBm

Overall power added efficiency η 42 47 – %
VD = 3.6 V; Pin = 10 dBm

Overall power added efficiency η 41 46 – %
VD = 5 V; Pin = 10 dBm

Harmonics (Pin = 10 dBm, CW)2f0 – – –49 – dBc
VD = 3.6 V; (Pout = 33.1 dBm) 3f0 – – –45 – dBc

Input VSWR VD = 3.6 V; – – 1.5 : 1 2.0 : 1 –

TA = 25◦C, f = 0.9 GHz, ZS = ZL = 50, VD = 3.6 V, VG = −4 V, VTR pin connected to ground, unless otherwise
specified; pulsed with a duty cycle of 10%, ton = 0.33 ms

Figure 3.32 The CGY94 amplifier chip.
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Figure 3.33 Schematic of the CGY94 GaAs MMIC power amplifier.

The modulation source is a QPSK stream with a bit rate of 1.2288 Mbits/s. A total of
128 bits will be analyzed, and each bit is sampled eight times to construct an accurate analog
waveform. The BW and FS parameters are defined here to specify the main (in-band) channel
and adjacent channel for ACPR calculations. Imbalance of the I & Q amplitudes and phases
can be described by the IASC, QASC, and DLY parameters, if desired. The modulation
signal is often filtered, and several types of filters are available. Here, a root-raised cosine
filter is used with a cutoff frequency of 665 kHz and a roll-off factor of 0.35.

Analysis Figure 3.34 shows the compression characteristics of the amplifier as the avail-
able RF source power (a sinusoid) is swept. Note that P−1dB is 11.5 dBm referred to the
input and 28.5 dBm referred to the output. We will look at modulation characteristics in the
linear region of operation at a source power of 0 dBm, and the nonlinear region at a source
power of 20 dBm.

Next, we will view the voltage across the transistor to examine its behavior under com-
pression. Figure 3.35 shows the drain-source voltage of the FET as the source power is
swept. It is clear from this graph that clipping due to pinchoff and forward-gate conduction
is limiting the performance of the device. A phase shift of the voltage waveform as power
is increased is also apparent. The combination of the power compression and phase shift,
or AM to PM conversion, will be used in the modulation analysis to determine the overall
distortion of the modulated signal.

The output available from modulation analysis includes

• I & Q channel waveforms,
• eye and constellation diagrams,
• spectral plots, and
• ACPR, in-band and adjacent power.
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Figure 3.34 Single-tone RF power sweep analysis of the FET amplifier.

Figure 3.36 shows the eye diagrams for the 128-bit QPSK signal at two RF source powers,
0 dBm and 20 dBm. Operating linearly at 0 dBm input, the amplifier does not distort the eye
and it remains wide open. Note that, in this example, the filter bandwidth does not produce
any intersymbol interference, as witnessed by the open eye. At an input power of 20 dBm,
the amplifier compresses the signal and distortion in the eye is evident.

Figure 3.35 VDS of the FET versus RF source power.
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Figure 3.36 Eye diagrams of the I channel for source powers of (a) 0 dBm and (b) 20 dBm.

We can also view the modulation spectrum at these two power levels to investigate the
intermodulation distortion and spectral regrowth that takes place. Figure 3.37 shows the
spectral plots. The lower trace corresponds to 0 dBm source power and shows almost no
regrowth, while the upper trace at 20 dBm source power shows considerable regrowth.
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Figure 3.37 Spectrum of the modulation signal at the amplifier output. Source power is 0 dBm and
20 dBm.

The uncorrupted modulation source can also be shown. This corresponds to the source
as a pure voltage without any circuit influence.

Now we evaluate the CGY94 board in a similar fashion. Figure 3.38 shows the waveform
used for CAD purposes. Needless to say, such a signal cannot be produced by any signal
generator. The one generated by an actual signal generator is shown in Figure 3.39. The
wideband noise is around −80 dBm and the input level is about −25 dBm, consistent with
the simulation signal. Looking at the output, Figure 3.40 shows the simulated signal with
the expected increase in bandwidth. This is due to the nonlinearity of the amplifier and is
consistent with Figure 3.37 for the single-stage amplifier. The actual measured output for
the CGY94 shown in Figure 3.41 is quite close to its simulated output, indicating that the
mathematical approach used for simulating is correct. This is only one example; in reality,
many more waveforms can be analyzed and predicted using this method. Figure 3.41 shows
essentially three distinct steps, which is sufficiently close to the response shown in the
simulation. Needless to say, a dynamic range of 70 dB, while displayed in Figures 3.40 and
3.41, is not really necessary for good-quality transmission, and the discrepancy between the
two pictures is in part due to the limited modeling quality of the active device as provided
by the company that did the parameter extraction for this transistor.

Another useful view to aid in the understanding of the compression and distortion within
the amplifier is to look at the magnitude of the complex waveform. Since the signal is
composed of the in-phase and quadrature-phase components, it is represented as

s (t) = i (t) + j · q (t) (3.120)

The time-domain magnitude is written as

|s (t) | =
√

i (t)2 + q (t)2 (3.121)
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Figure 3.42 Time-domain magnitude of the complex modulation signal at 0 dBm and 20 dBm source
powers.

Figure 3.42 shows the magnitude at 0 dBm and 20 dBm source powers. The X axis
has been rescaled to 40 �s for improved viewing. Note the significant compression of the
20 dBm waveform at the higher signal levels. It is clear from this view that the signal is
severely distorted.

We can also compute the adjacent channel power ratio, ACPR, against the RF power
sweep. ACPR is the ratio of the adjacent channel power to the in-band channel power. The
bandwidth (BW) and adjacent channel start frequency (FS) are used for this calculation. For
accurate ACPR calculation, a large number of bits are needed. This example uses 128 bits
so the computation time is short, but you should use 512 or more bits for a more accurate
computation.

Figure 3.43 shows the ACPR as a function of RF source power. ACPR is nearly
constant (and nonzero due to the gradual skirt of the baseband filter and inherent
spillover to the adjacent channel) up to the P−1dB compression point. As the intermod-
ulation products spill into the adjacent channel and spectral regrowth occurs, the ACPR
degrades.

�/4 DQPSK Circuit Analysis Next, we will examine the same amplifier using a π/4
DQPSK modulation source. The task is identical to the previous one except for the source
and the number of bits. The number of bits for this project has been increased from
128 to 256. Figure 3.44 shows the eye diagrams from this modulation format, at 0 and
20 dBm source powers. The distortion and related intersymbol interference are clearly
evident.

The constellation plot at 0 dBm is shown in Figure 3.45.
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Figure 3.43 Adjacent channel power ratio as function of RF source power.

Figure 3.44 Eye diagrams for �/4 DQPSK at source powers of (a) 0 dBm and (b) 20 dBm. The dis-
tortion and related intersymbol interference are clearly visible.
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Figure 3.44 (Continued)

Figure 3.45 Constellation diagram for �/4 DQPSK at Port 2 and 0 dBm source power.
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Figure 3.46 Spectrogram showing the characteristics of MSK, GMSK, and QPSK.

It may be interesting to take a look at the different waveforms currently in use. Figure 3.46
shows a spectrum analyzer picture of the most popular ones.

For reasons of time-division management, there is a gating used in the GSM standard to
reduce the actual bandwidth of the spectrum. Figure 3.47 compares the GSM-signal with
and without gating.

3.1.5 AGC

Many wireless systems consist of an up- or down-conversion using an intermediate fre-
quency, typically 10% or less of the receiving frequency (FM broadcast IF has been selected
at 10.7 MHz for the same reason).

We therefore will show two amplifiers with AGC and available data. The first one is
a wideband amplifier-type SL610 that has been manufactured by Plessey; its current fate
is unknown. However, since we put the circuit into the simulator it provides significantly
insight in the operation of such AGC stages. Figure 3.48 shows the actual schematic of the
SL610 entered in Ansoft’s Serenade Design Environment for simulation.

The AGC action is derived from Q8 through Q5, which, together with Q4, forms a differ-
ential amplifier. Each consecutive stage (Q1, Q4, Q6) have increasing current, totaling about
20 mA, whereby the last transistor takes about 13 mA. Based on the feedback surrounding
the transistors, the actual transistor characteristic is less important. We have shown this by
putting much higher fT devices in the circuit than the original design could have been made
from at the time (30 years ago). The circuit is still interesting today because of its good
large-signal-handling capability.

Figure 3.49 shows the frequency response of this amplifier, which is extremely close to
the measured data. The good simulation also can be seen from comparing the published
AGC curve with the one we found in the simulation. The bias of the first transistor remains
essentially constant, resulting in a noise figure more independent of the AGC than the PIN-
diode attenuator, and also stabilizes the input impedance as a function of AGC. Figure 3.50
shows the SL610’s predicted AGC response.
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Figure 3.49 Simulated frequency response of the Plessey SL610 wideband amplifier IC with
AGC = 0 V.

The same requirement is applicable for the wireless frequency range. Tables
3.7 and 3.8, and Figures 3.51–3.54 present specifications for the CGY121A GaAs
MMIC by Infineon Technologies AG, formerly, the Semiconductor Group part of
Siemens AG.

Figure 3.50 Simulated gain reduction versus AGC of the Plessey SL610 wideband amplifier IC.
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Table 3.7 CGY121A Features

• Variable gain amplifier (MMIC amplifier) for mobile communication
• Typical gain control range over 50 dB
• Positive control voltage
• 50-� input and output matched
• Low power consumption
• Operating voltage range: 2.7–6 V
• Frequency range 800 MHz to 2.5 GHz

3.1.6 Bias and Power Voltage and Current (Power Consumption)

Biasing of transistors operating in Class A or B follows some standard rules. The only
deviation from this tends to be when the operating voltage is very low, below 3 V, because
then the luxury of voltage drops for good dc stability as a function of temperature disappears.
(We will discuss low-voltage design in detail in Section 3.2.4.) In our simple example (Figure
3.55), we are operating from a 12-V power supply, and the first rule of thumb is to make
sure that the voltage between the emitter and ground is at least 0.7 V. This is necessary to
compensate the base–emitter junction threshold voltage, which decreases by about 2 mV/◦C
as the temperature increases. A larger voltage drop in the emitter–ground connection greatly
reduces the influence. In this amplifier, which consists of an emitter, unbypassed resistor of
10 � in series with a 501-� resistor results in an overall voltage drop of 2.6 V. We could

Table 3.8 CGY121A Electrical Characteristics at 900 MHza and 1.8 GHzb

Characteristics Symbol Minimum typical Maximum Unit

Power gain G 17 19 – dB
Vd = 3V; I = 45 mA; Vcon = 3V

Input return loss RLin – 11 – dB
Vd = 3V; I = 45 mA; Vcon = 3V

Output return loss RLout – 10 – dB
Vd = 3V; I = 45 mA; Vcon = 3V

Gain Control Range dG 48 53 – dB
Vcon = 3 V . . . 0V; Vd = 3V; I = 45 mA

1dB gain compression P1dB – 14 – dBm
Vd = 3V; I = 45 mA; Vcon = 3V

Power Gain G 15.5 17.5 – dB
Vd = 3V; I = 45 mA; Vcon = 3V

Input return loss RLin – 10 – dB
Vd = 3V; I = 45 mA; Vcon = 3V

Output return loss RLout – 8.5 – dB
Vd = 3V; I = 45mA; Vcon = 3V

Gain Control Range dG 48 53 – dB
Vcon = 3 V . . . 0V; Vd = 3V; I = 45 mA

1dB gain compression P1dB – 14 – dBm
Vd = 3V; I = 45 mA; Vcon = 3V

a TA = 25◦C, f = 900 MHz, Vg = −4V, RS = RL = 50 � unless otherwise specified
b TA = 25◦C, f = 1800 MHz, Vg = −4V, RS = RL = 50 � unless otherwise specified
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Figure 3.51 Functional block diagram of the gain-controllable CGY121A GaAs MMIC. Gain control is
achieved by applying 0–3 V dc to the Vcon pin.

reduce the supply voltage by about 1.9 V at the collector side and still maintain a safety
margin of 0.7 V at the emitter–ground connection. The voltage 2.6 V, so to speak, is overkill.

On the collector side, for an RC type of amplifier, it is not a bad idea to set the collector
voltage at about half the supply, which allows the RF swing to be half the supply voltage.

Figure 3.52 CGY121A 900-MHz application circuit. The values of the elements are:C1 = C2 = 22 pF,
C3 = C4 = 100 nF, C5 = 47 nF, L1 = 15 nH, L2 = 27 nH, R1 = 270�, R2 = 12�, R3 = 6.8�.
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Figure 3.53 CGY121A 1.9-GHz application circuit. The values of the elements are:C1 = C2 = 12 pF,
C3 = C4 = 100 nF, C5 = 47 nF, C6 = 1.2 pF, L1 = 15 nH, R1 = 270�, R2 = 12�, R3 = 2.7�.

In this case, we have violated the rule because of our 2.6-V drop. Assuming we had chosen
a 0.7-V drop, then the collector–emitter voltage would be 6.3 V available for the swing. The
choice of 5 mA for the transistor has come from a combination of good linearity and low
noise figure. While the 10-� unbypassed resistor will deteriorate the noise figure somewhat,
it reduces the emitter–current-dependent distortion. The base–emitter diffusion resistance
equals 26 mV/5 mA, or roughly 5 �. The 10-� resistor is twofold larger, and therefore adds
to the linearity and to the noise.

Figure 3.54 CGY121A gain versus Vcontrol at 1.9 GHz.
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Figure 3.55 BJT amplifier example.

To determine the base bias resistor, it is a good assumption that the current going through
the two resistors (in our case, 8.2 k� and 3.3 k�) is about 10% (or a slightly higher fraction)
of the collector current. Since the dc current gain of the transistor is typically between 50
and 100, it is sufficient if the current through the resistive network is between 5 and 10
times higher than the dc bias current taken off the network. This type of bias scheme is
only valid for Class A to AB1. Later, we will see that for monolithic circuits, additional
transistors will be used to generate the required voltage drops. Lately, combinations of
NPN and PNP transistors have become popular to avoid any resistor in the emitter for dc
biasing purposes. Figure 3.56 shows such a circuit. This of course invites thermal runaway.
To minimize the circuitry, there are bias ICs, such as the Infineon BCR400W, that are now
available. Figures 3.57 and 3.58 show its application in biasing BJTs and FETs, respectively;
it can also be used to control PIN-diode bias current for TR antenna switching as shown in
Figure 3.59.

To validate this, we have used the Serenade 8.0 CAD tool, which has a built-in bias- and
temperature-dependent noise model for both BJTs and FETs. The SPICE-type dc analysis
determines the actual currents, which were mentioned above. By maintaining the same bias
and just bypassing both emitter resistors at the same time, the set of curves shown in Figure
3.60 will be obtained. As an exercise, we recommend the user to determine the optimum
generator impedance for Fmin with a 10-� resistor. Again, both the emitter current and the
collector voltage affect the noise figure, the intermodulation, and fT . If a transistor is used
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Figure 3.56 Wideband amplifier with active biasing. The 4.7-� resistors in the BFR193W emitter
compensate the circuit’s gain at low frequencies.

that is intended to be operated at significantly higher currents, then fT will suffer while the
other two parameters are less affected.

Since the dc input power translates into thermal dissipation, here is a plot of the noise
figure as a function of temperature with and without emitter feedback. The heavy dc stabi-
lization prevents a significant effect on the other parameters. The actual dc shift is from 5.0
to 5.2 mA for a temperature delta of 70 K.

BCR 400

1

2

4

3
Rext

RF IN RF OUT

1 nF

100 pF

EHA07190–VG +VS

100 kΩ

100 kΩ

Figure 3.57 The Infineon BCR400 bias controller applied to a GaAsFET. Courtesy Infineon
Technologies.
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Figure 3.58 The Infineon BCR400 bias controller applied to a BJT. Courtesy Infineon Technologies.

As far as FETs are concerned, the enhancement types, typically PMOS, can use a similar
type of bias, while the NMOS types complicate the designer’s life as they require a negative
gate voltage, specifically for low-noise operation, these devices are operated somewhat
close to the pinchoff voltage. Putting a source resistor in place causes mostly headaches
simply because the gain is so high that the transistors are always ready to find a frequency
at which they love to oscillate. The transistor will look for every possible parasitic to turn
the amplifier into an oscillator.

1
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RX
TX

TX RX

Antenna

BCR 400

λ /4

4

3

Rext = 100 Ω – 220 Ω

+VS > 2.7 V

Figure 3.59 The Infineon BCR400 bias controller applied to TR switching. Courtesy Infineon
Technologies.
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Figure 3.60 Fmin and NF for the Figure 3.55 amplifier, with and without emitter feedback, at 300 and
370 K.

a1
Two-port
networkb1

a2

b2

VS

ZS

ZL

Figure 3.61 S parameters characterize a network (a two-port is shown) in terms of incident waves
(a1, a2) and reflected waves (b1, b2). Figure 3.62 shows the flow graph for this network.

3.2 AMPLIFIER GAIN, STABILITY, AND MATCHING

Most semiconductor manufacturers describe their devices these days by providing either
their S parameters (small-signal) or SPICE-type parameters (large-signal). One of our
headaches in writing this book has been that many of the published models do not trans-
late from large signal to small signal without giving unexpected or false results. Despite
the availability of tools to do it right, many companies still can only provide data that are
practically inadequate, and unfortunately the CAD manufacturer then gets the blame for
results they are not really responsible for.

Tables 3.9 and 3.10 show typical data for a bipolar transistor (the BFP420 by Infineon).
The next section presents a summary of the derivation and use of S parameters as published
by Agilent and others.

3.2.1 Scattering Parameter Relationships

b1 = s11a1 + s12a2 (3.122)



424 AMPLIFIER DESIGN WITH BJTs AND FETs

Table 3.9 BFP420 Common-Emitter S Parameters

f S11 S21 S12 S22

(GHz) MAG ANG MAG ANG MAG ANG MAG ANG

VCE = 2 V, IC = 20 mA

0.01 0.452 –2.3 37.62 178.3 0.0011 94.4 0.956 –0.6
0.1 0.447 –25.1 36.30 164.7 0.0068 82.5 0.941 –12.4
0.5 0.386 –101.1 23.41 121.0 0.0262 61.7 0.632 –47.2
1.0 0.378 –146.2 13.99 96.0 0.0395 57.8 0.395 –63.9
2.0 0.405 173.5 7.18 70.8 0.0664 54.0 0.222 –87.3
3.0 0.446 149.4 4.77 52.6 0.0949 47.1 0.133 –111.3
4.0 0.501 130.0 3.52 36.8 0.1206 38.5 0.133 –158.5
6.0 0.599 104.8 2.27 8.2 0.1646 18.9 0.196 142.0
8.0 0.700 78.5 1.51 –20.8 0.1800 –2.4 0.289 99.3
9.0 0.758 67.6 1.25 –34.4 0.1820 –13.0 0.379 84.1
10.0 0.800 62.0 1.04 –43.5 0.1800 –19.3 0.465 76.6

VCE = 2 V, IC = 5 mA

0.01 0.790 –1.0 15.14 179.2 0.0012 83.4 0.988 –0.7
0.1 0.786 –11.6 14.98 171.8 0.0092 84.1 0.982 –6.5
0.5 0.702 –55.7 12.86 140.1 0.0398 62.8 0.857 –29.8
1.0 0.589 –99.1 9.63 112.6 0.0603 46.5 0.647 –48.6
2.0 0.507 –156.0 5.60 79.4 0.0798 34.6 0.401 –70.3
3.0 0.511 168.5 3.84 57.1 0.0957 29.8 0.267 –84.2
4.0 0.549 142.0 2.87 38.5 0.1121 25.1 0.207 –110.5
5.0 0.604 123.9 2.26 22.1 0.1285 19.4 0.150 –137.3
6.0 0.633 110.0 1.86 6.7 0.1442 13.1 0.173 –169.8

For more and detailed S- and Noise-parameters please see Internet:
http://www.siemens.de/Semiconductor/products/35/35.htm
Source: Courtesy Infineon Technologies.

Table 3.10 BFP420 Noise Parameters

f F a
min G a

a �opt RN rn F b
50� |S21|2 b

GHZ dB dB MAG ANG � – dB dB

VCE = 2 V, IC = 5 mA

0.9 0.90 20.5 0.28 41.0 8.7 0.17 1.02 20.3
1.8 1.05 15.2 0.20 82.0 6.7 0.13 1.11 15.8
2.4 1.25 13.0 0.20 124.0 5.5 0.11 1.32 13.5
3.0 1.38 12.1 0.22 −175.0 5.0 0.10 1.48 11.6
4.0 1.55 10.3 0.33 −157.0 5.5 0.11 1.83 9.1
5.0 1.75 8.6 0.45 −142.0 5.0 0.10 2.20 7.0
6.0 2.20 6.4 0.53 −123.0 15.0 0.30 3.30 5.3

aInput matched for minimum noise figure, output for maximum gain
bZS = ZL = 50 �

Source: Courtesy Infineon Technologies.

http://www.siemens.de/Semiconductor/products/35/35.htm


AMPLIFIER GAIN, STABILITY, AND MATCHING 425

a1

1

a2

b2

bs

b1

s11

s12

s21

s22

=

=

√VS
ZS

ZSΓS

Z0

Z0

Z0+

–
ZS Z0+

=
ZLΓL

Z0–
ZL Z0+

Figure 3.62 Flow graph for the network shown in Figure 3.61.

b2 = s21a1 + s22a2 (3.123)

Note that

s11 = b1

a1
=

V1
I1

− Z0

V1
I1

+ Z0

= Z1 − Z0

Z1 + Z0
(3.124)

and

Z1 = Z0
(1 + s11)

(1 − s11)
(3.125)

where Z1 = V1/I1 is the input impedance at Port 1.
This relationship between reflection coefficient and impedance is the basis of the Smith

Chart transmission-line calculator. Consequently, the reflection coefficients S11 and S22 can
be plotted on Smith charts, converted directly to impedance, and easily manipulated to
determine matching networks for optimizing a circuit design.

The above equations show one of the important advantages of S parameters. They are
simply gains and reflection coefficients, both familiar quantities to engineers. By compari-
son, some of the Y parameters described earlier in the article are not so familiar. For example,
the Y parameter corresponding to insertion gain S21 is the “forward transadmittance,” Y21.
Clearly, insertion gain gives by far the greater insight into the operation of the network.

S parameters are simply related to power gain and mismatch loss, quantities that are
often of more interest than the corresponding voltage functions:

|S11|2 = Power reflected from the network input

Power incident on the network input
(3.126)

|S21|2 = Power delivered to a Z0 load

Power available from Z0 source
(3.127)

|S12|2 = Reverse transducer power gain with Z0 load and source (3.128)

|S22|2 = Power reflected from the network output

Power incident on the network output
(3.129)

From this we obtain the following.
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Input reflection coefficient with arbitrary ZL

S′
11 = S11 + S12S21�L

1 − S22�L

(3.130)

Output reflection coefficient with arbitrary ZS

S′
22 = S22 + S12S21�S

1 − S11�S

(3.131)

Voltage gain with arbitrary ZL and ZS

AV = V2

V1
= S21(1 + �L)

(1 − S22�L)(1 + S′
11)

(3.132)

Power gain = Power delivered to load

Power input to network
:

G = |S21|2(1 − |�L|2)

(1 − |S11|2) + |�L|2(|S22|2 − |D|2) − 2Re(�LN)
(3.133)

Available power gain = Power available from network

Power available from source

GA = |S21|2(1 − |�S |2)

(1 − |S22|2) + |�S |2(|S11|2 − |D|2) − 2Re(�SM)
(3.134)

Transducer power gain = Power delivered to load

Power available from source
:

GT = |S21|2(1 − |�S|2)(1 − |�L|2)

|(1 − |S11�S)(1 − S22�L) − S12S21�L�S |2 (3.135)

Unilateral transducer power gain (S12 = 0)

GTu = |S21|2(1 − |�S |2)(1 − |�L|2)

|1 − S11�S |2|1 − S22�L|2 (3.136)

= G0G1G2

G0 = |S21|2 (3.137)

G1 = 1 − |�S |2
|1 − S11�S |2 (3.138)

G2 = 1 − |�L|2
|1 − S22�L|2 (3.139)
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Maximum unilateral transducer power gain when |S11| < 1 and |S22| < 1

Gu = |S21|2
|(1 − |S11|2)(1 − |S22|)2|

= G0G1 maxG2 max (3.140)

Gi max = 1

1 − |S11|2 i = 1, 2 (3.141)

Constant-gain circles (unilateral case: S12 = 0):

• center of constant-gain circle is on line between center of Smith Chart and point
representing S∗

ii

• distance of center of circle from center of Smith Chart:

ri = gi|Sii|
1 − |Sii|2(1 − gi)

(3.142)

• radius of circle:

ρi =
√

1 − gi(1 − |Sii|2
1 − |Sii|2(1 − gi)

(3.143)

where i = 1, 2, and

gi = Gi

Gi max
= Gi(1 − |Sii|2) (3.144)

Unilateral figure of merit:

u = |S11S22S12S21|
|(1 − |S11|2)(1 − |S22|2)

(3.145)

Error limits of unilateral gain calculation:

1

(1 + u2)
<

GT

GTu

<
1

(1 − u2)
(3.146)

Conditions for absolute stability:
No passive source or load will cause a network to oscillate if a, b, and c are all satisfied:

a. |S11| < 1, |S22| < 1 (3.147)

b.
∣∣∣∣ |S12S21| − |M∗|

|S11|2 − |D|2
∣∣∣∣ > 1 (3.148)

c.
∣∣∣∣ |S12S21| − |N∗|

|S22|2 − |D|2
∣∣∣∣ > 1 (3.149)
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where

D = S11S22 − S12S21 (3.150)

M = S11 − DS∗
22 (3.151)

N = S22 − DS∗
11 (3.152)

Condition that a two-port network can be simultaneously matched with a positive real
source and load

K > 1 (3.153)

K = 1 + |D|2 − |S11|2 − |S22|2
2|S12S21| (3.154)

Source and load for simultaneous match:

�mS = M ∗
⎡
⎣B1 ±

√
B2

1 − 4|M|2
2|M|2

⎤
⎦ (3.155)

�mL = N ∗
⎡
⎣B2 ±

√
B2

2 − 4|N|2
2|N|2

⎤
⎦ (3.156)

where

B1 = 1 + |S11|2 − |S22|2 − |D|2 (3.157)

B2 = 1 + |S22|2 − |S11|2 − |D|2 (3.158)

Maximum available power gain. If K > 1

GA max =
∣∣∣∣S21

S12
(K −

√
K2 − 1)

∣∣∣∣ (3.159)

In conclusion, a two-port network (active or passive) is unconditionally stable when

K > 1

|S12S21| < 1 − |S11|2

and

|S12S21| < 1 − |S22|2
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3.2.2 Low-Noise Amplifiers

A low-noise amplifier combines a low noise figure, reasonable gain, and stability without
oscillation over its entire useful frequency range. These amplifiers are typically operated
in Class A, which is characterized by a bias point more or less at the center of maximum
current and voltage capability of the device used, and by RF current and voltages that are
sufficiently small relative to the bias point that does not shift. This means that an amplifier
operating at, say, 3 V and 1 mA for low-noise, high-gain operation will not be Class A if
the RF current is larger than 0.1% of the current or the voltage swing is more than 0.1%
of the current swing. These amplifiers can be designed using standard linear S parameters,
which are (hopefully) available from the device manufacturer for the bias point of interest.
If suitable S parameters are not available, we must resort to a CAD tool that allows us to
determine a device’s bias point as a function of its bias network and to generate small-signal
S parameters for the device. With suitable S parameters in hand, and assuming the amplifier
will be frequency selective, we then connect tuned circuits to the input and output to provide
matching.

In designing amplifiers, the “power gain” of a circuit is frequently mentioned. This is
actually deceptive because power gain is somewhat associated with dc power dissipation,
and in considering it we are on the verge of discussing large-signal performance. Therefore,
it would be better to define the power gain as a function of operating mode, such as “Class
A power gain.” We have also outlined that there is a difference between noise matching and
gain matching. If we can be allowed to step back into the vacuum-tube era for a moment,
the reader should be reminded that the difference between power gain and noise matching
had to do with the grid-plate feedback capacitance which, via the Miller effect, showed up
in parallel with the input. This actually detunes the input slightly off-center relative to the
best gain. The reason for this is that as the feedback increases, Y12 or S12 starts playing a
role, and the frequently assumed unilateral case no longer exists. The difference between
noise matching and gain matching increases as a function of frequency. It can be brought
closer together if appropriate reactive feedback is used. The two choices are: (1) increase
the emitter or source inductance or (2) slightly increase the base-to-collector/gate-to-drain
capacitance. Needless to say, the penalty for this is potential instability, and a sweep
must be done from a few megahertz to several gigahertz to make sure the stage does not
“take off.”

The most efficiency this circuit provides is 50%; even this is a theoretical limit if one
tries to keep distortion under control.

Design Guidelines The design of a one-stage amplifier consists of finding

1. an input lossless matching network M1, and

2. an output lossless matching network M2

so that the maximum or desired transistor gain is achieved over the operating bandwidth of
the amplifier. Usually, the common-emitter or common-source configuration is chosen for
highest gain per stage. If the stability factor K is greater than unity, these two networks can
be found to give the maximum available gain Gmax. If the stability factor is less than or equal
to unity, the amplifier could be terminated in a matching structure that causes oscillation,
that is, Gmax is infinite. This should be avoided by locating the regions of instability in the
�G and �L planes. The input and output terminations (�G and �L) must be designed to
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avoid the instability regions. Usually, these unstable regions are near the conjugate match
for S11 and S22. Thus, a stable amplifier will require some input and/or output mismatch if
K is less than or equal to unity.

There are at least two alternative approaches for potentially unstable amplifiers:

1. add resistive matching elements to make K ≥ 1 and Gmax ≈ Gms and

2. add feedback to make K ≥ 1 and Gmax ≈ Gms.

For narrowband amplifiers, it is usually recommended to accept a transistor with K < 1, de-
sign the amplifier for a gain approaching Gms, and to ensure that the �G and �L terminations
provide stability at all frequencies, both inside and outside the amplifier passband.

The design of an amplifier would usually have the following specifications:

gain and gain flatness,

bandwidth and center frequency (f2 − f1, f0),

noise figure,

linear output power,

input reflection coefficient (VSWRin),

output reflection coefficient (VSWRout),

bias voltage and current.

For small-signal amplifiers, the small-signal S parameters are sufficient to complete the
design. After selecting an appropriate transistor based on these specifications, a one-stage
amplifier design should be considered if sufficient gain can be achieved; otherwise, a two-
stage amplifier should be designed.

The circuit topology should be chosen to allow dc bias for the transistor. Usually, RF
short-circuited stubs are placed near the transistor to allow dc biasing. If the topology does
not allow dc bias, a broadband bias choke or high-resistance bias circuit that does not affect
the amplifier performance must be used.

The following steps can be tabulated for the design of a one-stage amplifier
see Figure 3.63.

1. Select a transistor based on a datasheet description of the S parameters, noise figure,
and linear output power.

2. Calculate K and Gmax or Gms versus frequency.

3. For K > 1, select the topologies that match the input and output (and allow dc biasing)
at the upper band edge f2. Ideally, this will give Gmax and S′

11 = S′
22 = 0. Usually,

S12 = 0 is assumed for the initial design. Next, the topology may be varied to flatten
gain versus frequency at the expense of S′

11 and S ′
22

4. ForK < 1, plot the regions of instability on the�G and�L planes and select topologies
that partially match the input and output at the upper band edge and avoid the unstable
regions. The gain will approach Gms as an upper limit. Next, the topology may be
varied to flatten gain versus frequency.

5. After finding initial M1 and M2, plot the amplifier S parameters versus frequency;
make adjustments in topology until the specifications for gain, input reflection coef-
ficient, and output reflection are satisfied. Also plot �G and �L versus frequency to
verify amplifier stability.
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Transistor selection:
S parameters

Noise parameters
Power output

Price

Calculate k

Plot unstable regions
in Γg and ΓL planes

Plot Γg and ΓL
versus frequency
to verify stability

Design dc bias circuit
and again verify stability

Layout complete amplifier

Verify realizability

Order mask

Yes

Yes

No

No

No

No

Design M1 and M2 at f2
(assume that S12 = 0)

k < 1
calculate Gms  

k > 1
Calculate Gma

~

Design M1 and M2 at f2
for stable region
and gain ≈ Gms

Figure 3.63 Simplified amplifier design procedure.

6. Design the dc bias circuit. Layout the elements of the complete amplifier and check
realizability.

As a beginning point in an amplifier design, the circuit topologies may be designed with
the assumption that S12 is zero. Later, an exact design procedure will be described that
includes the topologies with terminations in the stable region.

CMOS Low-Noise Amplifiers An optimal low-noise amplifier needs to be matched for
lowest noise figure while providing low input return loss. In transistors, however, optimum
power match differs from optimum noise match, and MOS transistors are no exception in
this respect. Just adding matching networks to a MOS transistor therefore means to find a
compromise between noise figure and return loss. This strategy will not yield the optimum
performance the device can provide.
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– Zcorr

Two-port
(noise free)
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Ru,T0

Gn,T0

Figure 3.64 Representation of the noise of a two-port through two noise sources and a correlation
impedance.

With the aim to provide excellent noise match and power match, one first needs to use a
circuit topology that transforms the two to get closer together in the Smith Chart, or in the
ideal case, to become identical.

This goal can be achieved since the physical origin of noise matching differs from that
of power matching. In the latter case, reactive elements are added in order to transform the
circuit’s input impedance to be equal to the complex conjugate of the source impedance.
The incoming power wave is no longer reflected, since resonant circuits compensate any
mismatch in phase and amplitude.

Noise match, on the other hand, means to exploit the fact that the short-circuit noise
current and the open-circuit noise voltage at the input of the device are partly correlated.
Minimum noise figure is achieved by choosing a source impedance that forces the correlated
part of the noise to cancel out.

In order to have a closer look on how noise-free feedback and matching impacts the
noise performance, a generic two-port is considered as shown in Figure 3.64. The noise of
the two-port is represented in terms of two uncorrelated sources, 〈|vn|2〉 = 4kT0BRu and
〈|in|2〉 = 4kT0BGn, and a correlation impedance Zcorr, as proposed by Rothe and Dahlke
[4]. The noise factor of the two-port as a function of the source admittance Zs = Rs + jXs

is given by

F = 1 + Ru + Gn|Zs + Zcorr|2
Rs

(3.160)

This formulation is equivalent to the commonly used formula relying on the much more
intuitive parameters minimum noise factor Fmin, optimum noise match Zopt, and equivalent
noise admittance Gn.

F = Fmin + Gn

Rs

|Zs − Zopt|2 (3.161)

The parameter Gn in fact is identical in both descriptions, the other parameters can be
calculated by

Zopt = Ropt + jXopt

Xopt = −Xcorr

Ropt =
√

Ru

Gn

+ R2
corr

Fmin = 1 + 2Gn(Ropt + Rcorr)
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Figure 3.65 MOS transistor with source and gate inductances. (a) The noise of the transistor is de-
scribed by the Rothe–Dahlke equivalent circuit. (b) The noise sources are transformed in order to
describe the noise properties of the whole circuit.

The common approach to alter the noise matching is to introduce inductive series feed-
back at the source. Now, adding a lossless inductor at the source will not add any noise to
the circuit. But a feedback will impact noise and signal differently, and in general alter Fmin.
However, due to the simplified equivalent circuit regarded here, Fmin is not changed. For
matching purposes, a series inductance is also connected to the gate, which should also be
considered at this point. This configuration is shown in Figure 3.65. The generic two-port is
now replaced by a basic MOS transistor equivalent circuit. For matching purposes, a series
inductance is also connected to the gate, which should also be considered at this point. This
configuration is shown in Figure 3.65. The generic two-port is now replaced by a basic MOS
transistor equivalent circuit. The MOS transistor’s noise is described by the Rothe–Dahlke
description, not by its internal noise model. One might expect to see the internal FET noise
current sources describing channel noise and induced gate noise. But this description is
preferred since we are interested to see how the external inductances alter the noise four
parameters, while the physics governing the noise is not in the focus.
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The inductive feedback obviously has an impact on Gn and Zcorr. These parameters
read [22]

Gn = Go
n ·

∣∣∣∣ Z21

Z21 + jωLs

∣∣∣∣
2

Zcorr = jωLg + jωLs

(
1 − Z11

Z21

)
+ Zo

corr

(
1 + jωLs

Z21

)

where the superscript o denotes the original parameter.
Assuming the MOS transistor can be approximated by the simple equivalent circuit

shown in Figure 3.65, the formulae can be simplified as follows:

Gn = Go
n ·

∣∣∣∣ gm

gm + jω3LsCgsCds

∣∣∣∣
2

≈ Go
n

Zcorr = jωLg + jωLs

(
1 − jωCds

gm

)
+ Zo

corr

(
1 + jω3LsCgsCds

gm

)
≈ jω(Lg + Ls) + Zo

corr

The optimum noise match in terms of optimum source impedance Zopt can therefore be
approximated by

Zopt = Zo
opt − jω(Lg + Ls) (3.162)

The real part of Zopt therefore remains unchanged, but its imaginary part is reduced. That
is an important finding since it means that Re(Zopt) is unchanged by the matching and
feedback inductances. Optimizing this value to the needs of the circuit design therefore
means to choose a suitable device and bias point.

Regarding the imaginary part of Zo
opt, it is now required to know at least its sign, and its

frequency dependence in order to see whether it can be compensated by the inductances
or not. This calculation requires to consider the physics-based noise model of the MOS
transistor, and quite a bit of calculations which, in all details, is found in the literature [23].
In the end, equation (3.162) can be rewritten approximating Im(Zo

opt) by the following:

Zopt = Re(Zo
opt) − m

1

jωCgs

− jω(Lg + Ls) (3.163)

with the parameter m in the range of 0.6 for long channel devices, while it is expected to
approach 1 as gate width is scaled down. The imaginary part of the optimum noise match
impedance is capacitive, which can very well be compensated by properly choosing the
values of the inductances.

But noise match alone is not sufficient for a good LNA, it also reqires good input match-
ing. The input impedance for the device with gate and source inductances, as shown in
Figure 3.65, reads

Zin = jω(Ls + Ls) + 1

jωCgs

+ gmLs

Cgs

= jω(Ls + Ls) + 1

jωCgs

+ ωT Ls (3.164)

with the transit frequency ωT = 2πfT = gm/Cgs.
The source inductance Ls introduces a real part in the input impedance, which is the main

benefit of the inductive feedback. The formulae describing Zin and Zopt become similar in
structure. With the designer’s freedom to choose suitable values for inductance and device
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size, it becomes possible to bring these two impedances as close together as possible,
allowing for simultaneous noise and power match. While Re(Zin) is affected by ωT , that
depends on the transistor and how it is biased, the sum of the inductances Ls + Lg can be
used to compensate the capacitive component of Zopt and Zin.

In conclusion, the design of a CMOS LNA follows the following steps.

1. Choose a device of appropriate size that satisfies Re(Zopt) = Re(Zs).

2. Select source inductance Ls and bias point to satisfy ωT Ls = Re(Zs).

3. Determine the value of the gate inductance Lg so that Im(Zopt) = Im(Zs) holds.

In certain cases, especially if a very low-power design is required, it is not possible to
choose the device size freely. In this case, usual matching techniques have to be applied
instead of just compensating Cgs and forcing Re(Zopt) = Re(Zs). In this case the inductive
degeneration still has its benefit, since it allows in principle simultaneous power and noise
matching, when ωT Ls = Re(Zopt) is enforced. However, this is not always possible in
practice. Zopt increases with decreasing device size, requiring large inductance values. But
if Ls excites a certain limit, noise figure is compromized. On one hand, large inducances
come with higher parasitic resistances and therefore add thermal noise. On the other hand, as
the inductive feedback increases, the transistor’s internal feedback will also gain importance
and degrade the minimum noise factor.

If it is practically not possible to select a source inductance, often an extrinsic gate-source
capacitance Cex is added. Regarding Zin, it simply adds to Cgs, with the negative impact
on the external transit frequency that now becomes ω′

T = gm/(Cgs + Cex). But considering
noise matching, this approach has the power to lower Re(Zopt) [23]. In this case, Re(Zopt)
reads

Re(Zopt) = A · B

ωCgs

[
A2 · B2 +

(
Cgs+Cex

Cgs
+ A · |c|2

)2
] (3.165)

with A = α
√

δ/(5γ), B =
√

1 − |c|2. The parameters α, γ , δ refer to the noise sources of
the FET [24]. The channel noise current 〈|ind|2〉 and the induced gate noise current 〈|igd |2〉
are given by

〈|ing|2〉 = 4kTBδ
ω2C2

gs

5gd0
(3.166)

〈|ind |2〉 = 4kTBγgd0 (3.167)

where gd0 is the drain-source conductance at zero drain-source voltage Vds. The typical
values for the noise parameters are the following. For long-channel devices, γ starts at unity
for zero VDS, and approaches 2/3 in saturation. However, it increases at high VGS and VDS.
For short-channel devices, it can exceed 2. The parameter δ is constant in long channel
devices, its value is around 3/4. It is higher for short channel devices. The value α is defined
as the ratio of gm to gd0, which is unity for long-channel devices and lower in the case of a
short-channel device. The correlation coefficient c can be given for long channel devices,
and its value is purely imaginary, c = j0.395.

Equation (3.165) shows that Re(Zopt) is reduced by adding Cex. This, therefore, is an
adequate measure for the case in question. Lowering Re(Zopt) reduces the requirement of
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a high value of ωT Ls. It thereby allows to reduce feedback, and it enables usage of very
small, low-power, transistors that inherently have high impedance levels.

Thus, for a given device size, where Re(Zopt) is too high for the original approach, the
design procedure is as follows.

1. Select a source inductance Ls and capacitance Cex to obtain matching of Re(Zs)
and Re(Zopt) without compromising effective transit frequency (and, thus, gain) and
noise.

2. Determine the value of the gate inductance Lg so that Im(Zopt) = Im(Zs) holds.

The whole approach up to now, however, has a drawback. Introducing source and gate
inductances is also a viable starting point in osciallator design, see Chapter 5. Another
point is the low reverse isolation of a the single-transistor LNA that should be reduced also
because of the Miller effect. Therefore, two CMOS transistors are commonly employed in
cascode configuration, which will be described further in detail in Section 3.4.

Another issue in CMOS design is power dissipation. Being energy efficient is impera-
tive for battery-powered mobile systems, which first impacts the choice of the transistor
size as just discussed. But it also means that the supply voltage is constrained to a lower
value [25].

The standard cascode is disadvantageous in this respect, as it requires the supply volt-
age to be twice the voltage Vds required for a single transistor. The drain voltage of each
of the transistors should be twice the overdrive voltage Vod = (Vgs − Vt) in order to pro-
vide high gain. The supply voltage can therefore only be lowered if it is not applied to
the full cascode stack, but instead each transistor is biased individually. This requires to
decouple the RF path from the dc path, resulting in a topology known as folded cascode
[26–28].

The folded cascode stage is shown in Figure 3.66. The supply voltage is fed in between
the two transistors that are in fact dc-wise connected in parallel. CMOS offers the advan-
tage that it provides NMOS and PMOS devices that require supply voltages of opposite
sign. Thereby, the folded cascode transistors can be dc coupled. In the original approach
based on bipolar technology, it was necessary to decouple the two transistors by means of
capacitors and to bias them individually [26]. But in CMOS, the dc is supplied through an
RF choke that provides an open to the RF signal. The RF therefore directly passes the two
transistors in cascode configuration, without the need for any dc blocking capacitance in
between.

The folded cascode is operated at lower supply voltages compared to the original cas-
code, but it still dissipates the same power. An approach to lower voltage and current at the
same time is the complementary current-reuse architecture as shown in Figure 3.67 [29].
As in case of the folded cascode, dc and RF path is decoupled in this architecture. The two
transistors are in series concerning dc, thus the second transistor “reuses” the current of
the first. But for the RF signal, the structure acts as a two-stage amplifier. The inductance
are employed like inductors to ground for interstage matching, together with the coupling
capacitance. Althogh it looks like a cascode at the first glance, the complementary current-
reuse stage works differently. Thus, it is not providing the benefits inherent to the cascode
structure, like reduction of the miller capacitance, or improved stability. Its main advantage
is that it provides the highest gain at lowest supply voltage. Due to the complementary
MOS architecture, the required supply voltage is reduced by one overdrive voltage Vod as
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Figure 3.66 Cascode (a) and folded cascode (b) CMOS LNA circuit.

compared to the standard cascode architecture, without operating the transistors in weak
inversion. Thereby, highest gain for for minimum dissipated power is achieved. The draw-
back of this architecture, however, is the need for quite a number of inductors that are not
easily realized with high Q on wafer, and which also consume a lot of space.
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RF in
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1M

2M

Figure 3.67 Complementary current-reuse CMOS LNA circuit.
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Passive Elements Available in CMOS Technologies Monolithic-integrated CMOS
processes use a larger number of interconnect layers that can be used to design passive
elements such as capacitors, inductors, and transformers. Traditional MMIC processes only
provide one metal layer, and transmission lines are either of the microstrip or coplanar
waveguide (CPW) type. In either case, the metallization is high-conductivity electroplated
gold, and the substrate is semiinsulating. Chips are often thinned down to 100 μm in order
to suppress higher modes of the microstrip lines. Gold metallization, semiinsulating sub-
strate, and the appropriate dimensions of the lines allow for optimum propagation of the
electromagnetic waves along the transmission lines. CMOS is different and a rather hostile
environment for RF. The standard silicon wafers are of low-resistivity type to safe on cost,
and aluminum and copper are used instead of gold for the transmission lines. Therefore,
it is to be expected that the losses due to the finite conductivity of the transmission line
metal will be higher than on similar lines on GaAs, GaN, or InP processes. In addition, it is
advisable to keep the electric field out of the substrate, as the substrate losses are significant
and, if neglected, may render any RF design impossible.

On the other hand, there are some advantages of CMOS technologies besides the aspect
of low cost in high-volume production. The high number of metal layers enable the custom
design of various capacitor and inductor structures, a feature that is not available in the
traditional GaAs world.

The metallization layer stack of a typical RFCMOS process is shown in Figure 3.68
[30]. This process provides six metallization layers, the lower four are made of copper, the
upper ones are aluminum layers. Basically, the higher layers provide thicker metal. The
layers are embedded in a low-loss dielectric, on top of the substrate. The present process
uses two types of dielectric, first silicon oxide, and on top polyimide. The electric fields
should be confined within these dielectric layers, as they are good isolators. Often, even
a lower metallization layer is employed to shield the passive structures from the lossy
substrate. Good RF transmission lines can be realized within the oxide if the RF ground is
also realized within this metallization layer stack, forming a microstrip or stripline.

Polyimide

Al metal layers

Substrate εr = 11.9

Cu metal layers

Oxide
εr = 4.1

Figure 3.68 Metal-layer stack of a typical RFCMOS process (from Refs [30, 31], reprint with
permission). c© 2006 A. Vasylyev and W.A. Debski.
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Figure 3.69 Parallel-plate capacitor realized in a typical RFCMOS process (from Refs [30, 31], reprint
with permission). c© 2006 A. Vasylyev and W.A. Debski.

Capacitance elements are designed straightforward in the form of parallel-plate capaci-
tors. Figure 3.69a shows an example of such an approach using multiple layers to enhance
the capacitance per square. In the example, four layers are used. The interconnection be-
tween the plates belonging to the same electrode are realized through via holes. Figure 3.69b
shows the three-dimensional layout of the capacitor. The via holes are closely spaced and
form a type of via fence in order to provide a good connection between the layers.
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These structures, however, do not just behave like pure capacitances. The following
effects are expected to be observed.

• The finite conductivity of the metal layers will lead to parasitic resistance.
• A parasitic capacitance between the metals and the substrate below will establish a

lossy connection to ground.
• The structure has a certain dimension, giving rise to parasitic inductances at higher

frequencies.

These effects are accounted for in the first-order equivalent circuit shown in Figure 3.69c.
The capacitance C is the desired element, ballasted with the parasitic resistance Rs, and
inductance Ls. The impact of coupling to substrate and substrate losses is described through
Cp1,2, Rsub1,2 and Lsub1,2. The equivalent circuit reveals that this structure is a resonance
circuit, not only the desired capacitance. Thus, it shows capacitive behavior only up to a
certain frequency. Beyond this resonance frequency, it becomes inductive. Since the basic
geometrical parameters for a certain technology are fixed, it is observed that the resonance
frequency of the structure decreases with increasing size of the structure. Higher capacitance
values will come with lower usable maximum frequencies.

Regarding lumped equivalent models like the one Figure 3.69c, it must be kept in mind
that not only the device but also the model has an upper usable frequency. Even though the
model consists of a number of elements, it only applies first-order approximations to model
each of the physical effects. If the wavelength and structure size come into the same order
of magnitude, distributed effects need to be considered. As a rule of thumb, such models
can be expected to be reasonably accurate up to the resonance frequency, and definitely fail
beyond. This rule of thumb is applicable to all first-order models of passive components,
and even transistors.

The parallel-plate capacitances discussed so far provide a certain capacitance per square,
depending mainly on the dielectric properties of the oxide isolation layers. These layers,
however, are not desiged to provide high capacitance. Staggering multiple layers as shown
in the figure yields higher capacitance, but also larger structures with the associated higher
parasitic effects.

A number of processes therefore provide an extra layer of thin high-permittivity, high-
breakdown dielectric to allow for metal-insulator-metal (MIM) capacitances, and an extra
metal for the top electrode. This type of capacitances is commonly available in III–V pro-
cesses, an can be integrated into RFCMOS processes at the cost of a few additional mask sets.

Figure 3.70 shows a schematic of a MIM capacitance within the layer stack, and also the
associated equivalent circuit. The equivalent circuit looks a bit simpler than the one of the
parallel plate capacitance before. Also the dimension will be much smaller due to the thin
high-permittivity dielectric used. However, if the capacitance dimensions are increased, it
will also show some parasitic inductive effect.

Theoretical limits of capacitance values and resonance frequencies were explored by
Aparicio and Hajimiri [32]. In their work, a vast number of configurations to design ca-
pacitances is discussed. A main result is shown in Table 3.11. A third configuration, in
addition to the types of capacitance discussed so far, regarded in this paper, is the vertical
capacitance. The basic idea behind the vertical capacitance is simple. The achievable lateral
dimensions are much smaller than the vertical dimensions, thus allowing for higher capac-
itance per size. While vertical dimensions are fixed by the dielectric layer thickness, the
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Figure 3.70 Metal–insulator–metal capacitor realized in a RFCMOS process (from Ref. [30], reprint
with permission). Courtesy W.A. Debski.

lateral dimensions depend on how narrow via holes and metallization can be placed. Also,
tolerances are lower in the lateral dimension that is structured by lithography compared to
the vertical layers formed by deposition. However, in order to get a vertical capacitor plate,
fences of vias are used that connect many metal layer strips. It depends on the individual
technology whether its design rules allow for such a structure.

Table 3.11 Comparison of Perfomance Parameters for Different Types of CMOS Capacitances
(from Ref. [32])

Capacitance Average Standard resonance
Density Capacitance Area Deviation frequency Q at Breakdown

Structure (fF/�m2) (pF) (�m2) σ (fF) (GHz) 1 GHz Voltage (V)

Vertical plate 1.51 1.01 669.9 5.06 >40 83.2 128
Horizontal 0.20 1.09 5378.2 26.11 21 63.8 500

plate
MIM 1.1 1.05 960.9 11

Source: c© 2006 Andriy Vasylyev.
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The values shown in the table were obtained for a CMOS process featuring seven alu-
minum metal layers, four of which were used to fabricate the capacitances. The minimum
lateral dimensions were a minimum 240 nm for distance between and for width of metal
structures, and a metal and oxide thickness of 530 nm and 730 nm, respectively. Statistical
data was obtained by measurements on different spots of two 8-in wafers. As expected,
the vertical capacitor shows less tolerances, and higher capacitance, consuming less space
and thus featuring higher resonance frequency. The values for the MIM capacitance are the
typical values shown for comparison.

Inductances can be realized in monlithic processes through spiral lines. A fully symmetric
structure is shown in Figure 3.71. Also this structure will show a number of parasitic effects.

• The finite conductivity of the metal layers will lead to parasitic resistance.
• A parasitic capacitance between the metals and the substrate below will establish a

lossy connection to ground.
• The capacitance between the windings will lead to a parasitic parallel capacitance.

The equivalent-circuit model shown in Figure 3.71b provides a first-order model for the
spiral inductance. It is quite similar to the model of the parallel-plate capacitor, at least
regarding the impact of the lossy substrate that is modeled through Cox1,2, Rsub1,2, and
Csub1,2. The parasitic capacitance turns out to be in parallel to the lossy inductance, which
yields a parallel resonance circuit. There is, therefore, a maximum achievable inductance,
depending on frequency and technology, since adding winding will increase the parasitic
capacitance and loss resistance together with the inductance.

Variations and refinements of the equivalent circuit are possible, for example, the sym-
metrical structure shown in Figure 3.71c. It intends to enhance the validity of the equivalent
circuit model somehow toward higher frequencies, by somehow distributing the coupling
to the lossy substrate. However, even such a model fails close to or beyond the resonance
frequency of the structure.

Transformers are important building blocks in many CMOS-integrated circuits. These
can be realized by designing concentric spiral inductors. An example is shown in Figure 3.72.
This transformer consists of one turn on the primary side and two turns on the secondary side.

An equivalent-circuit model of a transformer is slightly more complicated than that of
a single inductor. For a structure providing a center connection, the basic model topology
is shown in Figure 3.72b. It can be understood as four inductor models with additional
coupling between the inductances. Although this model already consists of 30 elements, it
still catches only first-order effects. Since this model is quite complicated, it can be reduced
to the one shown in Figure 3.73. This model is, of course, very basic, as it only accounts
for the self- and mutual inductance and line losses.

The accuracy of equivalent-circuit models is constrained to a certain frequency range,
as already mentioned. An other issue is parameter extraction for such a model. It is quite
tedious to determine a vast number of parameters basically from two-port measurements. In
order to obtain physically significant model parameters, it is required to analytically develop
a suitable algorithm. It commonly also requires to investigate dedicated test structures. On
the positive side, it is in principle possible to develop parameterized models for a class
of elements. It can be accouted for geometrical variations if it is known how the model
parameters depend on geometry, and an appropriate formula is used to determine specific
parameters.
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Figure 3.71 Spiral inductor realized in a RFCMOS process (from Ref. [30], reprint with permission).
Courtesy W.A. Debski.
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Figure 3.72 Transformer realized in a RFCMOS process (from Ref. [31], reprint with permission).
c© 2006 Andriy Vasylyev.
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Figure 3.73 Simplified transformer equivalent-circuit model (from Ref. [31], reprint with permission).
c© 2006 Andriy Vasylyev.

A faster and, at least, at first sight, more accurate approach is to use measuredS parameters
of the passive models, or to rely on electromagnetic simulation. Both approaches promise
to provide highly accurate descriptions of the device performance, since no assumptions
restrict the validity of the model. The designer also saves the time required to determine the
equivalent-circuit model; simulation becomes both faster and more accurate.

However, there must be a reason why equivalent-circuit models are still in use. The
first is that not all circuit simulation tools calculate in frequency domain. S parameters
are frequency-domain data. Using an S parameter model in a time-domain solver like
SPICE requires to apply an inverse Fourier transform in order to determine the time-domain
response of the model. First of all, this requires a certain simulator kernel that allows for this
so-called convolution algorithm. Second, will the time-domain response be causal? This is
definitely required for simulation, but ensuring it for just any set of S parameters requires
elaborate mathematical treatment of the data. Thus, simulating the same circuit in time-
domain and in frequency domain will show slightly different results. A model based on a
lumped-element equivalent circuit, on the other hand, works with any circuit simulation tool.

It is another issue that S parameters are only known for the measured or simulated
frequency range. The fundamental and the first harmonics is usually covered. But what about
baseband and dc? Also it might be desirable in nonlinear harmonic-balance simulations to
use many harmonics. If one leaves it to the simulation tool to extrapolate the data easily
lead to nonphysical parameters. An equivalent-circuit model will not be accurate beyond
a certain frequency as discussed above, but it will never become nonphysical and predict,
for example, active behavior for an inductor. DC and baseband performance are also well
covered.

Finally, there is basically no way to derive a scaled S parameter-based model. Only dis-
crete measured or simulated structures are covered. Parameterized equivalent-circuit-based
models have the capabilities to interpolate within certain geometrical limits. This allows to
define the models behind the well-known pick-and-place symbols in circuit simulators that
describe an element like a spiral inductors on the basis of a few electrical and geometrical
parameters.

Design Examples Throughout this book, we always address the issue that we have
to separate the battery-operated hand-held applications and the more stationary designs
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Figure 3.74 Schematic of the CMOS LNA. Both transistors are 130-nm NMOS, gate width 250�m,
and 20 gate fingers. Model parameters are given in Table 3.12. The values of the other circuit elements
are Cex = 1.4 pF, Ls = 0.45 nH, and Lg = 2.7 nH. The quality factor of these inductances is set to Q = 6
at the target frequency of 2.41 GHz. The biasing network and output matching are omitted for simplicity,
VDD = 2 V and IDD = 23 mA.

like those for base stations. In the case of the hand-held or low-voltage applications, the
dynamic range requirements are significantly less than the front-end of a base station
requires.

130-nm CMOS Low-Noise Amplifier As an example, we let us consider a LNA for
2.41 GHz applications that should be fabricated in a 130-nm CMOS technology. We choose
devices with a gate width of 250 μm, and a bias of VDD = 1 V, IDD = 20 mA. A generic
model for such a device can be found, for example, on the predictive technology model
website [34]. The schematic of the circuit is given in Figure 3.74.

How simultaneous noise and power matching is achieved is shown in Figure 3.75. Starting
point is the unmatched cascode, the respective values of S∗

11 and �opt at 2.4 GHz are indicated
by the larger symbol. Obviously, the real part of the noise match impedance is higher than
50 �, which requires to either use a larger device or to start by adding an extrinsic gate-
source capacitance Cex. It is also obvious that the optimum noise and power match are quite
far apart.

The impact of adding Cex is shown by the bullet symbols. The capacitance values are
increased by 100 fF from one symbol to the next, the highest value shown is Cex = 1.4 pF,
which is used in this example. Since noise and power match are still too far apart of each
other, a source degeneration inductance Ls is added. In the example, Ls is increased in steps
of 50 pH up to a maximum of 0.45 nH. The diamond symbols in the Smith charts show that
indeed, S11 changes much faster than �opt. Finally, a gate inductance Ls is added to obtain
input matching; it is increased in steps of 300 pH up to a total value of Lg = 2.7 nH. In
this simulation, it is accounted for inductor losses by setting the inductors’ quality factor to
Q = 6.

This practical example shows some discrepancies to the theory presented earlier. For
example, it does not seem to be possible to achieve perfect simulatneous power and noise
matching. But despite the fact that the theory was based on many simplifications, it proves
to be applicable for real-life circuit design.
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Figure 3.75 Impact of external gate-source capacitance Cp , source degradation inductance Ls , and
gate inductance Lg on (a) complex conjugate of S11 and (b) optimum noise match �opt.

Figure 3.76 presents the S parameters of the circuit after input matching. Noise figure
and stability factor μ are shown in Figure 3.77. In these figures, the performance of the
cascode LNA (solid lines) is compared with a single-transisor LNA (dashed lines). The
input matching for the single-transistor LNA was achieved with similar component values,
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Figure 3.76 Simulated S parameters of the circuit shown in Figure 3.74 (solid lines), compared
to the results obtained when the cascode is replaced by a single transistor (dashed lines). (a) S11.
(b) S21. (c) S12.
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Figure 3.77 Simulated results of the circuit shown in Figure 3.74 (solid lines), compared to the results
obtained when the cascode is replaced by a single transistor (dashed lines). (a) Stability factor �. (b)
Noise figures. The dotted lines denote the respective minimum noise figures.

that is, Cex = 1.4 pF, Ls = 0.64 nH, Lg = 2.2 nH. The benefit of the cascode configuration
is obviously its better isolation, as S12 is about 20 dB lower than in the single-transistor
case. The price is, however, a slightly higher achievable noise figure.

Other interesting design examples can be found online [33].

130-nm CMOS Transformer-Coupled Low-Noise Amplifier An alternative approach
to the inductively degenerated low-noise amplifier is the transformer-coupled LNA, a
topology initially introduced as zwischenbasis-configuration by Cantz in 1953 [35]. The
schematic is shown in Figure 3.78. The topology differs from the previously discussed LNA
by the fact that the source and gate inductance now are mutually coupled. This feedback
supports simultaneous noise and power matching.
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Figure 3.78 Schematic of the transformer-coupled CMOS LNA. Both transistors are 130-nm NMOS,
gate width 250�m, and 20 gate fingers. Model parameters are given in Table 3.12. The values of
the other circuit elements are Cex = 1.5 pF, the transformer parameters are Lp = 0.8 nH, Ls = 0.2 nH,
and k = 0.6, and inductor losses are modeled by adding resistances of 1.1�/0.1 pH to each of the
inductances. Lg = 1.7 nH with a quality factor of Q = 6 at the target frequency of 2.41 GHz. The biasing
network and output matching are omitted for simplicity, VDD = 2 V and IDD = 23 mA.

In the present case, the transformer was modeled by assuming a fixed ratio of 4:1 for
the primary and secondary inductances Ls and Lp, respectively. Also the coupling factor
was fixed to k = 0.6. In order to account for the transformer losses, it is assumed that
each of the inductances has a parasitic resistance of 1.1 �/100 pH. The transformer together
with the extrinsic gate-source capacitance Cex was empoyed to bring noise and power
match to the same impedance, with a real part of 50 �. The gate inductance Lg was finally
used to transform the resulting input impedance to the 50 � source. This inductance is
assumed to have a quality factor limited to Q = 6 at the target frequency of 2.41 GHz. The
parameter values are Ls = 200 pH and Lp = 0.8 nH, Cex = 1.5 pF, and Lg = 1.7 nH. The
transistor model parameters are given in Table 3.12. The original transformer-coupled LNA
relies on a single transistor instead of a cascode. Therefore, simulation results obtained
with the same topology except for that the cascode is replaced by a single MOS transistor
are included in the results shown in Figures 3.79 and 3.80. In case of the single-transistor
amplifier, matching slightly differs. The element values are Ls = 350 pH, Lp = 1.4 nH,
Cex = 1.2 pF, and Lg = 0.4 nH.

The benefit of the transformer-coupled configuration over the traditional source degen-
eration topology is obviously the lower total inductance values that are required in order
to achieve a good matching. In the present simulation, the main noise sources are not the
transistors but the losses of the inductors.

NE68133 Matched Amplifier. We will first consider the design of a low-voltage, low-
current, low-noise amplifier based on the NEC BJT NE68133. This device was chosen
because it is unconditionally stable, has a minimum noise figure of about 1.2 dB at 7 mA,
15.5 dB gain, and a fT of 8 GHz. While it is possible to start the design based on the
published S and noise parameters, we will choose to involve also the nonlinear model as
this allows us more freedom in selecting the bias point including the collector voltage. The
actual topology of the amplifier is shown in Figure 3.81.
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Table 3.12 130-nm NMOS BSIM4 Model Parameters Used to Simulate the LNA, as Published at
the Predictive Technology Model Website (http://ptm.asu.edu/)

* Beta Version released on 2/22/06

* PTM 130nm NMOS

.model nmos nmos level = 54

+version = 4.0 binunit = 1 paramchk= 1 mobmod = 0
+capmod = 2 igcmod = 1 igbmod = 1 geomod = 1
+diomod = 1 rdsmod = 0 rbodymod= 1 rgatemod= 1
+permod = 1 acnqsmod= 0 trnqsmod= 0

+tnom = 27 toxe = 2.25e-9 toxp = 1.6e-9 toxm = 2.25e-9
+dtox = 0.65e-9 epsrox = 3.9 wint = 5e-009 lint = 10.5e-009
+ll = 0 wl = 0 lln = 1 wln = 1
+lw = 0 ww = 0 lwn = 1 wwn = 1
+lwl = 0 wwl = 0 xpart = 0 toxref = 2.25e-9
+xl = -60e-9
+vth0 = 0.3782 k1 = 0.4 k2 = 0.01 k3 = 0
+k3b = 0 w0 = 2.5e-006 dvt0 = 1 dvt1 = 2
+dvt2 = -0.032 dvt0w = 0 dvt1w = 0 dvt2w = 0
+dsub = 0.1 minv = 0.05 voffl = 0 dvtp0 = 1.2e-010
+dvtp1 = 0.1 lpe0 = 0 lpeb = 0 xj = 3.92e-008
+ngate = 2e+020 ndep = 1.54e+018 nsd = 2e+020 phin = 0
+cdsc = 0.0002 cdscb = 0 cdscd = 0 cit = 0
+voff = -0.13 nfactor = 1.5 eta0 = 0.0092 etab = 0
+vfb = -0.55 u0 = 0.05928 ua = 6e-010 ub = 1.2e-018
+uc = 0 vsat = 100370 a0 = 1 ags = 1e-020
+a1 = 0 a2 = 1 b0 = 0 b1 = 0
+keta = 0.04 dwg = 0 dwb = 0 pclm = 0.06
+pdiblc1 = 0.001 pdiblc2 = 0.001 pdiblcb = -0.005 drout = 0.5
+pvag = 1e-020 delta = 0.01 pscbe1 = 8.14e+008 pscbe2 = 1e-007
+fprout = 0.2 pdits = 0.08 pditsd = 0.23 pditsl = 2.3e+006
+rsh = 5 rdsw = 200 rsw = 100 rdw = 100
+rdswmin = 0 rdwmin = 0 rswmin = 0 prwg = 0
+prwb = 6.8e-011 wr = 1 alpha0 = 0.074 alpha1 = 0.005
+beta0 = 30 agidl = 0.0002 bgidl = 2.1e+009 cgidl = 0.0002
+egidl = 0.8

+aigbacc = 0.012 bigbacc = 0.0028 cigbacc = 0.002
+nigbacc = 1 aigbinv = 0.014 bigbinv = 0.004 cigbinv = 0.004
+eigbinv = 1.1 nigbinv = 3 aigc = 0.012 bigc = 0.0028
+cigc = 0.002 aigsd = 0.012 bigsd = 0.0028 cigsd = 0.002
+nigc = 1 poxedge = 1 pigcd = 1 ntox = 1

+xrcrg1 = 12 xrcrg2 = 5
+cgso = 2.4e-010 cgdo = 2.4e-010 cgbo = 2.56e-011 cgdl = 2.653e-10
+cgsl = 2.653e-10 ckappas = 0.03 ckappad = 0.03 acde = 1
+moin = 15 noff = 0.9 voffcv = 0.02

+kt1 = -0.11 kt1l = 0 kt2 = 0.022 ute = -1.5
+ua1 = 4.31e-009 ub1 = 7.61e-018 uc1 = -5.6e-011 prt = 0
+at = 33000

+fnoimod = 1 tnoimod = 0

+jss = 0.0001 jsws = 1e-011 jswgs = 1e-010 njs = 1
+ijthsfwd= 0.01 ijthsrev= 0.001 bvs = 10 xjbvs = 1
+jsd = 0.0001 jswd = 1e-011 jswgd = 1e-010 njd = 1
+ijthdfwd= 0.01 ijthdrev= 0.001 bvd = 10 xjbvd = 1
+pbs = 1 cjs = 0.0005 mjs = 0.5 pbsws = 1
+cjsws = 5e-010 mjsws = 0.33 pbswgs = 1 cjswgs = 3e-010
+mjswgs = 0.33 pbd = 1 cjd = 0.0005 mjd = 0.5
+pbswd = 1 cjswd = 5e-010 mjswd = 0.33 pbswgd = 1
+cjswgd = 5e-010 mjswgd = 0.33 tpb = 0.005 tcj = 0.001
+tpbsw = 0.005 tcjsw = 0.001 tpbswg = 0.005 tcjswg = 0.001
+xtis = 3 xtid = 3

+dmcg = 0e-006 dmci = 0e-006 dmdg = 0e-006 dmcgt = 0e-007
+dwj = 0.0e-008 xgw = 0e-007 xgl = 0e-008

+rshg = 0.4 gbmin = 1e-010 rbpb = 5 rbpd = 15
+rbps = 15 rbdb = 15 rbsb = 15 ngcon = 1

Source: Courtesy Nanoscale Integration and Modeling (NIMO) Group, ASU.

http://www.ptm.asu.edu/
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Figure 3.79 Simulated S parameters of the circuit shown in Figure 3.78 (solid lines), compared to the
results obtained when the cascode is replaced by a single transistor (dashed lines). (a) S11. (b) S21. (c)
S12.
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Figure 3.80 Simulated results of the circuit shown in Figure 3.78 (solid lines), compared to the results
obtained when the cascode is replaced by a single transistor (dashed lines). (a) Stability factor �.
(b) Noise figures. The dotted lines denote the respective minimum noise figures.

Figure 3.81 The NE68133 low-noise amplifier.
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Figure 3.82 Display from the interactive Smith Tool, showing circles for gain, noise figure, and source
and load-plane stability, as well as a sweep of S11 versus frequency. In synthesizing an input matching
circuit, we choose a single working frequency and work from the chart’s origin to the point of tangency
between the gain and noise figure circles. See Figure 3.83.

Determining appropriate values for the input and output matching networks is essen-
tial to finalize the design. The next several figures illustrate matching-network syntheses
undertaken with the interactive Smith Tool in Ansoft’s Serenade Design Environment. We
evaluate the point of tangency as well as stability circles in the source and load planes,
indicating that our impedance match will result in a stable amplifier.

In Figure 3.82, the center circle (with 1.1 marker) refers to the noise circle for which the
noise figure of 1.1 dB can be obtained. The left circle (with the 14.3 marker) corresponds to
source-plane terminations that correspond to 14.3 dB of available gain. In order to get the
required noise figure and gain, the input termination must be at the point of tangency of both
circles. The arc touching the X axis close to 0.50 is the amplifier’s S11 response from 800 to
875 MHz. The shallow arc that nearly bisects the 14.3 dB gain circle is actually a portion
of the source-plane stability circuit; the arc at the top right is a portion of the load-plane
stability circle. Because we will be terminating the amplifier input with a value inside the
source-plane stability circle, and terminating the amplifier output with a value outside the
load-plane stability circle, the amplifier will be unconditionally stable at the frequency at
which the match is obtained.
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Figure 3.83 Input matching network extraction, assuming lossless matching components and no par-
asitic effects.

The next task is to obtain the values for the matching circuit that matches the input for
the 1.1 dB noise figure. Since we do a noise matching will not get the best possible S11

matching (Figure 3.83). This translates into an inductor of 9.2 nH to ground and a series
inductor of 0.85 nH based on the large-signal model of the NE68133 at the chosen bias
point.

After we have determined our input matching network, it is time to find the output
matching. First find termination point on the output plane that corresponds to 14.3 dB gain
and 1.1 dB NF at the input plane. The output gain circle goes through the 1.1-dB NF circle
at two points, and for reasons of easy matching, we selected the lower point. The next step
is to find the conjugate reflection coefficient �L = S∗

22. This is the lower square marker in
the Smith diagram, see Figure 3.84. The remaining task is to find the matching network
that brings this value to 50 �. By doing so, we first obtain a shunt inductance Lshunt = 8.2
nH and a series capacitor Cseries = 2.4 pF. Again, these are the values applicable to the
large-signal equivalent circuit.

The careful reader will have noticed that we have been avoiding the issue of small-signal
exact matching using the manufacturer-supplied parameters. If this is done, the narrowband
response shown in Figure 3.85 will be obtained. Therefore, we must optimize the circuit
for a better frequency response to obtain the one shown in Figure 3.86.

After this optimization, we were well able to meet the specification being center band
gain of 14 dB and a corresponding NF of 1.1 dB. To show the flatness of the gain, Figure
3.87 shows a gain variation in the range of 0.25 dB.

The next step is to look into the large-signal performance. The first order of business is
to determine the third-order intercept point, which is based on a two-tone analysis. Given
the fact that we run the device at low voltage and at a just-reasonable current, the actual
intercept point of +13.5 dBm is quite a good number. Figure 3.88 shows the fundamental
and third-order outputs. The crossover point between the two, as shown in Chapter 1, is
defined as the third-order intercept point. If one would have chosen the third harmonic
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Figure 3.84 Output matching network extraction.

Figure 3.85 Frequency-dependent gain, matching, and noise performance of the Figure 3.81 circuit.
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Figure 3.86 Optimized performance of input/output reflection, gain, and noise figure.

output rather than the fundamental, we would have shown the fifth-order intercept point.
The second-order IMD product (f1 ± f2) typically can be minimized by input selectivity.

How amplifier linearity affects its ability to preserve the characteristics of digital signals is
a major concern in wireless design. Figures 3.89 and 3.90 show constellation diagrams with
the amplifier handling a PSK signal at drive levels of -40 dBm and +10 dBm, respectively. As
expected, we see significant distortion at the higher drive levels due to circuit nonlinearities.

BFP420 Matched Amplifier. The NE68133 has an attractive fT of 8 GHz, but if more
gain is needed, one may play with the concept of using a much “hotter” device, such as the
BFP420. We recall that the NEC device was unconditionally stable, and our first worry is
how the Infineon BFP420 will behave.

A study of Figure 3.91 shows that indeed the NEC device had to be stable all over and
therefore was a good basis for a risk-free design. Things change dramatically which the
BFP420, for which the K factor is essentially less than 1 up to a corner frequency of 2.75

Figure 3.87 High-resolution display of gain as a function of frequency.
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Figure 3.88 Simulated fundamental and third-order-IMD outputs of the NE68133 amplifier.

Figure 3.89 Output constellation at -40 dBm input.
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Figure 3.90 Output constellation at 10 dBm input.

Figure 3.91 Comparison of K , Gmax, and maximum stable gain (MSG) for the NE68133 and BPF420
BJTs.
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Figure 3.92 BFP420 amplifier with resistive voltage feedback from collector to base.

GHz, where the transistor becomes unconditionally stable. Around 1.75 GHz, the K factor
for the NEC transistor barely touches 1. We explained earlier the fact that Gmax deviating
from the maximum stable gain is a more realistic number since the conditions for maximum
stable gain involve feedback and conjugate matching.

To improve the stability of the BFP420, we will now set out to use the same topol-
ogy as the previous amplifier but with a resistive feedback between base and collector
(Figure 3.92). A good value for this is always somewhere around 200–500 �. It must be
remembered that this voltage feedback also stabilizes the input and output impedance and
reduces the Miller effect because of the feedback being resistive and more dominant.

While the first example covered a fairly narrow frequency band, we are now attempting
to cover a much wider frequency range, specifically, from 1.5 to 3 GHz reasonable gain and
noise. This, by definition, requires a much higher gain-bandwidth product, and the simple
matching network at the input and output provides a nonoptimal input and output matching
(Figure 3.93). The feedback introduces some additional noise. This application shows the
limits of single-stage UHF/SHF amplifiers with feedback.

Narrowband BFP420 Amplifier Our next attempt will be to design a narrowband input
stage that combines very high selectivity with good noise figure. This can only be achieved by
using two tuned single-stage resonators with capacitive/magnetic coupling. The following
amplifier is tailored to have a center frequency of 900 MHz. The transistor will operate at
12 V/10 mA to have a sufficient dynamic range. The input selectivity is achieved by the use
of two top-coupled tuned circuits, followed by a BFP420 (Figure 3.94). The first order of
business is to determine the input tuned circuit. The tuning capacitance for the two tuned
circuits is arbitrarily set to a manageable 2 pF (small values have too much tolerances and
larger values will require smaller inductances, resulting in lower Q). The reactance of the
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Figure 3.93 Frequency-dependent gain, matching, and noise performance of the BFP420 feedback
amplifier.

first tuned circuit is

ZC = 1

ωC
= 1

2π × 9 · 108 × 2 · 10−12
= 88.42 �

The necessary inductance for resonance will be

ωL = 88.42

or

L = 88.42/ω = 88.42/
(
2π × 9 · 108

) = 15.64 nH

We will make both tuned circuits identical, but with different loaded Q. By multiplying
88.42 times the loaded Q (20 for the input resonator and 50 for output resonator), the
resulting parallel-resonant resistance is 88.42 × 20 = 1768� at 900 MHz (for the input
resonator) and 88.42 × 50 = 4421� (for the output resonator). These values are achieved
by loading the input with the 50-� source and by loading the output with the input of
the transistor. Therefore, the input transformation ratio m1 = 1768.4/50 = 35.37. At the
output, the equivalent number m2 = 4421/50 = 88.42. For the purpose of simulation, and
because it is extremely difficult to find the physical location of the appropriate tap on an
air-wound coil for the necessary impedance, we do this “on paper” by incorporating an ideal
transformer. We are also going to show later the actual transmission-line-based filter and its
modeling. This filter will have a higher insertion loss based on the PC-board material used.

Using our nonlinear simulator, in small-signal ac mode, we obtain the frequency re-
sponse and noise figure shown in Figure 3.95. In actually building this circuit, there is
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Figure 3.95 Frequency-dependent gain, matching, and noise performance of the narrowband
BFP420 amplifier.

another problem besides these transformers—the top-coupling capacitor. We have used a
grounded-T configuration to obtain a practically realizable value of 36 pF, whose lead induc-
tance will not influence the circuit. (The actual coupling capacitance value for top coupling
without the T configuration would have 0.1 pF. We would like to see this value repeatably
realized.)

If the actual noise would be calculated relative to the output tuned circuit, the equiva-
lent noise resistor Rn of 5 � would now be multiplied by m2, being 442 �. Fortunately
enough, the Serenade simulator has a highly accurate BJT noise model that is both bias-
and temperature-dependent so the simulator will give us the answer directly.

We have not put any matching circuit at the output, and leave this task to the reader. In
practice, the slight tilt in the MS21 curve in Figure 3.95 would be tuned out. Also note that
the minimum noise figure (Fmin) and the actual 50-� noise figure (NF) agree somewhat
off center. This has to do with the Miller effect, which results in the well-known difference
between noise matching and input-gain matching. By varying the coupling capacitor to
move from the overcoupled response that gives a low noise figure to a critically coupled
response (K = 1), we get significantly better selectivity, narrow bandwidth (at the obvious
expense of the noise figure) as shown in Figure 3.96.

Since we somewhat compromised by not providing the reader with an actual input and
output coupling that can be built, and further, because the inductance in question (15.26
nH) is hard to realize with a high Q, we now show the printed-circuit approach for the input
filter. By using a Teflon-based material for the PC board, the losses would be less; however,
the radiation would be more because the ε would go down to 2.1 from the value we used (4).
It is also convenient to introduce this filter to show that at higher frequencies, where lumped
elements are really no longer available, one has to switch to distributed elements. A list of
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Figure 3.96 Comparison of filter responses with critical coupling (0.08 pF response) and overcoupling
(0.12 pF response).

the commonly used distributed elements will be shown later; the transmission line and T

junction are probably the most frequently such elements, followed by spiral and rectangular
inductors, and bends.

The actual implementation of the input filter on a printed circuit board requires dis-
tributed elements (Figure 3.97). In practice, one has two parallel coupled lines with a tap
somewhere toward the ground connection and, for modeling accuracy, we have to introduce
a T junction with the appropriate impedance of 50 � for the input and a different impedance
(if necessary) for the output. The coupling mechanism now is magnetic coupling, since no
one can physically change the distance between the transmission lines by tuning some me-
chanical elements, one has to get it right the first time. This can only be achieved with
a high-precision simulator. The reason why these simulators are so expensive is the in-
vestment of the number of man-years to produce valid models over a huge frequency and
impedance range. Since we are now curious about the frequency response, we have plotted
in Figure 3.98, the frequency response that shows a higher (expected) insertion loss. The
PC-board material is partially responsible for this.

At the end of this chapter, we will have a chance to talk about passive elements as
needed for microwave frequencies, and one should consider frequencies above 1500 MHz
as microwave frequencies.

GaAsFET Feedback Amplifier The implementations we have shown so far have been
based on bipolar transistors. Figure 3.99 shows a single-stage feedback amplifier using a
GaAsFET. The feedback is based around an LRC network and some attempts at matching at
the input and output are made. Figure 3.100 shows its frequency-dependent gain, matching,
and noise performance.
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Figure 3.97 Input filter using distributed-element resonators and matching.

Figure 3.98 Gain versus frequency response for the distributed-element filter.
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Figure 3.100 Frequency-dependent gain, matching, and noise responses for the GaAsFET amplifier.

3.2.3 High-Gain Amplifiers

In most cases, high-gain amplifiers receive an already amplified signal, which means that we
are less concerned about the signal-to-noise ratio but remain concerned about distortion. To
reduce distortion, we have two options: (1) increase the dc current in the active device, which
always improves the current-related distortion, and (2) maybe add some voltage feedback,
which reduces the voltage distortion. In simple terms again, only current feedback can re-
duce the current-related distortion of a square-law or exponential transfer characteristic and
only voltage feedback can reduce the effect of overdrive as a function of the load, but only
to some degree. Its main purpose remains to reduce the input impedance to useful values,
specifically for FETs, since current feedback increases the input and output impedances.
Some ultrasensitive circuits still require Class A operation, but now at higher current levels;
these are typically CATV applications and there are several transistors available that can
be operated at 5–15 V but at 60 mA or higher. Because of the higher power consumption,
this excludes hand-held cordless or cellular telephones. The same circuit as used before
(Figure 3.99) for Class A operation now can be operated at a higher current, which auto-
matically increases the gain and the noise figure and reduces distortion. This is based on
the fact that the transconductance (gm) increases at higher currents. The second transistor
in the TI circuit achieves this by being in reality a larger device, which could be modeled by
several transistors, like the first stage, in parallel. This automatically increases the dc current
by the scaling factor. The same is even more true for the output stage. Likewise, bipolar
transistors can also be scaled. A visual inspection of some transistors in their packages will
reveal that they are really not just one transistor, but several operating in parallel, each with
its own ballast resistors (for bipolar transistors) or other means (for FETs).

Using tuned circuits rather than wideband matching, it is possible to go to Class AB
or B operation. AB is really a hybrid between A and B, and Class B is probably better
known. Figure 3.217 shows the Class B operating point. Most Class B stages are operated



468 AMPLIFIER DESIGN WITH BJTs AND FETs

in push–pull because together with the tuned circuit, the one half of the cycle is supplied
by the other transistor. The definition of Class B operation is a conducting angle of 90◦

(Figure 3.217). At this point, it should be noted that some older texts define the conducting
angle as being twice the value we have defined in this chapter.

Without going into further details, the highest efficiency in Class B operation is 78.5%.
Based on the fact that modern wireless applications generally use a hybrid of amplitude
and angle modulation, pure Class C operation finds little application nowadays because
of the severe nonlinear distortion it introduces. A Class B stage has less “power gain”
as a Class A stage, but provides much more output power. We have already mentioned
the problem associated with characterizing a Class A stage in terms of power gain, that
is, the only time Kirchoff’s equations are valid, meaning that the sum of all currents and
voltages have to be zero. Because Kirchoff’s equations do not consider nonlinearities and
harmonic contributions, the very moment we move into considering medium and higher-
power amplifiers, the nonlinearities will dominate and the performance of the stage is best
analyzed with a high-quality circuit simulator with the appropriate dynamic range and good
modeling capability. Without question, this also applies to Class C operation. As pointed
out previously, the high-gain amplifier is optimized for gain rather than noise figure, and
typically requires more collector or drain current. This can be easily seen by rebiasing the
FET amplifier as shown above to a significantly higher value of 33 mA. This is accomplished
by changing the source resistor down to 3 �. As a result of this, we obtain the gain, matching,
and noise figure responses shown in Figure 3.101.

It may be a surprise to the reader that the actual noise figure now is less than that shown
in Figure 3.100. This device is now operating at 33 mA; the reason for this has to do with the
fact that if the transconductance is too low, the noise figure also increases, and the NF curve
for the FET has a similar-looking current-dependent minimum—a curve that is frequently

Figure 3.101 Frequency-dependent gain, matching, and noise performance for the GaAsFET ampli-
fier of Figure 3.99 rebiased for a drain current of 33 mA.
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Figure 3.102 Dc I–V curves for the GaAsFET operating at ID = 33 mA, including the ac load line. The
load line is an ellipse rather than a straight line for the reason described in the text.

not supplied by the manufacturer. This amplifier, now operating at 33 mA, should have
quite good large-signal capabilities; we will examine this shortly.

Another interesting piece of information is the display of the dc I–V curves with the
“load line.” Since we have reactances in the circuit, we are not going to get a line, but rather
an ellipse indicating the storage of energy. (The actual load line would be a line through the
two foci of the ellipse.) This curve allows us to immediately see that at this operating point,
the transistor is neither going into current saturation nor voltage limiting. The input power
can be increased further until such a condition exists. Figure 3.102 shows the dc I–V curve
for the amplifier shown in Figure 3.99.

Besides looking for the adjacent-channel power ratio (ACPR), the other traditionally
important points are third-order intercept point and the equivalent of a multitone simula-
tion as used for CATV application but relevant to the multisignal environment of wireless
applications. Figure 3.103 shows the determination of the amplifier’s third-order intercept
point. It is most important for the reader to understand that very low values for input and
output level have to be used to determine the crossover point. If this advice is not followed,
totally erroneous numbers can occur.

Since an antenna supplies a large number of signals (this is true of hand-held radios as
well as base-station sites) a three-tone standard has been adopted as a good approximation
of multisignal operation. This standard is in accordance with the German DIN 45004E,3.3
three-tone measurement. The requirement is that the intermodulation distortion products at
the output are better than 60 dB suppressed relative to the largest of the three tones. One
tone is used as the reference, and the other two tones are 6 dB less. This measurement
has been derived from television, whereby the video transmitter, based on the vestigial
sideband power, is 6 dB above the two sidebands produced by the FM sound transmitter
using an modulation index of 5. The result of a three-tone test can be seen in Figure 3.104.
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Figure 3.103 Determination of the third-order intercept point based on a two-tone measurement tones
spaced at 5% of the operating frequency (1.8 GHz).

This amplifier clearly meets the DIN specification for linearity at input levels up to −9/−15
dBm at the input.

Bipolar transistors are also quite popular for this purpose. Figure 3.105 shows a single-
stage amplifier with an intrinsic transistor and all the other “hidden” intrinsics, but normally
not visible, added. The three diodes belong to those intrinsic elements, which are needed for
accurate microwave modeling that the standard nonlinear models do not provide. The reader
will see that we went through great detail to model all the necessary parts. This feedback
amplifier, whose frequency response is shown in Figure 3.106, has been quite difficult to

Figure 3.104 Simulated three-tone analysis of the GaAsFET amplifier with ID = 33 mA.
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Figure 3.105 A high-linearity single-transistor amplifier modeled in great detail.

design, but there are monolithic circuits available where the higher gain-bandwidth product
is being used to advantage.

Figure 3.106 shows the predicted frequency-dependent gain, matching, and noise figure
at a bias point of 108 mA at 10 V. Using the same DIN three-tone test procedure, Figure 3.107
shows the expected good result.

Since this test requires two equal signals and one larger signal, we need to expect one
IMD product larger than the rest. We have set our window for a dynamic range of 70 dB,
and yes, in the left corner, we can see the product between the first two signals, while the
other products are below the −50 dB level.

As a little task, Figure 3.108 shows a simple amplifier, based on a Infineon transistor,
which is a feedback amplifier with fewer modeling details surrounding the transistor. Its
associated frequency-dependent performance is shown in Figure 3.109. Interested readers
are invited to improve its performance by using their skills and intuition.

Permitting higher currents and actually combining two transistors leads to our first
MMIC. The following simulation is based on the MGA-64135.1 Needless to say, there

1The Hewlett Packard MGA-64135 is now replaced by Avago’s amplifiers MGA-81563 or MGA-82563, up
to 6 GHz. Avago provides designers with an Agilent ADS design kit for these circuits that allow for detailed
simulation. However, since the models are protected and do not allow us to even see the circuit topology, we keep
the older, but detailed and not yet outdated circuit example.
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Figure 3.106 Simulated frequency-dependent gain, matching, and noise figure performance of the
circuit shown in Figure 3.105.

are some compensation networks inside the MMIC and distributed elements that affect the
frequency response. However, with this arrangement, it is possible to obtain an appreciable
gain at our wireless frequencies. The noise figure, based on the feedback, however, is not
too impressive. This is a problem that occurs with most feedback amplifiers, which try to

Figure 3.107 Simulated three-tone output spectrum of the Figure 3.105 amplifier.
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Figure 3.108 A high-linearity amplifier using the Infineon BFG235.

minimize the distortion and yet would like to keep the noise figure down. Figure 3.110
shows the schematic of the GaAs MMIC, Figure 3.111 shows its frequency-dependent
gain, matching, and noise performance, Figure 3.112 shows its two-tone response, which is
used to obtain the intercept point (IP3,in = 8.5 dBm, IP3,out = 22 dBm), and finally, Figure
3.113 shows the three-tone test results at an input RF level of −21/−27 dBm. While the

Figure 3.109 Frequency-dependent gain, matching, and noise performance of the Figure 3.108
amplifier.
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Figure 3.110 Simulation schematic for the MGA-64135 MMIC amplifier. Q1 runs at 17.4 mA; Q2 at
32.2 mA.

gain-bandwidth product is considerably larger than the single-stage amplifier we examined
before, the intercept point and three-tone performance does not reach the same values. As
a general rule, the dynamic range is directly proportional to the power dissipated in the de-
vices, specifically, the current. As explained earlier several times, the first-order nonlinearity
comes from the voltage-to-current transfer characteristic, such as the transconductance itself
and can only be improved by a combination of resistive feedback in the emitter/source and

Figure 3.111 Frequency-dependent gain, matching, and noise-figure performance of the MGA-64135
MMIC amplifier.
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Figure 3.112 Simulated two-tone testing of the MGA-64135 MMIC amplifier. IP3,in = 8.5 dBm, IP3,out =
22 dBm.

Figure 3.113 Simulated three-tone test of the MGA-64135 MMIC. The test tones were 1.80 GHz
(–21 dBm), 1.85 GHz (–27 dBm), and 1.90 GHz (–27 dBm). The 1.75-GHz IMD product is down 60.5 dB
relative to the 1.80-GHz signal.
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by high currents. At these dc levels, the base–emitter (gate-source) junction gets linearized
because the differential values are getting smaller compared to the parasitic loss resistances,
including external dc/RF feedback. Once again, the voltage feedback reduces the voltage
clipping but is initially more responsible for the input and output matching.

3.2.4 Low-Voltage Open-Collector Design [36–39]2

Why RC Acts Like a Source Resistor An open-collector output allows a designer the
flexibility to choose the value of the RC resistor. Choosing this resistor value not only sets
the dc bias point of the device but also defines the source impedance value. Figure 3.114
shows the ac model of the transistor. Converting the output structure by applying a Norton
and Thevenin transformation, one can conclude that RC becomes the source resistance.
Thus, by choosing RC to be equal to the load, maximum power transfer will then occur.

Figure 3.115 shows an active transistor with a collector and base resistor. From basic
transistor theory, Equation A in Figure 3.115 is generated and has the same form as the
general equation for a straight line (y = mx + b).

The slope of the dc load line is generated by the value of the collector resistor (m =
−1/RC) and is shown in Figure 3.116. For a given small-signal base current, the collector
current is shown by the dotted curve.

The intersection of the dotted curve and the dc load line is called the quiescent point
(Q-point) and dc bias determinant. The location of the Q-point is important because it
determines whether the transistor is operated in the cutoff, active, or saturation region(s). In
most cases, the Q-point should be in the active region because this is where the transistor
acts like an amplifier.

Figure 3.117 shows the ac collector–emitter voltage (VCE) output swing with respect to
an ac collector current (IC). Collector current is determined by the ac voltage presented to
the input transistor’s base (vi) because it affects the base current (ib), which then affects ic.
This is how the vi is amplified and seen at the output. Recall that this is with no external load
(RLoad) present at the collector. Since no load is present, the ac load line has an identical
slope as the dc load line as seen in Equations A and B of Figure 3.115 (m = −1/RC).

Open Collector with RLoad A filter with some known input impedance is a typical load
for the output of the transistor. For simplicity, we will assume a resistive load (RLoad) and
neglect any reactance. Since this resistive load is used (see Figure 3.118), the ac output
swing is measured at VOut or VCE.

A dc blocking capacitor is used between the RLoad and the VCE output to assure that the
Q-point is not influenced by RLoad. It is also necessary to avoid passing dc to the load in
applications where the load is a SAW filter. However, RLoad will affect the ac load line,
which is seen in Equation B in Figure 3.118. Note that the VCE voltage swing is reduced;
thus, VOut signal is reduced (see Figure 3.119).

Since the value ofRC and RLoad affect the ac load line slope, the value chosen is important.
The higher the impedance of RLoad and RC, the greater the ac output swing will be at the
output, which means more conversion gain in a mixer. This is due to the slope getting flatter,
thus allowing for more output swing.

2Based on portions of the Philips Semiconductors/Signetics RF Communications Products Application Note
AN1777, “Low-voltage front end circuits: SA601, SA620,” August 20, 1997. Used with permission.
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Figure 3.115 Basic transistor analysis.

Open-Collector with Inductor (LC ) Adding an inductor in parallel with RC can increase
the ac output signal VCE. Figure 3.120 shows the dc and ac analysis of this circuit config-
uration. In Equation A of Figure 3.120, there is no RC influence because the inductor acts
like a short in the dc condition. This means the slope of the dc load is infinite and causes
the Q-point to be centered around VCC, thus moving it to the right of the curve. The ac load

dc load line: slope =

Q-point
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Figure 3.116 Load line and Q-point graph.
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Figure 3.117 Graphical analysis for the circuitry in Figure 3.115.

line slope is set only by RC because no load is present. Note that it has the same ac load
line slope as the first condition in Equation B of Figure 3.115.

Referring to Figure 3.121, one might note that the base current (ac and dc) curves spread
open as VCE increases. This is caused by a noninfinite Early voltage (see Figure 3.122),
which causes the collector current to be dependent on VCE. Taking advantage of this nonideal
condition, the peak-to-peak ac output swing VCE can thereby be increased by moving the dc
Q-point to the right due to the wider spreading between the curves corresponding to different
base currents. Figure 3.123 combines Figures 3.117 and 3.121 to show the different ac output
signals with different Q-points.

Figure 3.118 Basic transistor analysis with Rload.



480 AMPLIFIER DESIGN WITH BJTs AND FETs

Figure 3.119 Graphical analysis for the circuitry in Figure 3.118.

Looking at the ac output level, one might ask how the VCE peak voltage can ex-
ceed the supply voltage VCC. Recall that the inductor is an energy-storing device (v =
L di/dt). Therefore, total instantaneous voltage is VCC plus the voltage contribution of the
inductor.

Open-Collector with Inductor (LC ) andRLoad Figure 3.124 shows the dc and ac analysis
with the inductor and load resistor. Again, from the dc analysis, the inductor causes RC to
be nonexistence so the dc load line is vertical. In the ac analysis, the ac load-line slope is

Figure 3.120 Basic transistor analysis with inductor added to collector.
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Figure 3.121 Graphical analysis for the circuitry in Figure 3.120.

influenced by both RC and RLoad (see Equation B in Figure 3.124). The ac load-line slope is
the same as the example of the open collector without the inductor. Figure 3.125 shows the
response for the open collector with LC and RLoad. Figure 3.126 combines Figures 3.119
and 3.125 showing the increase in ac output swing.

In conclusion, for the load line, RC plays a role in setting up the bias-determined
Q-point as well as the ac source impedance. However, when an inductor is placed in par-
allel with RC, a different Q-point is set and the ac source impedance is altered. Moving
the Q-point takes advantage of the transistor’s nonideal ic dependence on VCE to get more
signal output without having to change the base current. Since RC is in parallel with RLoad

in the ac condition, it influences the ac load line slope.

Figure 3.122 Graphical representation of Early voltage effect.
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Figure 3.123 Comparison of open-collector circuit with inductor versus without inductor.

Flexible Matching Circuit [39] A useful variation of the open collector matching con-
cepts previously outlined provided the capability of delivering equal power to two unequal
resistive loads. This allows the power delivered to the load to be measured indirectly at
another test point in the circuit where the impedance can be arbitrarily defined. If this
impedance is defined to be 50 �, a spectrum analyzer can be easily placed directly into
the circuit. This is an excellent troubleshooting technique and a valuable option to have
available in high production environments.

Figure 3.127 shows the schematic for this flexible matching circuit. In this circuit, CB

functions only as a dc blocking capacitor and presents a negligible impedance at the fre-
quency of interest. Recall from the previous open-collector matching discussions that, when
RC is placed in parallel with an inductor, it has no effect on the Q-point, but does influence

Figure 3.124 Basic transistor analysis with inductor and RLoad.
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Figure 3.125 Graphical analysis for the circuitry in Figure 3.124.

the slope of the ac load line as

Slope = −1

RC

+ −1

RLoad
(3.168)

The capacitor CS functions not only as a dc blocking capacitor but also is chosen such that
the impedance presented by the combination of L, RC, and CS is equal to RLoad for optimum
power transfer. The analysis is done in the following manner. First, note that inductor L is
connected to VCC, which is an affective ac ground. So, L can be redrawn to ground. Next,
RC and CS are converted to their parallel equivalent values as shown in Figure 3.128.

Figure 3.126 Comparison of open-collector RLoad circuit with inductor versus without inductor.
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Figure 3.127 Flexible matching circuit.

Figure 3.128 Converting from series to parallel configuration.

Figure 3.129 Converting from series to parallel configuration.

The resulting parallel LCR circuit is shown in Figure 3.129. At resonance, the parallel L,
CP combination will be an effective open circuit leaving only RP . RP is then simply chosen
to be equal to RLoad.

Starting with the most simple transistor configuration and using RC types of dc-coupled
amplifier circuits, here is an overview of possible configurations for this application.

3.3 SINGLE-STAGE FEEDBACK AMPLIFIERS

This amplifier (Figure 3.130) is a standard minimal configuration amplifier with reduction
of current distortion because of the emitter feedback. The voltage gain is

VG = RL

26 mV
IC

+ Re

(3.169)

where RL is the total load seen at the collector.
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Figure 3.130 Single-stage amplifier with current feedback (provided by Re).

The feedback amplifier in Figure 3.131 uses voltage feedback to “correct” the input and
output impedance to be close to 50 �, but does not improve the current distortion. The
voltage gain of this circuit is

VG = RF

Rg

(3.170)

Rin = Rout

= RFRD with RD = 26 mV

IC

(3.171)

Example for IC = 10 mA → RD = 2.6 �. Assuming RF = 200 �, the input resistance
Rin = 22.63 �. The gain is calculated by getting the inverse of RD = gm = 0.39 A/V.
Once this is multiplied with the output impedance of 22.63 �, the resulting gain becomes
10 log (8.6) or 9.3 dB. The gain can be increased by either using a larger collector current
or a larger feedback resistor. It should be reminded that this circuit does not improve the
distortion caused by the base–emitter junction.

Rg

Vout

RL

RF

+V

Figure 3.131 Single-stage amplifier with voltage feedback (provided by RF ).
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Figure 3.132 Single-stage amplifier with voltage and current feedback.

To reduce the current distortion as well, we use the circuit shown in Figure 3.132, which
contains both types of feedback. In reality, the collector–base resistor is frequently split into
an unbypassed section responsible for the feedback and a larger resistor responsible for the
appropriate biasing. The example circuit, in Figure 3.133 is shown.

Figure 3.133 Practical amplifier circuit showing voltage and current feedback, and illustrating how
reactances (in this case, 500-pF bypass capacitors) and multiple resistors can be used to provide
different ac and dc resistances for the paths from collector to base and emitter to ground.
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Figure 3.134 Frequency-dependent gain, matching, and noise performance of the circuit shown in
Figure 3.133.

By using two of the BFP420 transistors in parallel, and balancing the transistors by
using the appropriate emitter resistors (which, in total, will result in 10 �) plus the by-
passed value, we obtain the frequency-dependent gain, matching, and noise responses
shown in Figure 3.134. To determine the appropriate feedback resistor RF , we recommend
the formula

RF = (ZinZout)

RE

(3.172)

This equation requires some additional comments. The combined shunt and series feed-
back only work as long as a sufficient transconductance is provided. In other words, there
must be enough open-loop gain that will be reduced to obtain more bandwidth. A neces-
sary condition for this approach, which really comes from the frequency range of less than
30 MHz, is

Zin = 26 mV

IC

β � RF (3.173)

This requires a minimum transconductance of

gm = 1 + S21

Zin
(3.174)

where S21 must be a negative number that reflects the 180◦ phase shift. Of course, life
becomes interesting when S21 goes through 1, but it (hopefully) never becomes negative
and larger than 1 at the same time.
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Example: The BFP420 has been used here frequently. A 10-dB gain would require an
S21 of 3.16 (

√
10); therefore, we need to inspect the datasheet that shows that the magnitude

of S21 is 3.16 around 4.5 GHz, yet the phase shift has changed from 180◦ to around 20◦. In
order to design an amplifier, we now set

RF = Zin (1 + |S21|) (3.175)

which is valid until S21 becomes too small. For a given 10 dB or 3.16 for S21, the resulting
RF is 4.16 × 50, or 208 �. The transconductance under these conditions becomes

gm = 1 + |S21|
Z0

(3.176)

where Z0 = 50 � (the desired input impedance). gm now becomes 83.2 mS. We now test
the input and find

β

gm

= Zin = 50

0.0832
= 600 � (3.177)

Therefore, the emitter feedback resistor is not necessary to meet the previously men-
tioned condition whereby the input impedance needs to be higher than RF . Assuming the
transconductance now is 0.00832, or 10% of the previous value, the input impedance would
be 60 �, no longer meeting the prescribed requirement. Therefore, we need an unbypassed
emitter resistor that fulfills the equation

RE = Z2
0

RF

− 1

gmdc

(3.178)

where

gmdc
= 1 − S21max

Z0
(3.179)

Again the reader should be cautioned that in the common-emitter circuit, there is 180◦

phase shift, and therefore S21,max is a negative quantity, resulting in reality in

gmdc
= 1 + S21,max

Z0

In our case,

gmdc
= −S21

2Z0
= 38

2 × 50
= 38

100
= 0.38

so

RE = 502

208
− 1

0.38
= 12 − 2.6 = 9.4 � (3.180)

In practice, the designer would use a 10-� resistor.
Since the gain of the transistor continues to fall as a function of frequency, one can

compensate to a degree the cutoff frequency by putting an inductance in series that follows
the equation

LF = RF

2πf 3 dB
(3.181)
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Figure 3.135 Elements of a feedback amplifier.

Assuming f3dB = 2 GHz, the resulting series inductance LF = 16.6 nH. Basically, the
same applies to circuits where the second transistor is used as an emitter follower to feed
the signal back from the collector to the base of the first transistor.

In summary (see Figure 3.135):

• Resistive negative feedback at lower frequencies reduces open-loop gain and simulta-
neously matches intput and output.

• Reactive elements set gain and match at high frequencies. Feedback is reduced at high
frequencies.

• Emitter bypass capacitors are not used, as they would destroy the impedance match.

This is equally valid for FETs.
The next level of complexity can be reached by using two transistors with dc feedback.

3.3.1 Lossless or Noiseless Feedback

All the amplifiers shown above are based on a combination of resistive and reactive feedback.
The very moment resistive feedback is used, the noise figure increases, as does the intercept
point. As long as the intercept point increases overproportionally compared to the noise
figure, this is an acceptable method. However, there are many cases in which an extremely
low noise figure and a higher than normally achievable intercept point are required. To
avoid this degradation of performance, Dr. Norton of Anzac developed a negative feedback
structure based on the capabilities of the ferrite transformer. This patented technique (U.S.
Patent Nos. 3,624,536 and 3,891,934, since expired), known as lossless feedback, provides
lower noise figure and higher linear output than can be achieved using resistive feedback
with the same transistor. Transformer feedback is used in which the transformer in the
feedback network acts as a directional coupler. The coupling ratio between the input and
output of the coupler determines the magnitude of the feedback, and hence the gain. Across
the frequency band over which the transformer operates as intended, the feedback is negative
due to the in-phase coupling and the inversion of the active device.
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This technique was used in amplifiers ranging from 5 to 500 MHz, 20 to 1000 MHz,
and 300 to 1800 MHz. The difficulty associated with this type of amplifier is the fact that
it is based on transformers that use twisted pairs of wires as transmission lines. In some
implementations used at higher frequencies, actual directional couplers were used at the
expense of bandwidth; in these circuits, the coupling was determined by the spacing of
the coupler lines rather than transformer turns ratio. These microstrip couplers have much
narrower bandwidths than transformers and are fairly large.

Another headache with the lossless feedback design is the fact that many of these tran-
sistor configurations are used either in grounded base or grounded emitter using transistors
that nowadays have fT s of 25 GHz and higher. Such devices are very hot, and to make sure
one obtains freedom from oscillation over a wide frequency range is a continuing problem,
even for the circuits we have shown so far. A similar clever technique has been implemented
in the termination-insensitive mixer, which we will examine in the mixer chapter.

3.3.2 Broadband Matching

The circuitry above has enabled us to extend the frequency range of the amplifier and
avoid the normal sharp cutoff. According to Fano [40], there is a limit to the bandwidth of
matching. The concept is that impedance plus bandwidth determines the ability to match,
since there is a Q of the circuit and there is a Q of the device. The following equations are
valid:

|ρBode| = e
−

(
πQT
QBP

)
(3.182)

QT =
√

f1f2

f2 − f1
(3.183)

QBP = Im(Z)

Re(Z)
= Xs

Rs

(3.184)

Figure 3.136 shows an example. This combination results in a VSWR of 3.43, which
for practical purposes is already too high. The workaround is either special circuitry (such
as exponentially staggered impedance jumps in the matching network like 50 � > 20 � >

7 � > 3 �). This means we first transform the 50-� source of load impedance down to
3 � and then look for a matching network that matches the transistor output/input that is
within a few ohms of 3 �. A detailed discussion of such matching can be found in the
Numerical Design portion of Section 3.12.1 under the title “Broadband Matching Using
Bandpass-Filter Networks—High-Q Case.”

3.4 TWO-STAGE AMPLIFIERS

The following two popular configurations have been mostly used for low-frequency ap-
plications. The first one (Figure 3.137, implemented in the circuit shown in Figure 3.138)
shows a nice high-frequency performance assuming that the emitter and collector cur-
rents are essentially the same. As to distortion products, this circuit behaves equivalently
to the shunt impedance example from Figures 3.132 and 3.133, with the additional gain
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Figure 3.136 Broadband matching example showing the Bode limit.

of the second transistor. Its frequency matching and noise performance are also shown in
Figure 3.139.

The next two-stage circuit (Figure 3.140, implemented in Figure 3.141) uses the collec-
tor current of the second stage as the feedback to the first. Proper biasing of this circuit is
quite difficult and interactive. Figure 3.142 shows the frequency-dependent gain, match-
ing, and noise figure. We believe that this circuit can be optimized further, but leave such
investigations to the reader.

A cascode amplifier is a special form of two-stage circuit. Although a cascaded pair
acts like a single transistor, its merits are in its reduced feedback and result in higher
gain-bandwidth product. Figure 3.143 shows a simple cascode application that assumes the

RL2RL1

Re2

Re1

Rg

RF

Vout

Vin

+V

Figure 3.137 Two-stage amplifier with voltage feedback.
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Figure 3.138 Implementation of the Figure 3.137 circuit.

Figure 3.139 Frequency-dependent gain, matching, and noise performance of the circuit of Figure
3.138.
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Figure 3.140 Two-stage amplifier with voltage feedback from Stage 2 to Stage 1, and current feedback
in both stages.

presence of an output transformer that absorbs the output capacitance. Figure 3.144 shows
this circuit’s frequency-dependent gain, matching, and noise performance.

It has been obvious to us that most published wireless application circuits are evaluated
on a no-input-selectivity basis; that is, their reported performance does not take into account

Figure 3.141 Simulated two-stage amplifier with feedback as shown in Figure 3.140.
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Figure 3.142 Gain, matching, and noise performance of the amplifier shown in Figure 3.141.

the filtering that is usually present in practical implementations. Evaluated in this way, a
low-noise design may achieve a noise figure of less than 2 dB—1.2 dB or so is typical—
but this is misleading because filters and connectors introduce insertion loss, resulting in a
higher noise figure.

The cascode is a nice preamplifier combination. It combines (depending on the transistor)
a low-noise figure with essentially no feedback. Since the output of a grounded-base tran-
sistor provides a high-impedance source, this configuration is ideal to work into the SAW
filters frequently used in wireless applications at the operating frequency. Special transistor
pairs are available for use in cascode; as can be seen from this example, not every transistor
combination is ideal. This one gives a higher noise figure than wanted and at frequencies
above 2 GHz tends to show possible instabilities. Both Infineon and Freescale are offering
transistors appropriate for these cascodes. Mostly one would resort to transistors of less-
exotic cutoff frequencies to guarantee stability. Typically, grounded-base/gate transistors
tend to become oscillators, specifically because this configuration, like the emitter follower,
allows a higher operating frequency while maintaining the same gain-bandwidth product,
the actual gain for the last two circuit configurations is less. A grounded-base/gate stage
has a high voltage gain and the emitter/source follower has power gain at low impedance
levels. We invite our readers to experiment with the capacitor from the base of Q1 to ground
in Figure 3.143 to get an interesting education about these transistors and their willingness
to oscillate.

The following is an example of a commercially available VHF to 2 GHz low-noise
amplifier. As can be seen from Table 3.13, its use is ideal for the 900-MHz range providing
good linearity and low noise.

This design is based on the cascode mentioned above, and because of high integration,
uses many transistors for bias and level shifting.
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Figure 3.143 Schematic of the cascode amplifier.

Table 3.13 Freescale MBC13916 Features

• Usable frequency range 100–2500 MHz
• Small-signal gain 19 dB at 900 MHz and VCC = 2.7 V
• NFmin = 0.9 dB at 900 MHz; 1.9 dB at 1.9 GHz
• P1dB 2.5 dBm at 900 MHz and VCC = 2.7 V
• OIP3 16.5 dBm at 900 MHz
• Bias current 4.7 mA at VCC = 2.7 V
• Supply voltage 2.7–5.0 V
• Device weight typically 0.00642 g, industry standard SOT-343R package

Source: Copyright of Freescale, Inc. 2012, used with permission.
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Figure 3.144 Frequency-dependent gain, matching, and noise performance of the cascode amplifier.

The 900-MHz application circuit in Figure 3.145 shows the required external components
for a successful design. The matching circuit results in a slight degradation of the noise figure
by 0.3 dB. A band-selection filter would be placed at the output of the amplifier, since it
would deter the noise figure too much. The antenna is rarely in the vicinity of such strong
transmitters so that such a strong input filter is required.

There are two more interesting applications for two-stage amplifiers. The one imple-
mented in the Hewlett-Packard MSA-0735 MMIC has become a quite common one, and
its usefulness up to higher frequencies depends mostly on the cutoff frequency of the tran-
sistors, their parasitics, and phase shift of the gain. The typical configuration is shown
in Figure 3.146, and its frequency-dependent gain, match, and noise figure is shown in
Figure 3.147. As we see an increase of S22 at higher frequencies, this indicates unwanted
phase shift in the circuit. Some manufacturers hide the compensation circuits to overcome
such peaking; most of the schematics shown by the manufacturers are really intended only
to show operating principles, with proprietary details omitted.

Thanks to the properties of GaAs transistors, we can extend the frequency range signifi-
cantly. The amplifier we are about to look at goes back several years ago and is described in
great detail in Ref. [41]. Essentially, what we have as can be seen in Figure 3.148 is an FET
version of Figure 3.141. The main goal of this circuit was to have an all-monolithic circuit,
avoiding all ac coupling and accomplishing all matching and interaction with dc coupling.
The transistor Q1 is the main gain stage, which has the transistor Q2 as an active load.
The output impedance of Q2 is 1/gm—typically, in the area of 50–200 �, depending on
the biasing, which affects the transconductance. Transistor Q3 has the same function as an
emitter/source follower; again, its dc bias determines its transconductance and, therefore,
its output impedance. (Given this, a device that has a transconductance of 20 mS, or close
to it, would establish a very good output match to 50 �.) The drains of Q1 and Q5 are at
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1.5 pF
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6.8 nH

C1
47 pf
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C2
.01μf

C3
100 pf

C5
3 pF

Electrical Characteristics for VCC = 2.7 V TA = 25◦C, f = 900 MHz

Small signal gain 19 dB
Noise figure 1.25,dB
Reverse isolation −42 dB
P1dB 2.5 dBm
OIP3 11 dBm

Bill of Materials

Component Value Case Manufacturer Comments

C1 47 pF 0402 Murata DC block input math
C2 0.01�s 0402 Murata Low frequency bypass to improve IP3
C3 100 pF 0402 Murata RF bypass
C4 1.5 pF 0402 Murata DC block, output math
C5 3.0 pF 0402 Murata Output match, S22 improvement
L1 6.8 nH 0402 Murata input math
L2 10 nH 0402 Toko DC feedthrough, output math
L3 5.6 nH 0402 Toko Output math
Q1 MBC13916 SOT343R Freescale SiGe cascode amp

Figure 3.145 A Freescale MBC13916 application circuit for 900 MHz, with typical performance and
bill of materials. Copyright of Freescale, Inc. 2012, Used by Permission.

approximately 3.5 V. The diodes at the source of Q3 are level shifters that must shift the
dc voltage at the gate of Q5 and at the drain of Q4 to approximately −1.5 V relative to
ground—the necessary bias condition for Q1 and Q5. The standard shunt feedback circuit
would show resistive feedback between the drain of Q1 (gate of Q2) and the gate of Q1;
in the previous examples, we calculated the magic value of this part to be about 200 �.
Adding in parallel to Q1 the transistor Q5 allows the designer to use a feedback scheme
that isolates the feedback loop from the input. DC-wise, the two transistors are tied together
via a 10-k� resistor, which can be included in the actual packaged device. Insufficient in-
formation was published to allow us to duplicate the design, considering all the intricacies
involved (we somewhat object to the fact that even in the IEEE Trans. Microwave Theory
Tech., so little information is given about the actual implementation of this design—using
space constraints as an excuse—that its educational value is usually minimal); it shows
a new principle without revealing the design steps necessary to obtain a practical circuit.
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Figure 3.146 Schematic of the MSA-0735 MMIC amplifier. Copyright of Freescale, Inc. 2012, used
with permission.

Several variations of this type of circuit are available; the literature is full of discussions
about them. The magnitude of the feedback is set by the ratio of the width of Q5 to that
of Q1. Typical values for the Q5/Q1 ratio range from 0.15–0.30. In simulation, sizing the
devices can best be accomplished by using the scaling factor for the FET model.

Figure 3.147 Frequency-dependent gain, matching, and noise performance of the MSA-0735 MMIC
amplifier.
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Figure 3.148 Schematic of the dc-coupled GaAsFET amplifier.

One of our questions was, “What would the perfect input termination for Q1 be?” By
using an ideal transformer and playing with its turns ratio (needless to say, we did this with
CAD), we determined experimentally that relative to the gate, 200 � and a series inductor
of 5–8 nH—the sort of details that designers often avoid telling their audiences—gave
the ideal frequency response. Overall, we believe that the inventor of this circuit can be
quite proud of the overall performance. The FETs we chose were taken from the Texas
Instruments nonlinear foundry library; however, any similar device from another company
would have worked equally well. The feedback loop used in this IC is an example of an
approach frequently referred to as active feedback. The performance of this amplifier can
be evaluated from Figure 3.149, which shows the frequency-dependent gain, matching, and
noise figures (even including Fmin).

3.5 AMPLIFIERS WITH THREE OR MORE STAGES

Most three-stage amplifiers are obtained by adding another buffer or power-gain stage to the
above-shown principle designs. As an example, we decided to evaluate the recent Renesas
Electronics �PC2749TB (uPC2749TB) IC, a silicon MMIC intended for application as a
low-noise 1900-MHz amplifier operating at 3 V. Table 3.14 brief summarizes its electrical
specifications.

In modeling the Renesas � PC2749TB’s three transistors, we chose to use our favorite,
the BFP420, which, as we already pointed out, is not without headaches at the higher
frequencies. Figure 3.150 shows the circuit diagram, which closely resembles the one pub-
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Figure 3.149 Frequency-dependent gain, matching, and noise performance of the dc-coupled GaAs-
FET amplifier.

lished by Renesas; again, the only hard facts we had were the IC’s basic circuit topology,
gain, and dc current. Given those numbers, we staggered the current in the three devices by
setting them at 0.64 mA for the first stage, 1.85 mA for the second stage, and 3 mA for the
third stage. It should be noted that the two output transistors are not unlike the approach
used for the Hewlett-Packard MSA-0735 (Figure 3.146). Taking (hopefully) all the right
assumptions, we end up with a design that closely resembles the manufacturer’s specifica-
tions for both power consumption, gain, and noise. This can be verified by looking at the
results plotted in Figure 3.151.

Table 3.14 Renesas �PC2749TB Electrical Characteristics

TA = +25◦C, VCC = 3.0 V, ZS = ZL = 50 �

Symbol Parameter Test Conditions Unit Typical

ICC Circuit current No signal mA 6.0
GP Small-signal gain f = 1.9 GHz dB 16.0
Psat Saturated output power f = 1.9 GHz, Pin = −6 dBm dBm −6.0
NF Noise figure f = 1.9 GHz dB 4.0

f = 0.9 GHz 3.2
fcorner Cutoff frequency 3 dB down below flat gain GHz 2.9
ISOL Isolation f = 1.9 GHz dB 30
RLin Input return loss f = 1.9 GHz dB 10
RLout Output return loss f = 1.9 GHz dB 12.5
OIP3 Output third-order intercept f1 = 1.900 GHz, f2 = 1.902 GHz dBc −33

Source: Copyright by Renesas Electronics.
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Figure 3.150 Circuit of the �PC2749 MMIC. The component values were not supplied by the
manufacturer.

Figure 3.151 Simulated gain, matching, and noise performance of the Renesas �PC2749 MMIC.
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Figure 3.152 Schematic of the Philips NE/SA5204A amplifier IC entered for simulation.

The final example is a more complex derivative of the Philips NE/SA5204A ampli-
fier, which was intended for standard 6-V operation and has a fairly “normal” circuit ar-
rangement. This can be seen from Figure 3.152. A much more elaborate cousin of this
is the low-voltage Renesas �PC2710 amplifier. According to its specifications, it oper-
ates at 5 V but has significantly more gain than the NE/SA5204. Table 3.15 shows its
electrical specifications and Figure 3.153 shows its measured gain as published by the
manufacturer.

The actual interior of the circuit is shown in Figure 3.154. It consists of the standard
preamplifier and then a Darlington configuration with the collectors tied together. The
middle section of the circuit acts as a power supply responsible for the bias relative to the

Table 3.15 Renesas �PC2710TB Electrical Characteristics

TA = +25◦C, VCC = Vout 5.0 V, ZS = ZL = 50 �

Symbol Parameter Test Conditions Unit Typical

ICC Circuit current No signal mA 22
GP Small-signal gain f = 0.5 GHz dB 33
Psat Saturated output power f = 0.5 GHz, Pin = −8 dBm dBm 13.5
NF Noise figure f = 0.5 GHz dB 3.5
fcorner Cutoff frequency 3 dB down below flat gain GHz 1.0
ISOL Isolation f = 0.5 GHz dB 39
RLin Input return loss f = 0.5 GHz dB 6
RLout Output return loss f = 0.5 GHz dB 12
�GP Gain flatness f1 = 0.1–0.6 GHz dB ±0.8

Source: Copyright by Renesas Electronics.
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Figure 3.153 Manufacturer-supplied gain versus frequency for the Renesas �PC2710TB MMIC.
Copyright Renesas Electronics.

emitter of the first transistor influencing the rest of the circuit as well. Since NEC (now
Renesas) mentioned that they use their NESAT III process (fT of 20 GHz at VCE = 3) in
producing the �PC2710T, and obtaining some information regarding it, we decided to use
our standard BFP420 (fT of 25 GHz; see the datasheet in Chapter 2) for the purpose of
simulation.

Figure 3.154 Schematic of the �PC2710T silicon MMIC entered for simulation.
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Figure 3.155 Simulated gain, match, and noise performance of the �PC2710T.

In our effort to simulate this circuit, we chose a combination of values that pretty much
complies with the manufacturer’s published specifications, but S22 is not close, as shown
in Figure 3.155. We stopped at this point and invite our readers with CAD capabilities to
provide the final touch in meeting all the published specifications for the circuit. We are
particularly recommending such an effort because it very nicely shows the interaction of
all the circuit elements in a fairly drastic way. Because of this, we admire the IC design
even more, since the manufacturer has to sell a pretty consistent amplifier as a function of
different production runs.

3.5.1 Stability of Multistage Amplifiers

Stability, needless to say, is a big issue, and the delay of the various stages adds to the phase
shift, resulting in possible instabilities. The fact that S11 and/or S22 can become larger than
0dBm means there is the potential of oscillating, depending on the reactances available.
If a cable of inappropriate length is added, hell will break loose. Figure 3.156 shows the
dangerous peaking of our simulation of the Philips NE/SA5204A, in which the internal
compensation was intentionally not assumed correctly. We will all agree that the high end
performance of this amplifier can generate high anxiety. As the production process of the
aging device becomes more modern—meaning that transistors with much higher fT will be
the basis for the production—it will become quite difficult to maintain a previously achieved
stability. This, by the way, applies also to discrete transistors, which for reasons of economics
and multiple manufacturers will be improved over time. Such evolution results in generally
smaller base-spreading resistances and capacitances, and other parameter changes that,
overall, cause headaches in manufacturing. We will leave the topic of three-stage amplifiers
on this note.
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Figure 3.156 Simulated gain, match, and noise performance of the NE5204A IC.

3.6 A NOVEL APPROACH TO VOLTAGE-CONTROLLED TUNED FILTERS
INCLUDING CAD VALIDATION [42]

Modern receivers control input stages as well as the oscillator band and frequency by elec-
trical rather than mechanical means. Tuning is accomplished by voltage-sensitive capacitors
(varactor diodes) and band switching by diodes with low forward conductance. Since the
wireless band (essentially 400 MHz to 2.4 GHz) is so full of strong signals, the use of a
tracking filter is desired as a solution to improve the performance and prevent second-order
IMD products or other undesired overload effects. The dc control voltage needed for the
filter can easily be derived from the VCO control voltage. There may be a small dc offset,
depending on the IF used.

3.6.1 Diode Performance

The capacitance versus voltage curves of a varactor diode depend on the variation of the
impurity density with the distance from the junction. When the distribution is constant,
there is an “abrupt junction” and capacitance follows the law

C = K

(Vd + V )1/2 (3.185)

where Vd is the contact potential of the diode and V is the applied voltage.
Such a junction is well approximated by an alloyed junction diode. Other impu-

rity distribution profiles give rise to other variations, and the above equation is usually
modified to

C = K

(Vd + V )n
(3.186)

where n depends on the diffusion profile and C0 = K/Vn
d .
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Figure 3.157 Voltage-dependent change of capacitance of different types of diodes. The BB141 is a
hyperabrupt diode with n = 0.75.

A so-called graded junction, having a linear decrease in impurity density with the distance
from the junction, has a value of n. This is approximated in a diffused junction.

In all cases, these are theoretical equations, and limitations on the control of the impurity
pattern can result in a curve that does not have such a simple expression. In such a case, the
coefficient n is thought of as varying with voltage. If the impurity density increases away
from the junction, a value of n higher than 0.5 can be obtained. Such junctions are called
hyperabrupt. A typical value for n for a hyperabrupt junction is about 0.75. Such capacitors
are used primarily to achieve a large tuning range for a given voltage change. Figure 3.157
shows the capacitance-voltage variation for the abrupt and graded junctions as well as for
a particular hyperabrupt junction diode. Varactor diodes are available from a number of
manufacturers, such as Freescale, Infineon, and NXP. Maximum values range from a few
to several hundred picofarads, and useful capacitance ratios range from about 5 to 15.

Figure 3.158 shows three typical circuits that are used with varactor tuning diodes. In
all cases, the voltage is applied through a large resistor Re or, better, an RF choke in series
with a small resistor. The resistance is shunted across the lower diode and may be converted
to a shunt load resistor across the inductance to estimate Q. The diode also has losses that

Figure 3.158 Various configurations to apply tuning diodes in a tuned circuit. Version (c) shows the
lowest distortion.



A NOVEL APPROACH TO VOLTAGE-CONTROLLED TUNED FILTERS INCLUDING CAD VALIDATION 507

may result in lowering the circuit Q at high capacitance. When the frequency is sufficiently
high. This must be considered in the circuit design.

The frequent-dependent performance is not only determined by applying the dc tuning
voltage to (3.186). If the RF voltage is sufficient to drive the diode into conduction on peaks,
an average current will flow in the circuits of Figure 3.158, which will increase the bias
voltage. The current is impulsive, giving rise to various harmonics of the circuit. Even in the
absence of conduction, (3.186) deals only with the small-signal capacitance. When the RF
voltage varies over a relatively large range, the capacitance changes. In this case, (3.186)
must be changed to

dQ

dV
= K

(V + Vd)n
(3.187)

Here Q is the charge on the capacitor. When this relation is substituted in the circuit
differential equation, it produces a nonlinear differential equation, dependent on the param-
eter n. Thus, the varactor may generate direct current and harmonics of the fundamental
frequency. Unless the diodes are driven into conduction at some point in the cycle, the direct
current must remain zero.

The current of Figure 3.158c can be shown to eliminate the even harmonics, and permits
a substantially larger RF voltage without conduction than either circuit in Figure 3.158a
or b. When n = 0.5, only second harmonic is generated by the capacitor, and this can be
eliminated by the back-to-back connection of the diode pair. It has, integrating (3.187)

Q + QA = K

1 − n
(V + Vd)1−n

= Cv

1 − n
(V + Vd) (3.188)

CV is the value of (3.186) for applied voltage V, and QA is a constant of integration. By
letting V = V1 + v and Q = Q1 + q, where the lowercase letters represent the varying RF
and the uppercase letters indicate the values of bias when RF is absent, thus follows

q + Q1 + QA = K

1 − n
[v + (V1 + Vd)]1−n (3.189)

1 + v

V
′ =

(
1 + q

Q
′

)1/(1−n)

(3.190)

where V ′ = V1 + Vd and Q′ = Q1 + QA. For the back-to-back connection of identical
diodes, K11 = K12 = K1, V

′
1 = V

′
2 = V

′
, Q

′
1 = Q

′
2 = Q

′
, q = q1 = −q2, and v = v1 − v2.

Here, the new subscripts 1 and 2 refer to the top and bottom diodes, respectively, and v and q
are the RF voltage across and the charge transferred through the pair in series. This notation
obtains

v

V
′ ≡ v1 − v2

V
′ =

(
1 − q

Q
′

)1/(1−n)

−
(

1 − q

Q
′

)1/(1−n)

(3.191)

For all n, this eliminates the even powers of q, hence even harmonics. This can be shown
by expanding (3.191) in a series and performing term-by-term combination of the equal
powers of q. In the particular case, n = 1/2, v/V ′ = 4q/Q′, and the circuit becomes linear.



508 AMPLIFIER DESIGN WITH BJTs AND FETs

The equations hold as long as the absolute value of v1/V ′ is less than unity, so that there
is no conduction. At the point of conduction, the total value of v/V ′ may be calculated by
noticing that when v1/V ′ = 1, q/Q′ = −1, so q2/Q

′ = 1, v2/V = 3, and v/V = −4. The
single-diode circuits conduct at v/V ′ = −1, so the peak RF voltage should not exceed this.
The back-to-back configuration can provide a fourfold increase in RF voltage handling over
the single diode. For all values of n, the back-to-back configuration allows an increase in
the peak-to-peak voltage without conduction. For some hyperabrupt values of n, such that
1/(1−n) is an integer, many of the higher-order odd harmonics are eliminated, although
only n = 1/2 provides elimination of the third harmonic. For example, n = 2/3 results
in 1/(1 − n) = 3. The fifth harmonic and higher odd harmonics are eliminated, and the
peak-to-peak RF without conduction is increased eightfold; for n = 3/4, the harmonics 7
and above are eliminated, and the RF peak is increased 16 times. It must be noted in these
cases that the RF peak at the fundamental may not increase so much, since the RF voltage
includes the harmonic voltages.

Since the equations are only approximate, not all harmonics are eliminated, and the
RF voltage at conduction, for the back-to-back circuit, may be different than predicted.
For example, abrupt junction diodes tend to have n of about 0.46–0.48 rather than exactly
0.5. Hyperabrupt junctions tend to have substantial changes in n with voltage. The diode
illustrated in Figure 3.157 shows a variation from about 0.6 at low bias to about 0.9 at higher
voltages, with wiggles from 0.67 to 1.1 in the midrange. The value of Vd for varactor diodes
tends to be in the vicinity of 0.7 V.

3.6.2 A VHF Example

The application of tuning diodes in double-tuned circuits has been found in TV tuners for
many years. Figure 3.159 shows the circuit diagram.

The input impedance of 50 � gets transformed up to 10 k�. The tuned circuits consist
of the 0.3-μH inductor and two sets of antiparallel diodes. By dividing the RF current in the
tuned circuit and using several diodes instead of just one pair, intermodulation distortion is
reduced.

The coupling between the two tuned circuits is tuned via the 6-nH inductor that is
common to both circuits. This type of inductance is usually printed on the circuit board.
The diode parameters used for this application were equivalent to the Infineon BB515 diode.
The frequency response of this circuit is shown in Figure 3.160.

The coupling is less than critical. This results in an insertion loss of about 2 dB and a
relatively steep passband sides. Once the circuit’s large-signal performance (Figure 3.161)
is seen, a third-order intercept point of about −2 dBm is not so unexpected. The reason for
this poor performance is the high impedance (high L/C ratio), which provides a large RF
voltage swing across the diodes. A better approach appears to be using even more diodes
and at the same time changing the impedance ratio (L/C ratio).

3.6.3 An HF/VHF Voltage-Controlled Filter

The above example used a step-up procedure typically done by a tap at the input and output
inductance. This method allows an impedance transformation; however, if one desires to
change it into a series-tuned arrangement, it has to be done with a transformer. The large-
signal conditions in the frequency range from 10 to 30 MHz on a medium- to large-sized
antenna is equivalent to, if not worse than, the conditions for VHF operation. The only
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Figure 3.160 Frequency response of the tuned filter shown in Figure 3.159. The circuit is undercou-
pled (less than transitional coupling); Q × k < 1.

exception would be line of sight into the transmitter, such as a tower in the middle of the
city. Examples of such hostile conditions would be any large city such as Munich, New
York, Miami, Chicago, and San Francisco, where the authors had significant experience
with intermodulation distortion problems.

Figure 3.161 Prediction of intercept point of the double-tuned circuit shown in Figure 3.159. Note the
compression of both the input signal and the IMD product.
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Figure 3.162 High dynamic range 10–20-MHz filter.

By translating the circuit into a low-impedance-drive arrangement, building it symmetri-
cally, and reducing the tuning range somewhat by capacitors and many series diode pairs, the
filter’s large-signal performance was significantly improved. The tuning diodes had about
125 pF at 1 V dc per unit. Initial tests trying to use a high capacitance diode, such as the
BB112, resulted in much higher IMD products. The B112 has a 1 V capacitance of 470 pF
down to about 20 pF at 8 V. Standard diodes show about 30 pF at 1 V, while the diodes used
in the experiment had a 125 pF at 1 V. These experimental diodes were made available from
a well-known manufacturer for this evaluation. Figure 3.162 shows the circuit diagram.

A step-down transformer drives the tuned circuit with a source impedance of 12.5 �.
The circuit is symmetrical. There are two 0.8-μH inductors and 2 × 5 diodes in the loop.
The output of the circuit is transformed back up to 50 �. The tuning voltage is supplied
via a heavily filtered arrangement. This circuit has actually been implemented in Rohde &
Schwarz field strength meter equipment. They guarantee an intercept point of about +20
dBm. The selectivity of these circuits is quite reasonable and mostly intended to reduce
second-order intermodulation distortion products by about 10 dB, at the same time having
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Figure 3.163 Frequency response of the filter shown in Figure 3.162. Filters of this type are intended
to reduce second-order IMD by providing about 20 dB suppression at half the center frequency.

a high third-order intercept point. Figure 3.163 shows the selectivity curves at two different
tuning voltages.

The most interesting number, however, is the third-order intercept point (already de-
termined as about 20 dBm), which still had to be simulated. This sometimes sounds like
a contradiction between once the measured values are available and are acceptable why
one would want—or, rather, need—to do a simulation besides the necessity to develop a
high-input intercept filter? It was desirable to validate the nonlinear models and prove that
the above-mentioned equations will hold true. This type of simulation is now more diffi-
cult because the number of nonlinear elements went from four to ten, and some numerical
problems, such as convergence difficulties, can be expected, and the effect of harmonic
frequency cancellation (compensation) can also be seen. By using diode combinations that
result in 1/(1 − n), n being an integer number, these IMD products can be drastically re-
duced. This implies that each of the five diode pairs has a selected value for n to meet this
condition. Later, a final attempt will be made to improve the first VHF filter with the proper
diode combinations.

Figure 3.164 shows the calculation of third-order intercept point for the arrangement
shown in Figure 3.163. This number has now increased to +18 dBm. The differences between
selection and measurement is approximately 2 dB. The reason for this more pessimistic value
compared to the measured value probably has to do with slight variations of the exponent of
the diodes’ voltage-dependent capacitance. Therefore, the authors consider both the circuit
performance as well as the simulation accuracy to be extremely good. This type of circuit,
as mentioned earlier, has wide application in oscillator circuits. Mr. Danzeisen of Rohde &
Schwarz was probably the first to have used this type of circuit by paralleling many diodes
for improved performance.
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Figure 3.164 Prediction of third-order intercept point of the filter shown in Figure 3.162. The reason
for the curves on the IMD plot lies in the interaction between the 10 nonlinear devices.

3.6.4 Improving the VHF Filter

By selecting the appropriate diode combinations and circuit modifications as shown in Fig-
ure 3.165, a significant IMD improvement of the Figure 3.159 circuit is obtained. A special
shunt arrangement of several diodes with different exponents has been developed, which
allows its value to be “adjusted.” This circuit, for which a patent has been applied, showed

Figure 3.165 The frequency response of the improved circuit derived from Figure 3.159.
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Figure 3.166 Predicted IMD performance of the improved version of Figure 3.159. This type of im-
provement is significant for all applications. A patent is in the process of being obtained for this; therefore,
the circuit cannot be disclosed at present.

an improvement from −2 dBm to 32 dBm. The same high operating Q was maintained.
Figure 3.166 shows the frequency response after the modification. Note that a coupling
slightly greater than critical (Q × k = 1.1) has been selected.

3.6.5 Conclusion

After explaining some of the nonlinearities in mathematical terms, we have given some
examples of voltage-tuned circuits and discussed their large-signal performance. This sec-
tion has also shown that modern CAD tools can accurately predict the performance of such
circuits. The authors would like to thank Gregg Albrecht of Ansoft, Compact Division, for
performing the actual simulations.

3.7 DIFFERENTIAL AMPLIFIERS

The differential amplifier (Figure 3.167) goes back many years and also was the first step
from TTL to ECL. The differential amplifier is an emitter follower sinking its current into
a grounded-base stage with a constant-current generator between the two emitters and the
ground. The stage to ground needs to be properly biased so that the collector voltage does not
increase unnecessarily above VBE, but, on the other hand, has a differential output impedance
at least two decades or higher than the input at the transistors above being driven into the
emitter from this stage. Most of the modern integrated circuits in one way or another use
this differential amplifier.

If the circuit is operated about its point of symmetry, the dc component in either current
remains half of the emitter constant current for all symmetrical driving signals. In addition,
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Figure 3.167 The differential amplifier schematic. The transistors are Infineon BFP420s. Figure 3.168,
shows the circuit’s frequency-dependent gain, matching, and noise performance.

for input signals that are aperiodic, even harmonics are not generated. This assumes that
the stage is driven symmetrically at both inputs. As, in our case, the differential amplifier
is also frequently used to have its second stage grounded, meaning that there is a base-to-
ground capacitor, and the stage is asymmetrically fed. As the input voltage is increased,
the differential stage becomes a limiter, which limits the current between plus and minus
IS , with IS being the source current. The resulting output will become a square wave. This
stage can also be used as a line receiver, translating a sine wave to an output logic suitable
for driving ECL stages.

One can assume that the differential amplifier has a transconductance of

gm = αgin

2
(3.192)

where α is the ratio of collector to emitter current. Within the limits of the output being a
sine wave, this stage has very low distortion. The output current now is determined by

i = Iin

2
tanh

(x

2
cosωt

)
(3.193)

where ωt is the input frequency and Iin is the current forced by Q3. The reason why the
transconductance has to be divided by 2 comes from the fact that the current is split into two
equal components for Q1 and Q2. Multiplying the new transconductance with the output
load gives the voltage gain of this amplifier; its power gain can be obtained by multiplying
this with

√
output resistance ÷ load resistance.

Having done the linear analysis and having learned that because of the hyperbolic tangent
functions this amplifier can also be used as a line receiver, converting sinusoidal waves
to square waves may be useful to take a closer look at these issues. If we take a CAD



516 AMPLIFIER DESIGN WITH BJTs AND FETs

Figure 3.168 Frequency-dependent gain, matching, and noise performance of the differential
amplifier.

oscilloscope, we see the resulting output waveform being a nonequal duty cycle output
voltage that results in high harmonic content. The amount of harmonic content can be
controlled by the drive power and by the actual bias. Figure 3.169 shows the resulting
output waveform.

Figure 3.169 VCE versus time for output transistor Q2 with drive = 10 dBm.
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Figure 3.170 Output spectrum of the differential amplifier with drive = 10 dBm. The present biasing
is not optimal for frequency multiplication.

If we now switch to a CAD spectrum analyzer, we can evaluate the harmonic contents
(Figure 3.170). Figure 3.171 shows the output transistor’s dc I–V curves and ac load line
under these conditions. Based on the previously defined conducting angle of the differential
amplifier, one can optimize for harmonic content. Therefore, it is logical at this point to

Figure 3.171 DC I–V curves and ac load line for output transistor Q2 with drive = 10 dBm.
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look at frequency multipliers, as they are sometimes needed. Finally, we are curious to
see the so-called load line of the output transistor, which is, based on the interaction of all
the stages, not looking the same way as the expected one, which we know from previous
amplifier examples. Part of the reason for this is that for a certain voltage range, the collector
voltage is in the negative region, and all kinds of saturation effects result in this surprising
waveform. By reducing the input power, one would obtain a more “expected” load line. We
invite readers with CAD capabilities to play with this example, as it gives a lot of insight
into the operation of emitter-coupled logic (ECL) stages.

3.8 FREQUENCY DOUBLERS

Having seen that the harmonic content invites us to bias a stage from Class A into Class
B or C if our goal is a harmonically rich current, we will now evaluate a single stage
that will be biased close to cutoff and driven by a relatively low frequency (500 MHz).
To obtain the best results, we will use a parallel notch filter in the output, followed by a
high-pass matching circuit to “catch” the desired harmonic. The input frequency is heavily
suppressed by the notch filter. Based on its finite Q, there is a limited range over which this
frequency can be varied with constant subharmonic attenuation. Figure 3.172 will be our test
circuit.

This circuit consists of a bias transistor, Q2. This method has been discussed before and
solves the temperature-dependent bias emitter thermal runaway problems through “tem-
perature compensation.” The purists among our readers may point out that the currents
drawn by Q1 and Q2 are not quite identical (which would give 100% cancellation), but
this approach shown is sufficient to do its job. Also, we have chosen a Class AB operation
point, which is defined by Q1’s 1-mA dc standing current. The conducting angle has not
been optimized for the second harmonic—a task that the interested reader can do by using
the conducting angle relationship shown in the beginning of the amplifier chapter. To give
readers with access to nonlinear CAD some homework, we have not set this at the optimum
point.

The second transistor, here called Q1 (because of its importance at RF) has a matching
network at the input. This is recommended for optimum energy transfer. The matching
condition can be validated by examining Figure 3.173. Looking at the higher frequency
response, the input shows a possible trend of oscillation (negative loss); this could actually
be eliminated by using a low-pass filter at the input instead of the high-pass filter used now.
Findings of this type always make us nervous, and we hope that the nonlinear models are
sufficiently accurate at higher frequencies to predict such behavior correctly. In the case of
the FET doubler mentioned in Chapter 2, we experienced that the device modeling done
by Compact (now Ansoft) gave the best results, the university answers were fairly close,
and the device manufacturer data were worst. We have since become highly skeptical about
device modeling unless we can validate it ourselves. Synergy Microwave has a complete set
of test equipment in the laboratory, including network and spectrum analyzers with special
software created by Rohde & Schwarz that can be used in addition to the Scout program to
do in-house validation. This was achieved by the use of nonlinear optimization at a drive
level of 0 dBm. One could say that this is similar to using a load–pull approach at the
input, and then resorting to the large-signal S parameters obtained. Another note of caution:
capacitors at these low values tend to have a very large percentage error; for instance, a
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Figure 3.173 Large-signal S11 for the BJT doubler. Note the positive region above 800 MHz.

1-pF capacitor, if not selected carefully, can vary between 0.7 and 1.3 pF—a 50% error.
Needless to say, this is not acceptable for useful production.

The output consists of a high-pass filter and a notch filter with the purpose of reducing
the subharmonic significantly. We have again done this on purpose by leaving room for the
reader to come up with a more inventive output circuit like a Cauer-type (same as elliptical)
low-pass filter with discrete notches at higher harmonics of the input frequency, such as
1.5 GHz, 2 GHz, and so on. In addition, while in the previous biasing example looking
at distributed elements, we have shown here three ways how to implement the inductance
for the notch filter. This is equally applicable for other inductors in this value range. As
frequency increases, this becomes more interesting, but one needs to remember that many
materials especially silicon are extremely lossy. The same inductor approach has been used
in Figure 5.61 of the oscillator chapter. On silicon, even the manufacturer becomes an
issue. Figure 3.174 shows a top view of a “rectangular” inductor that actually approaches
the spiral inductor; its implementation can be seen in Figure 3.175. Modeling this was a
nightmare, and during our Compact days, we had to actually modify the electromagnetic
simulator to accommodate this and get results where measures and simulation agreed.
Figure 3.176 shows the measured and simulated Q as a function of frequency of a silicon-
based inductor. In the case of other materials, such as PC board or GaAs, the models in
the CAD tools are sufficient to predict the losses of the inductors. Following this initial
exercise, Motorola (now Freescale) then developed an improved silicon spiral inductor; its
frequency-dependent Q is shown in Figure 3.177. Note that this Q was measured and not
simulated.

One of the reasons why we use a transistor multiplier is that we expect gain (because
of the square-law characteristic, an FET would have been better tailored for a doubler);
therefore, we have “measured” the gain of this circuit while driving it with 0 dBm. Another
important factor is that because of the way the CAD tool displays it, the gain is reference
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Figure 3.174 A 6.5-turn spiral inductor in silicon.

to the 500-MHz input. Mentioning this is important; otherwise, the reader may look for the
1 GHz gain, which does not exist. Figure 3.178 shows the doubler gain.

By now we are curious to see the doubler in action, and by reviewing Figure 3.179, we
can see the output spectrum. The output spectrum validates the statement that the output
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Figure 3.175 Cross section of the silicon inductor.
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Figure 3.176 Measured and simulated Q versus frequency for the simulated inductor.

circuit, while doing a marvelous job of removing the 500-MHz input frequency, does not
cure the problem of unwanted multiples of the input frequency. Again, a Cauer low-pass
filter, while introducing some possible additional loss, should be considered for this circuit
to have a bandpass response. On the other hand, many oscillators have very little harmonic
suppression, and the same type of post-filtering needs to be considered. There are two-
transistor solutions also available, such as push–push for frequency doubling (push–pull
would eliminate the desired second harmonic quite well). Actually, two diodes could have
also been used for doubling, but since it requires transformers and a post-amplifier, we have
shown the preferred application. The only advantage of the diode application is that it is
wideband, while this BJT circuit, as we have just learned, must be made narrowband for
reasons of spectral purity.

Finally, we are curious to see the actual operating state of this amplifier, and this can
be done by analyzing the load line (Figure 3.180) . Needless to say, it is complicated in

Figure 3.177 Q versus frequency for the Motorola improved inductor.
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Figure 3.178 Frequency-dependent gain of the BJT doubler.

Figure 3.179 Output spectrum of the BJT doubler.
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Figure 3.180 I–V curves and ac load line for RF transistor Q1 in the BJT frequency doubler.

a manner similar to that of the differential amplifier. Because of the stored energy in the
various tuned circuits, it looks quite impressive, and would probably be difficult to predict
without a nonlinear CAD tool.

3.9 MULTISTAGE AMPLIFIERS WITH AUTOMATIC GAIN CONTROL (AGC)

Having discussed the basic differential amplifier, we will now evaluate the performance of
the MC1350/1490 video amplifier chip from Motorola.3 Most of the circuitry in the chip
is self-explanatory, which has been used for our simulation. Figure 3.181 shows the inner
circuit of this chip, and Figure 3.182 shows a recommended application. By grounding one
side of the input, we effectively get the same performance as the differential amplifier we
just discussed, with one difference being that the input is now fed to the constant-current
generator. To minimize the distortion at the two lower transistors, they are decoupled by
a 66-� resistor. Figure 3.183 shows the frequency-dependent gain, matching, and noise
figure. Since this particular device has been specifically designed for AGC purposes, we
also show in Figure 3.184 its gain reduction versus applied AGC voltage.

3.10 BIASING

A lot has been written about biasing, and since the purpose of this book is not to focus
too much on dc, the following examples including RF consequences have been selected

3Motorola is now Freescale, the video amplifiers are still available from Lansdale Semiconductors. Part numbers
ML1350 and ML1490.
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Figure 3.181 Schematic of the Motorola MC1350/1490 entered for simulation.

and considered sufficient. Early application reports by Motorola and others have provided
a wealth of data. As a side effect of the introduction of the wireless era, we find that the
engineers are so pressed for time that the number of complete application reports has gone
toward zero. This is one of the reasons why we have tried to keep this book on a minimum
mathematical basis (some is still needed), but provide the most practical assistance so the
book does not become a turn-off. Figure 3.185 shows a textbook type of approach for RF.

In order to decouple the transistor from the biasing, we use RF chokes and dc decoupling
(bypass) capacitors. This is the technique we have already used in the previous examples,

Figure 3.182 MC1350/1490 30-MHz application circuit.
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Figure 3.183 Frequency-dependent gain, matching, and noise performance of the MC1350/1490 in
the circuit of Figure 3.182.

so one might ask the question, “What’s new?” As frequency increases, these inductors are
either not manufacturable or have such a low Q that their use becomes questionable. This
is the point where one may introduce the so-called distributed elements.

Figure 3.186 shows the very same circuit but resorting to distributed rather than
lumped elements. The elements we are introducing now (part of any good, up-to-date

Figure 3.184 Gain reduction versus applied AGC voltage for the MC1350/1490 IC.
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Figure 3.185 Simple BJT RF amplifier with lumped elements used for bypassing and dc blocking, and
for feeds base bias and collector supply feeds.

Figure 3.186 Simple BJT RF amplifier with distributed elements used for bypassing and dc blocking,
and for base bias and collector supply feeds.
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Figure 3.187 Transmission line in microstrip.

CAD tool; see element library for how to use their physical element descriptions) are as
follows.

• Transmission Line. Any printed connection between two points on a circuit board is a
transmission line (Figure 3.187). Its characteristic electrical impedance is a function
of the square root of the dielectric constant (εr), the width, metallization, thickness,
and height above substrate of the line, and the loss tangent of the substrate. Since
lines frequently have to be laid out in the form of curved connections or have a bend
in their direction, we have to add elements capable of describing the high-frequency
consequences of such connections. Figures 3.188 and 3.189 show mitered and radial
bend elements that perform this function.

• T, Cross, and Y junction. By the time a point like a collector or a base, or its FET equiv-
alent, spreads out into connecting with other elements, we need additional modeling
capability to describe T connections, crossings, and Y junctions. Figures 3.190–3.192
show the way in which these connections need to be modeled.

If the need exists, the standard inductances must be replaced with a transmission line
whose length is λ/8 at the operating frequency. At higher frequencies, these transmission

Figure 3.188 Mitered bend.
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Figure 3.189 Radial bend.

Figure 3.190 T junction.

Figure 3.191 Cross.
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Figure 3.192 Y junction.

Figure 3.193 Rectangular inductor.

Figure 3.194 Spiral inductor.
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Figure 3.195 Transformer in microstrip.

lines, however, then go into λ/4 resonant mode and later become capacitive. This type of
design makes it fairly narrowband. A way around this is the use of printed inductors, as
shown in Figures 3.193 and 3.194.

These inductors have a self-resonant frequency similar to the transmission line mentioned
above, but the safety margin is significantly higher.

Talking about printed inductors, a logical extension of this is the printed transmission-
line-based transformer as shown in Figure 3.195. One can consider this as two interlaced
rectangular inductors, and based on the substrate material, they are useful over a wide
frequency range. Besides being used as a transformer, they can also be used to transit
from unbalanced to balanced transmission provided that the difference in length from a
connection point of view does not cause any problems (this is a layout issue).

A popular form of combining stages is the so-called Lange coupler (Figure 3.196) in-
vented by the German Julius Lange. It is one of the major contributions in wideband appli-
cations.

Figure 3.196 Four-strip Lange coupler.
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Figure 3.197 Multiple-coupled lines element in microstrip.

The useful application of the Lange coupler probably starts at 4 GHz. It consists of parallel
transmission lines with the appropriate connections as shown. Lange couplers are typically
built with four, six, and eight fingers. The Ansoft Serenade product has a Lange coupler
synthesis program that can be used to gain more insight into this coupler’s application. We
assume that other modern software has similar capabilities.

Where meander-type of inductors are necessary, a neat way to implement and simulate
them is to use the multiple coupled line element (Figure 3.197) of the Serenade product,
which both fast and accurately calculates the behavior of the meander, including self-
resonances and losses. We made use of this arrangement in our previous examples.

• Interdigital Capacitors. The issue of tolerances of small capacitors already has been
brought up. The interdigital capacitor can be made on printed circuit board material as
well as gallium arsenide, and if its dimensions are continuous with the transmission-
line width it does not cause any abrupt changes in the impedance. This type of capacitor
permits to obtain very small values. By the way, an alternative to this is the use of
transmission lines being 3/8 λ. We have learned above that a transmission line below
resonate frequency is inductive, goes into resonance, and then becomes capacitive.
Again, bandwidth is also an issue. An interdigital capacitor consists of a number of
parallel fingers as shown in Figure 3.198, and its capacitance can be varied by adjusting

Figure 3.198 Interdigital capacitor.
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Figure 3.199 Radial stub.

the number of fingers and their spacing. The advantage of the interdigital capacitor
compared to discrete components is its low variation in value.

• Radial Stubs. The radial stub (Figure 3.199) is not much different from a λ/4 resonator,
but its bandwidth is much greater than a simple transmission line. This is another way
to ground the “cold” side of a transmission line or part of a circuit that needs to be
grounded for RF. Of course, the interdigital capacitor comes in a version that is a
combination of a capacitor and a via hole.

• Via Holes. The “cold” end of the transmission line, being either considered an inductor
or capacitor, needs to be connected to a sufficiently large copper backplane. One very
efficient way to do this, especially if there is not enough copper left on the top of the
board, is the use of via holes (Figure 3.200). One could theoretically generate a via hole
with a rivet, but most manufacturing processes do not allow this; the normal solution
is to use plated-through holes left open. In the PC boards, via holes are typically
cylindrical; on substrates like GaAs, they may be conical.

• Correction Elements. Although the behavior of actual circuits proceeds regardless of
our ability to measure and describe it, we do not enjoy this luxury in simulating circuit
behavior in software. In a simulator, effects that are insufficiently described will be
inaccurately simulated. For instance, segments of high-impedance transmission line
(e.g., 120�) are frequently used for dc feeds and RF chokes. In predicting the effect of a

Figure 3.200 Via hole.
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Figure 3.201 The STEP element tells the simulator to calculate the effects of joining transmission
lines of differing characteristics.

transition from 120-� line to 50-� line, a simulator must be alerted to the discontinuity
so that it can do the necessary mathematical corrections to account for the impedance
jump. To do this, a specific circuit element, the STEP (Figure 3.201), must be inserted
between the 120-� and 50-� line elements in the simulation circuit file. In addition
to the substrate data, we characterize a STEP by providing the widths of its input and
output lines. The element itself has no physical length.

A similar correction is necessary if a transmission line is used as a resonator or just
“left open” at one end. Such a transmission line tends to radiate, and because of its high-
impedance properties reacts differently as far as its electrical length is concerned. A zero-
length one-port element, the OPEN (Figure 3.202), must be added to such a line for math-
ematically correct calculation.

Figure 3.202 The OPEN element tells the simulator to calculate the effects of leaving the end of a
transmission line unconnected.
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We end this excursion into distributed elements here. It is most important to keep in mind
that as frequency increases, we rapidly move into the area where we must consider all these
distributed elements to achieve accurate simulations—even if doing so makes simulation a
painful and time-consuming effort.

Finally, anyone who adventures in this area must obtain a foundry manual from the com-
pany that will build the integrated circuit or hybrid under design. Luckily, there are a rather
high number of independent foundries in the market. This is partly a result of last decade’s
development where most of the major electronics companies spun off their semiconduc-
tor branch. Just naming the companies that provided the circuits used as examples in the
first edition of this book: the semiconductor branches of Motorola, Siemens, NEC, Hewlett
Packard, and Philips are now Freescale, Infineon, Renesas, Avago, and NXP, respectively.
The global trend to outsource the semiconductor processes results in a number of companies
that offer high-end foundry processes either in the III–V area, providing HEMTs and HBTs
on GaAs or InP, or specialized to make silicon-based chips, in SiGe HBT, RF CMOS, or
BiCMOS technology.

We mention the issue of foundries here again because each foundry has its own propri-
etary approach to modeling transmission line discontinuities. The availability of a foundry
service somewhat eases the requirement that a designer be fully up to speed on the nuances
of discontinuities, because a foundry’s designer service will help customers account for
all relevant parasitics or discontinuities in their designs. In addition, there are tables of S
parameters for standard cells of either capacitors, resistors, or inductors. The designer may
then be forced to adjust the circuit so that it will work with a particular inductance value
or value of another component within the resolution of the table that describes these ele-
ments. Information on the active part such as diodes and transistors were already given in
Chapter 2.

3.10.1 RF Biasing

Applying the knowledge we have just acquired about distributed elements, Figure 3.203
shows a somewhat exaggerated case of using the various elements. While it is consistent
with the simple RF case we started with, modeling of this type is certainly necessary at
higher frequencies.

Many but not all the elements we have just described are used, but we have not solved
the question of the actual dc biasing.

3.10.2 dc Biasing

The following is a rehearsal of the hopefully known recommended way how to bias a
transistor. We will start with the collector current (in our example, Figure 3.204, 10 mA).
To separate RF and dc, we have a combination of a load resistor (RL) and an inductance (LC).
Information about this operation was already given in Section 3.2.4. The emitter resistor
should have a voltage drop about 0.7 V, and therefore, the emitter resistor is 0.7/IC. The
next assumption is that the transistor has a dc current gain of 100, and therefore, we decide
to have the bias resistor chain (R1 and R2) draw 10% of IC, or 1 mA. Assuming a collector
voltage of 5 V, the value of R1 + R2 has to be 5 k� to result in the required 1 mA. Because
the base current now is 10% of the divider current, the base will draw 0.1 mA. The voltage
across R2 has to be the voltage drop across RE (0.7 V) + VBE, which is also 0.7 V, or 1.4 V.
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Figure 3.203 Simple BJT RF amplifier with distributed elements used for bypassing and dc blocking,
and for base bias and collector supply feeds.

Given the 1 mA, R2 = 1.4/10−3 = 1.4 k�. R1, therefore, is 5 k� − 1.4 k� = 3.6 k�. This
concludes the calculation.

In the case of a dc beta of only 30, we need to raise IBIAS from 1 to 3 mA since the
base current now will be 0.3 mA. This changes the resistor values. R1 + R2 = 5 V/3 mA =
≈ 1.6 k�. Following the same approach, we need 1.4/(3 · 10−3) = ≈ 470 �. This makes

Example:

IBIAS

IBIAS ≈ 10% IC

IB = 10% IBIAS

βdc = 100 (30)

ωLc >>RLRL

R1

R2

RE

LC

VC

0.1 mA
(0.3 mA)

0.7 V

1 mA (RF
choke)

Select IC = 10 mA

(3 mA)

IC
RE  =

 0.7 V

Figure 3.204 DC biasing example.
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Figure 3.205 An RF amplifier with active biasing. (After the low-noise amplifier circuit in [43]).

for R1 = 1600 � − 470 � = ≈ 1100 �. These roundings were necessary because resistors
can only be bought in certain resistance steps.

However, for low battery voltages, the 0.7 V between the emitter and the ground cannot
be wasted. Therefore, a dc stabilization circuit, to which we have already referred, will
be looked at next. Figure 3.205 shows a combination of an RF transistor, Q1, and a dc-
stabilization transistor, Q2. The most important thing about this circuit is the fact that the
difference between the supply voltage and the collector of Q1 is 0.3 V, which is approx-
imately half of the voltage we had to “waste” across RE in the above-mentioned circuit.
Plus, the voltage drop is now in the collector, and given the fact that we feed Q1’s collector
through the inductor of a quasi-tuned circuit rather than through only a resistor, we get a
much higher voltage swing. The base–collector diode temperature dependency of Q2 is
compensated for with the silicon diode feeding the base. It is also fascinating to see that
because of the low currents, both the voltage drop of the diode and VBE of Q2 are about
the same, and yet Q1, operating at a reasonable current, shows the expected 0.7–0.8 V VBE.
We have supplied all the necessary dc voltages to give the reader an incentive to calculate
the mechanism of this stabilization. The key equation to this is to determine the current
in the voltage divider feeding Q2, and going from there. On the other hand, having a nice
CAD tool that, like SPICE, provides insight into the dc voltages, and allows the addition of
dc voltage probes, makes life much easier. To prove that this circuit actually works, Figure
3.206 shows its frequency-dependent gain, matching, and noise-figure performance. It is
based on a Motorola application that had excessive voltage drop for Q1, and which we have
improved to be suitable for low-voltage operation [43].

Integrated active bias solutions are also available. Figure 3.207 shows the Infineon
BCR400 active bias controlled applied to a BJT; it can also be applied to FETs and TR
switching diodes, as we saw in Figures 3.57 and 3.59, respectively.



538 AMPLIFIER DESIGN WITH BJTs AND FETs

Figure 3.206 Frequency-dependent gain, matching, and noise responses for the amplifier in Figure
3.205.

BCR 400
3

+VS

VdropRext.
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RF IN

RF OUT

RF transistor

2
C1 C2

Figure 3.207 The Infineon BCR400 active bias controller can be applied to FETs as well as BJTs.
Courtesy Infineon Technologies.
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Figure 3.208 Amplifier stage (IC = 3 mA) showing active and passive bias alternatives.

3.10.3 dc Biasing of IC-Type Amplifiers

In integrated circuits, we do not have the unlimited flexibility as shown above. This results
frequently in the use of constant-current sources or transistors being used as diodes for
biasing purposes. Since our first suspicion is that this is going to cause a lot of noise in the
IC, Figure 3.208 shows a test example.

As suspected, by choosing the same bias point of 3 mA, the noise figure using active
bias is quite a bit higher than the passive one, a shown in Figure 3.209.

3.11 PUSH–PULL/PARALLEL AMPLIFIERS

Since it is practically impossible to obtain S11 = S22 = 0, using a combiner at the input and
output reduces the problem. Figure 3.210 shows the 3-dB hybrid approach. It has a practical
bandwidth limit of about 4:1; its advantage is that it is compact and ideal for cascading. If
one stage opens, POUT and gain drop only 6 dB; however, it does not protect against load
mismatch. A recommended distributed form is the Lange coupler (Figure 3.211).

To analyze this approach, Figure 3.212 shows the resulting impedances and necessary
phase shifts. If a Wilkinson coupler [44] is used instead of the 3-dB hybrid, the bandwidth
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Figure 3.209 Frequency-dependent noise figure of the amplifier circuit shown in Figure 3.208. The
active biasing curve is considerably noisier.

is reduced. The Wilkinson coupler is larger in size than the 3-dB hybrid but more easily
realized, leading to lower cost. Figure 3.213 shows the actual impedances necessary for
matching, with A1 and A2 being the actual amplifiers combined.

The solution for pushpull amplifiers resorts to a balun with the following results obtained.
Bandwidths of greater than one decade are achievable; the balun structure gives 4:1

impedance advantage; no isolation; S11 /= 0, S22 /= 0. Provides cancellation of even-order
products.

3-dB hybrids

A

B

S11  = 1/2 (S11A – S11B) S12  = 1/2 (S12A + S12B)

S22  = 1/2 (S22B – S22A)

NF  = 1/2 (NFA + NFB)

S21  = 1/2 (S21A + S21B)

RFIN

RFOUT

50 Ω

50 Ω

Figure 3.210 Combining power with 3-dB hybrid couplers.
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Figure 3.211 Four-strip version of the Lange coupler, a broadband 90◦ hybrid.

Figure 3.212 3-dB hybrids. This analysis method may be applied to any coupler.

Figure 3.213 Wilkinson divider/combiners.
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Figure 3.214 Push-pull amplifiers.

Since most amplifiers have 50-� rather than 25-� impedances, here is a circuit (Figure
3.214) that matches 25–50 � on both sides. Since the standard amplifier operates at 50 �

rather than 25 �, an additional network may be necessary to transform the impedance up
to 50 � again. A similar problem occurs at the amplifier output.

3.12 POWER AMPLIFIERS

Power amplifiers are devices that are tasked to transform as much dc power into
RF/microwave power as possible. Depending upon the technology, devices are available that
can produce several 100 W up at 2 GHz. The first concern regarding power amplification is
the efficiency. As an example, the 100 W power amplifier running at an efficiency of 33%
would draw 300 W from the grid and produce 200 W of heat. It is even worse than just that
2/3 of the energy is lost: lifetime of semiconductor devices decreases exponentially with
temperature. Appropriate cooling is therefore imperative for successful power amplifier
design.

The definitions for the efficiency can be given as the ratio of the desired RF output
power Pout to the power that is delivered to the amplifier. The first is the drain (or collector)
efficiency η that is just the ratio of Pout to the dc power consumed by the amplifier

η = Pout

Pdc
(3.194)

This definition for the efficiency neglects the input power Pin required to drive the
amplifier. In the wireless and microwave range, power amplifiers might not have too much
gain, and neglecting Pin yields too optimistic values. The power-added efficiency (PAE)
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accounts also for Pin:

PAE = Pout − Pin

Pdc
(3.195)

This definition will yield negative values for PAE if Pout < Pin. But this is rarely an issue
for an amplifier, and this definition is widely accepted. Sometimes, however, the following
definition is preferred that is limited to 0% (no output power) to 100%:

PAE = Pout

Pdc + Pin
(3.196)

The efficiency issue can be highlighted regarding Figure 3.215. A generic power amplifier
consists basically of a transistor that converts the dc power provided by the power supply

Time

Time

Time

Ic,
Vce

Ic,
Vce

Ic,
Vce

(a)

(b)

(c)

Figure 3.215 Sketch of collector current (solid lines) and collector voltage (dashed lines) of a power-
amplifier transistor. (a) Class A operation. (b) Class C operation. (c) Class F operation.
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into the output RF power. A filter is required to make sure that only power at the desired
frequency is finally delivered to the load.

Figure 3.215a shows current and voltage at the collector of a bipolar transistor in class
A operation. The RF power is delivered toward the load, as current and voltage are in
antiphase. The dc power, however, is delivered toward the transistor where it is dissipated
and converted to heat. In other words, the dissipated power is generated when collector
current Ic and collector–emitter voltage Vce exist at the same time:

Pdiss(t) = ic(t) · vce(t) (3.197)

An effective means to reduce the dissipated power is therefore to bias the transistor in a
way that it only provides current pulses instead of a full sine wave, as shown in Figure 3.215b.
How the current waveforms are obtained through proper biasing is shown in Figure 3.217.
In order to distinguish the different modes of operation, the current conduction angle � is
defined in Figures 3.217 and 3.218.

Power amplifier Classes A–C are defined in terms of the device conduction angle and/or
the type of device operation:

Class A “Linear” operation; 180◦ conduction angle
Class AB “Linear” operation; conduction angle between 90◦ and 180◦

Class B “Linear” operation; 90◦ conduction angle
Class C Fixed drive; less than 90◦ conduction angle

Since the transconductance of FETs at conducting angles of less than 180◦ becomes
very small, the actual power gain sharply decreases compared to Class A operation while
the power-added efficiency is optimized to values of 55% (Class B) or so. The dissipation
of these devices is, of course, quite high, while in Class B operation this is even more of
an issue. Power devices in Class C are dying to have big heatsinks to survive. One of the
nice things about FETs is a much reduced thermal runaway effect compared to their bipolar
brothers.

Figure 3.216 shows Class C operation. The output of the amplifier is a current pulse
train that frequently leads to misunderstanding as to the calculation of its load. Given the
fact that the amplifier is a current generator, it is silly to assume one has to do a conjugate
matching looking backward into the amplifier. This is the condition for Class A operation.
Unfortunately, this is still not understood by some engineers, but we hope we can clear this
up today. The theoretical efficiency is 89.7% at a conducting angle of less than 180◦; in
practice, efficiencies more than 85% are not obtainable. (All these efficiencies are those of
the device itself; losses in matching networks are not taken into account in these efficiency
values.) Considering optimal gain and optimal output power, the conducting angle actually
settles somewhere between 100◦ and 140◦. Again, the power gain in Class C operation is
less than in Class A and Class B operation.

While the equation POUT = (Vbat − Vsat)2/(2RL) is valid, it really applies only to power
amplifiers in the sense that for Class A, high-gain operation RL can be made significantly
higher as the absolute power output is not the important item. While the supply voltage Vbat

is always known, the saturation voltage Vsat has to be obtained by the load line dc analysis.
Note that the RF saturation voltage is always higher than the dc. When looking at Figure
3.217, it becomes obvious that the conducting angle is 180◦, which implies that the entire
sine wave at the input is reproduced as an essentially undistorted sine wave at the output.
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Figure 3.216 Output current as a function of drive voltage, taking into consideration the knee voltage
of the base–emitter p–n junction. The output is a series of current pulses with a duty cycle determined
by the conduction angle.

Figure 3.217 Definition of Class A, B, and C operation as mentioned above, including conduction
angle (�). Figure 3.218 shows the determination of �.
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We can now calculate the components of the distorted current in separating them into
the dc component, the fundamental frequency, and its harmonics:

icn = ipeak ·
[

2�

2π[1 − cos(�)]
· {Si [(n − 1)�] + Si [(n + 1)�]} −

− 2� cos(�)

π[1 − cos(π/2)]
· Si (n�)

]
(3.198)

With n being the index of the harmonic, starting with n = 0 at dc, and fundamental
n = 1, the instantaneous current maximum ipeak, the function Si(x) = sin(x)/x, and the
conduction angle �. The equation is easily obtained from deriving the Fourier series for a
clipped sine wave with dc offset, as shown in Figure 3.218. These harmonic components
are a first-order approximation of the current waveform, but it is close enough to reality
to explain the general concept. Figure 3.219 shows the relative amplitudes of the current
harmonics as a function of conduction angle �. As expected, the harmonic content increases
as the conduction angle decreases. Also the output power approaches zero with �, but peaks
somewhere in Class AB. Figure 3.220 finally shows the emitter efficiency η calculated from
equation (3.198), together with dc and fundamental power. It is obvious that increasing the
efficiency by reducing the conduction angle comes at the expense of reduced output power.
It finally leads to the trivial solution of 100% efficiency at no power.

It should be noted, however, that these amplifier classes are defined only under ideal
conditions, for pure sinewaves of constant amplitude, and that the theoretical efficiencies
are just drain/collector efficiencies not taking into account any kind of required drive power
or parasitic or matching losses. Therefore, realistic PAE values are significantly lower, and
the question of which class an amplifier is becomes questionable without a constant drive
signal.

Ipeak

Ic

I0

0
0 π 2π

2Θ

3π Time

Figure 3.218 Definition of conduction angle �.
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Figure 3.219 Function values for the fundamental, to fourth harmonic (f0, 2f0, 3f0, and 4f0, respectively)
versus device conduction angle.

Enhancing efficiency only by reducing conduction angle therefore seems not to be the
best solution. There must be a way to obtain higher efficiency without degrading output
power. The point is that up to now, it was not mentioned that the Classes A–C assume that
the load is formed by a filter that shortens all higher harmonics of the current except for
the fundamental. The purely sinusoidal shape of the voltage waveform is a result of this
termination.

It has already been proposed quite early that appropriate harmonic termination can boost
efficiency without the need to sacrifice fundamental power [45, 46]. A closer look at (3.198)
reveals that for Class B, with � = π/2, only the fundamental and even harmonics of the
current exist at all. If only odd harmonics of the voltage would exist, losses could be
minimized. Fortunately, the square-wave shape of the voltage waveform shown in Figure
3.215c has exactly this property. Its spectrum is proportional to Si(nπ/2). Looking at the
time domain waveforms, it is pretty obvious that power dissipation is zero since current
and voltage do not overlap at any time. In the frequency domain, this means that the power
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Figure 3.220 Values for the dc and fundamental frequency power, and resulting drain efficiency �
versus device conduction angle.
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drawn from the voltage supply equals the RF power at the fundamental delivered to the load.
It is not easy to force current and voltage exactly into these shapes just by tuning the load.
But what can be achieved is to approximate it by forcing zero current at even harmonics
and zero voltage at odd harmonics, by terminating higher harmonics by open and short
circuits, respectively. This is the approach taken in Class F amplifiers [47, 48]. Of course, in
reality, higher harmonics than the third are usually neglected. Also there might be different
optimum load impedances than exactly short or open. If the sequence of short and open
circuits is reversed, for example, one speaks of inverse Class F or Class F−1. For arbitrarily
optimized reflective terminations, commonly the term “harmonically tuned amplifier” is
used.

Class F 90◦ conduction angle, harmonics tuned in order to force the voltage
waveform into square pulses at the times where the current is zero

Class inverse F Basically Class F, but with voltage and current waveforms interchanged
Harmonically tuned Individually optimized current conduction angle and reflective termina-

tions for higher harmonics

It is necessary to consider that the output capacitance of the transistor is already part of
the harmonic tuning circuit. Designs of optimized tuning circuits for ideal Class F operation
taking into account up to the third harmonic are shown in Figures 3.221 and 3.222 [49]. The
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Figure 3.221 Class-F harmonic tuning circuits taking the transistor output capacitance into account,
as proposed in Ref. [49]. The dimensions of the elements are: (a) L1 = 1/(6ω2Cout), L2 = 5/3 · L1, C2 =
12/5 · Cout and (b) L1 = 4/(9ω2Cout), L2 = 9/15 · L1, C2 = 15/16 · Cout.
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Figure 3.222 Class-F harmonic tuning circuits taking the transistor output capacitance into account,
as proposed in Ref. [49]. The length of the transmission lines are: 	1 = �/2, 	2 = 1/3 tan−1 [1/(3Z0ω0Cout)]
	3 = �/6.

Class-F concept allows to boost efficiency compared to amplifiers without proper harmonic
termination. But the ideal waveforms that provide an efficiency of η = 100% are only the
theoretical limit. It would require to control all harmonics, while in practice, it is not feasible
to go beyond the third harmonic. The theoretical efficiency limit for the case where only the
lower harmonics are controlled is shown in Table 3.16. Practical PAE values will be even
lower as no parasitic losses or other nonideal transistor behavior is regarded so far.

The power amplifiers so far all relied on the transistor as a controlled current source that
generates a sine wave or parts of it. Another concept relies on the transistor as switch, just
as in a high-efficiency dc–dc converter. A switch is either on or off, short or open circuit,
respectively. Thus, it consumes ideally no power. The probably most famous concept relying
on this principle is the Class-E amplifier.

This concept was proposed and patented by the Sokals in 1975 [50, 51]. The Class-E
amplifier was derived to match the following conditions:

• account for device output capacitance
• minimize switching times

Table 3.16 Theoretical Maximum Efficiency of Class-F PAs [47]

n Harmonics of Voltage n = 1 n = 3 n = 5 n = ∞
m harmonics of current

m = 1 50% 58% 60% 64%
m = 2 71% 82% 85% 90%
m = 4 75% 87% 91% 96%

m = ∞ 79% 91% 95% 100%
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• voltage delay at switch turnoff
• zero voltage at switch turnon
• zero voltage slope at switch turnon
• flat top of voltage and current waveforms

These conditions are defined to make the concept useful in practical circuits. First, the
condition zero voltage at switch turnon ensures that no capacitor is discharged when the
transistor becomes a short circuit. Otherwise, all the stored energy would be lost. This of
course requires to account for device output capacitance, too. During the event of switching,
most of the power is lost. Thus, the output circuit is optimized to support minimized switching
times. Finally, voltage delay at switch turnoff and zero voltage slope at switch turnon ensure
low voltage while the transistor is switching, thereby reducing the dissipated power. Flat
top of voltage and current waveforms has no impact on efficiency, but is required to protect
the transistor from breakdown.

Figure 3.223 shows the idealized equivalent circuit of a first-order Class-E amplifier.
The transistor is acting as a switch. The transistor’s output capacitance is not neglected but
absorbed into the capacitance C1, which is a significant advantage of the Class-E concept.

In order to understand the principle of operation, we take a look at the currents and
voltages shown in Figure 3.224. The currents in the collector (or drain) node are defined
through the respective branches. The RF choke inductor L1 forces Idc to be a pure dc
current. The series resonance of C2 and L2 guarantee that IRL is a pure sinus signal at
the fundamental frequency. The resulting current is a bias-shifted sinewave that is used to
charge and discharge C1 while the switch is open. Thus, IC1 has a positive and a negative
portion, and as a result, the voltage VT builds up and returns to zero again. After the voltage
became zero, the switch is closed, and for the remaining time of the period, the current
IT flows through the transistor while the voltage is ideally zero. Therefore, by appropriate
selection of the element values, either current or voltage at the transistor will be zero, and
no charged capacitance is shortened when switching. Thus, the Class-E amplifier reaches
the theoretical limit of η = 100%. It is, however, usually not possible to actually see the
switching of the current, even in circuit simulation. This is due to the fact that a major
portion of C1 might be the transistor’s output capacitance. Hence, at the drain (or collector)
node, the sum of IT and part of IC1 is flowing and cannot be separated.

L1

2CL2

RLC1

supplyV

VT

IC1

Idc IRLIT

Transistor

output

Figure 3.223 Circuit schematic of a first-order Class-E amplifier. The currents and voltages are shown
in Figure 3.224.
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Figure 3.224 Currents and voltages of the Class-E amplifier shown in Figure 3.223.

It is of course necessary to choose the right circuit element values in order to achieve
Class-E performance. Numerous works have been published that derive these values, for
example, Refs. [50–54]. Also nonideal behavior and current conduction angles other than
the standard 50% duty cycle were investigated. Values for the Class-E amplifier with a
duty cycle of 50% are given in Table 3.17 [51]. With these relations between the different
element values, an amplifier can be designed. It starts by choosing the dc voltage VCC:

VCC = BVCEV

3.65
SF (3.199)
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Table 3.17 Dependence of Class-E Circuit Elements on
Loaded Q and Output Power [51]

QL
P ·R

(VCC−V0)2
ωC1R ωC2R

∞ 0.576801 0.18360 0
20 0.56402 0.19111 0.05313
10 0.54974 0.19790 0.11375
5 0.51659 0.20907 0.26924
3 0.46453 0.21834 0.63467
2.5 0.43550 0.22036 1.01219
2 0.38888 0.21994 3.05212
1.7879 0.35969 0.21770 ∞

where BVCEV is the transistor’s breakdown voltage, and SF ≤ 0.8 is a security factor. Since
the maximum voltage, the transistor must withstand builds up when C1 is charged, it is not
limited to 2 · VCC as for Class-A amplifiers. In Class-E, the voltage peaks at values in excess
of 3 · VCC.

From a given VCC, C1, C2, and R are determined from Table 3.17. This is an optimization
procedure, as output power P should be maximized with realistic element values. Also, the
transistor output capacitance constrains the minimum value for C1. Table 3.17 also accounts
for the saturation offset voltage V0 that reduces the effective voltage swing. Finally, the value
of L2 is determined from the loaded Q of the series resonance circuit, QL = ωL2/R.

It is the promise of the Class-E concept that an efficiency close to 100% can be achieved
without any kind of transistor modeling. Provided that the transistor behaves like a decent
switch, no load–pull measurement and individual power matching optimization is required.
The transistor just becomes a switch, and the rest is determined through the other circuit
elements that are known a priori.

Regarding the different classes of amplifiers, it has to be noted that the definitions idealize
the situation in a way that only a single frequency at a fixed amplitude is regarded. The
issue of feedback or how to drive the amplifier is also not considered. But assuming a
constant amplitude is much more severe. Modern communication standards use RF signals
that do not fall into this category. It is rather common to have a bandwidth in excess
of 10 MHz and an peak-to-average ratio of 10 dB. This means, that the average output
power is only 10% of the peak power the amplifier must be able to provide. The high
peak-to-average ratio means that, for example, optimizing an amplifier to optimum Class-C
operation might not be feasible. For tuned concepts like the Class-E and Class-F approaches,
also the relative bandwidth of modern signals is challenging. Class-E specifically is rather
suited for narrowband PM/FM signals that inherently are of constant amplitude. Modern
wireless power amplifiers, therefore, rely on linearization and efficiency boosting concepts
like envelope tracking or the Doherty technique rather than on the pure single-transistor
amplifier stage.

3.12.1 Example 1: 7-W Class C BJT Amplifier for 1.6 GHz

The following demonstrates how to design a 1.6-GHz, 7-W amplifier operating in Class
C. We need to point out again that all modulation forms that have the information in both
amplitude and phase require more linearity than Class C affords. Needless to say, this affects
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the efficiency; therefore, at a later point, we will also show a Class AB power amplifier.
This is a tutorial and we are going to take a UHF example, and we will walk the reader
through all the necessary problems arising from the design. The selection of the transistor
is done by first looking at the fT , which in our case should be at least 4–5 GHz. The first
order of business is to define the point of operation for the output amplifier. To do this, we
need to determine maximum voltage and current values supplied by the manufacturer. We
have chosen a device that operates at 28 V and can sustain a peak collector current of 1.5 A.
Figure 3.216 lets us determine the conducting angle � from the IC/VBE plane.

This figure shows on the left side the IC/VBE plane and the necessary voltage to drive
the amplifier.

Initially, we assume that the base–emitter junction is operated without any bias
(VBE = 0). The dc I–V curve shows that the collector current starts at about 650 mV. The
amplifier itself therefore is already in Class-C operation. For full output power, the drive
voltage VBEpeak has to be 1.14 V. Therefore, the conducting angle can be determined by

cos � = Vbe

v̂be
= 0.65

1.14
= 0.57

cos 0.57 = 55◦

Vbe is the dc voltage at which the transistor starts conducting. From Figure 3.219 and
equation (3.198), the fundamental current ic1 can be determined as

ic1 = 1.5 A × 0.36 = 0.54 A

The average collector dc current yields

ic2 = 1.5 × 0.21 = 0.315 A

The collector saturation voltage Vce(sat), unfortunately is around 2–3 V; for the purpose of
the calculation, we assume that the saturation voltage is 3 V, and therefore we can assume
that the maximum collector ac voltage v̂ce ≈ (VB − 3 V) = 25 V.

The appropriate collector load has to be

Rc = v̂ce

ic1
= 25 V

0.54 A
= 46.3 �

The maximum output power is

Pout =
(
Vce − Vce(sat)

)2

2Rc

= 625

92.6
= 6.75 W

The only way to increase the power would be to have a smaller collector load at a higher
current. In this family of Motorola transistors, there was no 10-W transistor; that is why we
have chosen a 20-W experimental device, which for this purpose is overkill. The theoretical
efficiency of the amplifier is defined as

η = Pout

Pin
= 6.75 W

0.315 × 28
= 85%

If the saturation voltage would be less, our efficiency would automatically increase since
for the given load, the actual output power would increase (6.75 W → 7.5 W). Assuming
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that this stage would operate at 1900 MHz with a gain of roughly 22 dB, the required drive
would be significantly less than the output power, or roughly 40 mW. For the purpose of the
following calculations, we will assume that the drive power is 0.7 W. The total dissipation
of the device now adds up to be

PT = PIN(dc) − POUT + PDRIVE

PT = (28 × 0.315) − 6.75 + 0.7 = 2.77

Power-added efficiency is derived from this. Knowing the power dissipation, one can
calculate a thermal resistance Rtherm of the heatsink and the transistor:

Rtherm = Tj − Tamb

PT

where Tj is the device junction temperature and Tamb is the ambient temperature. For a
maximum ambient temperature of 60◦C and a maximum junction temperature of 150◦C,
the thermal resistance

Rtherm = 120 − 60

2.77
= 21.7 ◦C/W

Rtherm is the sum of thermal resistance of the transistor and its package, and the thermal
resistance between the transistor package and the heat sink, and the thermal resistance
between the heat sink and the ambient air. Therefore

Rtherm = Rth(case) + Rth(case/heatsink) + Rth(heatsink)

The required thermal resistance of the heatsink, which helps us to determine its size or
surface area, is calculated from

Rth(heatsink) = 21.7 − 10 − 1.4 = 15.6◦C/W

Assuming an aluminum heat sink (a 2-mm-thick plate), the required heatsink surface area
A (cm2) is

A = 1

αRth(heatsink)
: α ≈ 1.5

mW
◦Ccm2

Therefore, the required area is

A = 1

1.5 × 0.0156
= 42.7 cm2

The next task is to match both the input and output to the (most likely) 50-� source
and termination. The following section will guide us through how to do this. The input
impedance Z11 (after some lengthy search) was found to be 1 + j10 �. This means that the
input consists of the base spreading resistance (approximately 1 �) and an input capacitance,
which because of phase shift now turns out to be inductive. Since the popular method for
input matching these days is a pi configuration, we are going to use a simple pi filter both for
input and output matching. There are several equations in the literature that give the values
for the two capacitors and inductors; most of them result in an incorrect resonance frequency.
Since we have access to software tools, we decided to take three approximate values and
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Figure 3.225 Input matching network for the amplifier used in this tutorial.

use the optimizer to give us the appropriate matching. The only remaining variable in such
an approach is the bandwidth. If we specify S21 = 1 and S11 = 0 (100% energy transfer and
perfect return loss), we will realize that this is possible only at one frequency. We therefore
need to identify a frequency band or bandwidth over which an acceptable match is needed.
As the bandwidth increases, the match for such a simple circuit will get poorer; there are not
enough elements of freedom available. In this case, we took the center frequency plus/minus
100 MHz. Figures 3.225 and 3.226 show the actual circuit with the element values and the
resulting input match. Likewise, we did the same thing at the output, but the actual resulting
dynamic output capacitance is not known a priori. For low frequencies, the integral equation
gives a value of 2CCE; however, practical tests in frequencies above 500 MHz show that
the actual increase is only 1.3 times the dc output capacitance. Therefore, we decided to
design the filter with no output capacitance assumed, and the input capacitance of about
5 pF needs to be reduced for proper reactive matching. Mathematically, this could result in
a negative number, specifically if the resulting output capacitance exceeds the 5 pF value.
To compensate for this, one needs to use an RF choke that tunes out the resulting dynamic
output capacitance and then one can revert to the original 5 pF as calculated.

Figure 3.226 Frequency response of the input matching network.
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Figure 3.227 Output matching network for the amplifier.

The selection of the actual component is another issue, because these capacitors need
to handle several amperes of RF current. It is not always easy to find capacitors with the
appropriate value that can handle the current. The inductors can be printed. The paragraph
following this section therefore will deal with the issue of how to translate the lumped values
into distributed values, which will make the current handling much easier (we hope).

For this, we did the same optimizing approach by using a 50-� source and a 46.3-�
load. Figures 3.27 and 3.28 show the frequency-dependent responses and the circuit with
the appropriate values.

The next step is to connect the input and output matching network to an “actual” transistor.
This is a point where difficulties become very high, since few companies provide SPICE-
type parameters for transistors operating at currents more than 200 mA. Figures 3.229 and
3.230 show the overall schematic and frequency response of the actual amplifier with all
filters connected. If more bandwidth is needed, the matching circuit must be increased in
complexity, as will be shown in the following section.

Figure 3.228 Frequency response of the output matching network.
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Figure 3.230 Overall frequency response of our experimental amplifier. Input and output matching,
and gain, are shown as a function of frequency.

Now is a good time to look at the final results of our simulation, which is based on the
various assumptions as outlined above. Figure 3.231 shows the dc I–V curve with a straight
load line and no reactances. This was accomplished by using a wideband transformer instead
of an output matching circuit. Figure 3.232, however, shows the “load line” that results when

Figure 3.231 DC I–V curves assuming a perfect resistive load. No RF saturation voltage or other RF
saturation effects are evident.
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Figure 3.232 Load line with the output transformer replaced with a real matching circuit.

the transformer is replaced with a real matching network. Based on the harmonic contents
and its improper termination, one can see how the output load line opens and shows ringing
in the low-current area. If we expect to see the saturation voltage, we will be disappointed
because the saturation voltage is frequency dependent, increases with frequency, and this

Figure 3.233 Output current as a function of time. The duty cycle is determined by the device
conduction angle.
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Figure 3.234 Power output at the collector prior to any filtering, assuming a real output termination.

figure would give an erroneous impression. Hence, we show dc I–V curves. To display the
conduction angle, which we showed previously, we are going to look at the output current
as a function of time at a drive level of +16.5 dBm (Figure 3.233). During the negative half,
the transistor is not conducting as predicted, so this validates our assumptions. Next, we
are interested in determining the power gain. Therefore, we look at the output spectrum
for a drive level of +16.5 dBm (Figure 3.234). It shows an output level of 38.6 dBm. If we
subtract the drive level (16.5 dBm) from this, we see that the power gain is 22.1 dB at this
drive level. Since we are used to thinking in watts, Figure 3.235 shows the absolute output
power and the harmonics prior to filtering. Figure 3.236 shows the output spectrum after
replacing the transformer with a simple pi output network.

During the conduction period, there will be a voltage across the transistor 180◦ out of
phase, as shown in Figure 3.237. Finally, to show the lack of linearity of a Class C amplifier,
Figure 3.238 shows the amplifier’s output power versus drive, and Figure 3.239 shows the
amplifier’s gain versus drive. When the transistor turns on, it is clearly evident.

A particular difficulty arises in the case of FETs, where the charge energy makes for
a difference between dc and pulsed measurements. Figure 3.240 shows this. Some of the
more modern transistors, such as SiGe types, may need some pulsing also, and as can be
seen in Figure 3.240, even depending on the pulsing one may get different dc I–V curves.
This area is still under investigation, and even the “experts” do not agree on all aspects of
this. In real life, it turns out that a lot of experimentation is the answer. Anybody who thinks
that a pure CAD approach will give the right design answers immediately will encounter
many surprises! This is not a fault of the CAD tools—assuming that they are properly
engineered—but rather the availability of appropriately “tweaked” models for high-power
applications, and the willingness of device suppliers to standardize on certain models and
to support them.
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Figure 3.235 Available output power in watts, prior to any filtering, assuming a real output termination.

Because of the difficulties involved in cooling transistors under test and simulating RF
pulse and CW conditions, depending on the application, manufacturers have so far stayed
away from investing money in this area. The designer must therefore resort to application
notes published by device manufacturers. Because even slight layer changes can have a
large impact on the frequency response of a given device, application-note-based designs

Figure 3.236 The output spectrum after replacing the transformer with a simple � output network.



562 AMPLIFIER DESIGN WITH BJTs AND FETs

Figure 3.237 Output voltage at the collector. The voltage is asymmetrical compared to 0; this is
important in the selection of a device capable of handling these voltages.

can run into difficulty if a device’s fabrication has significantly evolved since the publication
of its application notes.

Given the multitude of models outlined in Chapter 2, the CAD user is sometimes
left hanging as to which is the best model to use. The latest indications are that the

Figure 3.238 Output power versus input power for the Class C amplifier. Until the transistor turns on
(at a drive level of about 8.5 dBm), only fed-through power appears at the output.
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Figure 3.239 Amplifier gain as a function of drive. It is evident that one needs to cross the 0.65 V
point for the transistor to become conductive and show gain. The initial amplification as a function of
drive shows a very steep curve that then levels off and droops as the amplifier moves into saturation.

Most Exquisite Transistor Model (MEXTRAM) model, developed by the University of
Delft, Holland, with Philips of Holland, shows the most promising result, specifically in the
area of IMD products. While other late models have up to seven internal nodes, MEXTRAM
fortunately uses only five. (The MEXTRAM model actually consists of three transistors,
which makes modeling fun.) Power-added efficiency simulation is not available, since the
MEXTRAM model was developed for small-signal applications, meaning circuits that op-
erate at less than 100 mW of RF output power.

As if the absence of trustworthy high-power device models is not challenge enough,
in developing this 1.6-GHz Class C amplifier example, we ran into another complication:
using a CAD optimizer to simultaneously match circuit’s input and output circuits failed
because of the device’s input impedance variation with drive. Every matching adjustment
that improved the drive to the device resulted in an input-impedance change that reduced
the drive to the device! In the end, the optimizer could not keep up. In actually building such
a circuit, one would make the matching-network values adjustable on the initial breadboard
and then, with the necessary input drive level applied, iteratively adjust the input and output
matching for the desired output level. It appears that the CAD program could not handle
such a degree of nonlinearity.

We then went to the approach of using large-signal S parameters at a drive level slightly
less than 16 dBm, but this detuned the input filter, resulting in a poorer input match than
the one initially predicted. Likewise, the output matching, which in a power stage must
result in maximum output power rather than a conjugate match, was less impressive. The
large-signal S parameters at the output for a power amplifier are somewhat dubious because
Class C operation generates so many harmonics that the output termination will reflect a
lot of energy and, depending on the output filter topology, different results can be expected.
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Figure 3.240 Comparison of FET drain current characteristics obtained from (a) pulsed I–V and
(b) rectified sine-wave evaluation. The rectified sine-wave curves can be considered equivalent to curves
obtained at dc.

We firmly believe that there will be further mathematical improvement in the CAD tools,
and we very much invite our readers to use such a nonlinear example to test their tools,
provided that a high-power model becomes available in this power range.

It has been rumored that the load-pull technique, rather than the application of large-
signal S parameters, is a vehicle to solve such matching problems. However, the load-pull
technique is really applied only to the fundamental frequency and does not deal with the
issue of harmonics of the output current.

Actual measurements of amplifiers of this type show that our simulated efficiency and
drive level come quite close to reality, but at a frequency somewhat offset from that chosen
for the design. As an example, the input and output filters tuned at 1.4 GHz instead of 1.6
GHz using the large-signal S parameters. Again, an iterative process, similar to manually
trimming a prototype, will give a similar result. This is consistent with our earlier statement
that most final designs are really hand-tweaked, and that CAD can only bring us close, but
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Figure 3.241 Current and voltage waveforms for an ideal inverse Class F PA.

not all the way, to a good solution. For passive problems, the CAD does a significantly
better job; the nonlinear cases are the ones that still cause headaches.

3.12.2 Example: A Highly Efficient 3.5 GHz Inverse Class-F GaN HEMT
Power Amplifier4

In the following, the design of an inverse Class-F amplifier is presented. It is a 3.5 GHz
broadband high-efficiency design providing 12 W of output power. These specifications
call for GaN HEMT technology since it provides higher cutoff frequencies compared to
LDMOS while maintaining high power level.

3.12.2.1 Inverse Class-F PAs
All high-efficiency PAs are based on careful control of the harmonic content of the voltage
and current waveforms at the transistor intrinsic terminals. The construction of an ideal
inverse class-F PA consists in imposing a square and halfsinusoidal waveform for drain-
current and drain-to-source voltage, respectively. Figure 3.241 presents the drain-current
and drain-to-source voltage waveforms.

These idealized waveforms are obtained by control of the transistor load impedance at
different harmonics. The optimum resistive load impedance must be matched to the system
impedance (Zc) at the fundamental frequency. Moreover, the output impedance seen by
the device at even harmonics has to be open circuited because the half sine voltage wave
only consists of even harmonics. On the other hand, all odd harmonic impedances must
be short circuited in order to approximate a square drain current. According to [55], the
second, 2 f0, and third, 3 f0, harmonics are most important for high-efficiency operation.
In Ref. [56], it is shown that controlling these two harmonics is usually enough in practical
microwave PAs.

Furthermore, controlling more harmonics increases circuit complexity without necessar-
ily improving the performance [57]. On the contrary, manipulation of excessive harmonics

4Based on P. Saad, C. Fager, H. M. Nemati, H. Cao, H. Zirath, and K. Andersson: “A highly efficient 3.5
GHz inverse class-F GaN HEMT power amplifier” International Journal Microwave Wireless Technology,
DOI:10.1017/S1759078710000395. © Cambridge University Press and European Microwave Association 2010,
reprinted with permission.
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may reduce the bandwidth of the PA. Thus, close to optimal, load impedances are given by

ZL(f0) = Zopt (3.200)

ZL(2 f0) = 1 (3.201)

ZL(3 f0) = 0 (3.202)

where f0 is the fundamental frequency and Zopt is the optimal load impedance at the
fundamental frequency.

3.12.2.2 Design Methodology
In order to reduce the parasitics of the package and facilitate harmonic impedance optimiza-
tion at the transistor output reference plane, a bare-die Cree CGH60015DE GaN HEMT is
used.

In switched-mode PAs and in harmonically tuned amplifiers, the transistor operates in
the on- and off-regions. A simplified transistor model optimized for this type of operation
is developed and used in the PA design. The model is based on simplified expressions for
the nonlinear currents and capacitances where focus is put on accurately predicting the high
efficiency, on- and off-regions of the transistor characteristics. The model allows the intrinsic
waveforms to be studied in the PA design and therefore allows a careful investigation of the
transistor operation. Since the transistor is almost driven like a switch, diode models are
added to the common HEMT model in order to accurately predict forward gate voltage and
negative drain voltage conditions of a GaN transistor. The topology of this model is shown
in Figure 3.242.

The first step to design the PA was to find the optimum input and output load conditions to
maximize the output power and efficiency of the transistor. The procedure for optimization
of the fundamental and harmonic impedances is summarized as follows:

1. Perform a fundamental load-pull/source-pull simulation to find the optimum funda-
mental load and source impedances for efficiency and output power.
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Figure 3.242 Large signal GaN HEMT equivalent circuit model.
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Figure 3.243 Simulated optimum harmonic loads at the transistor reference plane for maximum PAE.

2. Using the impedances found in the previous step, a harmonic load-pull simulation was
performed to find the optimum second and third harmonic load and source impedances
for high-efficiency operation. The obtained optimum source and load impedances at
fundamental, second, and third harmonics that maximize the power-added efficiency
(PAE) are shown in Figure 3.243.

Figure 3.244 shows the simulated intrinsic drain voltage and current waveforms of
the transistor, corresponding to 80% PAE. The drain voltage waveform is a half-sinusoid
whereas the drain current waveform is close to a square wave, which corresponds to the
inverse class-F waveforms shown in Figure 3.241.
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Figure 3.244 Simulated intrinsic current and voltage waveforms of the transistor resulting in 80% PAE
at 3.5 GHz.
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Figure 3.245 Circuit topology of the PA.

The circuit diagram of the designed inverse class-F PA is depicted in Figure 3.245. The
space between the bonding pads on the chip and the PCB lines is reduced as much as
possible in order to avoid narrowband and therefore sensitive harmonic matching. Lbwg and
Lbwd are used in the circuit design to model the input and output bondwire inductances,
respectively. Their values are estimated to 0.15 nH.

The input matching network consists of transmission lines TLi; i = 1 . . . 5, which are
optimized to provide, at the input of the device, the optimum impedances obtained from the
source/load pull simulations, see Figure 3.243.

The input matching network has been slightly modified in order to stabilize the PA. The
Rollet stability factor (k) of the amplifier can be improved by increasing the real part of
Z11:

k = 2Re(Z11)Re(Z22) − Re(Z12Z21)

|Z12Z21| (3.203)

A 39-� series resistance Rg2 is therefore added at the input of the amplifier to im-
prove the stability in the high-frequency band. Further improvement in the amplifier sta-
bility in the low-frequency band can be achieved by reducing the low-frequency gain. The
parallel resistance Rg3, set to 400 �, increases low-frequency stability by reducing the input
impedance.

The output matching network consists of transmission lines TLi; i = 6 . . . 11, which
provides the optimum fundamental, second, and third harmonics load impedances at the
output of the device.

The values of the inductors Lg and Ld are equal to 28 and 8 nH, respectively. They are
used to prevent the leakage of RF into the dc supply lines. The circuit was optimized
for wideband operation to minimize the impact of mounting and manufacturing toler-
ances. It is important to note that the original design did not change significantly after the
optimization.

Finally, Monte-Carlo simulations have been used to study the impact of components
variability and uncertainty on the PA performance. Uncertainties introduced by the man-
ufacturing process and the lumped components have been considered. The Monte-Carlo
simulations have shown that the design is robust and not very sensitive to these variations.
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Figure 3.246 Fabricated inverse class-F PA. Size: 11 × 8 cm2.

3.12.2.3 Implementation and Measurement Results
The inverse class-F PA was implemented on a Rogers 5870 substrate with εr = 2.33 and
thickness of 0.8 mm. Figure 3.246 shows a picture of the fabricated inverse class-F amplifier
using the bare-die GaN HEMT device.

The implemented PA has been characterized by large signal and modulated measure-
ments to study its performance.

Large Signal Measurements All measurements were made using a continuous wave
input signal generated by an Agilent E4438C microwave synthesized source boosted by a
microwave driver amplifier and the relevant power levels were measured by a power meter
(Agilent E4419B). A low-pass filter with cut-off frequency of 6 GHz has been added at
the output of the PA to filter out the power at the harmonics. Hence, only the power at the
fundamental frequency have been measured and used in evaluating the PA performance.

First the bias sensitivity was investigated by a gate bias, VGS sweep. Figure 3.247 shows
simulated and measured output power, Pout, and PAE versus VGS. The measurements show
that the performance of the PA is not very sensitive to the gate voltage. Results of the
drain voltage, VDS, sweep using 29 dBm input power are shown in Figure 3.248. It can
be noticed that the output power can be further increased by increasing VDS. The mea-
sured results agree well with simulations when the input drive level is high enough. From
Figures 3.247 and 3.248, we conclude that the optimum bias for the PA is VDS = 28 V and
VGS = −2.5 V.

A power sweep measurement has been performed at 3.5 GHz. The simulated and mea-
sured output powers versus input power are shown in Figure 3.249. As expected, good
agreement between simulation and measurement results is obtained at high power levels,
where the transistor is operated in a high-efficiency mode that the model was optimized for.
The peak power level at the output of this amplifier is about 41 dBm or 12 W. Figure 3.250
shows the simulated and measured gain and PAE versus input power. A peak PAE of 78%
is measured for an input drive level of 29 dBm. There is a good agreement between the
simulated and measured results close to the peak efficiency operation.
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Figure 3.247 Simulated and measured output power and PAE versus gate bias.

The poor agreement between simulations and measurements at low input powers in
Figures 3.249 and 3.250 is due to the fact that as the input power is reduced and the device is
less overdriven, the harmonic contents of its output waveforms are no longer strong enough
to be able to form high-efficiency switching conditions. Therefore, the device operation
extends outside of the region where the model is optimized and the simulation results start

Figure 3.248 Simulated and measured output power and PAE versus drain bias.
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Figure 3.249 Simulated and measured output power versus input power.

to deviate from measurements. This is a fact that the PA designer should be aware of. The
model is mainly optimized for switched mode or harmonically tuned overdriven operations
where conventional models lack accuracy and fail to provide convergence in simulations.

The PA has been characterized versus frequency from 3 to 4 GHz, with a 29 dBm fixed
input power drive level. The PAE and gain of the PA are plotted in Figure 3.251 and compared
with simulations. A good agreement between simulation and measurements is observed at
the PA operation frequency. A maximum gain and PAE of 12 dB and 78%, respectively,

Figure 3.250 Simulated and measured PAE and gain versus input power level.
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Figure 3.251 Simulated and measured PAE and gain versus frequency for 29 dBm input power.

are located at 3.5 GHz corresponding to a drain efficiency of 82% at this frequency. The
amplifier exhibits higher than 50% PAE between 3.32 and 3.72 GHz, which corresponds to
greater than 10% fractional bandwidth.

Input return loss have finally been measured under large signal conditions using 29 dBm
input power, in the frequency band 3–4 GHz. Simulated and measured input return loss are
shown in Figure 3.252, a return loss of 14 dB is obtained at 3.5 GHz and agrees well with
simulations.

Figure 3.252 Simulated and measured large-signal input return loss.
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Figure 3.253 PA output signal spectrum of a 20 MHz LTE signal at center frequency of 3.5 GHz before
and after DPD.

Modulated Measurements Modulated measurements are used to evaluate the perfor-
mance of the PA and show that the PA is linearizable to meet modern wireless communica-
tion system standards. In the experiment, a 20 MHz long-term evolution (LTE) signal with
11.2 dB peak-to-average ratio (PAR) and a 5 MHz WCDMA signal with 6.6 dB PAR are
used. A relatively low average efficiency is expected when such signals with high PAR are
used since the PA has to operate at large back-off most of the time.

The digital-predistortion (DPD) used, for both LTE and WCDMA signals, is the mem-
ory polynomial model with nonlinear 11 and memory depth 5 [59]. The measured output
spectrum at 3.5 GHz of the LTE signal, before and after DPD for an average input power
of 18 dBm, is shown in Figure 3.253.

The adjacent channel power ratio (ACLR) of the PA without DPD reaches –32 dBc with
an average PAE of 35% whereas the ACLR of the PA with the DPD applied reaches –42 dBc
at an average PAE of 30%.

Figure 3.254 shows the measured output spectrum at 3.5 GHz of the WCDMA signal
before and after DPD. In this measurement, the average input power used is 19.4 dBm, so
the PA was operating at 9.6 dB back-off. When the DPD is applied, the average PAE is
decreased from 45% to 40% while 13 dB improvement in ACLR, from 234 to –47 dBc, is
obtained.

Average PAE and ACLR without DPD for WCDMA and LTE signals are displayed
versus average output power in Figure 3.255.

3.12.2.4 Conclusions
A high-efficiency inverse Class-F PA using a GaN HEMT has been presented. The design
methodology is based on load-pull/source-pull and harmonic load-pull simulations. A bare-
die device, instead of a packaged transistor, is used to minimize the influence of parasitics
and therefore take full advantage of recent device technology improvements. The peak
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Figure 3.254 PA output signal spectrum of a 5 MHz WCDMA signal at center frequency of 3.5 GHz
before and after DPD.

PAE of 78% with a power gain of 12 dB was achieved at an output power of 41 dBm at
3.5 GHz. A very broadband performance, with a power gain over 10 dB and PAE over 60%,
was maintained over 300 MHz bandwidth. When DPD is used, modulated measurements
demonstrate an average PAE of 30% and ACLR of –42 dBc for LTE signal. For WCDMA
signal ACLR of –47 dBc and average PAE of 40% were obtained. These results represent
state of the art for GaN PAs in this frequency range and demonstrate the success of the
selected bare-die mounting, modeling, and circuit design methodologies used.
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3.12.3 Linear Amplifier Systems5

In the past, solid-state linear RF power amplifiers have mainly been used for appli-
cations such as HF SSB and combined amplification of video and audio signals in TV
transmitters. The linearity and efficiency requirements of these systems could often be met
using relatively simple techniques, usually with manual alignment. Modern wireless sys-
tems increasingly make use of complex modulation schemes with demanding restrictions
on spectral regrowth. The need to faithfully reproduce input signals (often in baseband I–Q
format) and to keep the amplifier output within a strict emissions mask, while retaining
high efficiency, has led to a resurgence of interest in linearization and efficiency enhance-
ment techniques. Another application for the technologies has been in flexible multicarrier
transmitters, where single channel amplifiers and cavity combiners are replaced by a sin-
gle, wideband, high-power, ultra-linear amplifier. This section provides a brief review of
the most popular linearization techniques and compares the trade-offs in terms of linearity,
bandwidth, efficiency, and complexity. It must be stressed that the starting point for all the
techniques described is always a carefully designed and repeatable power amplifier using
well-characterized, reliable transistors. The techniques outlined below should not be used
to compensate for poor frequency response, significant batch variations, poor ruggedness,
and instability.

3.12.3.1 Class A/AB Operation and Power Back-Off
The most obvious, and certainly the simplest way to improve the linearity of an amplifier is
to operate it in Class A and to reduce the operating power level (back-off) until the required
linearity is obtained. In an ideal Class A amplifier, third-order IM products fall off with a
3rd power law, fifth order with a 5th power law, and so on; a few dB back-off can result in
a significant reduction in IM products, especially the higher order products. This technique
is often used in lower power circuits, and also for ultralinear applications such as UHF TV
transmitters, where exceptional levels of back-off may be used (35 W of average RF output
power from > 600 W of dc input). The price to be paid for the simplicity of this technique
is poor efficiency and the need for overrated RF transistors (and additional combining
networks if high power levels are required). Figure 3.256 shows the performance of an
ultralinear 900 MHz amplifier constructed from a quadrature-combined pair of push–pull
bipolar transistors, operating with a collector voltage of 26.5 V and a total supply current
of 6 A.

The third-order IM distortion is very low, and falls off by around 8 dB for every 3 dB
reduction in output power, which is slightly less than the theoretical figure of 9 dB per 3 dB.
The higher order IM products at average powers below 2 W were almost immeasurable on a
spectrum analyzer. The penalty for this linearity is exceptionally low efficiency of only 2.5%
at 4 W output power. Wireless systems typically use 1–5 dB of back-off, with efficiencies
in the range 10–40%. A more efficient alternative to Class A is Class AB operation, with
bias typically set to between 10% and 50% of the Class A level. Linearity is obviously
compromised by this approach and the effect of back-off becomes heavily dependent on the
specific characteristics of the RF device technology. Some technologies such as LDMOS

5Based on “An overview of linear amplifier systems,” Application note of UltraRF, copyright by Cree, reprint with
permission.
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Figure 3.256 Class A amplifier with back-off.

demonstrate excellent Class AB linearity, but the rate of reduction of third-order IM with
back-off is typically less than that in Class A and may reach a plateau at around –50 dBc.

3.12.3.2 RF Feedback
RF feedback is often used in low power amplifiers, but its application becomes limited
as the operating frequency and output power increase. The finite time delay around the
feedback loop reduces the bandwidth over which stable linearization can be achieved and
makes feedback around multiple stages impractical. At high power levels, dissipation in the
feedback network can become significant, forcing the use of high power resistors, which
leads to cost increases and mechanical complexities. The other limitation is, of course, the
fact that a single RF amplifier stage at UHF may only have a gain of around 10 dB and that
it is only practical to reduce the gain (and hence the IMD) by a few dB.

3.12.3.3 Modulation Feedback
Modulation feedback techniques use some form of detection or demodulation to recover
representations of the baseband modulating signal and the power amplifier output signal.
The difference between the two signals provides error signals, which are then used to apply
correction to the amplifier drive or control signals. Simple systems typically apply only am-
plitude feedback, while more advanced systems apply both amplitude and phase correction
(in either polar or Cartesian format). Since the feedback is applied to the modulation rather
than the RF signal, it is possible to achieve stable operation with a relatively large amount
of feedback.

Envelope Feedback (Terman and Buss, 1940s) [60] This is a very simple technique,
which corrects for AM–AM distortion. It is also often used in transmitter AGC loops to
compensate for power amplifier gain variations and to control pulse shaping in TDMA
transmitters. A detector is used to demodulate the AM component of the PA output. This
signal is fed back to a differential amplifier and compared with a detected sample of the
input signal. The difference between the two signals represents the AM distortion of the
amplifier and this signal is amplified, filtered, and used to modulate the driver stage of
the power amplifier, see Figure 3.257.
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Figure 3.257 Envelope feedback.

The detectors must have wide dynamic range and accurate tracking, otherwise the loop
gain and error signal accuracy will be signal dependent. This will lead to reduced correction
and may even lead to an increase in higher order distortion products. The technique does not
compensate for phase distortion, and, if there is significant delay in the signal processing,
a phase difference may be created between the AM and PM components of the signals,
degrading or imbalancing the correction process. In simple terms, this implies that the
bandwidth of the correction circuitry must be 10 or more times wider than the bandwidth
of the modulating signal envelope.

Envelope Elimination and Restoration (Kahn, 1950s) [61] This technique was ini-
tially developed for SSB and TV transmitters, although it is applicable to other modulation
schemes. It should be noted that EE&R is not a linearization technique; it is an efficiency
enhancement technique that can be used for linear amplification. Figure 3.258 shows a
schematic of the system. The incoming RF signal is split into amplitude and phase com-
ponents using a detector and a limiter, respectively. The phase component is amplified in a
Class C amplifier. In the original (tube) design, the amplitude component was then reapplied
in a final modulation stage. For solid-state designs it may be better, to apply the amplitude
component directly at the Class C amplifier using a PWM supply modulator.
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Figure 3.258 Envelope elimination and restoration.
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Since the RF power amplifier is operated in Class C, very high efficiencies can be
achieved, typically better than 50% for third-order IM products of –30 dBc. EE&R is not
a feedback technique and imperfect components such as nonideal limiting or AM–PM
conversion in the modulator will affect the level of distortion products at the output and
may generate additional higher order products.

Polar Loop (Petrovic, 1970s) [62] In some ways, polar loop is similar to EE&R, as
the RF signal is resolved into amplitude and phase components. However, the implementa-
tion is considerably more complex and it includes the application of amplitude and phase
modulation feedback around the power amplifier, see Figure 3.259. The power amplifier is
operated in Class AB or, if combined with the modulation stage, in Class C. In one imple-
mentation (Type I), a VCO is operated at the transmit frequency and is used to apply both
the phase modulation and the phase correction signals. An alternative implementation (Type
II) separates the phase modulation and phase correction, reducing the required feedback
bandwidth, and a third implementation uses a phase modulator rather than a VCO to apply
the phase correction.

One of the limitations of the original design was the linearity and balance of the polar
resolvers, although a custom design using modern IC techniques would help to reduce these
effects. Another limitation is the wide bandwidth of the phase detector output, particularly
during zero-crossings, leading to spurious outputs, particularly with 2-tone tests. Polar loop
systems with efficiencies >40% have been reported (probably 50% if modern devices were
used), with third-order IM products at −55 dBc. Polar loop techniques have been applied
to very high power commercial medium wave transmitters. If the level of spurious products
is reduced and sufficient feedback can be applied over the required bandwidth, they may be
attractive for high-efficiency multicarrier amplification at VHF and UHF.

Cartesian Loop (Petrovic & Smith, 1980s) [63] The Cartesian loop, in which the RF
output signal is resolved into quadrature (I and Q) components, has become increasingly
popular in the 1990s and some designs are now in volume productions. Since the input
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signals to a Cartesian loop are at baseband, the Cartesian loop differs from Polar loop in
that it is a linearized transmitter rather than a linearized amplifier, see Figure 3.260. The
use of I/Q modulation makes it ideal for single-channel transmitters with complex digital
or analogue modulation schemes, such as TETRA (400 MHz) or narrowband PMR/SMR
(typically 220 or 800 MHz). As with polar loop, the use of modulation feedback permits the
use of relatively large amounts of feedback, typically 40 dB for 5 kHz channel bandwidth
systems and 30 dB for 25 kHz bandwidth systems. Cartesian loop may also be appropriate
for wider bandwidth modulation such as GSM EDGE, where a reduced amount of feedback
(around 10 dB) could be applied over a bandwidth of several hundred kibhertz.

The baseband I/Q input signals are applied through a differential amplifier and loop filter
to a quadrature modulator and through the power amplifier stages to the output. A sample of
the RF output is attenuated and fed to a quadrature demodulator, where it is compared with
the baseband input signals to generate the drive signals to the modulator. The synthesizer
is shared between the forward and reverse paths and is programmed to the center of the
operating channel. The Cartesian loop is therefore acting as two orthogonal control loops
in I and Q. There are several key factors that must be addressed in a Cartesian loop design:
loop stability, dc offset, and “image generation.”

• As the channel frequency is tuned across the operating band, the phase shift between
the forward and reverse paths will change and instability sidebands or ears may appear.
A programmable phase shifter is normally used to adjust the relative phase of the local
oscillators to ensure that the feedback remains negative, with control either by dead-
reckoning (look-up table) or by calibration procedures.
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Figure 3.261 800 MHz Cartesian loop (open loop).

Figure 3.262 800 MHz Cartesian loop (closed loop).
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• If high linearity is required, then the downconverter mixers must be operated at very
low input levels and this can lead to dc offset (and noise) limitations. DC offset results
in unwanted leakage of the local oscillator, increasing error vector magnitude (EVM).
Typical solutions to the dc offset problem are the use of sample-and-hold circuits
around the differential amplifiers or the deliberate introduction of suitable dc offsets
at the I and Q inputs.

• In the early designs, the baseband I and Q signals were generated by phase shift
networks, with poor phase quadrature and amplitude balance between the I and Q

paths. This, combined with poor quadrature balance in the demodulator limited the
orthogonality between the I and Q signals, leads to the generation of unwanted images
of the wanted signal, and creates unwanted in-channel products and degrades the EVM.
With the advent of low-cost DSP, generation of I and Q signals with very accurate
amplitude and phase matching has become much simpler and the DSP can even be
used to predistort the I and Q signals to compensate for inadequacies in the RF
circuitry.

Innovative RF and software techniques enable >45 dB image and >50 dB carrier sup-
pression to be reliably achieved in commercial products. It should be noted that even with this
high level of image suppression, the Cartesian loop is not normally appropriate for multicar-
rier amplification. As with many of the other techniques described in this paper, designing
a Cartesian loop system for low-cost, high-volume manufacture presents a non-trivial chal-
lenge. Although the loop itself is relatively simple, the local oscillator and down-converter
must be extremely well shielded to prevent unwanted modulation by the PA output signal.
The support circuitry such as phase shifters, power control attenuators, and monitor cir-
cuits for loop calibration can occupy as much PCB area as the actual loop itself, although
Cartesian loop ASICs are now available. The most complex ASICs integrate the baseband
input filtering and amplification, differential amplifiers, I–Q modulator, RF driver amplifier,
variable attenuator, I–Q demodulator, baseband amplifiers, 90◦ phase shifters for modula-
tors and demodulators, and a 360◦ variable phase shifter. The choice of power amplifier is
critical for a successful Cartesian loop design. Class C amplifiers can be used but the open
loop two-tone IMD3 is only around −15 dBc and large amounts of linearization feedback
will be required. In addition, the variation of amplifier gain and phase shift with signal level
will affect the loop gain and hence stability. Class AB PA designs are the normal choice and
bipolar and MOSFET devices have been used successfully. Since the control loop also acts
to maintain constant output power, operation at rated power into a range of load impedances
and with different supply voltages should be taken into consideration.

3.12.3.4 Feedforward [65]
Feedforward linearization predates feedback [66] and is an inherently wideband and, super-
ficially, a simple, elegant technique. It is a popular solution for the amplification of single
IS-95 carriers or multiple AMPS, TDMA, or GSM carriers in cellular and PCS base sta-
tions. In a feedforward system, a sample of the distortion generated by the main amplifier
is fed forward and is combined with the amplifier output in such a way that the amplifier
distortion is (largely) cancelled, see Figure 3.263. Two loops are required: in the first loop,
the undistorted reference signal (A) is subtracted from the distorted amplifier output (B),
leaving a signal, which consists purely of distortion products (C). This signal is amplified
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by the error amplifier in the second loop and, using a directional coupler, is inserted in
antiphase back into the main output path. The sampled distortion products will therefore
cancel with the amplifier distortion, leaving the amplified wanted signal (D).

Signals traveling through an amplifier have an associated group delay, due to the tran-
sit time though the semiconductors and the delay through matching and interconnection
networks. It is therefore necessary to introduce compensating time delay elements (often
semi-rigid coaxial cables) into both loops, as any delay mismatch will lead to less than total
cancelation. The loss in these lines can be significant, especially in loop 2. It is possible
to use large diameter low-loss cable, but space limitations often result in a loss of around
1 dB at 2 GHz. The quality of cancelation (null-depth) is also limited by the frequency-
dependent amplitude and phase characteristics of the amplifiers, and, to a lesser extent, of
the passive components. This frequency dependence implies that the system will need to
be optimized for a specific operating frequency, and that the required null-depth will have
a limited RF bandwidth. It is usual to include amplitude and phase trimming networks both
in loop 1 and loop 2; these can be manually adjusted or more commonly driven by auto-
matic control systems. A variety of systems is in use, often including some form of pilot
signal and complex signal processing, and consequently, many patents have been issued.
Imperfect cancelation of the wanted signals in Loop 1 will lead to increased output power
requirements in the Class A error amplifier, reducing system efficiency, and possibly adding
additional distortion products generated in the error amplifier back into the main path. A
typical Loop 1 cancelation target is 20–25 dB, and, it is arguable that little benefit is gained
from canceling the main tones to a level lower than the most significant (usually 3rd order)
distortion products. The null depth in loop 2 has a dB for dB impact on the output distortion
cancelation, and again a typical target is 20–25 dB. Enhanced performance can be obtained
by the use of multiple feedforward loops, although cost and complexity rapidly conspire to
reduce the benefits.

The final directional coupler used for error signal reinsertion must have a relatively tight
coupling factor; otherwise, the error amplifier power rating will need to be increased. A
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tight coupling factor leads to increased main path loss, which again degrades efficiency.
Analysis of this dilemma for a typical system usually results in the use of an output coupler
of around 8–10 dB coupling (0.5 dB or higher main line loss), and an error amplifier rated
at approximately 25% of the main amplifier power. The combination of output coupler and
delay-line loss typically results in around 1.5 dB power loss, and combined with the error
amplifier dc power requirements leads to a typical dc to RF efficiency for a feedforward cel-
lular amplifier of around 5%–10%. In addition, the isolation between the different sections
is vital, particularly between the main amplifier output and the error path.

3.12.3.5 Predistortion
Predistortion techniques attempt to modify the incoming signal(s) to complement and there-
fore cancel the nonlinear effects in RF power amplifiers. Predistortion has been used with
great success (mainly to correct third-order distortion) in TV transmitters (IF predistortion)
and TWT amplifiers (RF predistortion). The technique is inherently stable, but the open-
loop nature of simple predistorters means that external effects such as temperature changes
will not be compensated unless some form of adaption is used.

Gain and Phase Compensation The simplest predistorters use expansive networks to
compensate for the gain compression experienced by a power amplifier as the operating
point approaches the 1 dB compression point, see Figure 3.264 These networks, which
are placed in series with the amplifier input, typically use diode-resistor networks and
depending on the complexity can achieve 5–15 dB reduction in third-order IM distortion.
An alternative approach is to place voltage-controlled attenuators (or amplifiers) and phase
shifters in the input signal path, and to use the envelope of the RF signal to dynamically
adjust the settings. The aim with these networks is to flatten-out the signal level-dependent
compression of the amplitude (AM–AM) and phase (AM–PM) transfer characteristics.
This system can work over a relatively wide bandwidth if the signal processing bandwidth
is approximately 10 times wider than the modulation bandwidth. Typical improvements
in third-order products are up to 10 dB, but as with all open loop correction systems, it is
sensitive to changes such as temperature and amplifier gain, and some form of adaption is
often added. The performance is also dependent on the tracking of the detection and control
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Figure 3.264 Predistortion (amplitude and phase compensation).
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Figure 3.265 Nonlinear generator spectra: uncorrected amplifier, the amplifier with nulling optimized
for third-order products, and nulling optimized for fifth-order products.

characteristics and it is challenging to achieve significant reduction of higher order products
without fine tuning the control laws.

Non-Linear Generators An alternative approach is to use nonlinear amplifiers to gen-
erate complementary IM distortion, which is used to cancel the power amplifier distortion.
There are several ways of implementing this technique, with the simplest being a diode or
transistor (often GaAs) network in series with the main signal path and this is mainly used to
correct for third-order distortion. A more complex alternative is to implement the nonlinear
generator using a low power transistor with similar distortion characteristics to the main
amplifier and to apply feedforward predistortion. Practical implementations can be quite
complex, as it is necessary to null-out the RF input signal from the NLG output (leaving just
the distortion) and to match time delays, amplitudes, and phases in the main and secondary
branches. It is possible, with care, to achieve 15 dB reduction in third-order IM products,
although the optimum setting for third-order products may have little impact on higher order
products (and may even increase them). Conversely, it is possible to achieve a reduction
in higher order products at the expense of third and fifth-order products. The system is, of
course, affected by temperature and gain changes unless some form of adaption is included.
Figures 3.265 shows (from left to right) an uncorrected amplifier, the amplifier with nulling
optimized for third-order products and nulling optimized for fifth-order products.

3.12.3.6 Baseband Predistortion [67]
Another approach for a complete transmitter is to use a DSP to apply the predistortion to the
baseband (analog or digital) modulation signals prior to upconversion. The mapping-based
predistorter uses a large look-up table to map the input I/Q signals to new predistorted values.
This can provide excellent performance but may require many Mbits of memory and can
be slow to converge and to adapt to changes. An alternative is the gain-based predistorter,
which uses the envelope level to modify the complex output signal, with interpolation
between stored values. The reduced memory requirements are traded-off for the increased
computational requirements. A third alternative is analogue baseband predistortion in which
the predistortion is applied to the baseband signals with analogue circuits, which may in
turn, be controlled by a DSP controller. It is likely that baseband (adaptive) predistortion
will become more widespread as the performance of DSPs and analog-digital converters
increases and the cost and power consumption decreases.
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RF Linearity Complexity/
Technique Bandwidth Improvement Efficiency Risk

Power back-off Wide Good Low Low
RF feedback Narrow to moderate Poor Low Moderate
Envelope feedback Moderate Low Moderate Low
EE&R Narrow Moderate High Moderate
Polar loop Narrow to moderate High High High
Cartesian loop Narrow to moderate High High Moderate to high
Feedforward nonadaptive Wide Moderate Low Moderate
Feedforward adaptive Wide High Low High

control
Baseband predistortion Moderate to wide Moderate High Moderate to high
Nonlinear generator Moderate to wide Low High Moderate to high

predistortion
Gain and phase Moderate to wide Low High Moderate

predistortion

3.12.4 Impedance Matching Networks Applied to RF Power Transistors6

Introduction Some graphical and numerical methods of impedance matching will be
reviewed here. The examples given will refer to high-frequency power amplifiers.

Although matching networks normally take the form of filters and therefore are also
useful to provide frequency discrimination, this aspect will be considered only as a corollary
of the matching circuit.

Matching is necessary for the best possible energy transfer from stage to stage. In RF-
power transistors, the input impedance is of low value, decreasing as the power increases, or
as the chip size becomes larger. This impedance must be matched either to a generator—of
generally 50 � internal impedance—or to a preceding stage. Impedance matching has to
be made between two complex impedances, which makes the design still more difficult,
especially if matching must be accomplished over a wide frequency band.

Device Parameters

Input Impedance The general shape of the input impedance of RF-power transistors
is as shown in Figure 3.266. It is a large-signal parameter, expressed here by the parallel
combination of a resistance RP and a reactance Xp [68].

The equivalent circuit shown in Figure 3.267 accounts for the behavior illustrated in
Figure 3.266. With the presently used stripline or flange packaging most of the power
devices for VHF low band will have their RP and Xp values below the series resonant
power fs. The input impedance will be essentially capacitive.

Most of the VHF high-band transistors will have the series-resonant frequency within
their operating range; that is, they will be purely resistive at one single frequency fs, which
the parallel-resonant frequency fp will be outside.

6Based on Motorola application note AN-721 (“Impedance matching networks applied to RF power transistors”).
Copyright of Motorola; used by permission.
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Figure 3.266 Input impedance of RF power transistors as a function of frequency.

Parameters for 1- or 2-GHz transistors will be beyond fs and approach fp. They show a
high value of RP and Xp with inductive character.

A parameter that is very often used to judge on the broadband capabilities of a device is
the input Q or QIN, defined simply as the ratio RP /Xp. Practically, QIN ranges around 1 or
less for VHF devices and around 5 or more for microwave transistors.

QIN is an important parameter to consider for broadband matching. Matching networks
normally are low-pass or pseudo-lowpass filters. If QIN is high, it can be necessary to
use band-pass filter types matching networks and to allow insertion losses. But broadband
matching is still possible. This will be discussed later.

Output Impedance The output impedance of RF power transistors, as given by all manu-
facturers’ datasheets, generally consists of only a capacitance COUT. The internal resistance
of the transistor is supposed to be much higher than the load and is normally neglected. In
the case of a relatively low internal resistance, the efficiency of the device would decrease
by the factor

1 + RL/RT (3.204)

ZIN CC CDE CTE RE

LS RBB′

Figure 3.267 Equivalent circuit for the input impedance. RE = emitter diffusion resistance; CDE,CTE =
diffusion and transition capacitances, respectively, of the emitter junction; RBB′ = base spreading resis-
tance; CC = package capacitance; LS = base lead inductance.
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Figure 3.268 Output capacitance COUT as a function of frequency.

where RL is the load resistance, seen at the collector–emitter terminals, and RT the internal
transistor resistance equal to

1

ωT (CTC + CDC)
(3.205)

defined as a single parameter, where ωT = transit angular frequency, and CTC and CDC =
transition and diffusion capacitances, respectively, at the collector junction.

The output capacitance, COUT, which is a large-signal parameter, is related to the small-
signal parameter CCB, the collector–base transition capacitance.

Since a junction capacitance varies with the applied voltage, COUT differs from CCB in
that it has to be averaged over the total voltage swing. For an abrupt junction and assuming
certain simplifications, COUT = 2CCB.

Figure 3.268 shows the variation of COUT with frequency. COUT decreases partly due
to the presence of the collector lead inductance, but mainly because of the fact that the
base–emitter diode does not shut off anymore when the operating frequency approaches the
transit frequency, fT .

Output Load In the absence of a more precise indication, the output load RL is taken
equal to

RL = [VCC − VCE(sat)]2

2Pout
(3.206)

with VCE(sat) equal to 2 or 3 V, increasing with frequency.
The above equation just express a well-known relation, but also shows that the load,

in first approximation, is not related to the device, except for VCE(sat). The load value is
primarily dictated by the required output power and the peak voltage; it is not matched to
the output impedance of the device.

At high frequencies, this approximation becomes less exact, and for microwave devices
the load that must be presented to the device is indicated on the datasheet.

Strictly speaking, impedance matching is accomplished only at the input. Interstage and
load matching are more impedance transformations of the device input impedance and
of the load into a value RL (sometimes with additional reactive component) that depends
essentially on the power demanded and the supply voltage.

Matching Networks In the following, matching networks will be described by the order
of complexity. These are ladder-type reactance networks.
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X2

X1 R2 =
R1

n
n > 1

R1

Figure 3.269 Two-reactance matching network.

The different reactance values will be calculated and determined graphically. Increasing
the number of reactances broadens the bandwidth. However, matching networks consisting
of more than four reactances are rare. Above four reactances, the improvement is small.

Numerical Design

Two-Resistance Networks Resistance terminations will first be considered. Figure
3.269 shows the reactive L section and the terminations to be matched.

Matching or exact transformation from R2 into R1 occurs at a single frequency f0. At
f0, X1 and X2 are equal to

X1 = ±R1

√
R2

R1 − R2
= R1

1√
n − 1

(3.207)

X2 = ∓
√

R2(R1 − R2) = R1

√
n − 1

1
(3.208)

At f0, X1X2 = R1R2. X1 and X2 must be of opposite sign. The shunt reactance is in
parallel with the larger resistance.

The frequency response of the L section is shown in Figure 3.270, where the normalized
current is plotted as a function of the normalized frequency.

If X1 is capacitive and consequently X2 is inductive, then

X1 = −f0

f
R1

√
R2

R1 − R2
= −f0

f
R1

1√
n − 1

(3.209)

and

X2 = − f

f0

√
R2(R1 − R2) = f

f0
R1

√
n − 1

1
(3.210)

The normalized current absolute value is equal to∣∣∣∣I2

I0

∣∣∣∣ = 2
√

n√
(n − 1)2 ·

(
f

f0

)4
− 2

(
f

f0

)2
+ (n + 1)2

(3.211)

where I0 =
√

nE
2·R1

, and is plotted in Figure 3.270 [69].
If X1 is inductive and consequently X2 is capacitive, the only change required is a

replacement of f by f0 and vice-versa. The L section has low-pass form in the first case and
high-pass form in the second case.
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Figure 3.270 Normalized frequency response for the L section in low-pass or high-pass form.

The Q of the circuit at f0 is equal to

Q0 = X2

R2
= R1

X1
= √

n − 1 (3.212)

For a given transformation ratio n, there is only one possible value of Q. On the other
hand, there are two symmetrical solutions for the network that can be either a low-pass filter
or a high-pass filter.

The frequency f0 does not need to be the center frequency, (f1 + f2)/2, of the desired
band limited by f1 and f2. In fact, as can be seen from the low-pass configuration of
Figure 3.270, it may be interesting to shift f0 toward the high-band edge frequency f2 to
obtain a larger bandwidth w, where

w = 2(f1 + f2)

f2 − f1
(3.213)

This will, however, be at the expense of poor harmonic rejection.

Example: For a transformation ratio n = 4, it can be determined from the above relations:

Bandwidth w 0.1 0.3

Max insertion losses 0.025 0.2

X1/R1 1.730 1.712
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R2

R1

Xint

Xint

Xext

Xext

Xext = X2 – Xint

X1 . Xint

Xin – X1

Xext =

Figure 3.271 Termination reactance compensation.

If the terminations R1 and R2 have a reactive component X, the latter may be taken as
part of the external resistance as shown in Figure 3.271. This compensation is applicable
as long as

QINT = XINT

R2
or

R1

XINT
< n − 1 (3.214)

Tables giving reactance values can be found in Refs [70] and [71].

Use of Transmission Lines and Inductors In the preceding section, the inductance
was expected to be realized by a lumped element. A transmission line can be used instead
(Figure 3.272).

As can be seen from the computed selectivity curves (Figure 3.273) for the two configura-
tions, transmission lines result in a larger bandwidth. The gain is important for a transmission
line having a length L = λ/4(� = 90◦) and a characteristic impedance Z0 = √

R1R2. It is
not significant for lines short with respect to λ/4. One will notice that there is an infinity of
solutions, one for each value of C, when using transmission lines.

Three-Reactance Matching Networks The networks that will be investigated are
shown in Figure 3.274. They are made of three reactances alternately connected in series
and shunt.

R1

(a) (b)

R2

L

C

R1

R2

Z0(Θ,L)

C

Figure 3.272 Use of a transmission line in the L section.
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Figure 3.273 Bandwidth of the L section for n = 10 (a) with lumped constants and (b) with transmission
line (
/4).

XC2 R2 R1R1

(a)

(c)

(b)

R2XC1

XL

XC2

XC1R1 R2

R2 > R1

XL

XL1 XL2

XC1

Figure 3.274 Three-reactance matching networks.
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A three-reactance configuration allows the designer to make the quality factor (Q) of the
circuit and the transformation ratio n = R2/R1 independent of each other and consequently
to choose the selectivity between certain limits.

For narrowband designs, one can use the following formulas (see Ref. [72], where tables
are given.

Network (a):

XC1 = R1/Q Q must be first selected (3.215)

XC2 = R2

√
R1R2

(Q2 + 1) − R1
R2

(3.216)

XL = QR1 + (R1R2/XC2)

Q2 + 1
(3.217)

Network (b):

XL1 = R1Q Q must be first selected (3.218)

XL2 = R2 · B (3.219)

A = R1(1 + Q2) (3.220)

XC1 = A

Q + B
(3.221)

B =
√

A

R2
− 1 (3.222)

Network (c):

XL1 = Q · R1 Q must be first selected (3.223)

XC2 = A · R2 (3.224)

A =
√

R1(1 + Q2)

R2
− 1 (3.225)

XC1 = B

Q − A
(3.226)

B = R1 · (1 + Q2) (3.227)
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Figure 3.275 Z-plane representation of the circuit of Figure 3.274a.

The network that yields the most-practical component values should be selected for a
given application.

The three-reactance networks can be thought of as being formed of an L section (two reac-
tances) and of a compensation reactance. The L section essentially performs the impedance
transformation, while the additional reactance compensates for the reactive part of the
transformed impedance over a certain frequency band.

Figure 3.275 shows a representation in the Z plane of the circuit of Figure 3.274a split
into two parts: R1 − C1 − L1 and C2 − R2.

Exact transformation from R1 into R2 occurs at the points of intersection M and N.
Impedances are then conjugate, or Z′ = R′ + jX′ and Z′′ = R′′ + jX′′ with R′ = R′′ and
X′ = −X′′.

The only possible solution is obtained when X′ and −X′′ are tangential to each other. For
the dashed curve, representing another value of L1 or C1, a wider frequency band could be
expected at the expense of some ripple inside the band. However, this can only be reached
with four reactances as will be shown below.

With a three-reactance configuration, there are not enough degrees of freedom to permit
X′ = −X′′ and simultaneously obtain the same variation of frequency on both curves from
point M ′ to point N ′. Exact transformation can, therefore, be obtained at only one frequency.
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1 + ω2 C1
2 R1

2 1 + ω2 C1
2 R1

2

C2

C1L2

–

–

Y′ = G′ + jB′ = 

Y″ = G″ + jB″ = 
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k = L2/C2R2
2

B″

G1 G2

ω

ω

Figure 3.276 Y-plane representation of the circuit of Figure 3.274c.

The values of the three reactances can be calculated by making

X′ = −X′′, R′ = R′′, and
dX′

dR′ = −dX′′

dR′′ (3.228)

The general solution of these equations leads to complicated calculations. Therefore,
computed tables should be used.

One will note from Figure 3.275 that the compensation reactance contributes somewhat
to impedance transformation; that is, R′ varies when going from complicated M to R2.

The circuit of Figure 3.274b is dual with respect to the first one and gives exactly the
same results in a Y-plane representation. The circuit of Figure 3.274c is somewhat different
since only one intersection M exists as shown in Figure 3.276. Narrower frequency bands
must be expected from this configuration. The widest band is obtained for C1 = ∞.

Again, if one of the terminations has a reactive component, the latter can be taken as a
part of the matching network, provided that it is not too large (see Figure 3.273).

Four-Reactance Networks Four-reactance network are used essentially for broadband
matching. The networks that will be considered in the following consist of two two-
reactance sections in cascade. Some networks have pseudo-lowpass-filter character, others
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Figure 3.277 Four-reactance networks.

have bandpass-filter character. In principle, the former show narrower bandwidth since they
extend the impedance transformation to very low frequencies unnecessarily, while the latter
ensure good matching over a wide frequency band around the center frequency only (see
Figure 3.279).

The two-reactance sections used in the networks in Figure 3.277 have either transfor-
mation properties or compensation properties. Impedance transformation is obtained with
one series reactance and one shunt reactance. Compensation is made with both reactances
in series or in shunt. If two cascaded transformation networks are used, transformation is
accomplished partly by each one.

With four-reactance networks there are two frequencies, f1 and f2, at which the trans-
formation from R1 into R2 is exact. These frequencies may also coincide. For the network
in Figure 3.277b, for instance, at point M, R1 or R2 is transformed into

√
R1R2 when both

frequencies fall together. At all points (M), Z1 and Z2 are conjugate if the transformation
is exact.

In the case of Figure 3.277b, the reactances are easily calculated for equal frequencies:

X1 =
√

R1√
n − 1

(3.229)

X2 = R1

√√
n − 1

n
(3.230)

x1 · X4 = R1 · R2 = X2 · X3 (3.231)

X3 = R1√
n(

√
n − 1)

(3.232)

X4 = R1

n

√√
n − 1 (3.233)
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Figure 3.278 Transformation paths for networks (a) and (b).

For the network in Figure 3.277a, normally, at point (M) Z1 and Z2 are complex. This
pseudo-lowpass filter has been computed elsewhere [70]. Many tables can be found in
the literature for networks of four and more reactances having Chebyshev character or
maximally flat response [70, 71, 73].

Figure 3.278 shows the transformation path from R1 to R2 for networks (a) and (b) in
Figure 3.277 on a Smith Chart.

Case (a) of Figure 3.278 has been calculated using tables in Ref. [71]. Case (b) has been
obtained from the relationship given above for X1 · · · X4. Both apply for a transformation
ratio equal to 10 and for R1 = 1. There is no simple relationship for X′

1 · · · X′
4 of network

(b) if f1 is made different from f2 for larger bandwidth. Figure 3.279 shows the respective
bandwidths of network (a) and (b) for the circuits shown in Figure 3.278.

If the terminations include a reactive component, the computed values for X1 or X4 may
be adjusted to compensate for this.

For configuration (a), it can be seen from Figure 3.278 that, in the considered case,
the Qs are equal to 1.6. For configuration (b), Q′

1, which is equal to Q′
2, is fixed for each



POWER AMPLIFIERS 597

Atten.
–0

–1

–2
(a)

(a)

f/f0

(b)

(b)–3

–4

–5

–6
–7

–8

–9

–10

0.3 0.4 0.50.6 0.70.8 0.9 1 1.31.1 1.5 1.7 1.9

Figure 3.279 Selectivity curves for networks (a) and (b) of Figure 3.278.

transformation ratio

n 2 4 8 10 16

Q′
1 = Q′

2 0.65 1 1.35 1.46 1.73
Q′ =

√√
n − 1 (3.234)

The maximum value of reactance that the terminations may have for use in this config-
uration can be determined from the above values of Q′.

If R1 is the load resistance of a transistor, the internal transistor resistance may not be
equal to R1. In this case, the selectivity curve will be different from the curves given in
Figure 3.279. Figure 3.280 shows the selectivity for networks (a) and (b) when the source
resistance R1 is infinite. From Figure 3.280, it can be seen that network (a) is more sensitive
to changes in R1 than network (b).
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Figure 3.280 Selectivity curves for networks (a) and (b) of Figure 3.278 with infinite R1.
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Figure 3.281 Compensation networks used with an L section.

As mentioned earlier, the four-reactance network can also be thought of as two cas-
caded two-reactance sections: one used for transformation and the other for compensation.
Figure 3.281 shows commonly used compensation networks, together with the associated
L section.

The circuit of Figure 3.281a can be compared to the three-reactance network shown
in Figure 3.274c. The difference is that capacitor C2 if that circuit has been replaced by
an LC circuit. The resulting improvement can be seen by comparing Figure 3.282c with
Figure 3.276.

By adding one reactance, exact impedance transformation is achieved at two frequencies.
It is now possible to choose component values such that the point of intersection M ′ occurs
at the same frequency f1 on both curves and simultaneously that N ′ occurs at the same
frequency f2 on both curves. Among the infinite number of possible intersections, only one
allows the achievement of this.

When M′ and N ′ coincide in M, the new dX′/df = dX′′/df condition can be added
to the condition X′ = −X′′ (for three-reactance networks) and similarly R′ = R′′ and
dR′/df = dR′′/df .

Again, a general solution of the above equations leads to still more complicated cal-
culations than in the case of three-reactance networks. Therefore, tables are preferable
[70, 71, 73].

The circuit of Figure 3.281b is the dual the circuit of Figure 3.279a and does not need to
be treated separately. It gives exactly the same results in the Z plane. Figure 3.281c shows
a higher-order compensation requiring six reactive elements.
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Figure 3.282 Y -plane representation of the circuit of Figure 3.281a.

The above-discussed matching networks employing compensation circuits result in nar-
rower bandwidths than the former solutions (see “Four-Reactance Networks,” above) using
two transformation sections. A matching arrangement with higher-order compensation,
such as in Figure 3.281c, is not recommended. Better use can be made of the large number
of reactive elements by using them all for transformation.

When the above configurations are realized using short portions of transmission lines,
the equations or the usual tables no longer apply. The calculations must be carried out on a
computer because of their complexity. However, a graphical method can be used (see the
next section) that will consist essentially in tracing a transformation path on the Z–Y chart
using the computed lumped element values and replacing it by the closest path obtained
with distributed constants. The bandwidth change is not significant as long as short portions
of lines are used.

Matching Networks Using Quarter-Wave Transformers At sufficiently high frequen-
cies, where λ/4-long lines of practical size can be realized, broadband transformations can
easily be accomplished by the use of one or more λ/4 sections. Figure 3.283 summarizes
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Figure 3.283 Transformation networks using 
/4-long transmission lines.

the main relations for (a) one-section and (b) two-section transformation. A compensation
network can be realized using a λ/2-long transmission line. Figures 3.284 and 3.285 show
the selectivity curves for different transformation ratios and section numbers.

Exponential Lines Exponential lines have largely frequency-independent transforma-
tion properties. The characteristic impedance of such lines varies exponentially with their
length l:

Z = Z0 · ekI (3.235)

where k is a constant, but these properties are preserved only if k is small.

Broadband Matching Using Bandpass-Filter Networks—High-Q Case The above
circuits are applicable to devices having low input or output Q, if broadband matching

1.0

0.9

0.8

0.7

0.6 0.8 1.0 1.2 1.4

n = 6 4 2

λ0 /λ

Figure 3.284 Selectivity curves for two 
/4-section networks at different transformation ratios.
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Figure 3.285 Selectivity curves for one, two, and three 
/4 sections.

is required. Generally, if the impedances to be matched can be represented for instance
by a resistor R in series with an inductor L (sometimes a capacitor C) within the band of
interest and if L is sufficiently low, the latter can be incorporated into the first inductor in the
matching network. This is also valid if the representation consists of a shunt combination
of a resistor and a reactance.

Practically, this is feasible for Qs around 1 or 2. For higher Qs or for input impedances
consisting of a series or parallel resonant circuit (see Figure 3.267), as it appears to be for
large bandwidths, a different treatment must be followed.

Let us first recall that, as shown by Bode and Fano [74, 75], limitations exist on the
impedance matching of a complex load. In the example of Figure 3.286, the load to be
matched consists of a capacitor C and a resistor R in shunt.

The reflection coefficient between the transformed load and generator is equal to

� = ZIN − Rg

ZIN + Rg

(3.236)

When � = 0, there is perfect matching; when � = 1, there is total reflection. The ratio of
reflected to incident power is

Pr

Pi

= |�|2 (3.237)

RG

V C R
Matching
network

(lossless)
ZIN

Figure 3.286 General matching conditions.
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Figure 3.287 Representation of the Bode equation.

The fundamental limitation on the matching takes the form

∫ ∞

ω=0
ln

(
1

|�|
)

dω ≤ π

RC
Bode equation (3.238)

and is represented in Figure 3.287.
The meaning of the Bode equation is that the area S under the curve cannot be greater

than π/RC, and therefore, if matching is required over a certain bandwidth, this can only
be done at the expense of less power transfer within the band. Thus, power transfer and
bandwidth appear as interchangeable quantities.

It is evident that the best utilization of the area S is obtained when |�| is kept constant
over the desired band ωc and made equal to 1 over the rest of the spectrum. Then

|�| = e
− π

ωCRC (3.239)

within the band and no power transfer happens outside. A network fulfilling this requirement
cannot be obtained in practice as an infinite number of reactive elements would be necessary.

If the attenuation is plotted versus frequency for practical cases, one may expect to have
curves like the ones shown in Figure 3.288 for a low-pass filter having Chebyshev character.

a 1
2

a max2

a max1

a min2

ω2

ω
ω1

a min1

Figure 3.288 Attenuation versus angular frequency for different bandwidths with the same load.
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Figure 3.289 Insertion losses as a function of 1/Q.

For a given complex load, an extension of the bandwidth from ω1 to ω2 is possible
only with a simultaneous increase of the attenuation a. This is especially noticeable for Qs
exceeding 1 or 2. (see Figure 3.289).

Thus, devices having relatively high input Qs are usable for broadband operation, pro-
vided the consequent higher attenuation or reflection introduced is acceptable.

The general shape of the average insertion losses or attenuation a (neglecting the rip-
ple), the attenuation decreases if the number n of the network element increases. But
above n = 4, the improvement is small. For a given attenuation a and bandwidth, the
larger the n the smaller the ripple; for a given attenuation, the larger the n the larger the
bandwidth.

Computations show that for Q < 1 and n≤ 3, the attenuation is below 0.1 dB (ap-
proximately). The impedance transformation ratio is not free here. The network is a true
low-pass filter. For a given load, the optimum generator impedance will result from the
computation.

Before impedance transformation is introduced, a conversion of the low-pass prototype
into a bandpass-filter network must be made. Figure 3.290 summarizes the main relations for
this conversion. r is the conversion factor. For the bandpass filter, QINmax, or the maximum
possible input Q of the device to be matched, has been increased by the factor r (from Figure
3.290, Q′

INmax = rQINmax).
Impedance inverters will be used for impedance transformation. These networks are

suitable for insertion into a bandpass filter without affecting the transmission characteristics.
Figure 3.291 shows four impedance inverters. It will be noticed that one of the reactances

is negative and must be combined in the bandpass network with a reactance of at least equal
positive value. Insertion of the inverter can be made at any convenient place [69, 76].

When using the bandpass filter for matching the input impedance of a transistor, re-
actances L′

1C
′
1 should be made to resonate at ω0 by addition of a convenient series

reactance.
As stated above, the series combination of R0, L′

1 and C′
1 normally constitutes the

equivalent input network of a transistor when considered over a large bandwidth. This is a
good approximation up to about 500 MHz.

In practice, the normal procedure for using a bandpass-filter matching network will be
the following.
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Figure 3.290 Conversion from low-pass filter into bandpass filter.

1. For a given bandwidth center frequency and input impedance of a device to be
matched—for example, 50 �—first determine Q′

IN from the data sheet as

ω0L
′
1

R0
(3.240)

after having eventually added a series reactor for centering.

2. Convert the equivalent circuit R0L
′
1C

′
1 into a low-pass prototype R0L1 and calculate

QIN using the formulas of Figure 3.290.

3. Determine the other reactance values from tables [70] for the desired bandwidth.

4. Convert the element values found by Step 3 into series- or parallel-resonant circuit
parameters.

5. Insert the impedance inverter in any convenient place.

In the above discussions, the gain rolloff has not been taking into account. This is of nor-
mal use for moderate bandwidths (e.g., 30%). However, several methods can be employed
to obtain a constant gain within the band despite the intrinsic gain decrease of a transistor
with frequency. Tables have been computed elsewhere [77] for matching networks approx-
imating 6 dB/octave attenuation versus frequency.

Another method consists of using the above-mentioned network and then adding a com-
pensation circuit as shown in Figure 3.292.

Resonance ωb is placed at the high edge of the frequency band. Choosing Q cor-
rectly, rolloff can be made 6 dB/octave. The response of the circuit of Figure 3.292 is
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Figure 3.291 Impedance inverters.
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expressed by

1

1 + Q2

(
ω

ωb

− ωb

ω

)2 (3.241)

where ω < ωb. This must be equal to ω/ωb for 6 dB/octave attenuation.
At the other band edge a, exact compensation can be obtained if

Q =

(
ωb

ωa

)2

− 1

ωa

ωb

−
(

ωb

ωa

)2
(3.242)

There are several methods available for synthesis of matching networks. They should
not be confused with filters because they can be either high-pass, low-pass, or bandpass,
and their main purpose is to match one complex impedance to another. In many cases, one
of the terminations happens to be 50 � and real, but this is just a “lucky” case of the general
approach. An excellent paper on this [78] refers to the “real frequency” technique. Another
equally important publication is the one by Cuthbert [79], since followed by his book [80].
Two more good references are [81] and [82].

3.12.5 Example 2: Low-Noise Amplifier Using Distributed Elements

In our previous examples, the amplifiers were built around lumped elements. Taking the
fact that a transmission line length of less than λ/4 is an inductor and 3/4 λ is a capacitor.
The whole amplifier can be built around microstrip technology.

If anybody wonders why we are going to show a low-noise amplifier in the middle of
the power section, the reason is that we will select a low-power Infineon transistor which,
being operated Class A, has an intercept point of +30 dBm and can easily achieve a noise
figure of less than 2 dB. Such an amplifier is attractive when feeding an input stage from
an antenna that sees many signals and curtails the bandwidth with an input filter of good
selectivity that needs a good output termination, which in many cases works against the
achievement of a good noise figure because when designing for best noise figure the input
impedance of the transistor stage is far from 50 �.

First, we will start with the textbook approach and use the Smith diagram to obtain the
best noise figure the device is capable of, and see what happens. Figure 3.293 shows the
actual approach to input and output matching.

We start our design by querying the Smith Tool about the minimum noise figure and the
gain that comes with it. We mark the point of the lowest noise figure (labeled �opt). The
small noise circle yields the location for �opt and tells us the minimum noise figure is going
to be 1.91 dB. (By the way, this assumes no further losses, even in soldering the transistor
to the PC board.) Then we construct the input gain circle (G1) that touches �opt and turns
out to represent 13.47 dB of available gain.

The next step is to find a matching network between �opt and the 50-� source impedance.
Immediately, there is a conflict; if we look at S11, which is the input reflection coefficient
shown in the Smith diagram, it is on the other side of the complex plane and sufficiently
far away, indicating that there is going to be quite a difference between noise matching and
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Figure 3.293 Input and output matches for 13.47 dB of gain and NF = 1.91 dB as displayed by the
interactive Smith Tool.

power-gain matching. We have two options for matching the input: either we start from the
origin and move toward the position of �opt, or we start with �opt and go to 50 �. Depending
on the direction in which we do this, this can result in different topologies, such as a high-
pass or low-pass filter. The high-pass filter is obtained with starting with �opt; the low-pass
topology is obtained when starting at the 50-� point. The Smith Tool then provides us
with the corresponding values of capacitors and inductors after the transformation has been
accomplished.

The final step is to do the same type of matching at the output. We start with S22, and
either select S∗

22 (the complex conjugate for highest gain) or S22load. As a rule, the second
one is always a lower impedance (in terms of the real part) than the conjugate match. This
graphic procedure is somewhat of a trial and error. As to the topology, a high-pass match
should be preferred at the input and a low-pass match at the output. The reason for this is
that the high-pass filter will tend to protect the stage from the enormous number of signals
present below 1 GHz; using a low-pass filter at the output suppresses unwanted harmonics
that the amplifier may generate. Figure 3.294 shows one of the approaches we like simply
best because it gives a good input termination and we were trying for a simultaneous match
for best noise figure and power gain.

The way we were able to achieve this was to take advantage of the existing feedback in the
transistor and select a less-than-optimal output termination but gaining at the input. The way
this works is, taking advantage of the Miller effect, we rotate the phase angle of the feedback
with the load to move the optimum noise and gain matching points closer. The danger of this
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Figure 3.294 A 2.4-GHz amplifier using a BFP450 transistor and lumped-element input and output
matching.

is that this condition is now highly sensitive to both input and output termination. The output
must see 50 � to maintain this good input match, but since the second transistor stage can
now be optimized for best input match, a two-stage combination can be configured to meet
this requirement. Also let us not forget that the device is running 50 mA and as far as bipolar
transistors is concerned, this is probably the best amplifier combination we have seen for
getting the highest dynamic range and lowest noise figure, providing a high dynamic range.
The resulting gain, matching, and noise figure characteristics are shown in Figure 3.295.

Now we turn to using distributed elements and at the same time use a shunt feedback
at the output; to be specific, we will load it with 150 �. The reason for this is to be able

Figure 3.295 Frequency-dependent gain, matching, and noise characteristics of the matched high-
dynamic-range BFP450 2.4-GHz amplifier.
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Figure 3.296 Distributed-element input and output matching for the 2.4-GHz BFP450 amplifier.

to get still a good compromise at the input that will depend less on the output and at the
same time improve the S22 matching at the output. The procedure to doing the matching
now offers only certain degrees of freedom as a transmission line while doing the matching
with lumped elements allows the choice of series or parallel inductors or capacitors. In the
case of transmission line, we have open stubs, shorted stubs, and transmission lines. This
may result in somewhat more complex matching schemes. On the positive side, they can
be easily trimmed, are reproducible, and certainly cost less than exotic capacitors, which
need to have small tolerances and be able to tolerate high RF currents.

The resulting input and output matching is shown in Figure 3.296, and its frequency
response in Figure 3.297. We were able to maintain a good input and output match with an
insignificant deterioration of the noise figure.

Since this is a high-dynamic-range amplifier, we also show its predicted two-tone re-
sponse in Figure 3.298. The manufacturer specifies an IP3,in of 29 dB for a bias point of
VCE = 3 and IC = 50 mA with ZS = ZSopt and ZL = ZLopt at 1.8 GHz. Significantly, how-
ever, the manufacturer-supplied nonlinear BFP450 library we used exhibits considerably
different characteristics at VCE = 4 and IC = 50 than those reflected in the corresponding
S parameters supplied by the same manufacturer. In our circuit, the S parameters resulted
in about 13.5 dB of gain (based on a compromise between matching for optimum noise
and maximum gain) versus about 9.5 dB of gain for the nonlinear library (match optimized
for maximum gain). The difference between the 2.4 GHz Fmin values returned for the two
modeling approaches is similarly striking: 1.90 dB for the bare S parameter set and 7.76 dB
for the bare nonlinear library biased to VCE = 4 and IC = 50 mA. Although the foundry
supplied model for this transistor surely has been improved since the time of writing the
first edition of this book, we keep this result as a warning not to trust any model without
doing any validation.

Having fully evaluated the amplifier at 2.4 GHz as a working example, we note that
this frequency is used by radio amateurs for some applications. We will therefore supply
examples for 432 and 1296 MHz, popular spot frequencies in the amateur 70- and 23-
cm bands, respectively. Figures 3.299 and 3.300 show the 432-MHz version’s schematic
and frequency-dependent responses. Figures 3.301 and 3.302 show the schematic and
frequency-dependent responses for the 1296-MHz version.

Using a bipolar transistor that operates at much less current, the noise figure can be
improved at the expense of the dynamic range/intercept point. It is possible to reduce the
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Figure 3.297 Predicted frequency-dependent gain, matching, and noise performance for the BFP450
amplifier with distributed-element matching.

Figure 3.298 Predicted two-tone response of the BFP450 amplifier with the circuit adjusted for max-
imum gain (9.5 dB): IP3,in≈28.5 dBm and IP3,out≈38 dBm. That this version’s gain is significantly lower
than that of the S-parameter-based equivalent illustrates the need for better accuracy in parameter
extraction.
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Figure 3.299 Schematic of BPF450 amplifier for 432 MHz. Because the BFP450’s fT = 25 GHz, at
this lower frequency we must shunt the device output with a 50-� resistor to maintain stability.

noise figure by about 1 dB or so, but the reduction in intercept point will be much more
dramatic. Another choice is the use of GaAsFETs for this application, but their matching in
comparable circuits has been described as a nightmare simply because the devices have too
much gain and very high input impedances (essentially 0.2 pF in series with 3 �), combined
with reasonable output impedances in the vicinity of 240�. Here is a wide field for engineers
to experiment and look at price/performance and performance/real estate issues. GaAsFETs
also tend to require more than 30–40 mA to be alive, and even the low operating voltage of
4–5 V makes the device take a lot of dc power.

Figure 3.300 Frequency-dependent gain, matching, and noise for the BPF450 amplifier at 432 MHz.
As with the circuit in Figure 3.299, the input and output network values have been chosen to achieve a
low NF and good input matching at the expense of the output match.
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Figure 3.301 Schematic of the BPF450 amplifier for 1296 MHz. A loading resistor is still necessary
to ensure stability, but because the transistor exhibits less gain at this frequency than at 432 MHz, we
can increase the loading resistor to 150 �.

3.12.6 Example 3: 1-W Amplifier Using the CLY15

The following is an application showing a fairly wideband amplifier with +30 dBm (1 W)
output. We need to point out that in accordance with the various digital modulation modes
used with this amplifier, this is not continuous operation, but a much less than 1:1 duty
cycle operation. The device would probably not survive operating at full output under CW
conditions. Since there is no useful large-signal model available at the time of this writing,
we will design this Class A amplifier using large dc bias S parameters. In the actual design,

Figure 3.302 Frequency-dependent gain, matching, and noise responses of the BFP450 amplifier at
1296 MHz. As with the two previous versions, the input and output network values have been chosen
to achieve a low NF and good input matching at the expense of the output match.
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Figure 3.303 Output and power characteristics for the CLY15 medium-power GaAsFET.

there will be some cut-and-try, but we find that in this type of application this is still the
best way of handling.

The CLY15 (gate width 16 mm) is the largest of a series of Siemens GaAsFETs.
Its device family also includes the CLY2 (gate width 2 mm), CLY5 (4 mm), and
CLY10 (8 mm). One of the most critical parameters will be the saturation voltage; from the
datasheet of the CLY15, we can see that at 1.5 A the saturation voltage is approximately
1 V. This drop of 1 V includes losses that result from other parasitic elements; the dc I–V
curve (Figure 3.303a) indicates a saturation voltage of 0.75. Since we aim for 1 W out-
put power, the resistive portion of the load will be (5 − 1)2/(1 × 2) = 8�. This assumes a
supply voltage of 5 V.

The next step is to design the input and output matching network. Previewing the S
parameters, it will be noticed that they are essentially inductive, which means that the input
match, using lumped elements, will result in a combination of capacitors both at the input
and the output. Figures 3.304 and 3.305 show the way the input and output match were done
on the Smith diagram resulting in lumped matching elements. By inspecting the lumped
input matching, here is what we find. We start with S11, which is in the lower part of the
Smith diagram, and determine its conjugate match, S∗

11. We already pointed out that this
device is inductive, which means in order to match it from the conjugate point we need
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Figure 3.304 Input match for S∗
11 using lumped elements.

Figure 3.305 Output match for S∗
22 (1 W) using ideal lumped elements.
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Figure 3.306 The complete amplifier using the CLY15 medium-power GaAsFET, with lumped-element
input and output matching.

two capacitors. The first one is a series capacitor, as identified in the Smith diagram, and
then finally a shunt capacitor to transform the impedance to 50 �. A close inspection of the
Smith diagram shows that the resulting point is not quite on S11; it is an iterative process to
exactly find the crossover point, yet the input matching of better than 20 dB is more than
acceptable.

As far as the output is concerned, we use the same technique by moving from S22 to
S∗

22. S22 has been determined from the required output power; as we showed above, the real
portion is 8 �. Using the lumped elements, the matching technique is identical; we first need
to use a series capacitor and then a shunt capacitor for the transformation. The arc for the
series capacitor this time is much longer, resulting in a series capacitance of 11.2 pF instead
of the 2.1-pF capacitance used at the input. The actual schematic is shown Figure 3.306.
The drawback of the lumped elements is that it is not practical to buy components that can
handle the heavy RF currents that flow in the input and output networks. Taking the values
obtained from the lumped input and output matching approach, Figure 3.307 shows the
resulting frequency response.

The next step is to provide the same matching condition using distributed elements,
which of course have the advantage that they can be printed on the PC board. Instead of
using ideal elements, we used a loss tangent of 2 · 10−3, or a Q of 500. The manufacturer
of the R4000 material (Rogers) provided this specification. Now we start with the same
approach by moving from S11 to S∗

11. From there, we use an open stub with a transmission-
line impedance of 50 �, followed by a transmission line to the point in the left lower corner,
and finally, a shorted transmission-line stub allows the 50-� matching. For this amplifier,
we are not looking for noise matching but for input and output power matching. Figure
3.308 shows this match on the Smith chart.

At the output, the procedure again is similar: We move from the S11 for 1 W to a conjugate
value, then use an open stub that acts like a capacitor until we cross the real axis; finally, a
λ/4 transmission line is used to match from approximately 75–50 �. Figure 3.309 shows



616 AMPLIFIER DESIGN WITH BJTs AND FETs

Figure 3.307 Frequency-dependent gain and matching responses of the CLY15 amplifier using ideal
lumped elements.

Figure 3.308 Input match for S∗
11 (1 W) using distribution elements.
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Figure 3.309 Output match for S∗
22 (1 W) using distributed elements.

this match on the Smith chart. This concludes the distributed matching design for the CLY15
amplifier.

Finally, the complete circuit using distributed elements is shown in Figure 3.310. From
a dc point of view, we took advantage of the incoming shorted stub by using a transmission
line of the appropriate length and a bypass capacitor to ground. This allows us to feed the
gate with the required negative voltage without interfering with the frequency response of
the amplifier. When evaluating the total frequency response (Figure 3.311), we noticed that
this circuit seems to have a higher Q than the lumped equivalent. Again, to obtain a wider
bandwidth, more transformation stages will be needed. We leave this task to the interested
reader.

The 1-dB bandwidth of the amplifier using distributed, lossy elements is 120 MHz. If a
wider bandwidth is required, matching networks with more elements are required. Because
of the gain-bandwidth product, the peak gain for such a wider-bandwidth arrangement will
be less than this narrowband example.

Having used a lumped to distributed transformation, we next present a power amplifier
that uses coaxial lines, baluns, and other transformation steps capable of handling the
increased power requirement.

3.12.7 Example 4: 90-W Push–Pull BJT Amplifier at 430 MHz

The last complete application we want to take a look at is a 90-W-output push–pull amplifier
using two TRW transistors (that are no longer made—an all-too-frequent occurrence after a
design is complete, resulting in a scramble for replacements). Figure 3.312 shows the circuit
diagram of this UHF transistor amplifier, and Figure 3.313 shows its mechanical design.
The amplifier requires 28 V dc and will draw approximately 6 A, requiring 15 W of drive
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Figure 3.311 Frequency-dependent gain and matching using distributed, lossy elements.

at 438 MHz. This amplifier is a Class AB-type amplifier, which means its application is
not limited to FM and other angle-modulated signals, but accommodates even SSB (single
sideband) operation.

The drive power coming from the source connected to the input N connector (15 W) is
fed through a short piece of coaxial cable to the PC board sitting on top of the heat sink.
To change from single ended to push–pull, a 50-� coaxial cable is coiled up with sufficient
electrical length and then feeds two symmetrical paths through amplifier. The RC section of
10 � in parallel with a 220-pF capacitor stabilizes the amplifier at lower frequencies, while
at higher frequencies the 10-� resistor has no contribution. There are two independent 4:1
transformers, one for each section; they are built using 25-� coaxial cable with a set of two
binocular ferrite cores to force the transformation. At this point, the dc voltage is also fed
to the transistors. The stabilization circuit consists of a temperature monitor using the p–n
junction of a transistor, side mounted on the heat sink, and a combination of operational
amplifiers and adjustments. This guarantees proper, temperature-independent biasing. The
4:1 input baluns result in 12.5 � impedance or 3.125 � per transistor. Since the input
impedance at this drive level is somewhere in the vicinity of [(1. . .2) + j(3. . .5)] �. The
final matching is accomplished by an RC section whereby the inductance is actually printed
and the shunt capacitor across is soldered from base to base as close to the transistor bodies
as possible. A ceramic-dielectric variable capacitor in parallel with this allows fine tuning.

The output consists of an inductor from collector to collector that tunes out the capacitive
reactance and makes the transistor output impedance real. We then follow the same pattern
by taking a 1:4 transformer, but this time built using 10-� rigid line instead of 25-� rigid
line. Together with the output capacitance, prior to the output balun, this is a medium-
bandwidth matching arrangement that transforms up to 50 �. The collector impedance per
collector had to be (28 − 2)2/2/90, resulting in roughly 3.8 �—not that different from the
input match at the balun point. This way, the matching networks at the input and output
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Figure 3.313 Mechanical assembly of the 90-W amplifier shown in Figure 3.312.

can be identical. At the output of the matching network, another coiled 50-� coaxial cable
serves as balun; because it must operate at the 90 W level, larger-diameter line was used
than in the input balun. Finally, another section of rigid line is used to connect the output
balun on the PC board to the output N connector. The output capacitor again helps in the
transformation.

Both the base and collector voltage supplies are heavily filtered using either ferrite-bead-
based RF chokes and heavy wire inductors wound on low-impedance resistors. A fairly large
number of these amplifiers were actually built and are still in use.

3.12.8 Quasiparallel Transistors for Improved Linearity

Some applications require really low intermodulation distortion. One of the authors
(Rohde), during his tenure at RCA Government Systems Division, and his team developed
a parallel-device topology that is somewhat similar to the conventional parallel approach
but shows vastly increased linearity. In creating higher-power devices, manufacturers par-
allel several transistors in one package, connecting them in a clever way so the overall
drive, dissipation, and output power are equally divided between all the devices. Special
nickel–chromium ballasting resistors in the many fingers of the emitter connections of the
multiple internal devices equalize any differences among the transistors while increasing
the saturation voltage only by a small amount. In our high-linearity design, we used two
transistors in parallel, one being biased somewhere between Class A and B, and the second
one somewhere between B and C (Figure 3.314). The exact bias voltages and operating
points had to be found through experiment. In practice, Q1, the “initially on” transistor, is
driven to a point close to that at which its IMD products would increase. Q2 is biased such
that at this same drive level it adds to the output power.

We frequently referred to this configuration as “turbocharged.” The IMD products at full
output power were down 40–45 dB, compared to 26–30 dB for a single transistor. While such
an arrangement shows superior IMD performance, because of the somewhat abrupt kick-in
of the second transistor, the transconductance response is semismooth, a characteristic that
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Figure 3.314 The quasiparallel amplifier topology looks like a standard parallel amplifier. Biasing the
devices to different operating points nets an improvement in IMD performance.

might make alert readers think that IMD will occur at this point. On the other hand, the
transconductance for Q1 in effect saturates or stays constant, so when the transconductance
responses of both transistors are overlaid, the result is a smooth response overall.

This technique has been validated up to 100 W and up to at least 50 MHz. Its drawbacks
include the need for two transistors with their associated cost, additional real estate, and
higher input and output capacitances. Nonetheless, considering that MOS transistors capable
of operation to 1 GHz were unavailable when this technique was developed, we believe that
it should be revisited.

The Class D and higher operating modes require a large number of additional components
and will make the efficiency higher (selective in frequency), but not necessarily reduce the
IMD products. A further point of consideration is that it is incorrect to assume that reducing
the input level to a given Class A will necessarily reduce its IMD products. As with tubes, the
closer one gets to the knee, even in Class A operation, the worse the IMD. (This phenomenon
was particularly troublesome in systems using 1-kW amplifiers up to 150 MHz; underdrive
with the intent of getting better IMD performance produced just the opposite result.) If a
wide power range is considered, we recommend using a bias scheme that includes sufficient
intelligence to find the best operating point.

Another hot amplifier issue is that of IMD as a function of load impedance. If an amplifier
is used at output power considerably below its design value, its load impedance will be too
low and, depending on the circuit configuration, the result may be additional IMD.

3.12.9 Distribution Amplifiers

It is not uncommon that a signal from a particular source like an antenna has to be distributed
at several places. A condominium is a typical place where from a main signal source the
energy has to be split to provide a larger number of users—enough voltage or power to
produce a noise-free picture. An amplifier capable of doing this is a distribution amplifier,
not to be confused with a distributed (or traveling-wave) amplifier, such as that shown
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Figure 3.315 Distribution amplifier showing the use of multiple Wilkinson power dividers.

earlier in this chapter in Figure 3.6. An interesting means of achieving this is to use multiple
Wilkinson couplers following an amplifier. Figure 3.315 shows an arrangement that makes
heavy use of multiple power dividers to provide multiple outputs. Theoretically, the reverse
is also possible; if we want to collect energy from a number of sources and combine them,
as on a cable, we can use Wilkinson couplers at the input of a gain block. Note, however,
that depending the level and number of the combined signals, this may put enormous strain
on the linearity of the amplifier. What we want to avoid is lot of distortion that, in the case
of television, will show up as color confetti in the noise and signal.

3.12.10 Stability Analysis of a Power Amplifier

One of the hidden pitfalls in narrowband circuit design is that a circuit may be unsta-
ble outside the frequency range of interest. Circuits containing structures built from dis-
tributed elements, which exhibit multiple resonances, can particularly susceptible to such
instabilities. In this example, we analyze the stability of a simple FET power amplifier
designed using small-signal concepts and the interactive Smith Tool utility in Ansoft’s
Serenade Design Environment. The evaluation shows how K factor analysis alone is not
sufficient to check for stability of a design.

Small-Signal ac Analysis We begin by taking the Figure 3.316 amplifier, which was
designed for about 16 dB of gain at 2.2 GHz. Due to the very low, capacitive input impedance
of the FET and the proximity of the source-plane gain circles and stability circles to the
edge of the Smith chart, the matching network attempts to transform 50 � to an impedance
of approximately (2.5 + j15)�. The impedance lies close to the stability circles at 2 GHz,
but remains in a stable region. The bias point selected (−3.5 V) is chosen for Class AB
operation. Higher linear gain can be achieved by reducing the gate voltage to −2.0 V; at
this bias point, the amplifier gain will increase to about 19 dB.

First, we will do a small-signal ac analysis and examine the S parameters, and K and B1

factors [see (3.154) and (3.157), respectively] from 1 to 6 GHz—well beyond the bandwidth
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Figure 3.316 2.2-GHz amplifier design for stability analysis.

of the design. Figure 3.317 shows the circuit’s frequency-dependent gain and matching
characteristics.

If we examineB1 and the stability factor K, we see that the amplifier is not unconditionally
stable in the 2.2-GHz passband as shown in Figure 3.318. K dips slightly below 1, although
B1 remains above zero. In practice, a slight change in design would be required to bring
K above 1 and remove this potential instability. However, for this example, this is of no
consequence, as we shall see below.

Figure 3.317 Frequency-dependent gain and matching characteristics of the amplifier. Although the
circuit is designed to 2.2-GHz operation, the periodic responses of its distributed-element-based input
and output matching networks result in a second gain peak near 5.1 GHz. As we shall see, however,
instabilities may result at frequencies that cannot be intuited from this graph.
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Figure 3.318 K and B1 for the 2.2-GHz amplifier.

Nyquist Stability Analysis Now we will utilize a Nyquist stability analysis to check the
stability of the amplifier. To fully realize the advantages of a Nyquist stability analysis, we
must sweep frequency over a very wide range. We want to be able to pick up instabilities at
any frequency, not just near the design frequency. In this example, we sweep from 1 kHz to
20 GHz. A start frequency of 1 kHz is chosen so we can determine the starting point of the
Nyquist plot and we ensure we pick up any low-frequency resonances. The stop frequency
is chosen past the fmax of the transistor (where we know it cannot oscillate).

The analysis results are shown in polar plot form in Figure 3.319 and in magnitude-angle
form in Figure 3.320. The polar graph shows the real and imaginary parts of the system
determinant as frequency is swept. The magnitude-angle graph shows the magnitude and
cumulative angle (no cut at ±180◦) of the system determinant as frequency is swept. The
key to interpreting these graphs lie in the following statement drawn from the Nyquist
criterion.

The circuit will be unstable if the Nyquist plot encircles the origin in a clock-
wise direction.

The term “unstable” refers to existence of natural frequencies lying in the right half
of the complex frequency plane (RHP). These natural frequencies on the RHP will cause
oscillations. To encircle the origin in a clockwise direction means that the Nyquist plot
will travel in a clockwise path, cross the negative real axis, and continue to completely
surround the origin. If the path appears to encircle the origin but then “unravels” itself in
a counter-clockwise direction, the origin is not actually encircled. Figure 3.319 shows that
the origin is not encircled and therefore this circuit is stable.

The magnitude-angle plot can assist you to determine if a clockwise encirclement has
actually been made by recognizing the following.
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Figure 3.319 Polar Nyquist plot for the 2.2-GHz amplifier covering 1 kHz to 20 GHz.

• To travel in a clockwise direction on a polar chart means to decrease phase angle. On a
magnitude-angle plot, the phase will become more negative as frequency is increased
(although it may not be monotonic).

• If the path crosses the negative real axis on the polar chart, it will cross −180◦ on the
magnitude-angle plot.

• Encirclement will occur if the phase angle continues to decrease to, say, −360◦. If
“unraveling” occurs, the phase angle will not stay below −360◦. Figure 3.320 clearly
shows that the phase angle decreases to about −180◦, but does not decrease any more.
Rather, the angle returns to a positive value and oscillates between about −40◦ and
+100◦. Therefore, an encirclement did not occur, and the circuit is stable.

An Unstable Case Let us now change the gate bias to −2 V—a value that increases the
amplifier gain enough to cause instability. Figures 3.321 and 3.322 shows the results. From
Figure 3.321, we can see that the origin is encircled in a clockwise direction. Figure 3.322
confirms this since the phase angle goes through −180◦ and continues without unraveling.

Approximate Frequency of Oscillation The frequency where the Nyquist plot crosses
−180◦ is often the approximate frequency of the unstable right-half plane zeros and provides
an estimate of the potential oscillation. For this example, there is a sharp crossing at 200 MHz
that is characteristic of a circuit resonance. Note that the frequency is not related to a
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Figure 3.320 Magnitude and cumulative angle Nyquist plot for the 2.2-GHz amplifier covering 1 kHz
to 20 GHz.

Figure 3.321 Polar Nyquist plot of the unstable amplifier.
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Figure 3.322 Magnitude-cumulative angle Nyquist plot of the unstable amplifier.

resonant frequency in a rigorous mathematical fashion, but it has been our experience that
this frequency approximates the resonant frequency. To confirm the circuit’s readiness for
oscillation in the vicinity of this frequency, we evaluate it with Serenade’s Oscillator Design
Aid from 10 MHz to 1 GHz. The Design Aid finds an initial resonant frequency near 230.6
MHz—not too far from the −180◦ crossing frequency of 200 MHz of the Nyquist plot.
Figure 3.323 shows this point.

Oscillator analysis finds a final oscillation frequency of 228.48 MHz. Figure 3.324 shows
the resulting output spectrum at Port 2. At this point, we decided to do a quick jump into
Chapter 5 and take advantage of the CAD capability to predict the resulting phase noise,
which is shown in Figure 3.325. As we compare this with other measured results, the
approximately 228-MHz oscillator has a poor phase noise since the same phase noise is
achievable at 1 GHz and higher. The reader needs to be reminded that this is an unwanted
effect, but all of us who have built amplifiers will have experienced either low-frequency
oscillations (motorboating) or very high-frequency oscillation, sometimes caused by the
components in the immediate vicinity of the transistor itself and found somewhere above 3
GHz. This case is really a demonstration case; a closer look reveals that the transconductance
required for this condition is unrealistically high, but regardless it is a good example to
demonstrate the stability issue.

Where Does Oscillation Begin? An interesting question to solve now is, “What gate bias
voltage is needed for oscillation to begin?” Ansoft’s Serenade Design Environment includes
oscillator synchronous stability analysis, which uses a modification of the harmonic-balance
technique to determine critical points, such as the voltage needed to “turn on” an oscillator.
Mathematically, this is called a Hopf bifurcation because the behavior of the circuit changes
dramatically from a dc steady state to an oscillatory response. Figure 3.326 shows this effect
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Figure 3.323 Graph from Serenade Oscillator Design Aid analysis of the amplifier. A resonant fre-
quency is indicated where the imaginary part of the test current equals zero and the real part is negative.

Figure 3.324 Predicted output spectrum of the unintended oscillator.
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Figure 3.325 Predicted phase noise of the oscillating amplifier.

by plotting output power versus gate bias. The turning point at −3.2 V (22 mW) is clearly
visible, as is the bifurcation at −3.1 V (0 mW output).

Figure 3.326 can be interpreted as follows.

1. If the bias voltage is increased from, say, −4.0 V, the circuit will begin to oscillate at
the bifurcation voltage and the output power will jump to 26 mW.
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Figure 3.326 Output power versus gate bias for the unstable amplifier.
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2. If the circuit is oscillating and the voltage is decreased from −2.0 V, the circuit will
cease oscillating at the turning voltage of −3.2 V.

3. The branch between the turning point and the bifurcation point is unstable and cannot
be realized in practice. This forms a hysteresis loop around points (−3.1 V, 0 mW),
(−3.1 V, 26 mW), (−3.2 V, 22 mW), and (−3.2 V, 0 mW).

This amplifier stability analysis section is based on the stability analysis examples pro-
vided by Ansoft for the Serenade Design Environment.

An interesting example that combines both CAD and the feed-forward amplifier tech-
nique can be found in the Serenade Design Environment system simulator examples manual.
This technique has been under evaluation for the last 2 years, but our feeling is that not
enough measured data at frequencies above 500 MHz with reliable performance information
has yet been made available in the literature. Along these lines, work done at Ansoft under
a U.S. Air Force contract has provided very good insight into high-efficiency amplifiers at
microwave frequencies [83].
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4

MIXER DESIGN

4.1 INTRODUCTION

Radiocommunication requires that we shift a baseband information signal to a frequency
or frequencies suitable for electromagnetic propagation to the desired destination. At the
destination, we reverse this process, shifting the received radiofrequency signal back to
baseband to allow the recovery of the information it contains. This frequency-shifting func-
tion is traditionally known as mixing; the stages that perform it, as mixers. Any device
that exhibits amplitude-nonlinear behavior can serve as a mixer, for example, as we saw
in Section 1.7.2, nonlinear distortion results in the production, from the signals present
at the input of a device, of signals at new frequencies. Even a rusty screw or bolt on an
antenna element can act as a mixer, producing unwanted IMD products that appear at the
receiver input.

Although mixers are equally important in wireless transmission and reception, traditional
mixer terminology favors the receiving case because mixing was first applied as such in
receiving applications. Thus, the signal to be frequency-shifted is applied to the mixer’s RF
port, and the frequency-shifting power or voltage (from a local oscillator [LO]) is applied
to the mixer’s LO port, resulting in two outputs at the mixer’s intermediate-frequency (IF)
port. If the wanted IF is lower in frequency than the RF signal, the mixer is a downconverter;
if the wanted IF is higher than the RF, the mixer is an upconverter. Converter may also be
used as a term for a single stage that simultaneously acts as mixer and LO.

For a given RF signal, an ideal mixer with a perfect LO (i.e., an LO with no harmonics
and no noise sidebands) would produce only two IF outputs: one at the frequency sum of the
RF and LO, and another at the frequency difference between the RF and LO. Filtering can
be used to select the desired IF product and reject the unwanted one, which is sometimes
referred to as the IF image.

RF/Microwave Circuit Design for Wireless Applications, Second Edition. Ulrich L. Rohde and Matthias Rudolph.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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Figure 4.1 Relationship between a mixer’s image and desired-signal responses. The image is 2 fIF
away from the desired signal.

The simultaneous generation of LO+RF and LO−RF outputs results not from a departure
of mixer performance from the ideal, but from the mathematics of mixing itself. Another
unavoidable mixing artifact, the RF image response, also results from the mathematics of
mixing rather than mixer nonideality. Just as a given RF/LO combination produces two IF
outputs (LO+RF and LO−RF, the IF and IF image), the mixer will produce output at the
desired IF (LO+RF or LO−RF) in response to two possible RF inputs: one at LO+IF and
another at LO−IF (Figure 4.1). The undesired response, the RF image (traditionally referred
to merely as the image), is 2 fIF removed from the desired response. Even if no man-made
signals exist at the RF image frequency, reducing a mixer’s RF image response can be
important because noise at that frequency, including that produced by circuitry between the
mixer and antenna, will still be mixed to the desired IF, degrading the signal-to-noise ratio.
Filtering and phasing techniques can be used to reduce the RF or IF image responses—
filtering if the image is sufficiently removed from the desired response for filtering to provide
the necessary rejection, phasing if the desired and image responses are insufficiently spaced
for filtering to work, as in the case of a double-conversion receiver in which signals at a
high first IF (e.g., 50–70 MHz) must be converted to a very low first IF, such as 25 kHz.

The output of every real mixer includes a vast number of additional unwanted products,
including noise, the fundamentals of the mixer’s RF and LO signals and their harmonics,
and the sums and differences of the RF and LO and their harmonics. Intermodulation
distortion between multiple signals present at the RF port and IF output resulting from the
mixing to IF of LO noise-sideband energy by strong adjacent signals (reciprocal mixing,
Section 1.7.2), further complicate a mixer’s output spectrum and may compromise system
performance.

All mixers are multipliers in the sense that the various new outputs they produce can
be described mathematically as the multiplicative products of their inputs. From an im-
plementation standpoint, however, a given mixer circuit can be characterized as additive
or multiplicative depending on how RF and LO signals are applied to it. Additive mixing
occurs when the RF and LO signals are applied to the same input port, as in Figures 4.2 and
4.3. Multiplicative mixing occurs when the RF and LO signals are applied to separate ports,
as in Figure 4.4. As a rule, multiplicative mixers afford better isolation between their LO
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Figure 4.2 Additive mixing in a BJT [1].

Figure 4.3 Additive mixing in a single-gate MOSFET [1].

Figure 4.4 Multiplicative mixing in a dual-gate MOSFET. A dual-gate device is actually two single-gate
devices in series [1].



640 MIXER DESIGN

and RF ports than additive mixers, and this enhanced interport isolation is their principal
merit. Multiplicative mixing does not in itself suppress unwanted products; the spurious
response of a basic multiplicative mixer cell is poor unless it is used in a push–pull or quad
configuration.

Let us now consider the basic theory of mixers. Mixing is achieved by the application
of two signals to a nonlinear device. Depending upon the particular device, the nonlinear
characteristic may differ. However, it can generally be expressed in the form

I = K (V + v1 + v2)n (4.1)

The exponent n is not necessarily an integer, V may be a dc offset voltage, and the signal
voltages v1 and v2 may be expressed as v1 = V1 sin(ω1t) and v2 = V2 sin(ω2t).

When n = 2, (4.1) may then be written as

I = K [V + V1 sin (ω1t) + V2 sin (ω2t)]
2 (4.2)

This assumes the use of a device with a square-law characteristic. A different exponent
will result in the generation of other mixing products, but this is not relevant for a basic
understanding of the process. Expanding (4.2)

I = K[V 2 + V 2
1 sin2 (ω1t) + V 2

2 sin2 (ω2t) + 2V V1 sin (ω1t)

+2V V2 sin (ω2t) + 2V2 V1 sin (ω2t) sin (ω1t)] (4.3)

The output comprises a direct current and a number of alternating current contributions.
We are interested only in that portion of the current that generates the IF; so, if we neglect
those terms that do not include both V1 and V2, we may write

IIF = 2KV1V2 sin (ω1t) sin (ω2t)

IIF = KV2V1 {cos [(ω2 − ω1) t] − cos [(ω2 + ω1) t]} (4.4)

This means that at the output, we have the sum and difference signals available, and the
one of interest may be selected by the IF filter.

4.2 PROPERTIES OF MIXERS

4.2.1 Conversion Gain/Loss

Even though a mixer works by means of amplitude-nonlinear behavior in its device(s), we
generally want (and expect) it to act as a linear frequency shifter. The degree to which the
frequency-shifted signal is attenuated or amplified is an important mixer property. Conver-
sion gain can be positive or negative; by convention, negative conversion gains are often
stated as conversion loss.

In the case of a diode (passive) mixer , the insertion loss is calculated from the various
loss components:

Loss (dB) = Conversion loss + Transformer loss

+ Losses due to harmonic generation + Diode loss (4.5)

In the case of a doubly balanced mixer, we must add the transformer losses (on both sides)
and the diode losses as well as the mixer sideband conversion, which accounts by definition,
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CD = .
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Figure 4.5 Equivalent circuit of a mixer diode.

for 3 dB. Ideally, the mixer produces only one upper and one lower sideband, which results
in the 3 dB loss compared to the input signal. Also, the input and output transformers add
about 0.75 dB on each side, and of course there are the diode losses because of the series
resistances of the diodes.

Figure 4.5 shows the equivalent circuit of a diode. It consists of a series (loss) resistor RS

and a time-variable electronic resistor, typically called the diffusion resistance, RD, which
equals 26 mV/ID, and a capacitance CD shunting RD. CD can be found from

CD = W2

2D

ID

VT
(4.6)

where D is the diffusion constant, a material-dependent value, and W is the physical
width. The average value for RD is somewhere between the calculated value of 26 mV/ID

and some leakage current, simply because it is generated by a rectification mechanism,
which turns the LO power into an RF current and then into a combination of dc and RF
currents.

We can calculate the diode loss according to

Diode loss (dB) = log10

(
50 + (2 × RS)

50

)
(4.7)

Assuming that RS = 8 �, the diode loss for a diode-ring mixer

Diode loss (dB) = log10

(
50 + (2 × 8)

50

)
= 0.5 dB (4.8)

From (4.5), the insertion loss for this mixer is therefore

Loss (dB) = 3 dB (conversion loss) + 1.5 dB (transformer loss)

+ 1 dB (losses from harmonic generation) + 0.5 dB (diode loss)

= 6 dB (4.9)

This assumes mixing at the fundamental frequency. Sometimes the diode loss resistor
RS is as high as 25 � per arm (as in a MOSFET switch), or 50 � total. This now results in

Loss (dB) = 3 dB + 1.5 dB + 1 dB + 3 dB = 8.5 dB (insertion loss) (4.10)

Since the value of RS is partially determined by the threshold voltage of the diode and
the diode diffusion resistance, RD, a wide range of values can be noticed for different drive
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levels and mixer topologies. Figure 4.5 shows a shunt capacitance CD, the so-called diode
diffusion capacitance. When the diode is conducting, the influence of this nonlinearity is
frequency dependent, which adds to the insertion loss. In this discussion, we have not con-
sidered its frequency dependency. At wireless frequencies, modern Schottky diodes, also
frequently called hot-carrier diodes, are operated far from their cutoff frequency, resulting
in less than 1 dB of additional losses. There are also mixers with special circuitry to termi-
nate the IF image. This is done with a diplexer circuit or equivalent circuitry. This makes
insertion loss values as low as 4 dB possible; however, the large-signal condition or intercept
point suffers.

4.2.2 Noise Figure

Like any network, a mixer contributes noise to the signals its frequency shifts. The degree
to which a mixer’s noise degrades the signal-to-noise ratio (see Section 1.7.1) of the signals
its frequency shifts is evaluated in terms of noise factor and noise figure as discussed in
Section 1.7.1.

4.2.2.1 Passive Mixer
For a long time, the literature has stated that the noise figure of a passive mixer, which
is pretty much independent of its circuit arrangement, is equal to the mixer’s insertion
loss. But this neglects the influence of the white-noise contribution of the mixer’s diode(s).
This is ironic, considering that RF noise generators were long based on thermionic diodes
operated in saturation (the 5722 noise diode was a popular type, as in the Rohde & Schwarz
SKTU). Such a diode’s noise-power output can be readily determined from its saturation
current. On the other hand, all Schottky diodes, while conducting, generate white noise that
follows the same principle as above. This fact has been practically recognized only by a few
companies that make modern noise-measurement equipment. Modern noise-measurement
devices measure the noise figure of a system by “hot and cold” technique, an approach based
on knowledge of the absolute noise energy emitted under hot conditions (conductance). This
method has the advantage that it can be used up to several tens of gigahertz, while the old
vacuum-tube-based noise generators ran out of steam at around 1 GHz due to the inability
to match the tube to the 50 � termination. This was typically accomplished by connecting
a 50 � resistor between anode and ground (without dc connection), followed by a low-
pass filter, which would match the tube capacitance and other parasitics to the required
termination of 50 �, purely resistive.

In reality, we can take the loss calculation from above and add the Schottky noise gen-
erated by the diodes as they are driven by the local oscillator.

If a Schottky diode is used as a noise generator in the conductive mode, it generates a
continuous frequency spectrum, possibly up to several gigahertz. There is a mathematical
relationship between the noise power spectrum emitted by the diode and the time-averaged
current of this diode, which generates the noise. If the noise source impedance is set (typi-
cally 50 �), the available noise power can be calculated according to

IR =
√

2e × Is × �f (4.11)

where
e = 1.6 × 10−19 coulombs; Is = saturation current of the diode; �f = effective noise
bandwidth.



PROPERTIES OF MIXERS 643

For S11 = 0 or proper termination of this circuit (RG = Rterm),

PR =
(

IR

2

)2

× Ri

= e

2
× Is × �f × Ri (4.12)

Calculated at a bandwidth of 1 Hz

PR

�f
= e

2
× Is × Ri (4.13)

If

PR

�f
= kT 0 × F (4.14)

the noise factor becomes

F = e × Is × Ri

2kT 0
(4.15)

If the values for e and kT0 are inserted,

F = 20 × ID × 26 mV

ID
+ Rs + RG

2RG
(4.16)

4.2.2.2 Example
Assume the passive mixer mentioned above with its 6 dB insertion loss is considered and a
dc current of 15 mA results as a function of the LO drive. Since ID gets canceled, the noise
factor (F ) of the diode portion equals

F = 20 × ID × 26 mV

ID
+ Rs + RG

2RG

= 0.52 + 0.58

= 1.1 (4.17)

The noise figure, NF , is 10 log F , or 0.413 dB. Now this number and the insertion
loss must be added. The resulting noise figure would be 6.413 dB. This is consistent with
published measurement data.

4.2.2.3 Exact Mathematical Nonlinear Approach
The exact noise factor of a real mixer is computed by the formula

F = N0 (ωIF) + kT 0

KBT0GTc (ωRF)
(4.18)

where
N0(ωIF) = total noise power (per unit bandwidth) delivered to the IF load at intermedi-

ate frequency; KB = Boltzmann’s constant; T0 = reference temperature (290 or 300 K is
commonly used); GTc(ωRF) = transducer conversion gain from ωRF to ωIF.

Let us now further elaborate on (4.18). We may write

N0 (ωIF) = Ns (ωIF) + NINT (ωIF) + NL (ωIF) + kT 0 (4.19)
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where NS is noise generated by the RF source resistance and transferred to the IF load
through frequency conversion, NINT is noise generated internally to the mixer, and NL is
noise generated by the IF termination. If the source resistance is held at temperature T0, NS

will basically originate from noise generated at the RF and image frequencies, which are
transferred to the IF with approximately the same conversion gain, plus a relatively small
contribution transferred from other sidebands with a smaller conversion gain. We may then
write synthetically

Ns (ωIF) = 2aKBT0GTc (ωRF) (4.20)

where a is a coefficient slightly larger than 1. NINT(ωRF) is generated by transformer losses,
by the diode Schottky noise and by the diode resistive parasitics, and in principle may take
on any value; in particular, it may be zero if both the transformers and the diodes are ideal
(i.e., if the latter are pure nonlinear resistors). As for NL(ωIF), by Nyquist’s theorem the
IF load resistor RL may be described as a noiseless resistor in series with a noise voltage
source whose mean-square voltage (per unit bandwidth) is

|VL|2 = 4KBTLRL (4.21)

where TL is the IF termination temperature. If the IF load is driven by a source with
an output impedance Zout(ωIF), the noise power actually delivered to the load will
obviously be

Nout = 4KBTLR2
L

|Zout (ωIF) + RL|2 (4.22)

In addition to Nout, the thermal noise originating from the IF termination delivered to the
IF load at ωIF will also include contributions from other sidebands that are back converted
by the mixer nonlinearities with a relatively small conversion gain. Thus, we may write

NL (ωIF) = 4bKBTLR2
L

|Zout (ωIF) + RL|2 (4.23)

where b is slightly larger than 1. If we now introduce the mixer conversion loss, namely

LC = 1

GTc (ωRF)
(4.24)

and combine (4.18) with (4.19), (4.20), and (4.23), we finally get the noise factor expression

F = 2a + NINT (ωIF) + kT

KBT0
LC + 4bT LR2

L

T0|Zout (ωIF) + RL|2 LC (4.25)

In the normal region of operation of the mixer (sufficient LO drive), we may assume

Zout (ωIF) RL (4.26)

so that (4.25) becomes

F = 2a + NINT (ωIF) + kT

KBT0
LC + bT L

T0
LC (4.27)

Multiplying the log10 of F by 10 gives us the exact mixer noise figure in dB.
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Table 4.1 Noise Figure and Conversion Gain Versus LO Power
for a Diode DBM

LO Power (dBm) NF (dB) Conversion Gain (dB)

−10.0 45.3486 −45.1993
−8.0 32.7714 −32.5264
−6.0 19.8529 −19.2862
−4.0 12.1154 −11.3228
−2.0 8.85188 −8.05585

0.0 7.26969 −6.51561
2.0 6.42344 −5.69211
4.0 5.85357 −5.15404
6.0 5.50914 −4.84439
8.0 5.31796 −4.66871

10.0 5.19081 −4.54960
12.0 5.08660 −4.45887
14.0 4.99530 −4.38806
16.0 4.91716 −4.33322
18.0 4.85920 −4.29407
20.0 4.82031 −4.26763

The method just discussed is the basis for the far noise calculation for oscillators as
mentioned in the oscillator chapter, in which it is referred to as conversion noise. This
includes the AM-to-PM conversion noise.

Table 4.1 shows how the noise figure and conversion gain vary with LO power for a
generic diode DBM (Figure 4.6). “Starving” a diode mixer by decreasing its LO drive
rapidly degrades its performance in all respects.

4.2.2.4 Differential CMOS Mixer
Let us consider the noise generated in a differential switching CMOS mixer. Its topology
is shown in Figure 4.7. We will follow the derivation of the individual origins of noise as
detailed in Ref. [2]. The discussion will focus on 1/f noise for the reason that this kind
of noise exists only in relative narrow bands at dc or, if upconverted, as noise sidebands
of a carrier. It is interesting to see at which frequencies these noise sidebands will arise
and why. Also, in direct conversion (zero IF), the baseband 1/f noise will be the governing
type of noise. But of course, the mechanisms controlling 1/f noise affect white noise in the
same manner. The difference is, however, that the white noise is constant over frequency,
therefore, it does not change anything if it is translated in frequency.

LO
RF

IF

Figure 4.6 Generic diode DBM.
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Figure 4.7 Differential CMOS mixer, indicating the origins of noise. (1) Load noise, (2) transconduc-
tance noise, (3) direct switching noise, (4) indirect switching noise.

This investigation aims at providing a basic understanding of the noise mechanisms
present in an ideal differential switching mixer. Imperfections such as simultaneous con-
duction of both transistors during switching will cause additional noise. For simplicity, only
a single-balanced mixer is discussed. There is, however, no principal difference to double-
balanced mixers, so that the theory is easily extended to this case. Only switching-type
mixers will be discussed, but also a Gilbert cell mixer will show qualitatively the same
effects.

The following four noise mechanisms are present in this type of mixer: load noise,
transconductance noise, and direct and indirect switching noise. These four effects will now
be discussed. In Figure 4.7, it is indicated by the numbers (1–4) where these mechanisms
are located. Throughout this section, the transistor noise is modeled by a single equivalent
voltage noise source at the gate of the respective transistor. Figure 4.8 shows the resulting
output 1/f noise spectra caused by each of the mechanisms.

Load Noise The load of the differential mixer adds noise to the signal. This noise is
simply superimposed to the signal at the output of the mixer. Minimizing this noise is done
by selecting appropriate load transistors, or even resistors that provide no 1/f noise.

Transconductance Noise The current source transistor is used to modulate the switched
current by the RF signal. The switching is then responsible for the mixing of the RF signal.
However, any noise generated in this transistor will also be mixed by the differential pair
just as any other signal. The good news concerning 1/f noise is, however, that it is not at
the same frequency as the RF signal, but it is in baseband. It gets therefore upconverted to
the LO frequency and to its odd harmonics. Under ideal conditions, the 1/f noise caused
by the transconductance transistor is shifted out of the baseband and should not degrade
SNR at the mixer output.

Direct Switching Noise After discussing the current source and the load, it is time to
discuss the 1/f noise of the switching transistors. Their noise is not just mixed, it impacts the
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Figure 4.8 Contributions of the four basic noise sources to the output mixer noise. (1) Load noise, (2)
transconductance noise, (3) direct switching noise, (4) indirect switching noise.

switching. Let us consider the ideal case. The switching transistors are assumed to perform
the transition from on to off instantaneously when the gate voltage crosses a certain value.
With no noise, the switching times would be exactly each half cycle of the LO signal.

Now consider additional 1/f noise at the gate, it is a slow signal that is superimposed to
the LO switching signal. The LO signal will be just slightly increased or decreased, and
the switching events are consequently shifted in time, a bit earlier or later. Thus, the noise
causes jitter.

In order to quantify the noise contribution, we need to describe the difference between
the switched current with jitter and without, as shown in Figure 4.9. If the two signals are
simply subtracted, one obtains a series of pulses with the following properties

• The pulses are located at the switching times.
• The amplitude is either positive or negative, twice the switched current.
• The width (and the sign) of the pulse depends on the ratio between the magnitude of

the gate noise voltage Vn(t) at the switching time and the slope S of the LO voltage
applied to the gate. Figure 4.10 highlights this relation.
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Figure 4.9 Direct switching noise: the LO signal with jitter can be understood as an undisturbed signal
superimposed with a pulse train.

Thus, the jitter can be understood as a sampled replica of the original 1/f noise, that is,
additionally scaled according to the signal’s slope S. The sampling frequency equals twice
the LO frequency since the jitter occurs at every switching event, thus twice per LO period.

The jitter noise current normalized for one period is therefore

In,o = 2

TLO
· 2I · vn

S
(4.28)

With the period of the LO signal TLO = 1/fLO, the switched current I, the noise voltage at
the switching times vn, and the slope of the LO gate voltage crossing zero, S.

For a sinusoidal signal, TLO · S is given by 4πA, where a factor of 2 accounts for the
fact that the noise is compared to a differential signal. the baseband noise spectrum thereby
becomes

in,o(f ) = I

πA
· vn(f ) (4.29)
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Figure 4.10 (a) Ideal LO gate voltage (solid line), 1/f noise voltage (dashed line); (b) actual (solid line)
and ideal (dotted line) LO gate voltage; (c) the time-offset (jitter) at a zero crossing is calculated from
the noise voltage and the slope of the LO signal.

Due to the sampling of this signal, this spectrum appears at baseband, and as noise sidebands
around all even harmonics of the LO frequency.

In the ideal case, there is no interaction with the other noise sources. But if the mixer
is unbalanced due to an offset voltage, noise of the transconductance transistor can leak
through and add to the jitter. It affects the output noise spectrum in the same manner as the
switching noise discussed before.

Indirect Switching Noise The direct switching noise can be reduced by fast switching.
Applying an ideal square-wave voltage to the gates would suppress this kind of noise
completely. However, 1/f noise of the switching transistors adds to overall noise in a second
way that only depends on LO frequency and FET capacitances.

Let us assume ideal switching, and investigate the voltage at the virtual ground. Under this
assumption, it will be constant. However, if 1/f noise exists at the switching transistor’s gate,
things change. Due to the balanced structure, it is allowed just to regard the unsymmetrical
noise. At one transistor gate, the 1/f noise will be switched between two states: vn if the
MOST is conducting, and 0 if the MOST is turned off. However, due to the differential
structure, the virtual ground potential will anticipate this imbalanced switching, and will
also shift by vn when the respective transistor is on.
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The noise signal is stochastic in nature, but much slower than the LO signal. Let us
treat it like a switched voltage of slowly varying amplitude. The relevant time constants in
our case are the switching edges, as these will enable a current through the capacitance Cp

associated with the transconductance transistor.

In,o = 2

TLO

∫ TLO/2

0
Cp ·

[
d

dt
vs(t)

]
dt (4.30)

which leads to the noise contribution

in,o = 2

TLO
Cp · vn (4.31)

Concerning the spectrum, the same observations are made as for the direct switching
noise. The current bursts at the virtual ground change their polarity depending on whether the
transistor is switched on or off. But regarding the load, this change in polarity is compensated
by the differential pair, that routes one burst through one branch and the next through the
other. Thus, at the output, again 1/f noise appears, sampled with twice the LO frequency.

Anyway, the indirect switching noise should usually be much lower than direct switching
noise. Direct conversion noise can be reduced by fast switching, but switching noise can
never be suppressed completely.

4.2.2.5 SSB Versus DSB Noise Figure
In radiocommunication, we typically use mixers as “single-sideband” devices; that is, we
are interested in only one of the two possible RF inputs (fLO + fIF or fLO − fIF) that
produce output at the desired IF. The unused input is the RF image or simply image. A
mixer’s RF image response can be important even if no man-made signals are present at
fimage because noise there, including that produced by the mixer’s RF-port termination,
will be converted to the IF, possibly compromising the system’s signal-to-noise ratio. As a
result of this and the IEEE definition of noise figure [3], which, for a mixer, considers only
the noise associated with a system’s principal frequency transformation, some controversy
exists about the definition and measurement of mixer noise figure. IEEE’s NF definition
for mixers assumes no noise contribution at fimage, not even from the mixer’s RF-port
termination at that frequency; yet, by convention (and out of necessity, since an absolutely
noiseless, T = 0 fimage termination is unavailable on the average test bench) the noise
figures we measure always include some noise at fimage, even if, as a result of filtering, it
arises only from the mixer’s RF-port termination. The NF measurements and simulations
presented in this book reflect this conventional SSB NF scenario. Stephen Maas provides
in-depth material on these issues, including the importance of double-sideband NF for some
systems, and the limitations of NF as a figure of merit, in Ref. [4].

4.2.3 Linearity

4.2.3.1 1 dB Compression Point
Like other networks, a mixer is amplitude nonlinear above a certain input level; above
this point, the output level fails to track input level changes proportionally. This figure
of merit, P−1 dB, identifies the single-tone input-signal level at which the output of the
mixer has fallen 1 dB below the expected output level. The 1 dB compression point in a
conventional double-balanced diode mixer is approximately 6 dB below the LO power. For
lower distortion mixers, it is usually 3 dB below the LO power.
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4.2.3.2 1 dB Desensitization Point
This specification is another figure of merit similar to the 1 dB compression point. However,
the 1 dB desensitization point refers to the level of an interfering (undesired) input signal that
causes a 1 dB decrease in nominal conversion gain for the desired signal. For a diode-ring
DBM, the 1 dB desensitization point is usually 2–3 dB below the 1 dB compression point.

4.2.3.3 Dynamic Range
The dynamic range of any RF/wireless system can be defined as the difference between the
1 dB compression point and the minimum discernible signal (MDS). These two points are
specified in units of power (dBm), giving dynamic range in dB. When the RF input level
approaches the 1 dB compression point, harmonic and intermodulation products begin to
interfere with the system performance. High dynamic range is obviously desirable, but cost,
power consumption, system complexity, and reliability must also be considered.

4.2.3.4 Harmonic Intermodulation Products (HIP)
These are spurious products that are harmonically related to the fLO and fRF input signals.

HIP = MfLO + NfRF (4.32)

Table 4.2 shows relative harmonic intermodulation product levels for a high-level diode
DBM.

4.2.3.5 Intermodulation Distortion (IMD)
Nonlinearities in the mixer devices give rise to intermodulation distortion products whenever
two or more signals are applied to the mixer’s RF port. Testing this behavior with two
(usually closely spaced) input signals of equal magnitude can return several figures of
merit depending on how the results are interpreted. A mixer’s third-order output intercept
point (IP3,out) is defined as the output power level where the spurious signals generated
by (2fRF1 ± fRF2) ± fLO and (fRF1 ± 2fRF2) ± fLO are equal in amplitude to the desired
output signal as shown in Figure 4.11.

The third-order input intercept point, IP3,in—IP3 referred to the input level—is of par-
ticularly useful value and is the most commonly used mixer IMD figure of merit. IP3,in can
be calculated according to

IPn,in = IMR ÷ (n − 1) + input power (dBm) (4.33)

Table 4.2 Typical Spurious Responses of High-Level Double-Balanced Mixer (Decibels Below
fLO ± fRF Response)

RF Input Signal Harmonics fLO 2fLO 3fLO 4fLO 5fLO 6fLO 7fLO 8fLO

8fRF 100 100 100 100 100 100 100 100 100
7fRF 100 97 102 95 100 100 100 90 100
6fRF 100 92 97 95 100 100 95 100 100
5fRF 90 84 86 72 92 70 95 70 92
4fRF 90 84 97 86 97 90 100 90 92
3fRF 75 63 66 72 72 58 86 58 80
2fRF 70 72 72 70 82 62 75 75 100
fRF 60 0 35 15 37 37 45 40 50

60 60 70 72 72 62 70 70
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Figure 4.11 Mixer linearity evaluation, including compression and two-tone IMD dynamic range.P−1 dB

for a single-tone cannot be read directly from this graph because the values shown are the result of
two-equal-tone drive.

where IMR is the intermodulation ratio (the difference in dB between the desired output and
the spurious signal, and n is the IM order—in this case, 3). In a conventional diode double-
balanced mixer, IP3,in is approximately 14 dB above the single tone 1 dB compression point
(P−1 dB)—approximately 8 dB greater than the local oscillator power. As will be seen later,
this does not apply to feedback active mixers. They have their own agenda, above a particular
input level, their IMD products increase almost exponentially.

Although designers are usually more concerned with odd-order IM performance, second-
order IM can be important in wideband systems (systems that operate over a 2:1 or greater
bandwidth) as discussed in Section 1.7.2.

4.2.4 LO Drive Level

A mixer’s specifications are usually guaranteed at a particular LO drive level, usually spec-
ified as a dBm value that may be qualified with a tolerance. Insufficient LO drive degrades
mixer performance; excessive LO drive degrades performance and may damage mixer de-
vices. Commercially available diode mixers are often classified by LO drive level. For
example, a “Level 17” mixer requires 17 dBm of LO drive.

4.2.5 Interport Isolation

In a mixer, isolation is defined as the attenuation in dB between a signal input at any
port and its level as measured at any other port. High isolation numbers are desirable.
Figure 4.12 shows LO–IF and LO–RF isolation versus frequency for a triple-balanced diode
DBM. Isolation is dependent mainly on transformer and physical symmetry, and device
balance, but the level of signals applied to the mixer also plays a role, as shown in Figure 4.13.

4.2.6 Port VSWR

The load presented by a mixer’s ports to the outside world can be of critical importance
to a designer. For example, high LO-port VSWR may result in inefficient use of available
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Figure 4.12 LO–IF and LO–RF isolation versus frequency for a high-level triple-balanced diode mixer.
The periodic roughness of the traces is a measurement-system artifact, proving that even sophisticated
FFT-based instruments are not perfect.

LO power, resulting in LO starvation (underdrive) that degrades the mixer’s performance.
Figure 4.14 shows LO-port VSWR versus frequency for a high-level diode DBM with two
values of LO power. Like interport isolation, port VSWR can vary with the level of the
signal applied.

Figure 4.13 LO–IF isolation versus frequency and LO drive level for a high-level diode DBM.
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Figure 4.14 LO-port VSWR versus frequency for a high-level diode DBM.

4.2.7 dc Offset

Isolation between ports plays a major role in reducing dc offset in a mixer. Like isolation,
dc offset is a measure of the unbalance of the mixer. In phase-detector and phase-modulator
applications, dc offset is a critical parameter.

4.2.8 dc Polarity

Unless otherwise specified, mixers with dc output are designed to have negative polarity
when RF and LO signals are of equal phase.

4.2.9 Power Consumption

Circuit power consumption is always important, but in battery-powered wireless designs it
is critical. Mixer choice may be significant in determining a system’s power consumption,
sometimes in ways that seem paradoxical at first glance. For instance, a passive mixer might
seem to be a power smart choice because it consumes no power—until we factor in the power
consumption of the circuitry needed to provide the (often considerable) LO power a passive
mixer requires. If a mixer requires a broadband resistive termination that will be provided
by a postmixer amplifier operating at a high standing current, the power consumption of
the amplifier stage must be considered as well. Evaluating the suitability of a given mixer
type to a task therefore requires a grasp of its ecology as well as its specifications.

4.3 DIODE MIXERS

Passive mixers based on diode switches are common in base-station applications, where
their high dynamic range and 50 � port impedances overcome objections to their inherent
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conversion loss, unsuitability to integration, and relatively high LO-power requirement. As
we will discuss later, FET-based passive mixers are overcoming some of these limitations
in mobile wireless applications.

4.3.1 Single-Diode Mixer

Figure 4.15 shows the schematic of a simplistic single-diode mixer. The LO and RF signals
are applied in series to the diode, with no effort made to match the sources to the diode
or isolate the sources from each other. The LO and RF signals are both present in the
diode simultaneously, so the mixing performed is additive. The LO signal switches the
diode on and off, gating the RF signal to the circuit’s output at the LO frequency. In this
simple circuit, the output port’s 50 � resistance serves as the diode’s ac load and dc return.
Because we want the diode to operate as a linear switch with respect to the RF signal, the
diode should turn on hard and turn off as completely as possible, and the LO, not the RF
source, should switch the diode on and off. The upper frequency limit of the circuit will
depend on how rapidly the diode can switch between the on and off states. The LO can be
only so strong before the diode’s dissipation limits are exceeded; the RF source can be only
so strong relative to the LO before it begins to play a role in switching the diode on and
off. The LO must therefore be considerably stronger than the RF source—20 dB or more
for low-distortion applications.

Figure 4.16 shows how the single-diode mixer’s conversion gain and noise figure vary
with applied LO power. Figure 4.17 shows the mixer’s output spectrum.

The following several pages present sample data on diodes suitable for mixer service in
Tables 4.3 and 4.4 and the full manufacturer’s data sheet on the Infineon BAT15-99.

Figure 4.15 Schematic of the single-diode mixer. The circuit’s 50 � output termination serves as the
diode’s dc return, as well as completing the circuit for RF, LO, and IF.
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Figure 4.16 Conversion gain and noise figure versus LO power for the single-diode mixer. The values
reported are worse than those predicted by theory because RF, LO, and IF matching have not been
attempted. In this analysis, LO = 310.7 MHz (−10 to 25 dBm), RF = 300 MHz (−50 dBm), and IF =
10.7 MHz.

Figure 4.17 Output spectrum of the single-diode mixer. Three LO harmonics and three LO sidebands
were used in this analysis. In this analysis, LO = 310.7 MHz (13 dBm), RF = 300 MHz (−20 dBm), and
IF = 10.7 MHz.
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Table 4.3 Example RF Schottky Diodes (Infineon)

Characteristics
(TA = 25◦C)

Maximum
Ratings VF at IF

Type VR (V) IF (mA) CT (pF) V mA Configuration Package

BAT15-02LRH 4.0 110.0 0.26 0.23 1 Single TSLP-2-7
BAT15-03W 4.0 110.0 0.26 0.23 1 Single SOD323
BAT15-04R 4.0 110.0 0.26 0.23 1 Single SOT23
BAT15-04W 4.0 110.0 0.26 0.23 1 Dual SOT323
BAT15-05W 4.0 110.0 0.26 0.23 1 Dual SOT323
BAT15-099 4.0 110.0 0.26 0.23 1 Single SOT143-4-1
BAT17 4.0 130.0 0.55 0.34 1 Single SOT23
BAT17-04 4.0 130.0 0.55 0.34 1 Dual SOT23
BAT17-04W 4.0 130.0 0.55 0.34 1 Dual SOT323
BAT17-05 4.0 130.0 0.55 0.34 1 Dual SOT23
BAT17-05W 4.0 130.0 0.55 0.34 1 Dual SOT323
BAT17-06W 4.0 130.0 0.55 0.34 1 Dual SOT323
BAT17-07 4.0 130.0 0.75 0.34 1 Dual SOT143-4-1
BAT24-02LS 4.0 110.0 0.21 0.23 1 Single TSSLP-2-1

Source: Courtesy Infineon Technologies.

Table 4.4 Example Schottky Detector Diodes (Infineon)

Characteristics
(TA = 25◦C)

Maximum
Ratings VF at IF

RO at
VF = 0 V

Type VR (V) IF (mA) CT (pF) V mA k� Configuration Package

BAT62-02L 40.0 20.0 0.35 0.58 2 225.0 Single TSLP-2-1
BAT62-02W 40.0 20.0 0.35 0.58 2 225.0 Single SCD80
BAT62-03W 40.0 20.0 0.35 0.58 2 225.0 Single SOD323
BAT62-07W 40.0 20.0 0.35 0.58 2 225.0 Dual SOT343
BAT63-02 3.0 100.0 0.65 0.19 1 30.0 Single SC79
BAT63-07W 3.0 100.0 0.65 0.19 1 30.0 Dual PG-SOT343-4
BAT68 8.0 130.0 0.75 0.318 1 — Single SOT23
BAT68-04 8.0 130.0 0.75 0.318 1 — Dual SOT23
BAT68-04W 8.0 130.0 0.75 0.318 1 — Dual SOT323
BAT68-06 8.0 130.0 0.75 0.318 1 — Dual PG-SOT23-3
BAT68-06W 8.0 130.0 0.75 0.318 1 — Dual SOT323

Source: Courtesy Infineon Technologies.
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BAT15...

Silicon Schottky Diodes
• Low barrier type for DBS mixer applications
   up to 12 GHz, phase detectors and modulators

• Low noise figure

• Pb-free (RoHS compliant) package

BAT15-02LRH
BAT15-03W

BAT15-05W BAT15-099
BAT15-099LRH

BAT15-099RBAT15-04W

ESD (Electrostatic discharge) sensitive device, observe handling precaution!

Type Package Configuration LS(nH) Marking
BAT15-02LRH 
BAT15-03W 
BAT15-04W 
BAT15-05W 
BAT15-07LRH 
BAT15-098LRH 
BAT15-099 
BAT15-099R 
BAT15-099LRH

TSLP-2-7 
SOD323 
SOT323 
SOT323 
TSLP-4-7 
TSLP-4-7 
SOT143 
SOT143 
TSLP-4-7

single, leadless 
single 
series 
common cathode 
parallel pair, leadless 
anti-parallel pair, leadless 
anti-parallel pair 
cross-over ring 
anti-parallel pair, leadless

0.4 
1.8 
1.4 
1.4 
0.4 
0.4 
2 
2 

0.4 

NP 
white P 
S8s 
S5s 
NP 
B 
S5s 
S6s 
S5

Source: Courtesy Infineon Technologies.
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BAT15...

Maximum Ratings at TA = 25°C, unless otherwise specified
Parameter Symbol Value Unit
Diode reverse voltage VR 4 V

Forward current IF 110 mA

Total power dissipation 
BAT15-02LRH, -099LRHTS ≤ 76 °C 
BAT15-03W, TS ≤ 70 °C 
BAT15-04W, TS ≤ 68 °C 
BAT15-05W, TS ≤ 65 °C 
BAT15-099, TS ≤ 48 °C 
BAT15-099R, TS ≤ 67 °C

Ptot
100
100
100
100
100
100

mW

Junction temperature Tj 150 °C

Operating temperature range Top -55 ... 150
Storage temperature Tstg -55 ... 150

Thermal Resistance
Parameter Symbol Value Unit
Junction - soldering point1)

BAT15-02LRH, -099LRH 
BAT15-03W 
BAT15-04W 
BAT15-05W 
BAT15-099 
BAT15-099R

RthJS
≤ 780
≤ 795
≤ 820
≤ 850

≤ 1020
≤ 830

K/W

1For calculation of RthJA please refer to Application Note Thermal Resistance

Source: Courtesy Infineon Technologies.
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BAT15...

Electrical Characteristics at TA = 25°C, unless otherwise specified
Parameter Symbol Values Unit

min. typ. max.
DC Characteristics
Breakdown voltage 
I(BR) = 100 μA

V(BR) 4 - - V

Forward voltage 
IF = 1 mA 
IF = 10 mA

VF
0.16
0.25

0.23
0.32

0.32
0.41

Forward voltage matching1)

IF = 10 mA
Δ VF - - 20 mV

AC Characteristics
Diode capacitance 
VR = 0 V, f = 1 MHz, all other types 
VR = 0 V, f = 1 MHz, BAT15-099R

CT
-
-

-
-

0.35
0.5

pF

Differential forward resistance 
IF = 10 mA / 50 mA 

RF - 5.5 - Ω

1ΔVF is the difference between lowest and highest VF in a multiple diode component.

Source: Courtesy Infineon Technologies.
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BAT15...

Diode capacitance CT = ƒ (VR)
f = 1MHz

0
0.0

EHD07082

C T

RV

2 V 4

0.2

0.4

pF

0.5

0.1

0.3

Reverse current IR =  ƒ(VR)
TA = Parameter

0
10

EHD07081

ΙR

RV

10

10

10

10

A 125 CTA =

85

25

1 2 3 4V

μ

-1

0

1

2

3

C

C

Forward current IF = ƒ (VF)
TA = Parameter

0.0
10

EHD07077BAT 15-099R

Ι F

FV

10

10

10

10

A

-40 ˚CTA =

0.5 1.0V

m

-2

-1

0

1

2

25
85

125

˚C
˚C
˚C

Forward current IF = ƒ (TS)
BAT15-02LRH,  BAT15-099LRH

0 15 30 45 60 75 90 105 120 °C 150

TS

0 

10 

20 

30 

40 

50 

60 

70 

80 

90 

100 

mA
120 

I F

Source: Courtesy Infineon Technologies.
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BAT15...

Forward current IF = ƒ (TS)
BAT15-099R

0 15 30 45 60 75 90 105 120 °C 150

TS

0 

10 

20 

30 

40 

50 

60 

70 

80 

90 

100 

mA
120 

I F

Permissible Puls Load RthJS = ƒ (tp)
BAT15-02LRH, BAT15-099LRH

10 -7 10 -6 10 -5 10 -4 10 -3 10 -2 10 0 s

tp

1 10 

2 10 

3 10 

K/W

R
th

JS

0.5
0.2
0.1
0.05
0.02
0.01
0.005
D = 0

Permissible Pulse Load
IFmax/ IFDC = ƒ (tp) BAT15-02LRH,
BAT15-099LRH

10 -6 10 -5 10 -4 10 -3 10 -2 10 0 s

tp

0 10 

1 10 

I F
m

ax
/I F

D
C

D = 0
0.005
0.01
0.02
0.05 
0.1
0.2
0.5

Source: Courtesy Infineon Technologies.
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BAT15...

S11-Parameters for BAT15-099
Typical impedance characteristics (with external bias I and Zo = 50Ω)

f I = 0.02 mA I = 0.05 mA I = 0.1 mA I = 0.2 mA I = 0.5 mA

GHz MAG ANG MAG ANG MAG ANG MAG ANG MAG ANG

1
2
3
4
5
6
7
8
9
10
11
12

0.94
0.93
0.92
0.91
0.91
0.91
0.91
0.91
0.91
0.9

0.89
0.88

-16.4
-33.8
-53.8
-74.3
-96.6
-115.4
-131
-143

-155.6
-167.3
175.5
175.5

0.84
0.88
0.86
0.84
0.84
0.84
0.84
0.84
0.83
0.83
0.8

0.76

-16.6
-33.8
-54.5
-75.3
-97.6
-116.7
-132.3
-144.5
-150.2
-169.7
172.6
146.5

0.77
0.77
0.75
0.72
0.72
0.73
0.73
0.73
0.71
0.71
0.7

0.62

-16.4
-34.5
-54.1
-76.4
-99.1
-118.7
-134.1
-146.8
-159.7
-178.8

170
142.8

0.59
0.58
0.58
0.51
0.53
0.53
0.54
0.55
0.53
0.51
0.45
0.39

-17.2
-35.2
-56.1
-78.4
-102.3
-122.9
-138.1
-150.5
-163.9
-175.8
164.9
134.2

0.19
0.15
0.13
0.11
0.15
0.18
0.2

0.81
0.18
0.14
0.09
0.14

-16.7
-36.1
-64.8
-104.8
-135.7
-160.9
-168.8
179.4
179.4
151.2
105.5
43.6

S11 =  (f, I) BAT15-099

Ω0

-  250

-  50
EHD07083

-  10

001-52-

052+01+

+  100+  25

+  50

10 25 50 100 250

12 0.05
0.1

0.2

0.5

0.02

f

1 GHz

GHz5

GHz8

j

j

j

j

j

j

j

j

j

j

mA
mA

mA
mA

mA

Hz

Source: Courtesy Infineon Technologies.
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The simple single-diode mixer circuit shown in Figure 4.15 is intended only as an illus-
tration of the basic behavior of diode mixer behavior. A practical single-diode mixer would
include filtering at its RF, LO, and IF ports—RF filtering for image rejection, reduced LO
radiation, and optimum matching of the RF source to the diode; LO filtering to keep RF
out of the LO and optimally match the LO to the diode, and IF filtering to optimally match
the diode to its IF (and IF image) load, preferably while providing some rejection of the
mixer’s unwanted outputs, the strongest (and most potentially troublesome) of which is the
LO signal. Detail on the design of single-diode mixers can be found in Ref. [5].

4.3.2 Single-Balanced Mixer

Figure 4.18 shows the schematic of a two-diode (single-balanced) mixer. Unlike the single-
diode mixer, it performs multiplicative mixing because its RF and LO signals are applied
to different ports. In this more commonly seen two-diode mixer configuration, a balanced
transformer drives the diodes out of phase for the LO and in phase for signals present at
the RF port. Figure 4.19 shows how this mixer’s conversion gain and noise figure vary with
applied LO power. Figure 4.20 shows how the mixer’s conversion gain and noise figure
vary with frequency for a constant LO power.

The two-diode mixer is used mostly in the frequency range above 1 GHz in a manner akin
to a phase discriminator, using step-recovery diodes in the LO feed for enhanced harmonic
mixing. Such mixers are mainly used in medium-cost spectrum analyzers or microwave
receivers up to several tens of gigahertz, with the necessary transformers and baluns printed
on the circuit board.

With perfectly matched diodes and perfect transformer and constructional symmetry, no
LO energy arrives at the IF and RF ports, and there is only slight attenuation between the RF
and IF ports. Both building and computer modeling such a mixer is impossible: building,
because perfectly matched diodes and perfect transformer and constructional symmetry
cannot be achieved in practice; computer modeling, because floating-point mathematics
runs out of gas in handling the infinite amplitude spread involved in calculating the perfect
cancellation of the LO signal as it travels to the RF and IF ports. Figure 4.21 compares

Figure 4.18 Schematic of the two-diode (also known as single-balanced) mixer.
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Figure 4.19 How the nonideal mixer’s conversion gain and noise figure vary with available LO power.
In this analysis, LO = 500 MHz (13 dBm), RF = 500.455 MHz (−20 dBm), and IF = 455 kHz.

the mixer’s quasi-ideal port-to-port isolation (matched diodes, a perfect transformer, no
stray inductances and capacitances, and a 10 m� resistors connected from port to port) and
nonideal port-to-port isolation (slightly mismatched diodes and 0.5 pF between the upper
terminal of the middle winding and ground).

Figure 4.20 How the nonideal two-diode mixer’s conversion gain and noise figure vary with frequency
for a constant LO power. In this analysis, LO = 1–1500 MHz (2 dBm), RF = 1.455–1500.455 MHz
(−40 dBm), and IF = 455 kHz.
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Figure 4.21 Port-to-port isolation of the quasi-ideal (identical diodes and no stray capacitance) and
nonideal (slightly mismatched diodes and 0.5 pF of stray capacitance between the upper terminal of the
middle transformer winding and ground) two-diode mixer. In this analysis, LO = 1–1500 MHz (2 dBm),
RF = 1.455–1500.455 MHz (−40 dBm), and IF = 455 kHz.

Figure 4.22a and b shows the mixer’s output spectrum for the quasi-ideal and nonideal
cases, respectively.

4.3.2.1 Subharmonically Pumped Single-Balanced Mixer
Figure 4.23 shows a single-balanced mixer with a difference: antiparallel diode pairs take
the place of single diodes, the RF and IF are buffered from each other only by filtering, and
the LO is applied at 1/2 the frequency necessary to provide the desired frequency conversion.
The RF–IF isolation is limited to that provided by the seriesed input and output filtering,
but the LO–IF isolation is higher at fLO, and much higher at 2 fLO, than that achievable
with a double-balanced mixer (DBM) with the LO signal at 2 fLO (Figure 4.24). Although
the example shown is for an upconverting HF receiver, this technique finds application well
into the microwave range as the basis for I/Q modulators, in which carrier leakage must be
reduced to a level difficult to achieve with conventional DBMs [6–11].

4.3.3 Diode-Ring Mixer

Adding two more diodes and another transformer to the singly balanced mixer results in
a double-balanced mixer (DBM) as shown in Figure 4.25. A DBM’s frequency response
is largely determined by the frequency response of its transformers, which act as trans-
mission lines. The low-frequency limit is determined by the inductance of the transformer
windings, the reactance of which, at the lowest frequency of interest, should be at least
four times the impedance at which the transformer operates. The upper frequency limit
is determined mainly by the degradation of the transformers’ transmission-line behav-
ior at higher frequencies, although the increasing importance of diode capacitance also
plays a role.
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Figure 4.22 The nonideal mixer’s output spectrum with (a) identical diodes and no stray capacitance
and (b) slightly mismatched diodes and 0.5 pF of stray capacitance between the upper terminal of the
middle transformer winding and ground. In these analysis, LO = 310.7 MHz (2 dBm), RF = 300.0 MHz
(−40 dBm), and IF = 10.7 MHz. Four LO harmonics and three LO sidebands were used.

A DBM’s interport isolation is determined by the symmetry of its transformers, diodes,
and physical construction. In practice, the effects of diode mismatch can be minimized by
using a dual diode, such as—in the case of the BAT15—the BAT15-099, the maximum VF
spread between the diodes in which it is specified as 20 mV.
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Figure 4.23 A subharmonically pumped single-balanced mixer using antiparallel diode pairs. The LO
operates from 40.005 to 55.005 MHz to mix 0.01–30.01 MHz RF to an IF of 80 MHz.

Figure 4.24 Simulated interport isolation of the subharmonic SBM. For realism, the diodes and trans-
formers are slightly mismatched.
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Figure 4.25 Schematic of the diode-ring doubly balanced mixer.

Figure 4.26 shows how the DBM’s conversion gain and noise figure vary with applied
LO power. Figure 4.27 shows how the DBM’s conversion gain and noise figure vary with
frequency for an LO power of 7 dBm, with quasi-ideal and nonideal balance. Figure 4.28
shows how the DBM’s port-to-port isolation differs with quasi-ideal and nonideal balance
for an LO power of 7 dBm. Figure 4.29 shows how the DBM’s RF- and LO-port return loss
varies with frequency; the sharp peak corresponds to a resonance caused by one of the stray
capacitances added to simulate less-than-ideal balance in the modeled mixer.

Figure 4.30 shows the DBM’s output spectrum. Figure 4.31 shows the DBM’s output
waveform over 50 cycles of the LO signal.

Two-tone testing the DBM allows us to characterize its IP3 figures of merit. Figure 4.32
shows the nonideal DBM’s IF and IM3 responses for LO powers of −5, 1, 7, and 13 dBm.
Figure 4.33 details how the DBM’s IP3 increases with LO drive, and Figure 4.34 shows the

Figure 4.26 DBM conversion gain and noise figure versus LO power. In this analysis, LO =
310.7 MHz (−10 to 26 dBm), RF = 300 MHz (−40 dBm), and IF = 10.7 MHz.
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Figure 4.27 This plot of conversion gain and noise figure versus frequency for quasi-ideally and
nonideally balanced versions of the same DBM reveals that balance plays a relatively minor role in the
CG and NF performance achieved. In these analyses, the LO (−7 dBm) sweeps from 1 to 1500 MHz
and the RF (−40 dBm) sweeps from 1.455 to 1500.455 MHz to produce an IF of 455 kHz.

Figure 4.28 Interport isolation for DBMs with quasi-ideal and nonideal balance. In these analy-
ses, the LO (−7 dBm) sweeps from 1 to 1500 MHz and the RF (−40 dBm) sweeps from 1.455 to
1500.455 MHz to produce an IF of 455 kHz.
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Figure 4.29 Return loss versus frequency for the DBM’s RF and LO ports. The sharp peak results
from a stray resonance.

Figure 4.30 Output spectrum of a nonideally balanced DBM. In this analysis, LO = 310.7 MHz
(−7 dBm) and RF = 300 MHz (−40 dBm) for an IF of 10.7 MHz. Four LO harmonics and three LO
sidebands were used.
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Figure 4.31 IF-port voltage waveform of the DBM over 100 cycles of the LO signal. The 310.7 MHz
LO and 10.7 MHz IF components are clearly evident.

Figure 4.32 Diode DBM IF and IM3 output versus RF power for four LO-drive levels. The responses
for LO = 7 dBm have been extrapolated to show IP3. Within limits, varying a mixer’s LO drive affects its
linear IF output relatively little while significantly affecting IMD (see Figure 4.33). For all four analyses,
LO = 310.7 MHz, RF1 = 300.0 MHz (−40 to 10 dBm), and RF2 = 300.3 MHz (−40 to 10 dBm); four LO
harmonics and three LO sidebands were used.
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Figure 4.33 Extrapolating the responses for all four LO levels represented in Figure 4.32 shows how
varying a diode DBM’s LO drive shifts its third-order intercept point. Although these curves indicate that
the simulated mixer’s IP3 generally increases with LO drive, the improvement in IP3 is not as great as we
might expect. The reason for this is that these four analyses, as well as the other diode-mixer analyses
in this chapter, were done using diode models with a threshold voltage (VJ) of 0.23. If high-level diodes
with a VJ of about 0.8 V had been used, IP3, out for the 13 dBm LO case shown here would increase
to +13 dBm. IP3,in for the 13 dBm LO case would turn out to be 13 dBm + insertion loss = 13 dBm +
7 dB = 20 dBm. The issue of diode damage aside, attempting to increase IP3 merely by driving a low- or
medium-barrier diode harder eventually results in diminishing returns. High-barrier diodes are essential
in getting the best IP3 performance with high LO drive.

desired IF outputs and close third-order spurs near 10.7 MHz. Figure 4.35 shows the DBM’s
output voltage over 100 cycles of the LO signal, and Figure 4.36 shows the anode–cathode
voltage of one of the ring’s diodes, also over 100 LO cycles, both under two-tone IMD test
conditions.

A double-balanced mixer, unless it is termination insensitive, is extremely sensitive to
nonresistive termination. This is because the transmission-line transformers do not operate
properly when they are not properly terminated, and the reflected power generates high
voltage across the diodes. This effect results in much higher distortion levels than in a
properly terminated transformer.

4.3.3.1 Termination-Insensitive Mixer
Figure 4.37 shows a mixer circuit that tolerates a fairly high VSWR at its output without
significant degradation of its third-order IM performance [12].

4.3.3.2 Phase Detector
Theoretically, any mixer with a dc-coupled IF port can be used as a phase detector. When
two signals of equal frequency are applied simultaneously to the reference and incoming
signal ports, the phase detector produces a dc output at the IF port proportional to the cosine
of the phase difference (Figure 4.38).
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Figure 4.34 The DBM’s output in the 11 MHz region during two-tone testing. The third-order products
are clearly visible above and below the desired output signals. The test conditions for this analysis are
those for Figure 4.32 with LO = 13 dBm.

Figure 4.35 The DBM’s IF-output voltage over 50 cycles of the LO signal. The test conditions for this
analysis are those for Figure 4.32 with LO = 13 dBm.
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Figure 4.36 The anode–cathode voltage of one of the DBM’s diodes, also over 50 LO cycles under
two-tone IMD test conditions. The test conditions for this analysis are those for Figure 4.32 with LO =
13 dBm.

Figure 4.37 Example of a termination-insensitive mixer from Ref. [12].
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Figure 4.38 A mixer with a dc-coupled IF port can be used as a phase detector.

4.3.3.3 Binary Phase-Shift Keying (BPSK) Modulator
Binary phase modulation occurs when a positive and negative signal current shifts the RF
carrier between 0 and 180◦. Figure 4.39 shows a double-balanced mixer operating as a
BPSK modulator.

4.3.3.4 Quadrature Phase-Shift Keying (QPSK) Modulator
A typical QPSK modulator consists of two biphase modulators, a 90◦ divider and a 0◦ power
combiner as shown. Data inputs at the control ports will cause the carrier to shift between
0, 90, 180, and 270◦ as shown in Figure 4.40.

4.3.3.5 Quadrature IF Mixer
A quadrature IF mixer produces two IF outputs in phase quadrature. Its basic structure
consists of two double-balanced mixers, a 90◦ splitter and 0◦ splitter. The basic block
diagram is shown in Figure 4.41.

4.3.3.6 Image-Reject Mixer
The image-reject mixer consists of a basic quadrature IF mixer with an additional 90◦ hybrid
at the IF ports as shown in Figure 4.42. The primary function is to differentiate between
the real signal and the image signal. This type of device is especially useful in applications
where the desired RF signal and image are so close in frequency that rejecting the image
with filtering is not practical.

D1 D2

Input
Output

Figure 4.39 A diode-ring mixer as phase modulator.
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Figure 4.40 Two biphase modulators form the basis for a QPSK modulator.
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Figure 4.41 Quadrature mixer.
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Figure 4.42 An image-reject mixer uses phasing to differentiate between its LO+IF and LO−RF
IF outputs.
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Figure 4.43 A diode DBM can be used as a dc-controlled attenuator if PIN diodes are used instead
of Schottky devices in its ring.

4.3.3.7 Diode Attenuator/Switch
A ring of PIN diodes can be used as electronic attenuators by applying variable forward
bias to the diodes (Figure 4.43). Maximum attenuation is achieved when the current at the
control port is zero. The maximum attenuation is the isolation between the input and output
port. Minimum attenuation (insertion loss) is achieved when the IF port current is 20 mA.

4.3.3.8 Single-Sideband (SSB) or In-Phase/Quadrature (I/Q) Modulator
SSB or I/Q modulators are useful in discriminating and removing the lower sideband (LSB)
or upper sideband (USB) generated during frequency conversion, especially when the side-
bands are very close in frequency and attenuation of one of the sidebands cannot be achieved
with filtering. This is the case with audio and video modulation, where signals from dc to
10 MHz must be converted to a higher frequency that is appropriate for transmission. In
such cases, both sidebands will be very close in frequency to the carrier frequency. With an
I/Q modulator, one of the sidebands is easily canceled or attenuated along with its carrier.

Attenuation of the carrier has been the most troublesome aspect in the design of passive
I/Q modulators. Isolation between the local oscillator port and the RF port of the mix-
ers, which is the main parameter in determining carrier rejection, is usually insufficient at
frequencies above 200 MHz.

I/Q modulator designs have basically comprised two double-balanced mixers (Figure
4.44). The mixers are fed at the LO ports by a carrier phase-shifted through a 90◦ hybrid.

Mod 1

Mod 2

SSB
output

IF2

D2

Mixer 2

Mixer 1

3-dB
90°

hybrid

In-
phase
power

combiner

Note: Mod 1 and Mod 2 must be
in-phase quadrature for SSB operation

Carrier

Figure 4.44 An SSB modulator matches two high-frequency mixers, a 90◦ hybrid, and an in-phase
power combiner to produce an SSB output signal.
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Thus, the carrier signal’s relative phase is 0◦ to one mixer and 90◦ to the other mixer.
Modulation signals are fed externally in phase quadrature to the two mixers’ IF ports.
The mixers’ modulated output signals are combined through a two-way, in-phase power
divider/combiner.

The circuit forms a phase-cancellation network to one of the sidebands and a phase-
addition network to the other sideband. The carrier is somewhat attenuated and is directly
dependent on the inherent LO–RF isolation of the mixers and the modulating signal level.
In industry-standard I/Q modulators, USB suppression results when the first modulation
port (MOD 1) is fed with a signal that is 90◦ in advance of the signal feeding the second
modulation port (MOD 2). Opposite phasing can be arranged by changing the internal phase
polarity of the mixers or by interchanging the 90◦ hybrid output ports to the LO ports of
the mixers.

The phase and amplitude imbalances between the various components used in the man-
ufacturing of the I/Q modulators must be tightly maintained for optimum SSB rejection.
Matching of the two mixers for conversion loss and insertion phase is extremely critical,
since differences in these parameters will add to amplitude- and phase-imbalance errors.
The 90◦ hybrid in the LO port must be in nearly perfect phase quadrature.

Phase- and amplitude-imbalance errors adversely affect sideband suppression (Figure
4.45). In most cases, a typical passive I/Q modulator operates with a carrier input level of
+10 dBm, which is required to drive the diodes in the mixers to operate in the linear range.
The dynamic range of these mixers can be significantly improved by using diodes with a
higher barrier height. The LO signal in this case must be increased in order to drive these
diodes into conduction in their linear range.

Carrier rejection is also a problem when designing an SSB modulator, since only
a few decibels of suppression can be achieved in standard high-frequency models. In
the past, the major contributor to carrier suppression was the inherent LO–RF isolation
through the mixers. Unfortunately, this isolation is usually poor at cellular frequencies
(800–1000 MHz), where at least 25 dB of carrier rejection is necessary. In some cases,
designers feed a small amount of dc into the IF ports to control the carrier rejection, which
complicates the driver circuitry and calls for temperature compensation when operating at
different temperatures.

As an example, an SSB modulator is assumed to operate with +10-dBm LO drive with
each modulating signal at −10 dBm and in phase quadrature to each other when applied
to the modulating ports (MOD 1 and MOD 2). The result will be a modulated signal at
−16 dBm, assuming 6 dB conversion loss.

For 20 dB carrier rejection with respect to the desired modulated signal, the carrier must
be at −36 dBm, which translates to LO–RF isolation of 46 dB.

By employing a subharmonic approach, the performance of SSB modulators can be
extended beyond the limits of conventional designs as reported by Joshi in Ref. [8]. The
approach is based on the use of subharmonic mixers in place of fundamental-frequency
mixers and is applicable from about 140 to 3000 MHz. Subharmonic mixers use antiparallel
diode pairs in their construction [13–15]. Matched antiparallel diode pairs used in single-
ended or single-balanced mixer configurations cancel even-order intermodulation products
(such as 2 fLO × 2 fRF, and 3 fLO × 3 fRF) at all ports.

Single-ended mixers lack the port-to-port isolation needed for SSB modulator appli-
cations. Odd-order products of the RF and LO frequencies (even fLO × odd fRF) and
(odd fLO × even fRF) appear on all ports, requiring extensive filtering for satisfactory
performance. For a single-balanced mixer, even harmonics of the LO combining with odd
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Figure 4.45 The level of SSB rejection improves as the phase and amplitude imbalance performance
of an SSB modulator improves.

harmonics of the RF appear at the IF port, whereas odd harmonics of the LO combining
with even harmonics of the RF appear at the RF and IF ports. This assumes that a balanced
transformer is placed at the LO port, which is a logical choice due to the fact that the highest
level signal appears at the LO port. Since the desired odd-order IF products appear at both
the RF and IF ports, a need arises for a diplexing network to isolate the RF and IF signals.
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The subharmonic modulator design provides a unique way to isolate the RF and IF
signals. A single-balanced harmonic mixer offers good LO–RF and LO–IF isolation but
poor RF–IF isolation. Fortunately, harmonically related signals are spaced well apart in the
frequency spectrum, simplifying filtering of harmonically related signals.

Harmonic mixing also works well with low LO power levels, with somewhat lower
1 dB compression on the RF port than with fundamental-frequency mixing. The ability
to operate with LO frequencies that are a fraction of the carrier frequency (1/2, 1/4, 1/6,
etc.) significantly reduces the cost of an LO source, especially at higher frequencies. Also,
using lower frequency LO sources helps avoid the signal-leakage problems inherent with
higher frequency LO sources. Minimizing signal leakage, especially at higher frequencies,
becomes expensive and bulky. Subharmonic mixing offers several advantages:

• The technique offers the ability to operate at LO frequencies that are 1/2, 1/4, or 1/6
of the carrier frequency. For example, for an IF of 100 MHz at an RF of 2 GHz, the
LO can be (2000±100) ÷ 2 = 950 or 1050 MHz.

• The LO’s even harmonics are strongly attenuated.
• The filtering requirements for fundamental frequency and odd harmonic signals of the

LO are not critical.
• The cost of generating the LO is reduced due to the fact that the LO frequency need

only be a fraction of the carrier frequency.

As an example of the performance improvements possible with the subharmonic mixers,
units were evaluated at both cellular (935–960 MHz) and PCN/PCS (1.8–1.9 GHz) bands.
For a conventional SSB modulator at 1.9 GHz fed with +10 dBm modulation signals, carrier
rejection is barely 10 dB (Figure 4.46).

Sideband rejection can be improved by tuning, but the carrier rejection is controlled by
the LO–RF isolation of the double-balanced mixers. Conventional double-balanced mixers
with high isolation at cellular and PCN bands are very expensive and large when special
techniques are used to improve LO–RF isolation. In contrast, the subharmonic nature of
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Figure 4.46 This plot of carrier and sideband rejection was measured for a conventional SSB
modulator operating at 1.9 GHz.
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Figure 4.47 The SSB modulator’s return loss as measured at the local oscillator port.

the new approach allows the use of lower frequency, less-expensive components in the
modulators’ construction.

The subharmonic modulators offer an improvement of more than 15 dB in carrier
suppression compared to the conventional approach.

The measured VSWR (return loss) at the LO and RF ports is better than 1.50:1
(Figures 4.47 and 4.48). Measurements made on a cellular-band SSB modulator reveal
carrier rejection on the order of 40 dB. Typical insertion loss is 7 dB while sideband
rejection is 30 dB (Figure 4.49).

By the virtue of harmonic mixing, even-order mixing products are attenuated by about
30 dB with respect to the desired modulated output signal. The fundamental-frequency
feedthrough into the output port is approximately 5 dB lower than the desired modulated
signal, whereas the fourth harmonic mixing with the modulating signal is approximately
10 dB lower. Typical loss for fourth-harmonic mixing is 17–19 dB while maintaining 30 dB
of carrier rejection.

Since harmonically related products are well-spaced in frequency, filtering undesired sig-
nals is relatively inexpensive using standard octave-bandwidth filters. Low-cost commercial
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Figure 4.48 The novel harmonic SSB modulator’s return loss as measured at the RF port.
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Figure 4.49 This plot of carrier and sideband rejection as measured for the novel harmonic SSB
modulator operating at cellular frequencies.

bandpass filters typically offer better than 40–50 dB attenuation of unwanted harmonic sig-
nals. Constant-impedance bandpass filters offering good impedance match at desired stop-
bands can also be used in cases where harmonically related products require impedance
termination within a system.

The subharmonic modulator design is easily applied at custom frequencies. Conversion
of an SSB modulator with output frequency corresponding to twice the LO frequency to
one with output corresponding to four times the LO frequency requires only one component
change, in the form of a signal-combining network at the modulator’s output. Although the
conversion loss of the fourth-harmonic LO component mixing with the modulating signal
is in the vicinity of 18 dB, the cost of generating the LO is drastically reduced with the
subharmonic modulator. In spite of higher signal loss, the carrier rejection is still at least
30 dB at the fourth harmonic, and harmonically related products can be eliminated with an
inexpensive filter.

4.3.3.9 Triple-Balanced Mixer
Two diode rings can be combined to form a double-balanced mixer, or triple-balanced mixer
(TBM), as shown in Figure 4.50. Triple-balanced mixers achieve higher dynamic range and
interport isolation than double-balanced designs at the expense of LO power and increased
complexity and size.

Figure 4.51 shows the Figure 4.50 circuit’s interport isolation with the circuit configured
in a less than ideally balanced form, with small variations in transformer-winding inductance
and diode parameters introduced for more realistic modeling. Note that the mixer’s interport
isolation generally increases with frequency, rather than decreasing with frequency as with
the DBM (Figure 4.28).

4.3.3.10 Rohde and Schwarz Subharmonically Pumped DBM
Figure 4.52 shows an example of a complete microwave diode mixer used as the input stage
of a spectrum analyzer. Its LO is applied at 13.2 GHz, 1/3 the frequency necessary to mix
the 40.1 GHz input signal to the 500 MHz IF, with distortion in the diodes providing the
3 × frequency multiplication. The circuit’s conversion gain is −18.8 dB; its noise figure,
20.5 dB.
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Figure 4.50 A triple-balanced diode mixer. A limitation of this configuration is that the internal dc com-
mon connections associated with its RF and LO transformers disallow usable IF response down to dc.

Figure 4.51 The triple-balanced mixer offers improved high-frequency isolation over a standard DBM.
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Figure 4.52 Schematic of the spectrum-analyzer mixer. The LO is applied at 1/3 the frequency
necessary to mix the RF signal to the 500 MHz IF.

The subharmonic-drive technique exemplified by this mixer is important for another
reason in addition to LO isolation. Depending on the application, directly generating a
sufficiently phase-quiet LO signal at the higher wireless frequencies and on up into the
microwaves may not be feasible. In such cases, injecting the LO at a subharmonic of the
desired LO frequency may provide better phase noise performance than a fundamental LO
even though the phase noise of a frequency-multiplied source increases by log10 n dB, where
n is the multiplication factor.

4.4 TRANSISTOR MIXERS

Diode mixers are lossy, termination-sensitive, and require considerable LO power. Their
attractiveness to designers of highly integrated wireless products is further reduced by their
dependence on transformers for balance and port-to-port isolation. Transistor mixers are
therefore used where high integration and reduced current drain are paramount—that is, in
most non-base-station wireless applications.

Until 10 years ago, single BJTs were commonly used in a simple additive-mixing
arrangement, an example of which appears in Figure 4.53. Such a circuit behaves like
a combination of a preamplifier and single-diode mixer. Single-BJT mixers were used in
early AM–FM radios until 1980, and unfortunately in some handheld 2 m and 70 cm ham
equipment, to achieve the lowest possible power consumption. By definition, however, the
presence of such a mixer also destroys any possibility of achieving a high intercept point.
In addition to this, many combination frequencies occur despite elaborate input filtering.
Although single-BJT mixers can exhibit considerable conversion gain (>10 dB), their dy-
namic range is restricted and their port-to-port isolation is poor. BJT mixers in today’s



686 MIXER DESIGN

Figure 4.53 A single-BJT mixer.

competitive wireless designs use multiple transistors, and are based almost exclusively on
the Gilbert multiplier cell.

4.4.1 BJT Gilbert Cell

The classic active mixer (Figure 4.54), conceived by Barrie Gilbert in 1967, is the basis
for most active mixers used in wireless products today. Figure 4.55 shows a Gilbert cell
mixer implementation for analysis. Figure 4.56 shows its conversion gain and noise figure
versus LO power. Figure 4.57 shows its IM3 and IP3 responses. As Gilbert wrote a 1994
monograph [16]

This circuit is attractive because (a) it can be monolithically integrated with other signal-
processing circuitry; (b) it can provide conversion gain, whereas a diode-ring mixer always has
conversion loss; (c) it requires very low power to drive the LO port; (d) it provides excellent
isolation between the signal ports; and (e) it is far less fussy about load-matching.

The two major advantages afforded by the Gilbert cell are port isolation (it should
really be called a multiplicative mixer) and its significant reduction of even-order frequency
combinations. As with the single-transistor mixer, the Gilbert cell does not particularly
shine with high intercept point and low current consumption. Another major drawback is
that it requires a high-impedance output, which gives the user headaches because most of
the better filters are in 50 � technology, and only very simple monolithic filters offer input
and output impedances around 1 k�. Impedances on this order can result in significant
crosstalk in high-density circuit boards.

The reason the Gilbert cell can be so linear for small input signal levels is twofold. It is
a differential amplifier and it makes use of the tanh function, which is linear over a wide
range around the zero-crossing point [17]. Attempts have been made to increase the intercept
point. The Plessey SL6440 IC was a special version of the Gilbert cell that achieved high
IP3,in (+30 dBm) at the expense of dc current.

Our suspicion, however, is that a combination of a modern double-balanced passive mixer
using medium- to high-level diodes followed by a feedback FET amplifier, or even one of
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Figure 4.54 The basic Gilbert multiplier cell.

Figure 4.55 Gilbert cell mixer validation circuit.
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Figure 4.56 Conversion gain and noise figure versus LO power for the Gilbert cell mixer. In this
analysis, LO = 900 MHz (−20 to 0 dBm) and RF = 945 MHz (−50 dBm) for an IF of 45 MHz.

the late CATV transistors with fTs of more than 25 GHz, would allow the achievement
of a significantly higher intercept point. As pointed out in our amplifier chapter, CATV
transistors are now available that combine a noise figure of less than 1 dB noise figure
with a IP3,in of more than 30 dBm. Built in push–pull, structures using such transistors can

Figure 4.57 IM3 and IP3 responses for the BJT Gilbert cell mixer with RF signals at 945 and
946 MHz. In this analysis, LO = 900 MHz (−10 dBm), RF1 = 945 MHz (−50 to −30 dBm), and RF2 =
946 MHz (−50 to −30 dBm). Four LO harmonics and three LO sidebands were used.
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achieve an IP2,in of 70 dBm, matching the numbers for the diode DBM. In the amplifier
chapter, we learned that feedback always improves the dynamic range, mostly at the expense
of gain, since the gain-bandwidth product gets reduced. Motorola has recently come out
with a clever extension of its high-level preamplifier and modified it to become a mixer.

4.4.2 BJT Gilbert Cell with Feedback

Motorola’s MC13143 low-power 2.4 GHz mixer IC uses a patented topology consisting of
a class-AB-biased Gilbert cell augmented by feedback. Its linearity can be programmed via
an external current source to achieve an IP3,in of 20 dBm at the expense of additional supply
current.

The MC13143 contains 29 active transistors. Figure 4.58 shows the core of the MC13143
circuit reduced to its essentials and configured for computer analysis per Motorola’s
MC13143 test circuit. Figure 4.59 shows the circuit’s conversion gain and noise figure
versus LO drive, and Figure 4.60 shows the circuit’s typical IF, IM3, and IP3 responses,

Figure 4.58 Motorola’s MC13143 mixer IC uses dc feedback for improved linearity that can be pro-
grammed by applying a control current (0–2.3 mA) to its mixer linearity control pin. Per Motorola, an
IP3,in of 20 dBm may be achieved with a control current of 2.3 mA, at the expense of approximately
7 mA of additional supply current. In this validation circuit, R1 (the resistor in Q10’s emitter) has been
adjusted for a total current drain (supply + linearity control) of 8 mA.
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Figure 4.59 Calculated conversion gain and noise figure versus LO drive for the Motorola MC13143
IC operating at VCC = 2V . Motorola’s specifications for the typical values of these characteristics are
−5.0 and 12 dB, respectively, at an LO drive level of 0 dBm. The RF signal is at 900 MHz and the LO is
at 950 MHz, for an IF of 50 MHz. In this analysis, LO = 950 MHz (−10 to 5 dBm) and RF = 901 MHz
(−50 dBm) for an IF of 49 MHz.

Figure 4.60 Calculated typical IF, IM3, and IP3 responses for the Motorola MC13143 mixer configured
as shown in Figure 4.58. In this analysis, LO = 950 MHz (−5 dBm), RF1 = 900 MHz (−50 to −20 dBm),
RF2 = 901 MHz (−50 to −20 dBm), and VCC = 5V . Four LO harmonics and three LO sidebands
were used.
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Figure 4.61 An additive JFET mixer cell using gate RF injection and source LO injection.

both as calculated by Ansoft Corporation’s Serenade 8.0 circuit simulator. A reproduction
of the MC13143 datasheet, used by permission, follows Figure 4.61.

In considering the approach used in the MC13143, one has to remember that feedback
around many stages gives an IMD ripple, which means that the higher order IPs are no longer
a straight-line calculation. Above a certain level, the 3 dB/dB law fails, and as a result
of this, the IMD characteristic can be as bad as 10 or 20 dB/dB—almost like a break-
down point.

4.4.3 FET Mixers

FETs, used in active and passive circuits, are still a popular solution for low-power inte-
grated mixers up to 100 MHz (passive quad), 1 GHz (dual-gate MOSFET). Cost-sensitive
applications may require the use of a single-gate FET. These types of single-gate microwave
mixers are frequently used to validate the quality of software but the user keeps forgetting
this is a quality of the model in question and not of the simulator. A good example of bad
modeling is Figure 7.88 in Ref. [18]. Unfortunately we have neither seen the same circuit
analyzed with modern tools nor do the authors of the paper cited [18] provide sufficient
details of the circuit and the transistor to do this ourselves.

Figure 4.61 shows a basic, active FET mixer. Like the single-diode and single-BJT
mixers, it is additive, although it is common to lessen RF–LO interaction by injecting one
signal at the gate and the other at the source as shown. Single-gate GaAs and LDMOS
FETs are also used in this arrangement with gate biasing as appropriate to the device type.
Figure 4.62 shows a dual-gate FET in an additive mixing configuration.

The linearity of FETs is based on the fact that a FET follows a square law and therefore the
first derivative, its transconductance, is supposed to be constant. This is valid within a wide
amplitude range. FET mixers have a noise figure similar to those found in bipolar mixers:
typically around 6–9 dB, depending on the configuration. A FET mixer’s intercept point is
subject to load-impedance variations, with a purely resistive termination providing the best
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Figure 4.62 Test circuit for additive mixing using a dual-gate MOSFET.

case. Terminating the mixer with a filter is problematic in that a filter looks purely resistive
only within its 3 dB passband; in the transition band and beyond, the filter impedance rises
rapidly and the mixer intercept point goes down. The best means devised so far to minimize
this effect is to configure the FET output as a high-pass filter, using capacitive coupling
from the output-tuned circuit to a 50 � bandpass filter, as shown in Figure 4.63. Outside
its passband, this impedance inverter acts more like a short circuit and maintains IMD
products at a reasonable level. The alternative to this is the popular diplexer, which requires
more components and has more insertion loss. The high-pass configuration has been barely
mentioned in the literature.

The active FET mixer achieves gain at the expense of intercept point; the difference
can be as much as 20 dB. As an example, the passive MOSFET quad mixer, which is
to be referenced, achieves an intercept point of greater than 40 dBm while similar active
silicon FETs barely make 30 dBm. This 30 dBm performance is possible only at fairly
low frequencies, and requires careful selection and adjustment of the dc bias point of all
transistors of the circuit. This performance also requires that the FETs be operated grounded-
gate, which limits their gain. The other drawback of these active arrangements is that
higher impedances at the output reduce the third-order intercept point overproportionally;
as an example, a factor of two in impedance change can cost as much as 6 dB intercept
point. In these discussions, we assume that the IMD products are generated solely by the
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Figure 4.63 FET mixer output coupling that minimizes the effects of filter reactance outside the
filter passband.

active device, and not by any passive devices, such as transformers. Actually, there are also
some capacitors whose linearity varies with RF current—another unpleasant effect that is
frequently overlooked.

On the other hand, one can use any FET as a passive device similar to a diode mixer,
in which the source-drain channel gets switched on and off. This impedance modulation
is somewhat similar to a diode mixer, but the gate electrode is isolated from both source
and drain. It nonetheless falls in the category of additive mixers because there is suffi-
cient interaction between gate and source, although the impedance at the gate changes
significantly less than in an additive diode mixer. Implementation is a challenge in that
building a high-performance passive FET mixer requires a pair or a quad of mixer cells that
are sufficiently matched to suppress even-order IMD products. Intercept points, depending
on the LO drive, vary between +20 and +45 dBm. The lower number is more applicable
for microwave and RF frequencies, while the +45 dBm level is easily obtainable between
5 and 30 MHz. It is necessary to remember that the FET is a voltage-driven switch, and
LO matching becomes an issue: How do you generate 30 V peak-to-peak across a few
picofarads over a wide frequency range? Physical layout can also be critical: Symmetry is
not only important for the active devices, but also for the input, output, and LO circuit. We
have seen cases where fractions of an inch in different lengths leading to the gate electrodes
has cost up to 10 dB of IP3—just because of the resulting lack of symmetry.

Figure 4.64 shows the circuit of Figure 4.61 modified to work with an LDMOS FET,
the harmonic-balance version of the SPICE level 3 model. Figure 4.65 shows the LDMOS
circuit’s conversion gain and noise figure versus frequency. The “noisy” traces reflect the
model’s numerical problems. This model, which works up to about 0.8 �m and has been
validated against the Motorola data and SPICE results, has already been made mathemati-
cally continuous but still shows the inability to properly model the real RF transistor. This
is why more research needs to be done on RF and microwave applications for MOS in
the modeling area. As can be seen from the references, several attempts have been made
to improve the model, but the major headache remains with parameter extraction, and
as the models get more complex, the modeling quality does not seem to improve as a
linear function. The reader should be reminded of the load–pull measurement as outlined
earlier.
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Figure 4.64 The N-JFET circuit of Figure 4.61 modified to work with an LDMOS FET.

Dual-Gate MOS/GaAs Mixers Significantly better LO–RF isolation can be obtained by
applying the RF to LO signals separate gates of a dual-gate FET (Figure 4.66). The result
is multiplicative mixing with fewer constraints on LO and RF filtering.

4.4.4 MOSFET Gilbert Cell

The trend to go to smaller voltages has created some CMOS implementations of the Gilbert
cell. While this may allow us to integrate reasonable mixers on the same chip, nobody should

Figure 4.65 The LDMOS FET mixer’s calculated conversion gain and noise figure. Although the
“noisy” traces reflect numerical problems in the device model, the results can be put to good use in
circuit design.



TRANSISTOR MIXERS 701

Figure 4.66 Test circuit for multiplicative mixing using a dual-gate MOSFET.

expect any miracles from these mixers. They are frequently starved in operating voltage
and current and rarely fare better than a single diode mixer with proper drive level. On the
other hand, the symmetry reduces some of the unwanted spurious frequencies and because
of the high impedance, the actual RF power level is much less than the diode would need.
There are so many CMOS transistors available in different processes that we cannot provide
information about the general behavior but this “low cost” solution, as pointed out, is really
only attractive because one can stay in the same technology while building the amplifier and
other stages. Because of the flicker corner frequency of MOS, the noise figure of the mixer
will be high compared to other devices, but not as bad as its GaAsFET brothers. In any
case, to combine reasonably performance and simplicity, one needs to have a preamplifier
that reduces the noise figure as well as the third-order intercept point of the mixer by the
amount of preamplification.

4.4.5 GaAsFET Single-Gate Switch—Resistive Mixer

It is a drawback of the diode mixers that the mixing process is performed by a one-port
device. Local oscillator, RF, and IF signals are all present at the same port and need to be
carefully separated through filters or balanced topologies. It is especially critical to suppress
the LO signal on the RF line, since the signals are closely spaced in frequency and the LO is
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at a much higher power level. Replacing the diode by a FET offers a number of advantages.
Good RF to LO isolation is achieved when the LO signal is applied at the gate, while the
port for RF and IF signals is at the drain.

The FET in a FET switching or so-called resistive mixer is biased at a drain-source
voltage of 0 V, therefore it operates in the resistive region. The LO at the gate modulates the
resistance of the channel, and ideally, switches it fast between fully open and fully closed.
The input signal (RF or IF) are fed to source or drain, where the output signal is generated
(IF or RF). Besides the improved RF to LO isolation, the resistive mixer has the advantage
that it is inherently a low-power circuit, since no dc supply is required at the drain. Still,
the conversion loss is reasonable. The concept is relatively easy to realize for almost any
frequency range, relatively low LO power is required, and the circuit provides good noise
and linearity properties.

The good linearity comes from the fact that the resistive mixer rather acts like a switch,
which is much more linear regarding RF input power than active mixers that use the inher-
ently nonlinear transconductance. Intercept points of around 40 dBm are common in this
type of mixer. It should be noted, that highest linearity can only be achieved if the source of
the mixing transistors is directly connected to ground. For example, a record IP3 of 53 dBm
was achieved for such a “vertical” double-balanced mixer by Synergy Corp. on the basis
of a standard TriQuint process. In contrast, if the differential mixer concept is realized by
connecting the FETs in form of a ring—as usual for diode mixers—a typical maximum
IP3 of 30 dBm cannot be exceeded. If the sources are floating, it is practically impossible
to control the gate-source voltage. High RF voltage swings, therefore, easily drive the gate
into conducting state, an unwanted effect that degrades mixer performance and possibly
device lifetime.

Before this type of mixer is discussed in more detail, a word of caution regarding simu-
lating it. It is often observed that a simulation of a resistive mixer is not sufficiently accurate.
The cause is not found in the numerics of the simulation tools, it can be the transistor model.
Standard transistor models are most accurate for the common transistor operation, that is,
the active region. The performance of a passive transistor is often not considered during
model development. Thus, before designing a resistive mixer, one needs to verify that the
models used are specified for switching operation at zero volts bias.

One of the pioneers of ICs for the wireless market is TriQuint, and we have been working
with Wes Hayward of TriQuint in circuit analysis and validation. In doing so, we used some
commercial and experimental circuits. In the amplifier chapter, we have already pointed
out one amplifier that shows good agreement between measured and predicted data. By the
time one has realized the entire circuit, including its associated biasing problems, even these
circuits tend to grow. Figure 4.67 shows the circuit, which consists of an oscillator/amplifier,
switching mixer, and a differential IF postamplifier.

Since the highest accuracy is needed to model these type of circuits, we found that only
very recent simulators, such as Serenade 8 from Ansoft, can handle such a large number
of FETs without barking at the user. Initially, we had all kinds of difficulties with these
circuits because of the TriQuint TOM model, which had been developed for SPICE, and
its IF/ELSE statements did not make it mathematically continuous. The type of GaAsFETs
used by TriQuint were both regular FETs and enhancement FETs, which require a positive
voltage at the gate. Further details of this should be looked up in the foundry manual by
TriQuint. In the modeling chapter, we have shown some comparison between different
models and their prediction accuracy. Such converters need to resort to inductors in GaAs
technology, and compared to other parts they become quite big (Figure 4.68).
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Figure 4.68 Physical layout of the GaAs oscillator/mixer/postamplifier IC, showing the considerable
real estate required for integrated inductors.

In order to reduce some of the complexity in modeling and yet deal with the problems
of mixers, here is a simpler mixer which is the combination of a set of switching transis-
tors and a postamplifier for the IF. The reader may notice that the small inductances of 15
nH have an extremely high loss modeled by a series resistor of 18 �. The first to recom-
mend this type of switching mixers was probably Stephen Maas. The circuit diagram itself
(Figure 4.69) is self-explanatory, but again we need to point out the complexity it ends
up with.

The GaAsFET mixer probably the best performance on the market today is the TriQuint
model CMY210 (Figure 4.70). A reproduction of its datasheet, used by permission, follows
the schematic.

The CMY210 circuit is a clever arrangement of a switching type of mixer with an
automatic level control arrangement that provides the mixer with a reasonably constant drive
level following the LO amplifier. Similar to cases we have shown, there is a clear relationship
between the local oscillator power (invested dc power) and large-signal performance. This
mixer externally has a series-tuned circuit at the input that allows the UHF frequency to
pass, and has a parallel-tuned circuit that keeps the UHF frequency from getting into the IF
stage. The resulting conversion loss of 5.5 dB is consistent with the example we presented
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Figure 4.70 The TriQuint CMY210 IC includes a shunt switch mixer and AGC-equipped LO amplifier
for more constant LO drive. Despite its simplicity, this mixer achieves a typical IP3,in of 25 dBm. Courtesy
of TriQuint Semiconductor.

before of 6 dB, and while the noise figure also is stated as 5.5 dB, that value is deceiving
because it was determined using a 120 MHz IF. If an IF of 10 MHz or less was used, the
noise figure would be tremendously worse. This is due to the frequently mentioned flicker
noise contribution.

4.4.5.1 Noise in Resistive Mixers [19]
A mixer’s noise performance is not as easy to comprehend as it might be in a linear circuit.
The nonlinear operation of the transistor or diode is a prerequisite for the mixer to operate
at all. The signal is shifted in frequency, therefore we need to consider the relation between
RF and IF noise. And finally, we do not simply have dc currents driving our noise sources
and only small-signal RF. In this case, dc, if applied at all, might be smaller than the LO
signal’s amplitude.1

However, let us have a look at the different mechanisms one after the other. First, consider
the nonlinear behavior and the many frequencies involved. This is not a real issue, if we
assume for a moment that all noise sources are known. Noise currents and voltages are
stochastical signals, but still signals that propagate through an electrical circuit like any other
small-signal electrical signal would do. That is a standard task for any circuit simulator.
Starting with an initial noise correlation matrix describing the noise sources, it needs to
be calculated how these small-signal quantities are converted to the other frequencies. The
result is a number of noise correlation matrices that each describe the noise associated with
one mixing product. The total mixer noise is obtained by adding all these contributions.

The second issue is the noise sources. If we first consider white noise only, the issue
becomes simpler in a resistive mixer. With the transistor acting as a controlled resistor, only
thermal noise is observed. There is no excess noise due to pn junctions or hot electrons in
the channel. Thus, it can be assumed that the noise figure of a resistive mixer follows the
same rule as the noise figure of any passive mixer as discussed in Section 4.2.2.

1Based on Ref. [20]. Figures reprinted with permission. The mixer noise modeling approach was also published
in Refs. [21–23].
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CMY210
Datasheet

Ultra-Linear Mixer with Integrated LO Buffer

Applications
• Up- or Down-

Converters

• Mobile Phones 
Receivers

• WLAN Receivers

• Mobile Phone or WLAN 
Basestations

Features
• Very High Input IP3 of 24 dBm 

typical

• Very Low LO Power demand of 0 
dBm typical; Wide input range 

• Wide LO Frequency Range:  <500 
MHz to >2.5 GHz 

• Single-Ended Ports 

• RF- and IF-Port Impedance 50 
ohms

• Operating Voltage Range: <3 to 6 V

• Very Low Current Consumption: 6 
mA typical 

• All Gold Metalization 

Package Outline,
MW-6

Description

The CMY210 is an all port, single-ended, 
general purpose up- and down-converter. 
It combines small conversion losses and
excellent intermodulation characteristics with
a low demand of LO- and DC-power.
The internal level controlled LO-buffer enables 
good performance over a wide range of LO
level inputs. 
The mixer configuration allows RF or IF feed
to either pin 1 or 6 and thus requires a
frequency separation circuit on the pc board. 

1
2

3

4
5

6

GND

GND

RF or  IF

LO in

IF or RF

V DD

For additional information and latest specifications, see our website: www.triquint.com  2 
Revision E, September 12, 2006

Source: c© TriQuint Semiconductor, reprint with permission.

http://www.triquint.com
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CMY 210 Datasheet
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For additional information and latest specifications, see our website: www.triquint.com  3  
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Maximum Ratings

Parameter Port Symbol Value Unit
min max

Supply Voltage 4 VDD 0 6 V
DC-Voltage at LO Input 3 V3 -3 0,5 V
DC-Voltage at RF-IF Ports 2) 1, 6 V1,6 - 0,5 + 0,5 V
Power into RF-IF Ports 1, 6 Pin,RF 17 dBm
Power into LO Input 3 Pin,LO 10 dBm
Channel Temperature TCh 150 °C
Storage Temperature Tstg -55 150 °C

Thermal Resistance 
Channel to Soldering Point (GND) RthChS ≤100 K/W

1) For detailed dimensions see page 7. 
2) For DC test purposes only, no DC voltages at pins 1, 6 in application 

Source: c© TriQuint Semiconductor, reprint with permission.

http://www.triquint.com
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Electrical Characteristics 

Test conditions: Ta = 25°C; VDD= 3V, see test circuit; fRF = 808MHz; 
fLO = 965MHz; PLO = 0dBm; fIF = 157MHz, unless otherwise specified: 

Parameter, Test Conditions Symbol min typ max Unit

Operating Current Iop - 6.0 8.0 mA

Conversion Loss Lc - 5.7 7.0 dB

SSB Noise Figure Fssb - 6.0 - dB

2 Tone 3rd Order IMD 
PRF1 = PRF2 = -3dBm 
fRF1 = 806MHz; fRF2 = 810MHz; fLO =965MHz

dIM3 - 54 - dBc

3rd Order Input Intercept Point IP3in 20 24 - dBm

P-1dB Input Power P-1dB - 14 - dBm

LO Leakage at RF/IF-Port (1,6) PLO 1,6 - -8 - dBm

Applications Information 
Test circuit / application example 

in/ out
RF

50 Ohm

out/ in

50 Ohm
IF

L1
L2

C1

C2

Vdd

C4 L4

LOin
L3C3

CMY210 61

2,54

3

Notes for external elements: 

L1, C1: Filter for upper frequency; 
C2, L2: Filter for lower frequency; 
each filter is a throughpath for the 
desired frequency (RF or IF) and 
isolates the other frequency (IF or 
RF) and its harmonics. 
These two filters must be 
connected to pin 1 and pin 6 
directly.
Parasitic capacitances at the ports 
1 and 6 must be as small as 
possible.
L4 and C4 are optimized by 
indicating lowest Iop at used LO-
frequency; same procedure for L3. 
The ports 1, 3 and 6 must be DC 
open.

Lumped element values for 800MHz test and application circuit: 

f LO F RF F IF L1 C1 L2 C2 L3 C3 L4 C4
MHz MHz MHz nH pF nH pF nH pF nH pF
965 808 157 8.2 3.9 8.2 3.3 6.8 47 15 33

Source: c© TriQuint Semiconductor, reprint with permission.

http://www.triquint.com
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Applications Information (cont) 
PCB-Layout for 800MHz test and application circuit: 

8.2nH
8.2nH

6.8nH

33pF33pF

15nH

CMY2103.3pF

3.9pF
Actual size

Typical lumped element values for different RF-frequencies: 

f RF L1 C1 L2 C2
MHz nH pF nH pF
400 12 15 12 12
450 12 12 12 10
900 8.2 3.9 8.2 3.3
1500 3.3 2.7 3.3 2.2
1800 3.3 2.2 3.3 1.8
2000 3.3 1.8 3.3 1.2
2400 1.8 2.7 1.8 1.5

Typical lumped element values for different LO-frequencies: 

f LO L3 C3 L4 C4
MHz nH pF nH pF
500 15 82 47 82
750 6.8 33 22 33
800 6.8 33 18 33
950 6.8 27 15 27
1100 6.8 27 12 27
1400 6.8 22 6.8 22
1600 6.8 18 4.7 18
1800 6.8 15 3.3 15
2000 6.8 12 2.2 12
2100 6.8 12 1.8 12
2300 4.7 12 1.2 12

Source: c© TriQuint Semiconductor, reprint with permission.

http://www.triquint.com
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General description and notes 
The CMY 210 is an all port single ended general purpose Up- and Down-Converter. 
It combines small conversion losses and excellent intermodulation characteristics with a low
demand of LO- and DC-power. 
The internal level controlled LO-Buffer enables a good performance over a wide LO level range. 
The internal mixers principle with one port RF and IF requires a frequency separation at pin 1 and 6 
respectively. 

Note 1: 
Best performance with lowest conversion loss is achieved when each circuit or device for the 
frequency separation meets the following requirements: 

Input Filter: Throughpass for the signal to be mixed; reflection of the mixed signal and the harmonics 
of both. 

Output Filter: Throughpass for the mixed signal and reflection of the signal to be mixed and the 
harmonics of both. 

The impedance for the reflecting frequency range of each filter toward the ports 1 and 6 should be as 
high as possible. 
In the simplest case a series- and a parallel- resonator circuit will meet these requirements but also 
others as appropriate drop in filters or micro stripline elements can be used. 
The two branches with filters should meet immediately at the package leads of the port 1 and 6. 
Parasitic capacitances at these ports must be kept as small as possible. 
The mixer also can be driven with a source- and load impedance different to 50Ω, but performance 
will degrade at larger deviations. 

Note 2: 
The LO-Buffer needs an external inductor L4 at port 4; the value of inductance depends on the
LO frequency. It is tuned for minimum Iop consumption into port 4. 
At lower LO frequencies it can be reduced by an additional capacitor C5. 

Note 3:
The LO Input impedance at Port 3 can be matched with a series inductor. It also can be tuned for a 
minimum current Iop into port 4. C3 is a DC blocking capacitor. 
Since the input impedance of port 3 can be slightly negative, the source reflection coefficient should 
be kept below 0.8 ( Z0 = 50 Ω ).

The Conversion Noise Figure Fssb is corresponding with the value of Conversion Loss Lc. The LO 
signal must be clean of noise and spurious at the frequencies fLO ± f IF.

Source: c© TriQuint Semiconductor, reprint with permission.

http://www.triquint.com
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Electrical Characteristics (cont) 

-10 -8 -6 -4 -2 0 2 4 6 8 10

PLOdBm

Third Order IP3 IP3in = f (PLO)
Pin = 2 x -3dBm; fIF = 40/45MHz
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Source: c© TriQuint Semiconductor, reprint with permission.

http://www.triquint.com
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Things get a bit more involved when it comes to 1/f noise. The low-frequency noise
becomes an issue when the 1/f noise corner is higher than the IF frequency, or if the RF
is directly converted into baseband. In this case, 1/f noise is the dominant noise. This is
obviously the case in baseband, but the noise also gets upconverted and forms sidebands
at the harmonics of the LO signal. Since the spacing between RF signal sidebands and LO
equals the IF frequency, it can be assumed that the upconverted 1/f noise is also dominant
at all other RF frequencies. And again, the mixing process is straightforward to calculate
or simulate.

The complicated issue in resistive mixer noise calculation is the question, how the cur-
rents control the transistor’s noise sources. Classical theory considers only dc current. The
result is that no 1/f noise is expected at all, since, the circuit topology fixes VDS at 0 V and
no dc current is flowing. Unfortunately, measurement reveals that this optimistic guess is
wrong.

In order to predict the 1/f noise in a resistive mixer accurately, it is necessary that the
transistor model implements cyclostationary noise sources. Cyclostationary noise sources
are controlled by all harmonics of the large-signal current, not only by the dc component.
Thereby, even without dc current flowing, noise sidebands appear at all LO frequencies. The
traditional approach of implementing a noise source, on the other hand, assumes that only
the DC current is driving the 1/f noise. If this assumption would hold, no 1/f noise would be
observed in a resistive mixer since no DC current is flowing. Cyclostationary sources, on
the other hand, assume that large-signal current of any frequency drives the noise source.
As a result, the device generates 1/f-shaped noise side band at all large-signal frequencies.
This noise gets downconverted and shows up as baseband 1/f noise, even in absence of DC
current. An introduction to the cyclostationary noise theory is found in [24].

The 1/f noise performance of resistive mixers was investigated at the circuit setup shown
in Figure 4.71. It is basically a Fujitsu HEMT SHC40LG on a circuit board, in a configuration
that allows for a detailed investigation of the transistor noise performance. The whole
configuration is shielded in order to suppress coupling of low-frequency noise. An important

HP33150A

Gate
block

Vdc=-0.36V

LO
Z0 = 50 Ω

Shielding

Substrate 
RO4003

L = 34 mm
W = 1.9 mm

L = 35 mm
W = 1.9 mm

FHC40LG

HP33150A

RF
Z0 = 50 Ω

C1S1

LNA
IF
Z0 = 50 Ω

Signal
analyzer

Figure 4.71 FET resistive mixer setup used to investigate the noise performance. From Ref. [20].
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detail of this setup is the switch S1 that allows to short circuit the capacitance C1. Closing
the switch enables dc current to flow through the transistor, which will impact the noise
performance as we will see later on.

In order to minimize the resistive mixer noise, it is necessary to make sure that the noise
performance is not additionally degraded, for example, through the following mechanisms:

1. High LO amplitude potentially drives the gate in forward conduction mode. The result
is additional shot noise and excess 1/f noise of the schottky junction. It is, however,
advisable to prevent this from happening as the gate is not meant to draw current and
driving it in forward direction could possibly reduce lifetime. Anyway, monitoring
that no gate dc current flows prevents these problems.

2. The LO itself will have phase noise. In the investigation, it is necessary to sort out
which part of the noise is generated by the mixer, and what is mixed LO noise.

3. If the RF power is significant, it will add to the 1/f noise, due to the same mechanisms
that are responsible for the noise caused by the LO signal.

Measured and simulated single-sideband 1/f noise at 1 KHz is shown in Figure 4.72 as a
function of LO frequency. The LO power is set to 0 dBm. Simulations are shown as straight
lines and symbols refer to measured points. The higher values were obtained when the
switch S1 was open, so that no dc current can flow. Lower 1/f noise is observed with S1
closed, providing a dc path through the FET.

When the switch is open, classical noise models would not predict any 1/f noise at
all, since its power level would be controlled by DC current only. No DC current, no 1/f
noise. This example, therefore, is a proof of the cyclostationary noise source concept. The
simulations were performed assuming that the 1/f noise sources are to be modeled this way.
But still, assuming cyclostationaty noise sources alone cannot fully explain the measured
1/f noise. It is expected that any of the harmonics of the LO signal generates 1/f-noise
sidebands. But the dc component is nonexistent as long as the switch is open.

An important mechanism that is responsible for the baseband noise observed in this case
is the cross-coupling of the LO signal from the gate to the channel. Figure 4.73 shows a
sketch highlighting the coupling paths. LO leaks through Cgd, and in packaged FETs also
through Cgs, if Ls is significantly large. This cross-coupled LO signal undergoes a mixing
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Figure 4.72 SSB noise power density at 1 KHz and LO power 0 dBm. Simulations: lines, measure-
ment: symbols. Thin lines and crosses refer to the condition without dc current, thick lines and bullets
refer to the circuit setup with dc path. From Ref. [20].



TRANSISTOR MIXERS 715

Cgd

Cgs

LO
IF

RF

LO signal
Ls

LO signal

Figure 4.73 The LO signal couples through the capacitances Cgs, Cgd and the source inductance Ls

into the RF and IF path. From Ref. [20].

process as any other signal in the channel does: it is downconverted to dc. And indeed, a
dc current is observed when the switch is closed. Opening it can suppress dc, but it cannot
change the fact that the LO fundamental noise sideband is downconverted with the cross-
coupled signal. In short, the reason for the 1/f noise at baseband is the fact that the LO signal
causes 1/f-type noise sidebands, and that the cross-coupled LO signal downconverts these
sidebands.

The impact of LO power level is shown in Figure 4.74 for a LO frequency of 9 GHz,
obtained under the same conditions such as the previous graph. The 1/f noise first increases
with LO power, due to decreased conversion loss and increasing cross-coupled power, and
finally saturates.

Getting back to Figure 4.72, it seems that the 1/f noise can be reduced by providing a dc
path to the mixing FET. At first sight, this seems to be a strange behavior, since a dc current
causes additional noise. One would guess that the measured noise is increased. In fact, the
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Figure 4.74 Dependence of SSB noise power density at 1 KHz on LO power, and an LO frequency
of 9 GHz. Line: simulation, bullets: measurement. From Ref. [20].
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Figure 4.75 Layout of the 20 GHz diode mixer.

dc current causes 1/f noise that is superimposed to the downconverted noise. The noise at a
certain offset frequency, however, is correlated between the sidebands at all harmonics. The
dc current’s noise obviously cancels the downconverted noise out. Depending on the type
of GaAsFET, around 5 dB of improvement are to be expected, which can even be improved
to around 10 dB improvement by forcing very quite dc currents through the device.
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Figure 4.76 The 20 GHz diode–mixer circuit board.

Figure 4.77 Example mixer circuit topologies.
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Figure 4.78 Example mixer circuit topologies.

For readers who are interested in what mixers look like when pushed well into the
microwave region, we present the layout for a 20 GHz diode mixer. Figure 4.75 presents
its layout, which includes radial stubs, circular stubs, and a Lange coupler and Figure 4.76
shows the layout implemented on a ceramic substrate.

As further food for thought and experimentation, Figures 4.77–4.87 present mixer and
related circuit notes as presented by Wes Hayward in TriQuint Semiconductor’s GaAs
Design Class.
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Figure 4.79 Example mixer circuit topologies.
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Figure 4.80 Example mixer circuit topologies.

Figure 4.81 Example mixer circuit topologies.
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Figure 4.82 Example mixer circuit topologies.

Figure 4.83 Example mixer circuit topologies.
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Figure 4.84 Example mixer circuit topologies.
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Figure 4.85 Example mixer circuit topologies.
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Figure 4.86 Example mixer circuit topologies.

Figure 4.87 Example mixer circuit topologies.
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5.1 INTRODUCTION OF FREQUENCY CONTROL

Practically, all modern telecommunication equipment and test equipment uses frequency-
control techniques based on frequency synthesis, the production of the many frequencies
involved in a radiocommunication system’s modulation, transmission, reception, and
demodulation functions through the combination and mathematical manipulation of a very
few input frequencies. Although the frequency synthesis techniques now ascendant in
wireless systems—phase-locked loops and, less commonly, direct digital synthesizers—
are fundamentally different, all are ultimately based on RF oscillators. This chapter covers
oscillator theory, evaluation, and design.

Two types of oscillators are needed in a phase-locked-loop system (Figure 5.1). One,
typically a crystal oscillator, generates the synthesizer’s reference signal. As Figure 5.1
reflects, the reference oscillator may be built into the synthesizer IC in highly integrated
systems. The other oscillator, a voltage-controlled oscillator (VCO), is varied in frequency
by the system to produce the synthesizer’s output signal. Although designing good oscilla-
tors remains somewhat like black magic or a special art, we will shown that mathematics
and CAD tools, applied in conduction with practical experience, can keep the oscillator
design process well under control.

5.2 BACKGROUND

The oscillator was probably first discovered by people who wanted to build an amplifier
back in the vacuum-tube days. Its modern equivalent is shown in Figure 5.2. Here we see
an active device, a bipolar transistor or field-effect transistor, with a tuned input and output
circuit. Under ideal circumstances, the voltage at the input is 180◦ out of phase and the
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Figure 5.1 Block diagram of a modern, integrated frequency synthesizer. In this case, the designer
has control over the VCO and the loop filter; the reference oscillator is part of the chip. In most cases
(up to 2.5 GHz), the dual-modulus prescaler is inside the chip.

amplifier is “stable.” Because of the unavoidable feedback capacitance, a certain amount
of energy is transferred from the output to the input at about 90◦ out of phase. If one of the
tuned circuits is detuned to the point where the phase shift is −180◦, oscillation will occur.
This means that the small energy from the output will be amplified, brought back to the
input in phase and further amplified, causing the stage to “takes off” and oscillate. Unless
there is some mechanism to limit the amplitude of the oscillation at the input or output,
its amplitude can theoretically increase to a level sufficient to destroy the device through
breakdown effects or thermal runaway.

The criterion for oscillation was first described by Barkhausen (see equation 5.6 in the
next section). The conditions for oscillation exist when the feedback gain is high enough to
cancel all losses and the difference between forward gain and reverse gain is less than zero.
This also implies that oscillator circuits (Figure 5.2) provide a negative resistance, which is
responsible for oscillation. The following mathematical treatment explains this.

5.3 OSCILLATOR DESIGN

A phase-locked loop generally has two oscillators: the oscillator at the output frequency
and the reference oscillator. The reference oscillator at times can be another loop that is
being mixed in, and the VCO is controlled by either the reference or the oscillator loop. The
VCO is one of the most important parts in a phase-locked-loop system, the performance of
which is determined only by the loop filter at offsets inside the loop bandwidth, and only
by the quality of the VCO design at offsets outside the loop bandwidth.

To some designers, VCO design appears to be magic. Shortly, we will go through the
mathematics of the oscillator and some of its design criteria, but the results have only limited
meaning. This is due to component tolerances, stray effects, and most of all, nonlinear
performance of the oscillator device, which can be modeled with only a certain degree of
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Figure 5.2 Schematic diagrams of RF connections for common oscillator circuits (dc and biasing
circuits not shown) [1].
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accuracy. However, after building oscillators for awhile, a certain feeling will be acquired
for how to do this, and certain performance behavior will be predicted on a rule-of-thumb
basis rather than on precise mathematical effort. For reasons of understanding, we will deal
with the necessary mathematical equations, but we consider it essential to explain that these
are only approximations.

5.3.1 Basics of Oscillators

An electronic oscillator is a device that converts dc power to a periodic output signal (ac
power). If the output waveform is approximately sinusoidal, the oscillator is referred to as
sinusoidal. There are many other oscillator types normally referred to as relaxation oscilla-
tors. For application in frequency synthesizers, we will explore only sinusoidal oscillators
for reasons of purity and noise-sideband performance.

All oscillators are inherently nonlinear. Although the nonlinearity results in some dis-
tortion of the signal, linear analysis techniques can normally be used for the analysis and
design of oscillators. Figure 5.3 shows, in block diagram form, the necessary components
of an oscillator. It contains an amplifier with frequency-dependent forward loop gain G(jω)
and a frequency-dependent feedback network H(jω).

The output voltage is given by

V0 = ViG (jω)

1 + G (jω) H (jω)
(5.1)

For an oscillator, the output V0 is nonzero even if the input signal Vi = 0. This can only
be possible if the forward loop gain is infinite (which is not practical), or if the denominator

1 + G (jω) H (jω) = 0 (5.2)

at some frequency ω0. This leads to the well-known condition for oscillation (the Nyquist
criterion), where at some frequency ω0

G
(
jω0

)
H

(
jω0

) = −1 (5.3)

That is, the magnitude of the open-loop transfer function is equal to 1:

|G (
jω0

)
H

(
jω0

) | = 1 (5.4)

Figure 5.3 Block diagram of an oscillator showing forward and feedback loop components.
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Figure 5.4 Oscillator with capacitive voltage divider.

and the phase shift is 180◦:

arg
[
G

(
jω0

)
H

(
jω0

)] = 180◦ (5.5)

This can be more simply expressed as follows. If in a negative-feedback system, the open-
loop gain, has a total phase shift of 180◦ at some frequency ω0, the system will oscillate at
that frequency provided that the open-loop gain is unity. If the gain is less than unity at the
frequency where the phase shift is 180◦, the system will be stable, whereas if the gain is
greater than unity, the system will be unstable.

This statement is not correct for some complicated systems, but it is correct for those
transfer functions normally encountered in oscillator design. The conditions for stability
are also known as the Barkhausen criterion, which states that if the closed-loop transfer
function is

V0

Vi

= μ

1 − μβ
(5.6)

the system will oscillate provided that μβ = 1. This is equivalent to the Nyquist criterion,
the difference being that the transfer function is written for a loop with positive feedback.
Both versions state that the total phase shift around the loop must be 360◦ at the frequency
of oscillation and the magnitude of the open-loop gain must be unity at that frequency.

The following analysis of the relatively simple oscillator shown in Figure 5.4 illustrates
the design method. The linearized (and simplified) equivalent circuit of Figure 5.4 is given
in Figure 5.5. hrb has been neglected and 1/hob has been assumed to be much greater that
the load resistance RL and is also ignored.

Note that the transistor is connected in the common-base configuration, which has no
voltage phase inversion (the feedback is positive), so the conditions for oscillation are

|G (
jω0

)
H

(
jω0

) = 1| (5.7)

and

arg
[
G

(
jω0

)
H

(
jω0

)] = 0◦ (5.8)

The circuit analysis can be greatly simplified by assuming that

1

ω (C2 + C1)
� hibRE

hib + RE

(5.9)
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Figure 5.5 Linearized and simplified equivalent circuit of Figure 5.4.

and also that the Q of the load impedance is high. In this case, the circuit reduces to that of
Figure 5.6, where

V = V0C1

C1 + C2
(5.10)

and

Req = hibRE

hib + RE

(
C1 + C2

C1

)2

(5.11)

Figure 5.7 shows how the input impedance of an oscillator circuit—in this case, a BJT
Colpitts oscillator minus its resonator—satisfies this condition for oscillation.

Then the forward gain

G (jω) = hfb

hib

ZL = α

hib

ZL (5.12)

and

H (jω) = C1

C1 + C2
(5.13)

where

YL = 1

ZL

= 1

jωL
+ 1

Req

+ 1

RL

+ 1

jωC
(5.14)

Figure 5.6 Further simplification of Figure 5.4, assuming high-impedance loads.
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Figure 5.7 Calculated input impedance of a 200-MHz BJT Colpitts oscillator with its resonator re-
moved. (Figure 5.46 shows an equivalent graph with the resonator present.)

A necessary condition for oscillation is that

arg
[
G (jω) H (jω)

] = 0◦ (5.15)

Since H does not depend on frequency in this example, if arg[G(jω)H(jω)] is zero, the
phase shift of the load impedance ZL must also be zero. This occurs only at the resonant
frequency of the circuit

ω0 = 1√
L

[
C1C2/ (C1 + C2)

] (5.16)

At this frequency

ZL = ReqRL

Req + RL

(5.17)

and

GH = hfb

hib

(
ReqRL

Req + RL

)
C1

C1 + C2
(5.18)

The other condition for oscillation is the magnitude constraint that

G (jω) H (jω) = α

hib

(
ReqRL

Req + RL

)
C1

C1 + C2
= 1 (5.19)

Three-Reactance Oscillators Although the block-diagram formulation of the stability
criteria is the easiest to express mathematically, it is frequently not the easiest to apply since
it is often difficult to identify the forward loop gain G(jω) and the feedback ratio H(jω) in
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Figure 5.8 Generalized circuit for an oscillator using an amplifier model. Z3 is inductive even with a
capacitor in series with it.

electronic systems. A direct analysis of the circuit equations is frequently simpler than the
block diagram interpretation (particularly for single-stage amplifiers). Figure 5.8 shows a
generalized circuit for an electronic amplifier.

By inspecting Figure 5.8, one can see the three necessary reactances and the load. All
other known circuits are derivatives of this by rotation. The small-signal equivalent circuit
is given in Figure 5.9 (where hre has been neglected).

Normally, hoe can also be assumed sufficiently small and can be neglected. The loop
equations are then

G (jω) H (jω) = α

hib

(
ReqRL

Req + RL

)
C1

C1 + C2
= 1 (5.20)

0 = −I1Z1 + IB (hie + Z1) (5.21)

For the amplifier to oscillate, the currents Ib and I1 must be nonzero even when V1 = 0.
This is only possible if the system determinant

� =
∣∣∣∣∣Z3 + Z1 + Z2 βZ2 − Z1

−Z hie + Z1

∣∣∣∣∣ (5.22)

Figure 5.9 Small-signal equivalent circuit of Figure 5.8.
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is equal to 0. That is,

(Z3 + Z1 + Z2) (hie + Z1) − Z2
1 + βZ1Z2 = 0 (5.23)

which reduces to

(Z1 + Z2 + Z3) hfe + Z1Z2β + Z1(Z2 + Z3) = 0 (5.24)

Assume for the moment that Z1, Z2, and Z3 are purely reactive impedances. (It is easily
seen that equation 5.24 does not have a solution if all three impedances are real.) Since both
the real and imaginary parts must be zero, equation (5.24) is equivalent to the following
equations if

hie (Z1 + Z2 + Z3) = 0 (5.25)

and

Z1 [(1 + β) Z2 + Z3] = 0 (5.26)

Since β is real and positive, Z2 and Z3 must be of opposite sign for equation (5.26) to
hold. That is,

(1 + β) Z2 = −Z3 (5.27)

Therefore, since hie is nonzero, equation (5.25) reduces to

Z1 + Z2 − (1 + β) Z2 = 0 (5.28)

or

Z1 = βZ2[C1 < C2; L1 > L2] (5.29)

Thus, since β is positive, Z1 and Z2 will be reactances of the same kind. If Z1 and Z2

are capacitors, Z3 is an inductor and the circuit is as shown in Figure 5.10. It is referred to
as a Colpitts oscillator, named after the person who first described it.

If Z1 and Z2 are inductors and Z3 is a capacitor as illustrated in Figure 5.11, the circuit
is called a Hartley oscillator.

Figure 5.10 Colpitts oscillator.
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Figure 5.11 Hartley oscillator.

5.3.1.1 Example 1
Design a Colpitts circuit to oscillate at 200 MHz, using a transistor (operating at IC = 6 mA
dc) that has an input impedance

Mag(Z11) = 26 mV

IC

β = 282 � (hie=̂Z11)

and

βRF = 65; βOSC = 10 (large-signal condition)

The oscillating transistor operates under large-signal conditions, generating har-
monics in addition to the fundamental. Most of the transistor’s current gain will come
from dc biasing. βOSC, its large-signal beta at the fundamental frequency of oscillation,
must therefore be considerably less than βRF, the small-signal, single-tone value, as
the transistor’s available current gain, β0, is distributed among the dc, fundamental
and harmonic components present (β0 = βDC + βOSC + βOSC,F2 + βOSC,F3. . .).

Solution. For the Colpitts circuit, Z1 and Z2 are capacitive reactances and Z3 is an inductive
reactance. Let Z2 = −j1.6 �; then (equation 5.27)

Z3 = − (1 + β) Z2 = − (1 + 10) × −1.6 ≈ j17 �

and (equation 5.25)

Z1 = − (Z2 + Z3) ≈ −j17 �

At 200 MHz, these impedances correspond to component values of C1 = 50 pF, C2 =
500 pF, and L = 30 nH. The oscillator will probably work with C2 values larger than 500 pF,
but at the loss of safety margin for tolerances in production, beta, temperature, and phase-
noise performance. The completed circuit, except for biasing, is shown in Figure 5.12.

If Z1, Z2, Z3, or hie is complex, the preceding analysis is more complicated, but the
conditions for oscillation can still be obtained from equation (5.24). For example, if, in
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Figure 5.12 Design example of a Colpitts oscillator.

the Colpitts circuit, there is a resistor R in series with L(Z3 = R + jωL), equation (5.24)
reduces to two equations

hie

(
ωL − 1

ωC1
− 1

ωC2

)
− R

ωC1
= 0 (5.30)

and

hieR − 1 + β

ω2C1C2
+ 1

ωC1
ωL = 0 (5.31)

Define

C′
1 = C1

1 + R/hie

(5.32)

The resonant frequency at which oscillations will occur is found from equation (5.30)
to be

ω0 = 1√
L

[
C′

1C2/
(
C′

1 + C2
)] (5.33)

and for oscillations to occur Re(hie) = Re(Z11) must be less than or equal to

RE(hie) ≤ 1 + β

ω2
0C1C2

− L

C1
(5.34)

If R becomes too large, equation (5.32) cannot be satisfied and oscillations will stop. In
general, it is advantageous to have

XC1XC2=
1

ω2C1C2
(5.35)

with X=̂1/ωC as large as possible, since R can be large. However, if C1 and C2 are too
small (large XC1 and XC2 ), the input and output capacitances of the transistor, which shunt
C1 and C2, respectively, become important. A good, stable design will always have C1 and
C2 much larger than the transistor capacitances they shunt.
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5.3.1.2 Example 2
In Example 1, will the circuit still oscillate if the inductor now has a Qu = 100? If the
transistor input capacitance is 5 pF, what effect will this have on the system?

Solution. In Example 1, XL = 17 �, C1 = 50 pF, and C2 = 500 pF. Since C1 = 50 pF,
adding 5 pF in parallel will change the equivalent C to 55 pF. As the inductor Qu = 100,
the equivalent resistance R in series with the lossless inductor is

R = 17

100
= 0.17 �

The new resonant frequency can be determined from equations (5.32) and (5.33)

C′
1 = C1

1 + R/hie

= 55

1 + (0.17/280)
≈ 55

1.0006
= 54.96 pF

and

f0 = 1

2πL
[
C′

1C2/
(
C′

1 + C2
)]1/2

� +191.56 MHz

The effect of the finite inductor Q causes a negligible change in the oscillating frequency
compared to the effect of the transistor input capacitance, which reduces the resonant fre-
quency 4.2%. Because the large-signal beta, βOSC, is 10, there is enough loop gain to
maintain oscillation.

5.3.1.3 Two-Port Oscillator
Although equations (5.25) and (5.26) can be used to determine the exact expressions for
oscillation, they are often difficult to use and add little insight into the design process. An
alternative interpretation, although not as accurate, will now be presented. It is based on the
fact that an ideal tuned circuit (infinite Q), once excited, will oscillate infinitely because
there is no resistance element present to dissipate the energy. In the actual case where the
inductor Q is finite, the oscillations die out because energy is dissipated in the resistance. It
is the function of the amplifier to maintain oscillations by supplying an amount of energy
equal to that dissipated. This source of energy can be interpreted as a negative resistor in
series with the tuned circuit. If the total resistance is positive, the oscillations will die out,
while the oscillation amplitude will increase if the total resistance is negative. To maintain
oscillations, the two resistors must be of equal magnitude. To see how a negative resistance
is realized, the input impedance of the circuit in Figure 5.13 will be derived.

If hoe is sufficiently small (hoe � 1/RL), the equivalent circuit is as shown in
Figure 5.13. The steady-state loop equations are

Vin = Iin
(
XC1 + XC2

) −Ib

(
XC1−βXC2

)
(5.36)

0 = −Iin
(
XC1

) + Ib(XC1 + hie) (5.37)

After Ib is eliminated from these two equations, Zin is obtained as

Zin = Vin

Iin
= (1 + β) XC1XC2+hie

(
XC1+XC2

)
XC1+hie

(5.38)
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Figure 5.13 Calculation of input impedance of the negative-resistance oscillator.

If XC1 � hie, the input impedance is approximately equal to

Zin ≈ 1 + β

hie

XC1XC2+
(
XC1+XC2

)
(5.39)

Zin ≈ −gm

ω2C1C2
+ 1

jω
[
C1C2/ (C1 + C2)

] (5.40)

That is, the input impedance of the circuit shown in Figure 5.14 is a negative resistor,

R = −gm

ω2C1C2
(5.41)

in series with a capacitor,

Cin = C1C2

C1 + C2
(5.42)

which is the series combination of the two capacitors.

Figure 5.14 Equivalent small-signal circuit of Figure 5.13.
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With an inductor L (with the series resistance RS) connected across the input, it is clear
that the condition for sustained oscillation is

RS = gm

ω2C1C2
(5.43)

and the frequency of oscillation

f0 = 1

2π

√
L

[
C1C2/ (C1 + C2)

] (5.44)

This interpretation of the oscillator readily provides several guidelines that can be used
in the design. First, C1 should be as large as possible so that

XC1 � hie (5.45)

and C2 is to be large so that

XC2 � 1

hoe

(5.46)

When these two capacitors are large, the transistor base-to-emitter and collector-to-
emitter capacitances will have a negligible effect on the circuit’s performance. However,
equation (5.43) limits the maximum value of the capacitances since

r ≤ gm

ω2C1C2
≤ G

ω2C1C2
(5.47)

whereG is the maximum value ofgm. For a given product ofC1 andC2, the series capacitance
is at maximum when C1 = C2 = Cm. Thus, equation (5.47) can be written as

1

ωCm

>

√
r

G
(5.48)

This equation is important because it shows that for oscillations to be maintained, the
minimum permissible reactance 1/ωCm is a function of the resistance of the inductor and
the transistor’s mutual conductance, gm.

An oscillator circuit known as the Clapp circuit or Clapp–Gouriet circuit is shown in
Figure 5.15. This oscillator is equivalent to the one just discussed, but it has the practical
advantage of being able to provide another degree of design freedom by making C0 much
smaller than C1 and C2.

It is possible to use C1 and C2 to satisfy the condition of equation (5.47) and then adjust
C0 for the desired frequency of oscillation ω0, which is determined from

ω0L − 1

ω0C0
− 1

ω0C1
− 1

ω0C2
= 0 (5.49)

5.3.1.4 Amplitude Stability
Linearized analysis of the oscillator is convenient for determining the frequency but not the
amplitude of the oscillation. The Nyquist stability criterion defines the frequency of oscil-
lation as the frequency at which the loop phase shift is 360◦, but it says nothing about the
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Figure 5.15 Circuit of a Clapp oscillator.

oscillation amplitude. If no provisions are taken to control the amplitude, it is susceptible
to appreciable drift. Two frequently used methods for controlling the amplitude are oper-
ating the transistor in the nonlinear region or to use a second stage for amplitude limiting.
For the single-stage oscillator, amplitude limiting is accomplished by designing an
unstable oscillator, that is, the loop gain is made greater than 1 at the frequency at which the
phase shift is 180◦. As the amplitude increases, the β of the transistor decreases, causing
the loop gain to decrease until the amplitude stabilizes. This is a self-limiting oscillator.
There are nonlinear analysis techniques predicting the amplitude of oscillation, but their
results are approximate except in idealized cases, forcing the designer to resort to an
empirical approach.

An example of a two-stage emitter-coupled oscillator is shown in Figure 5.16. In this
circuit, amplitude stabilization occurs as a result of current limiting in the second stage.
This circuit has the additional advantage that it has output terminals that are isolated from
the feedback path. The emitter signal of Q2, having a rich harmonic content, is normally
used as output. Harmonics of the fundamental frequency can be extracted at the emitter of
Q2 by using an appropriately tuned circuit. Note that the collector of Q2 is isolated from
the feedback path.

Figure 5.16 Two-stage, emitter-coupled oscillator.
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Figure 5.17 Phase plot of two open-loop systems with different resonator Qs.

5.3.1.5 Phase Stability
An oscillator has a frequency or phase stability that can be considered in two separate parts.
First, there is long-term stability, in which the frequency changes over a period of minutes,
hours, days, weeks, or even years. This frequency stability is normally limited by the circuit
components’ temperature coefficients and aging rates. The other part, short-term frequency
stability, is measured in terms of seconds. One form of short-term instability is due to
changes in phase of the system; here the term phase stability is used synonymously with
frequency stability. It refers to how the frequency of oscillation reacts to small changes in
phase shift of the open-loop system. It can be assumed that the system with the largest rate
of change of phase versus frequency dφ/df will be the most stable in terms of frequency
stability. Figure 5.17 shows the phase plots of two open-loop system used in oscillators. At
the system crossover frequency, the phase shift is −180◦. If some external influence causes a
shift in phase—say, it adds 10◦ of phase lag—the frequency will change until the total phase
shift is again 0◦. In this case, the frequency will decrease to the point where the open-loop
phase shift is 170◦. Figure 5.17 shows that �f2, the change in frequency associated with
the 10◦ change in phase of GH2, is greater than the change in frequency �f1, associated
with the open-loop system GH1, whose phase is changing more rapidly near the open-loop
crossover frequency.

This qualitative discussion illustrates that dφ/df at f = f0 is a measure of an oscillator’s
phase stability. It provides a good means of quantitatively comparing the phase stability of
two oscillators. Consider the simple parallel tuned circuit shown in Figure 5.18.

Figure 5.18 Parallel tuned circuit for phase-shift analysis.
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For this circuit, the two-port is

V0 (jω)

I (jω)
= R

1 + jQ
[
(ω/ω0) − (ω0/ω)

] (5.50)

where

ω0 = 1√
LC

and Q = R

ω0L
(5.51)

The circuit phase shift is

arg
V0

I
= θ = tan−1Q

(
ω

ω0
− ω0

ω

)
(5.52)

and

dθ

dω
= 1/Q

1/Q2 + [(
ω2 − ω2

0

)
/ω0ω

]2

ω2 + ω2
0

(ω0ω)2
(5.53)

at the resonant frequency ω0

dQ

dω

∣∣∣∣
ω=ω0

= 2Q

ω0
(5.54)

The frequency stability factor is SF defined as the change in phase dφ/dω divided by the
normalized change in frequency �ω/ω0. That is

SF = 2Q (5.55)

where SF is a measure of the short-term stability of an oscillator. Equation (5.54) indicates
that the higher the circuit Q, the higher the stability factor. This is one reason for using
high-Q circuits in oscillator circuits. Another reason is the ability of the tuned circuit to
filter out undesired harmonics and noise.

The two oscillator types shown so far can be considered two-port oscillators because one
port is responsible for oscillation and the other port supplies the output power. This type of
output supposedly has better isolation (although this is not true at higher frequencies) but
has a higher noise floor. A better way of extracting energy is shown in Figure 5.19.

These types of oscillators are essentially what is referred to as two-port oscillators. The
name comes from the fact that the oscillating device has two ports, with the output energy
taken from the output port, typically the collector or drain, while the tuned circuit is at the
input port. For years, it was widely held that this type of design provides better isolation
between the tuned circuit and termination; unfortunately, because of the Miller effect, this
is not true. At the higher frequencies, changes in output-port loading affect the input port,
resulting in pulling, a detuning effect that increases with frequency. In addition, taking
the output from the collector or the drain results in a poorer signal-to-noise ratio than that
achievable by extracting energy from the tuned circuit itself. The only real advantages the
collector output provides are more power and higher efficiency, but definitely at the expense
of phase noise, which is often referred to as SSB phase noise because it is expressed in terms
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Figure 5.19 Diagram for a feedback oscillator illustrating the principles involved, and showing the key
components considered in the phase-noise calculation and its contribution.

of the decibel ratio of the noise power in a single (the upper or lower) noise sideband, in a
1-Hz bandwidth centered at a specified frequency offset from the oscillator carrier, to the
carrier power. Figure 5.20 compares the phase noise of an oscillator with the energy taken
off the collector and the tuned circuit; the difference is highly visible.

5.4 OSCILLATOR CIRCUITS

5.4.1 Hartley

Figure 5.21 shows the Hartley oscillator configuration, in which feedback is obtained by
tapping the resonator. In practice, the resonator can consist of a single tapped inductor or
two separate, magnetically uncoupled inductors, with feedback obtained at their junction.
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Figure 5.20 Phase noise with oscillator output taken from collector (upper trace) versus emitter (lower
trace) of a BJT oscillator.

D

S

Figure 5.21 Hartley oscillator.

5.4.2 Colpitts

Figure 5.22 shows the Colpitts oscillator configuration, in which feedback is obtained via
a capacitive voltage divider.

5.4.3 Clapp–Gouriet

Figure 5.23 shows the Clapp–Gouriet oscillator. Like the Colpitts, the Clapp–Gouriet obtains
its feedback via a capacitive voltage divider; unlike the Colpitts, an additional capacitor

D

S

Figure 5.22 Colpitts oscillator.
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Figure 5.23 Clapp–Gouriet oscillator.

series-tunes the resonator. The Pierce oscillator, a configuration used only with crystals, is
a rotation of the Clapp–Gouriet oscillator in which the emitter is at RF ground.

5.5 DESIGN OF RF OSCILLATORS

5.5.1 General Thoughts on Transistor Oscillators

An estimate of the noise performance of an oscillator is

(5.56)

We just state this here without having dived into oscillator noise theory itself. (Also see
Figure 5.19.) This equation is based on work done by Dieter Scherer of Hewlett-Packard
about 1978. He was the first to introduce the flicker effect to the Leeson equation by adding
the AM-to-PM conversion effect, which is caused by the nonlinear capacitance of the active
devices. This equation must be further expanded as

L(fm) = 10 log

{[
1 + f 2

0

(2fmQload)2

] (
1 + fC

fm

)
FkT

2Psav
+ 2kTRK2

0

f 2
m

}
(5.57)

where L(fm) = ratio of sideband power in 1-Hz bandwidth at fm to total power in dB,
fm = frequency offset, f0 = center frequency, fc = flicker frequency, Qload = loaded Q

of the tuned circuit, F = noise factor, kT = 4.1 × 10−21 at 300 K (room temperature),
Psav = average power at oscillator output, R = equivalent noise resistance of tuning diode
(typically 200 � to 10 k�), and K = oscillator voltage gain.

The following table shows the flicker corner frequency fC as a function if IC for a typical
small-signal microwave BJT. IC(max) of this transistor is about 10 mA.
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IC (mA) fC (kHz)

0.25 1
0.5 2.74
1 4.3
2 6.27
5 9.3

Source: Motorola

Note that fC, which is defined by AF and KF in the SPICE model, increases with IC. This
gives us a clue about how fC changes when a transistor oscillates. As a result of the bias-
point shift that occurs during oscillation (see Section 5.3.1.1), an oscillating BJT’s average
IC is higher than its small-signal IC. KF is therefore higher for a given BJT operating
as an oscillator than for the same transistor operating as a small-signal amplifier. This
must be kept in mind when considering published fC data, which is usually determined
under small-signal conditions without being qualified as such. Determining a transistor’s
oscillating fC is best done through measurement: operate the device as a high-Q UHF
oscillator (we suggest using a ceramic-resonator-based tank in the vicinity of 1 GHz), and
measure its close-in (10 Hz to 10 kHz) phase noise versus offset from the carrier. fC will
correspond to a slight decrease in the slope of the phase noise versus offset curve. Generally,
fC varies with device type as follows: silicon JFETs, 50 Hz and higher; microwave RF BJTs,
1–10 kHz (as above); MOSFETs, 10–100 kHz; GaAsFETs, 10–100 MHz. Figure 5.24 shows
the phase noise of oscillators using different semiconductors and resonators.

Equation (5.57) is based on Rohde et al. [2]. The additional term introduces a distinction
between a conventional oscillator and a VCO. Whether the voltage- or current-dependent
capacitance is internal or external makes no difference; it simply affects the frequency.

Figure 5.24 Phase noise of oscillators using different semiconductors and resonators.
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For a more complete expression for a resonator oscillator’s phase noise spectrum, we
can write

sϕ (fm) =
αRF 4

0 + αE

(
F0

2QL

)2

f 3
m

+
(

2GFkT
P0

) (
F0

2QL

)2

f 2
m

+ 2αRQLF 3
0

f 2
m

+ αE

fm

+ 2GFkT

P0
(5.58)

where G = compressed power gain of the loop amplifier, F = noise factor of the loop
amplifier, k = Boltzmann’s constant, T = temperature in Kelvins, P0 = carrier power level
(in watts) at the output of the loop amplifier, F0 = carrier frequency in hertz, fm = carrier
offset frequency in hertz, QL(= πF0τg) = loaded Q of the resonator in the feedback loop,
and αR and αE = flicker-noise constants for the resonator and loop amplifier, respectively.

In frequency synthesizers, we have no use for LC oscillators that do not include a tuning
diode or diodes, but it may still be of interest to analyze the low-noise, fixed-tuned LC

oscillator first and later make both elements, inductor and capacitor, variable.
Later, we will show the performance changes if we utilize the two possible ways of

getting coarse and fine tuning in oscillators:

1. use of tuning diodes, and

2. use of switching diodes.

We will spend some time looking at the effects that switching and tuning diodes have in
a circuit because they will ultimately influence the noise performance more strongly than
the transistor itself.

The reason is that the noise generated in tuning diodes will be superimposed on the noise
generated in the circuit, while switching diodes have losses that cause a reduction of circuit
Q. The selection of the proper tuning and switching diodes is important, as is the proper
way of connecting them. As both types are modifications of the basic LC oscillator, we
start with the LC oscillator itself.

Early signal generators as were offered by several companies (namely, Rohde & Schwarz,
Hewlett-Packard, Boonton Electronics, or Marconi), if they are not synthesized, use an air-
dielectric variable capacitor or, as in the case of one particular Hewlett-Packard generator,
the Model HP8640, a tuned cavity.

Tuning here is accomplished by changing the value of an air-dielectric variable capacitor
or changing the mechanical length of a quarter-wave resonator.

Using the equations shown previously, it is fairly easy to calculate the performance of
oscillators and understand how they work, but this does not necessarily optimize their design.
For LC oscillator applications in which noise performance is crucial, the oscillator shown
in Figure 5.25, used in the famous Rohde & Schwarz SMDU, is the state of the art. Its noise
performance is equivalent to the noise found in the cavity-tuned oscillator used in Hewlett-
Packard’s popular HP8640 signal generator, and because of the unique way a tuning diode
is coupled to the circuit, its modulation capabilities are substantially superior to any of the
signal generators currently offered. To develop such a circuit from design equations is not
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Figure 5.25 A 118- to 198-MHz oscillator from the Rohde & Schwarz SMDU signal generator.

possible. This circuit is the result of many years of experience and research and looks fairly
simple. The grounded-gate FET circuit provides the best performance because it fulfills the
important requirements of (5.56).

The tuned circuit is not connected directly to the drain, but the drain is put on a tap of
the oscillator section. Therefore, the actual voltage across the tuning capacitor is higher
than the supply voltage, and thus the energy stored in the capacitor is much higher than
in a circuit connected between the gate electrode and ground, as it is in a normal Colpitts
oscillator. In addition, the high output impedance of the FET does not load the circuit,
which also provides a reduced noise contribution. Since this oscillator is optimized for best
frequency-modulation performance in the FM frequency range, it becomes apparent that it
fits the requirements of low-distortion stereo modulation.

For extremely critical blocking measurements in the 2-m region (140–160 MHz), the
noise specification at 20 kHz off the carrier is of high importance, while the peak modulation
typically does not exceed 5 kHz. Figure 5.25 shows the schematic of the oscillator section
optimized for this frequency range.

Because of fT limitations, it has been found experimentally that these LC oscillators, if
based on silicon JFETs, should not be used above about 500 MHz; rather, a doubler stage
should be employed. Analyzing the signal generators currently on the market, we find that
their highest baseband typically ranges from 200 to 500 MHz, with frequency doubling used
to 1000 MHz. As can be seen in Figure 5.26, the mechanical layout of such an oscillator is
extremely compact.

5.5.2 Two-Port Microwave/RF Oscillator Design

A common method for designing oscillators is to resonate the input port with a passive
high-Q circuit at the desired frequency of resonance. It will be shown that if this is achieved
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Figure 5.26 Photograph of the helical-resonator system from the Rohde & Schwarz SMDU signal
generator.

with a load connected on the output port, the transistor is oscillating at both ports and is thus
delivering power to the load port. The oscillator may be considered a two-port structure,
with M3 being the lossless resonating port and M4 provides lossless matching such that all
the external RF power is delivered to the load. See Figure 5.27. The resonating network has
been described. Nominally, only parasitic resistance is present at the resonating port, since
a high-Q resonance is desirable for minimizing oscillator noise. It is possible to have loads
at both the input and the output ports if such an application occurs, since the oscillator is
oscillating at both ports simultaneously.

The simultaneously oscillation conditions is proved as follows. Assume that the oscilla-
tion condition is satisfied at port 1:

1/S′
11 = �G (5.59)

Thus,

S′
11 = S11 + S12S21�L

1 − S22�L

= S11 − D�L

1 − S22�L

(5.60)

1

S′
11

= 1 − S22�L

S11 − D�L

= �G (5.61)

Figure 5.27 Buffered oscillator design.
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By expanding equation (5.61), we find

�GS11 − D�L�G = 1 − S22�L

�L(S22 − D�G) = 1 − S11�G

�L = 1 − S11�G

S22 − D�G

(5.62)

Thus,

S′
22 = S22 + S12S21�G

1 − S11�G

(5.63)

1

S′
22

= 1 − S11�G

S22 − D�G

(5.64)

Comparing equations (5.62) and (5.64), we find

1/S′
22 = �L (5.65)

which means that the oscillation condition is also satisfied at port 2; this completes the proof.
Thus, if either port is oscillating, the other port must be oscillating as well. A load may appear
at either or both ports, but normally the load is in �L, the output termination. This result
can be generalized to an n-port oscillator by showing that the oscillator is simultaneously
oscillating at each port:

�1S
′
11 = �2S

′
22 = �3S

′
33 = · · · = �nS

′
nn (5.66)

Before concluding this section on two-port oscillator design, the buffered oscillator
shown in Figure 5.27 must be considered. This design approach is used to provide the
following.

1. A reduction in loading–pulling, which is the change in oscillator frequency when the
load reflection coefficient changes.

2. A load impedance that is more suitable to wideband applications (k < 1).

3. A higher output power from a working design, although the higher output power can
also be achieved by using a larger oscillator transistor.

4. This type of oscillator is not optimized for low phase noise. However, buffered oscil-
lator designs are quite common in wideband YIG applications, where changes in the
load impedance must not change the generator frequency.

Two-port oscillator design may be summarized as follows.

1. Select a transistor with sufficient gain and output-power capability for the frequency
of operation. This may be based on oscillator data sheets, amplifier performance, or
S-parameter calculation.

2. Select a topology that gives k < 1 at the operating frequency. Add feedback if k < 1
has not been achieved.

3. Select an output load-matching circuit that gives |S′
11| > 1 over the desired frequency

range. In the simplest case, this could be a 50-� load.
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Table 5.1 S parameters and stability factors
(VCE = 15 V, IC = 25mA)

LB = 0 LB = 0.5 nH

S11 = 0.94 ∠174◦ 1.04 ∠173◦

S21 = 1.90 ∠−28◦ 2.00 ∠−30◦

S12 = 0.013 ∠98◦ 0.043 ∠153◦

S22 = 1.01 ∠−17◦ 1.05 ∠−18◦

k = −0.09 −0.83

4. Resonate the input port with a lossless termination so that �GS′
11 = 1. The value of

S ′
22 will be greater than unity with the input properly terminated.

In all cases, the transistor delivers power to a load and the input of the transistor. Practical
considerations of realizability and dc biasing will determine the best design.

For both bipolar and FET oscillators, a common topology is the common-base or
common-gate, since a common-lead inductance can be used to raise S22 to a large value,
usually greater than unity even with a 50-� generator resistor. However, it is not necessary
for the transistor S22 to be greater than unity, since the 50-� generator is not present in the
oscillator design. The requirement for oscillation is k < 1; then resonating the input with a
lossless termination will ensure that |S′

11| > 1.
A simple example will clarify the design procedure. A common-base bipolar transistor

(HP2001) was selected to design a fixed-tuned oscillator at 2 GHz. The common-base
S-parameters and stability factor are given in Table 5.1.

Using the load circuit in Figure 5.28, we see that the reflection coefficients are

�L = 0.62 ∠30◦

S′
11 = 1.18 ∠173◦

Thus, a resonating capacitance of C = 20 pF resonates the input port. In a YIG-tuned os-
cillator, this reactive element could be provided by the high-Q YIG element. For a dielectric-
resonator oscillator (DRO), the puck would be placed to give �G ≈ 1.0 ∠ −173◦.

Another two-port design procedure is to resonate the �G port and calculate S ′
22 until

|S′
22| > 1, then design the load port to satisfy. This design procedure is summarized in

Figure 5.29.

Figure 5.28 Oscillator example at 2 GHz.
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Figure 5.29 Oscillator design flow chart.

An example using this procedure at 4 GHz is given in Figure 5.30 using an AT41400
silicon bipolar chip in the common-base configuration with a convenient value of base and
emitter inductance of 0.5 nH. The feedback parameter is the base inductance, which can be
varied if needed.

Since a lossless capacitor at 4 GHz of 2.06 pF gives �G = 1 − 0∠ −137.7◦, this input
termination is used to calculate S ′

22, giving S′
22 = 0.637∠44.5◦. This circuit will oscillate

into any passive load. Varying the emitter capacitor about 20◦ on the Smith chart to 1.28 pF
gives S ′

22 = 1.16∠ −5.5◦, which will oscillate into a load of �L = 0.861∠5.5◦. The com-
pleted lumped element design is given in Figure 5.31.

Figure 5.30 A 4-GHz lumped-resonator oscillator using the AT41400.
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Figure 5.31 Completed lumped-resonator oscillator (LRO).

5.5.3 Ceramic-Resonator Oscillators

An important application for a new class of resonators called ceramic resonators (CRs)
has emerged for wireless applications. The CRs are similar to rigid coaxial cable, where
the center conductor is connected at the end to the outside of the cable. These resonators
are generally operating in quarter-wavelength mode and their characteristic impedance
is approximately 10 �. Because their coaxial assemblies are made from a high-ε low-loss
material with good silver plating throughout, the electromagnetic field is internally contained
and therefore results in very little radiation. These resonators are therefore ideally suited for
high-Q, high-density oscillators. The typical application for this resonator is VCOs ranging
from not much more than 200 MHz up to about 3 or 4 GHz. At these high frequencies, the
mechanical dimensions of the resonator become too tiny to offer any advantage. One of the
principal requirements is that the physical length is considerably larger than the diameter.
If the frequency increases, this requirement can no longer be met.

Manufacturers supply ceramic resonators on a prefabricated basis. Figures 5.32 and
5.33 show the standard round/square packaging available and the typical dimensions for
a ceramic resonator. Figure 5.34 shows a ceramic-resonator oscillator built on a ceramic
substrate.

Figure 5.32 Ceramic resonators.
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Figure 5.33 Standard round/square ceramic resonator packaging and dimensions.

The available material has a dielectric constant of 88 and is recommended for use in
the 400- to 1500-MHz range. The next higher frequency range (800 MHz to 2.5 GHz) uses
an ε of 38, while the top range (1–4.5 GHz) uses an ε of 21. Given the fact that ceramic
resonators are prefabricated and have standard outside dimensions, the following quick
calculation applies.

Figure 5.34 Modern ceramic resonator oscillator for hand-held cellular phones.



756 RF/WIRELESS OSCILLATORS

Relative dielectric constant of resonator εr = 21 εr = 38 εr = 88
material

Resonator length (mm) l = 16.6
f

l = 12.6
f

l = 8.2
f

Temperature coefficient (ppm/◦C) 10 6.5 8.5
Available temperature coefficients −3 to +12 −3 to +12 −3 to +12
Typical resonator Q 800 500 400
Frequency range 1–4.5 GHz 800–2500 MHz 400–1500 MHz

5.5.3.1 Calculation of Equivalent Circuit
The equivalent parallel-resonant circuit afforded by a ceramic resonator has a resistance at
resonance of

Rp = 2 (Z0)2

R∗l
(5.67)

where Z0 = characteristic impedance of the resonator, l = mechanical length of the res-
onator, and R∗ = equivalent resistor due to metallization and other losses.

As an example, one can calculate

C∗ 2πε0εR

loge (D/d)
= 55.61 × 10−12 εR

loge (D/d)
(5.68)

and

L∗ μRμ0

2π
= loge

(
D

d

)
= 2 × 10−7 loge

(
D

d

)
(5.69)

Z0 = 60 �
1√
εR

loge

(
D

d

)

= 60
1√
88

loge

(
6

2.5

)
= 5.6 � (5.70)

A practical example for εr = 88 and 450 MHz is

Cp = C∗l
2

= 49.7 pF (5.71)

Lp = 8L∗l = 2.52 nH (5.72)

Rp = 2.5 k� (5.73)

Figure 5.35 shows the schematic of a ceramic-resonator-based oscillator. Figures 5.36
and 5.37 show the simulated and measured phase-noise of the oscillator.

By using ceramic-resonator-based oscillators in conjunction with miniature synthesizer
chips, it is possible to build extremely small phase-locked loop systems for cellular telephone
operation. Figure 5.38 shows one of the smallest currently available PLL-based synthesizers
manufactured by Synergy Microwave Corporation. Because of the high-Q resonator, these
types of oscillators exhibit extremely low phase noise. Values of better than −150 dBc/Hz
at 1 MHz off the carrier are achievable. The ceramic resonator reduces the oscillator’s
sensitivity to microphonic effects and proximity effects caused by other components.
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Figure 5.35 Schematic of a high-performance ceramic-resonator-based oscillator that can be used
from 500 MHz to 2 GHz.

Figure 5.36 Simulated phase noise of an NPN bipolar 1 GHz ceramic-resonator-based oscillator.

5.5.4 Using a Microstrip Inductor as the Oscillator Resonator [3–5]1

A high-Q microstrip resonator can be used to improve an oscillator’s phase-noise
performance. The following section, based on information in the Philips Semiconductors

1Based on portions of the Philips Semiconductors/Signetics RF Communications Products Application Note
AN1777, “Low-Voltage Front End Circuits: SA601, SA620,” August 20, 1997. Available at http://ics.nxp.com/
support/documents/interface/pdf/an1777.pdf. Used with permission.

http://www.ics.nxp.com/support/documents/interface/pdf/an1777.pdf
http://www.ics.nxp.com/support/documents/interface/pdf/an1777.pdf
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Figure 5.37 Measured phase noise of a ceramic-resonator-based oscillator.

application note AN1777, describes the application of such a resonator in a BJT differential
oscillator.

It can be seen from (5.56) that the phase noise is proportional to the term

1

4QL2
(5.74)

Figure 5.38 Miniature PLL-based synthesizer manufactured by Synergy Microwave Corporation.
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This means that for any 10% increase in Q, we get something like 20% improvement
in phase noise, which makes it most desirable to increase the Q. One way to reduce the
loading of the resonator is to tap the device down on the resonator. The underlying oscillator
circuit is based on the differential type of oscillator found in ICs.

5.5.4.1 Increasing Loaded Q
Figure 5.39 shows the oscillator section of the NXP SA620 low-voltage front-end IC with a
conventional second-order parallel-tuned tank circuit configured as the external resonator.

From the basic equations for parallel resonance, the resonator’s loaded Q is given by

QL = Rp

[
CT

LT

]1/2

(5.75)

where

Rp = Rt||RC =
[(

1

RT

)
+

(
1

RC

)]−1

(5.76)

represents the net shunt tank resistance appearing across the network at resonance. RT

represents losses in the inductance LT and capacitance CT (almost always dominated by
inductor losses), and RC is the active circuit’s load impedance at resonance. Improving
the quality of the tank components LT and CT (i.e., improving their Q) will increase RT ,
but since RC is low in the case of the SA620, the resulting increase in RP is relatively
small. We can increase RP by decoupling ZC from the tank circuit (note that RC is the real
part of ZC at resonance). Decoupling this impedance by using either tapped-L or tapped-C
tank configurations is possible. Inspecting of the circuit shows that dc biasing is necessary

ZC

CT

VCC

VCCVCO

RT: Tank network losses
ZC: Output impedance

Q1 Q2

9

6

10

1t

RT LT

CB

Figure 5.39 Oscillator portion of NXP SA620 front-end IC with external resonator.
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ZC

CT

VCC

VCCVCO

ZC: Output impedance
LT : Total tank inductance
LT1: Tapped feedback inductance
LT2 = LT – LT1

Q1 Q2

9

6

10

1t

LT1

LT2

CB

Figure 5.40 Oscillator portion of SA620 IC with tapped-microstrip resonator.

for pins 9 and 10 (osc1 and osc2, respectively), so a tapped-C approach would require
shunt-feeding these pins to VCC. Thus, the most practical way is to employ a tapped-L
network.

Figure 5.40 shows the basic tapped-L circuit. The effective multiplied shunt impedance
at resonance across CT is given by

R̂p = Rp

[(
LT2

LT1

)
+ 1

]1/2

(5.77)

with a corresponding increase in loaded Q

Q̂L = QL

[(
LT2

LT1

)
+ 1

]1/2

(5.78)

Feedback is caused by an RF voltage appearing across LT , coupled through bypass
capacitor CB and its ground return to the cold end of the current source at pin 6. The
significance of this path increases with frequency. At 900 MHz, it becomes very critical in
obtaining stable oscillations and must be kept as short as possible. Attention to layout detail
is pivotal here!

5.5.4.2 High-Q Microstrip Inductor
Realizing a stable tapped-L network using lumped surface-mount inductors is impractical
due to their low unloaded Q and finite physical size. Another approach uses a high-Q
short microstrip inductor. The conventional approach to microstrip resonators treats them
as a length of transmission line terminated with a short that reflects back an inductance
impedance that simulates a lumped inductor. The approach presented here deviates from



DESIGN OF RF OSCILLATORS 761

this technique by specifically exploiting the very high unloaded Q attainable with short
microstrip inductors where we design for a large C/L ratio by making the microstrip a
specific, but short, length. Resonance is achieved by replacing the short with whatever
capacitance is needed for proper resonance. One equation for the inductance of a strip of
metal having a length � (mils) and width w (mils) is

L = [
5.08 · 10−3

]
�

[
ln

(
�

w

)
+ 1.193

(w

�

)]
(5.79)

where L is in nH/mil. This technique results in a much shorter strip of metal for a given
inductance. One intriguing property of microstrip inductors is that they are capable of very
high unloaded Qs. An equation describing the quality factor for a “wide” microstrip is

QC = 0.63h
[
σf GHz

]1/2
(5.80)

where h is the dielectric thickness in centimeters, σ is the conductivity in S/m, and f is
frequency in GHz. This equation predicts an unloaded Q exceeding 700 when silver-coated
copper is used. Also, wide microstrip lines are defined as those whose strip width w to height
h ratio is approximately greater than 1, that is, w/h > 1. The parallel capacitor formed by
the metal strip over the ground plane should also be included and may be calculated by
the classic formula and included in the total needed to resonate with the inductance result
found from equation (5.79). This “strip” capacitance is given by

CS = Kε0εR

[
w�

h

]
(5.81)

where CS is in farads, ε0 = 8.86 pF/cm is the permittivity of free space, and εr is the
relative dielectric constant of the substrate. A “fringe factor,” K, is included to account for
necessary fringing (estimated to be 2%–15%). These equations are meant to provide insight
into circuit behavior and should, therefore, be applied cautiously to specific applications.

5.5.4.3 UHF VCO Using the Tapped-Inductor Differential
Oscillator at 900 MHz
The basic electrical circuit of this configuration is shown in Figure 5.41. Feedback occurs
when sufficient RF voltage develops across the tap inductances LT1 and LT2 (due to tap 1
and tap 2, respectively); note that inductance is reckoned from the cold end of the tank at
node A. Taps 1 and 2 should be as close as possible to pins 9 and 10, respectively. Also
node A (cold end of tank) and node B (pin 6) must be as physically close together and
exhibit as low an impedance as possible to discourage parasitic oscillations. This “inner
loop,” composed of LT2, the inductance of connections between taps 1 and 2 and pins 9 and
10, respectively, and “stray” low-Q inductance between nodes A and B, creates a parasitic
loop that will support oscillation that no longer depends on the full tapped-L tank circuit.
Oscillation based on this low-Q loop typically occurs well above 1.2 GHz and has been
observed as high as 1.6 GHz, and exhibits very poor phase-noise performance.

Another factor also affects this unwanted parasitic oscillation. As the full tank circuit’s
unloaded Q decreases, the circuit becomes conditionally stable and eventually favors the
parasitic loop exclusively. This occurs because the loaded Q of the tapped microstrip affects
the magnitude of the RF voltage appearing across the entire tank. Thus, feedback at taps 1
and 2 is reduced as the Q decreases. This increases the likelihood of the parasitic inner loop
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Figure 5.41 Differential oscillator with tapped-microstrip resonator.

controlling the oscillator, since its feedback voltage is largely independent of the microstrip
tank Q.

Equation (5.80) shows that microstrip inductors are capable of very high unloaded Qs.
This depends on a number of physical factors: frequency, dielectric thickness and quality,
and the skin-depth conductance of the metal strip itself. For example, at 900 MHz, the
unloaded Q of a silver-coated microstrip line is in the vicinity of 750. Coating the same
line with lead (sloppy soldering can do it) reduces the Q to less than 230. If the unloaded
Q is too low, the loaded Q also drops. The circuit becomes conditionally stable, and now
may oscillate either at the higher parasitic-loop frequency or the desired lower frequency
at which the entire microstrip tank resonates. Components should be connected by narrow
traces closely connected to component that leads to avoid soldering on the microstrip proper.

RF1 introduces necessary losses to control the inner-loop parasitic oscillation. Its size
should be made as small as possible consistent with stability, startup, and good phase-
noise performance. Since RF1 also decreases feedback, the oscillator’s output falls as RF1

increases. Typically, experimental values from 4 to 30 � have proven sufficient.
Stability as a function of VCC is a good way to assess conditional stability. Provided

the microstrip tank has a high loaded Q, the oscillator’s stability should be independent
of VCC down to less than 2.5 V or so. When loaded Q decreases sufficiently to favor the
inner-loop parasitic, conditional stability will occur. This can readily be observed by in-
creasing VCC from about 1.0 V and noting whether the VCO frequency jumps back and
forth unpredictably. Mixer and LO port loading can also affect this condition and should be
considered.

Dimensions for the microstrip resonator are based on several criteria. The strip must be
“wide”: its width-to-height ratio must be on the order of 1 or greater. Minimum strip length
seems to be about 200 mils for 62-mil-thick board. L/C ratios somewhere about 500 have
yielded quite good results. Note that we usually specify the “L/C” ratio because it is always
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greater than 1, even though in a parallel resonant circuit it appears in the Q equation as
C/L. Thus, decreasing the “L/C ratio” by making the microstrip shorter helps the loaded
inductor Q, and the circuit loaded QL, increase (see equation (5.75)). However, the effect of
the lower Q of CT , even when using a high-Q surface-mount type, decreased the expected
larger increase in the net loaded circuit Q. Thus, the expected increase in QL may not be fully
realizable. Assuming a 62-mil-thick board with FR5 dielectric, a strip 50 by 300 mils gave
very good experimental results where CT was about 4.3 pF, with oscillation occurring from
about 950 to 1000 MHz with various test boards. A shorter inductor designed to increase
the C/L ratio requiring 7.5 pF experimentally resulted in only about 1–2 dB phase-noise
improvement at 950 MHz. The reason for this is that as the microstrip inductor degenerates
to a plain inductor, all of its advantages are lost.

Tap 1 may be anywhere between the cold end of the tank (where C1 and C2 are located)
and tap 2. Tap 2 yields good results at about 1/3 the strip length. Making it too close to
the cold end in an effort to increase QL will result in loss of control over the inner-loop
parasitic. To keep QL as high as possible, CT should be a high-Q surface-mount type.
Differences greater than 5 dB in SSB phase noise have been observed between a generic
NP0 surface-mount capacitor and a high-Q NP0 surface-mount capacitor.

Tap 3 can be at the end of the microstrip when CT is connected. However, the tuning
diode inevitably will cause a decrease in overall loaded Q, typically resulting in a phase
noise increase of as much as 5 dB. Moving it some distance down from the high end of the
tank will decrease this effect and yield better results. A good starting point is about 1/4 down
or 3/4 of the length from the cold end of the tank. C1 and C2 are paralleled lower-value
capacitors to yield a better low-impedance ground return to pin 6 (node B) since rela-
tively large RF currents flow through them. Note that as QL increases, the peak circulating
RF current will also increase, as will the RF voltage at the hot end of the microstrip. At
900 MHz, good results have been obtained when both are about 300 pF. The RFC was
chosen to be approximately series resonant around 900 MHz, and constitutes the series feed
path for dc biasing. It may be possible to neglect this component entirely, provided that
the PC-board connection to the cold end of the tank is very close to RF ground. Finally,
note that shielding of the entire microstrip may be necessary to meet FCC Part 15 emission
limitations (where applicable). Figure 5.42 shows one application of the tapped-microstrip
oscillator with the NXP SA620 front-end IC.

5.5.5 Hartley Microstrip Resonator Oscillator

G. Smithson and S. Fitz of Plextek Communications Technology Consultants have re-
ported on the construction of Hartley microstrip-resonator oscillators using thick-film tech-
niques on ceramic (alumina) substrates for high-volume wireless products. The resonator
in one such oscillator (Figure 5.43) exhibited an unloaded Q of approximately 80. Table 5.2
summarizes its phase noise versus tuning range with different tuning-diode configurations.

5.5.6 Crystal Oscillators

Most wireless applications do not require ultra-high frequency stability that mandates the
use of a primary standard, such as one based on cesium, or a secondary standard, such as one
based on rubidium. For very stable oscillators at fixed or only slightly variable frequencies
up to a few hundred megahertz, oscillators using piezoelectric resonators are generally
used. A piezoelectric material transduces mechanical stress (deformation) to electrical stress
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Figure 5.42 NXP SA620 application board schematic showing the tapped microstrip resonator.

(voltage), and vice versa. In noncritical applications up to 10 MHz, a piezolectric ceramic
may be used. The Q and temperature stability of such materials is relatively poor, however,
so quartz is the resonator material of choice for temperature-stable, low-noise piezoelectric
oscillators.

Figure 5.43 “Walking stick” microstrip Hartley resonator as used by Plextek in the 800–1500 MHz
range. Below 800 MHz, the resonator’s physical size becomes impractical; above 1500 MHz, the tran-
sistor’s parasitic reactances make the Hartley configuration problematic.
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Table 5.2 Achieved Oscillator Phase Noise Versus
Tuning Range

Tuning Range Tuning Range Phase Noise at
(0.5–3 V) (1–3 V) 20 kHz Offset

23% 16% −100 dBc/Hz
16% 11% −103 dBc/Hz
10% 8% −106 dBc/Hz

Just as an electrical resonator consisting of distributed L and C exhibits multiple electrical
resonances, a physical piece of piezolectric material, depending upon its shape, exhibits
multiple mechanical resonances. Fundamental resonance occurs at the frequency at which
the crystal is one-half wavelength long; overtone resonances occur near odd multiples
(3, 5, 7, and so on) of the fundamental. Figure 5.44 shows the electrical equivalent of a
crystal. Table 5.3 presents examples of approximate parameters for several crystal types.
Appropriate shaping and placement of the crystal’s connecting electrodes, combined with
suitable oscillator circuit design and adjustment, allow the selection or ehancement of a
particular resonance for excitation.

Figure 5.45 shows a typical crystal oscillator circuit configuration, and the associated
table supplies recommended values for the elements. This is in line with the chip manu-
facturers’ recommendation for their built-in oscillator circuits. Figure 5.46 shows how this
oscillator’s input impedance varies around resonance; Figure 5.47 shows its simulated phase
noise. Placing a small resistance in series with the crystal (Figure 5.48) allows us to use the
crystal as a high-Q filter, substantially improving the oscillator’s spectral purity relative to
that obtainable at the transistor emitter (Figure 5.49).

Some applications demand ultralow-phase-noise crystal oscillators. Figures 5.50 and
5.51 show an appropriate circuit and its phase noise with and without the current-supplying
hot-carrier diode (HCD) used for noise reduction.

CO

Lead Inductance
10 to 50 nH

Lead Inductance
10 to 50 nH

Package Strays
0.5 to 2 pF

L1

C1

R1

L3

C3

R3

L5

C5

R5

L7

C7

R7

Figure 5.44 Electrical equivalent of a piezoelectric crystal resonator, showing fundamental (1) and
overtone (3, 5, 7, ...) resonances. (Courtesy of Roger Clark, Vectron International.)
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Table 5.3 Approximate Crystal Parameters

Crystal Q Approximations (fresonance in MHz)

Nonprecision fundamental crystals:

Worst: Q = 2×106

f
Better: Q = 5×106

f

Precision crystals processed for high Q:

SC: Q = 12×106

f
AT Cut: Q = 10×106

f

Crystal Resistance (r) for 10-MHz, Third-Overtone Example Using Precision Crystal
Approximation (f in MHz and C1 in pF)

r = (2πfC1)

Q

r = 6.964

Typical crystal parameters

10-MHz fundamental: C1 = 0.02 pF, C0 = 3.6 pF, Q = 350,000,

r = 2.5 �, L = 0.012665 H

50-MHz third overtone: C1 = 0.0026 pF, C0 = 4.212 pF, Q = 100,000,

r = 13 �, L = 0.003897 H

100-MHz fifth overtone: C1 = 0.0005 pF, C0 = 2.25 pF, Q = 80,000,

r = 40 �, L = 0.005066 H

155-MHz high-frequency fundamental: C1 = 0.005 pF, C0 = 1.5 pF,

Q = 20,000, r = 12 �, L = 0.002108 H

Courtesy of Roger Clark, Vectron International.

3 MHz

330 270 180 82 43C1 (pF)

C3 is the approximate value needed to set occillator
on frequency using indicated crystal CL.

430 360 220 120 68C2 (pF)
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32 32 30 20 15Crystal CL
(pF)To buffer
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+12 V
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C2C3

6 MHz 10 MHz 20 MHz 30 MHz

Figure 5.45 A 3–30-MHz Colpitts crystal oscillator.
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Figure 5.46 As with every oscillator, the crystal oscillator’s input impedance is negative and real at
resonance. This graph plots the real and imaginary components of the test voltage injected by the
Oscillator Design Aid tool in Ansoft Serenade 8.0. Compare this graph with Figure 5.7, which plots an
oscillator’s input impedance with the resonator absent.

Figure 5.47 Simulated phase noise of the crystal oscillator.
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4 1

10

C3Crystal
output

Figure 5.48 This alternative output tap uses the crystal’s high selectivity for improved harmonic re-
duction.

5.5.7 Voltage-Controlled Oscillators

A schematic of a ceramic-resonator-based VCO (Figure 5.35) has already been shown in the
section on ceramic-resonator oscillators. To tune the oscillator within the required range,
tuning diodes are used. These diodes are often called varactors or voltage-sensitive diodes.
By way of approximation, we can use the equation

C = K

(VR + VD)n
(5.82)

Figure 5.49 Comparison of the crystal oscillator’s simulated output spectrum as obtained at the tran-
sistor emitter (dark gray, fundamental −26.7 dBm) and crystal (light gray, fundamental −29.1 dBm). At
the emitter, the second harmonic is down only 4.3 dB relative to the carrier; at the crystal, the second
harmonic is down 36 dB relative to the carrier.
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Figure 5.50 100 MHz VCXO suitable for ultralow-phase-noise applications. The HSMS2800 hot-
carrier diode provides noise reduction.

wherein all constants and all parameters determined by manufacturing process are contained
in K. The exponent is a measure of the slope of the capacitance/voltage characteristic and
is 0.5 for alloyed diodes, 0.33 for single-diffused diodes, and (on average) 0.75 for tuner
diodes with a hyperabrupt pn junction [6, 7]. Figure 5.52 shows the capacitance–voltage
characteristics of an alloyed, a diffused, and a tuner diode.

Recently, an equation was developed that, although purely formal, describes the practical
characteristic better than equation (5.82):

C = C0

(
A

A + VR

)m

(5.83)

Figure 5.51 Phase noise of the VCXO with and without the noise-reduction diode.
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Figure 5.52 Capacitance/voltage characteristic for an alloyed capacitance diode (n = 0.33), a diffused
capacitance diode (n = 0.5), and a wide-range tuning diode (BB141).

wherein C0 is the capacitance at VR = 0, and A is a constant whose dimension is a volt.
The exponent m is much less dependent on voltage than the exponent n in equation (5.84).

The operating range of a capacitance diode or its useful capacitance ratio,

Cmax

Cmin
= Ctot (VRmin)

Ctot (VRmax)
(5.84)

is limited by the fact that the diode must not be driven by the alternating voltage super-
imposed on the tuning voltage, either into the forward mode or the breakdown mode.
Otherwise, rectification would take place, shifting the bias of the diode and considerably
affecting its figure of merit.

There are several manufacturers of tuning diodes. Freescale is a typical supplier in
this country; Infineon of Germany and NXP also provide good diodes. Table 5.4 and
Figure 5.53 contain information for tuning diodes useful for our applications.

5.5.8 Diode-Tuned Resonant Circuits

5.5.8.1 Tuner Diode in Parallel-Resonant Circuit
Figures 5.54 and 5.55 illustrate two basic circuits for the tuning of parallel resonant circuits
by means of capacitance diodes. In the circuit diagram of Figure 5.54, the tuning voltage is
applied to the tuning diode via the bias resistor, RB. Series connected from the tuning diode
to the top of the tank circuit is capacitor CS , which completes the circuit for alternating
current but isolates the cathode of the tuner diode from the coil and thus from the nega-
tive terminal of the tuning voltage. Moreover, a fixed parallel capacitance CP is provided.
The decoupling resistor preceding the bias resistor is large enough to be disregarded in the
following discussion. Since for high-frequency purposes the biasing resistor is connected in
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Figure 5.53 Diode capacitance CT versus reverse voltage VR for the diodes shown in Table 5.4. The
curve labels correspond to the chip codes called out in the table.

parallel with the series capacitor, it is transformed into the circuit as an additional equivalent
shunt resistance Rc. For the parallel loss resistance transformed into the circuit, we have
the expression

Rc = RB

(
1 + Ctot

CS

)2

(5.85)

If in this equation the diode capacitance is replaced by the resonator circuit frequency
ω, we obtain

Rc = RB

[
ω2LCS

ω2L
(
CS + Cp

) − 1

]2

(5.86)

In the circuit of Figure 5.55, the resonant circuit is tuned by two tuning diodes, which
are connected in parallel via the coil for tuning purposes, but series connected in opposition

Figure 5.54 Parallel-resonant circuit with tuner diode and bias resistor in parallel to the diode.
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Figure 5.55 Parallel-resonant circuit with two tuning diodes.

for high-frequency signals. This arrangement has the advantage that the capacitance shift
caused by the ac modulation acts in opposite directions in these diodes, and therefore
cancels itself. The bias resistor RB, which applies the tuning voltage to the tuning diodes,
is transformed into the circuit at a constant ratio across the entire tuning range. Given two
identical, loss-free tuning diodes, we obtain the expression

Rc = 4RB (5.87)

5.5.8.2 Capacitances Connected in Parallel or in Series
with the Tuning Diode
Figure 5.54 shows that a capacitor is usually in series with the tuner diode, in order to
close the circuit for alternating current and, at the same time, to isolate one terminal of the
tuning diode from the rest of the circuit with respect to direct current, so as to enable the
tuning voltage to be applied to the diode. If possible, the value of the series resistor CS will
be chosen such that the effective capacitance variation is not restricted. However, in some
cases—for example, in the oscillator circuit of receivers in whose intermediate frequency is
of the order of magnitude of the reception frequency—this is not possible, and the influence
of the series capacitance will then have to be taken into account. By connecting the capacitor
CS , assumed to be lossless, in series with the diode capacitance Ctot, the tuning capacitance
is reduced to the value

C∗ = Ctot
1

1 + Ctot/CS

(5.88)

The Q of the effective tuning capacitance, taking into account the Q of the tuning diode,
increases to

Q∗ = Q

(
1 + Ctot

CS

)
(5.89)

The useful capacitance ratio is reduced to the value

C∗
max

C∗
min

= Cmax

Cmin

1 + Cmin/CS

1 + Cmax/CS

(5.90)

wherein Cmax and Cmin are the maximum and minimum capacitances of the tuner diode.
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On the other hand, the advantage is gained that, due to the capacitive potential division,
the amplitude of the alternating voltage applied to the tuner diode is reduced to

v̂∗ = v̂
1

1 + Ctot/C
(5.91)

so that the lower value of the tuning voltage can be smaller, and this results in a higher
maximum capacitance Cmax of the tuning diode and a higher useful capacitance ratio. The
influence exerted by the series capacitor, then, can actually be kept lower than equation (5.89)
would suggest.

The parallel capacitance CP that appears in Figures 5.54 and 5.55 is always present, since
wiring capacitances are inevitable and every coil has its self-capacitance. By treating the
capacitance CP , assumed to be lossless, as a shunt capacitance, the total tuning capacitance
rises in value and, if CS is assumed to be large enough to be disregarded, we obtain

C∗ = Ctot

(
1 + Cp

Ctot

)
(5.92)

The Q of the effective tuning capacitance, derived from the Q of the tuning diode, is

Q∗ = Q

(
1 + Cp

Ctot

)
(5.93)

or, in other words, it rises with the magnitude of the parallel capacitance. The useful capac-
itance is reduced as

C∗
max

C∗
min

= Cmax

Cmin

1 + Cp/Cmax

1 + Cp/Cmin
(5.94)

In view of the fact that even a comparatively small shunt capacitance reduces the capac-
itance ratio considerably, it is necessary to ensure low wiring and coil capacitances in the
layout stage of the circuit design.

5.5.8.3 Tuning Range
The frequency range over which a parallel-resonant circuit (according to Figure 5.54) can
be tuned by means of the tuning diode depends on the useful capacitance ratio of the diode
and on the parallel and series capacitances present in the circuit. The ratio is

fmax

fmin
=

√√√√ 1 + Cmax
Cp(1+Cmax/CS )

1 + Cmax
Cp(Cmax/Cmin+Cmax/CS )

(5.95)

In many cases, the value of series capacitor can be chosen to be large enough for its
effect to be negligible. In that case, equation (5.95) is simplified as follows:

fmax

fmin
=

√
1 + Cmax/Cp

1 + Cmin/Cp

(5.96)

From this equation, the diagram shown in Figure 5.56 is computed. With the aid of
this diagram, the tuning diode parameters required for tuning a resonant circuit over a
stipulated frequency range (i.e., the maximum capacitance and the capacitance ratio) can
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Figure 5.56 Diagram for determining capacitance ratio and maximum capacitance.

be determined. Whenever the series capacitance CS cannot be disregarded, the effective
capacitance ratio is reduced according to equation (5.90).

5.5.8.4 Tracking
When several tuned circuits are used on the same frequency, diodes must be selected for
perfect tracking.

5.5.9 Practical Circuits

5.5.9.1 Oscillators with Coarse and Fine Tuning
After so much theory, it may be nice to take a look at some practical circuits, such as the one
shown in Figure 5.57. This oscillator is being used in the Rohde & Schwarz ESN/ESVN40
field-strength meter, and in the HF1030 receiver produced by Cubic Communications, San
Diego. This circuit combines all the various techniques shown previously. A single diode
is being used for fine tuning a narrow range of less than 1 MHz; coarse tuning is achieved
with the antiseries diodes.

Several unusual properties of this circuit are apparent as follows.

1. The fine tuning is achieved with a tuning diode that has a much larger capacitance than
that of the coupling capacitor in the circuit. The advantage of this technique is that
the fixed capacitor and the tuning diode form a voltage divider whereby the voltage
across the tuning diode decreases as the capacitance increases. For larger values of the
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Figure 5.57 Oscillator and switching section of the Rohde & Schwarz ESH2/ESH3 test receiver.

capacitance of the tuning diode, the Q changes and the gain K0 increases. Because
of the voltage division, the noise contribution and loading effect of the diode are
reduced.

2. In the coarse-tuning circuit, several tuning diodes are used in parallel. The advantage
of this circuit is a change in LC ratio by using a higher C and storing more energy in
the tuned circuit. There are no high-Q diodes available with such large capacitance
values, and therefore preference is given to using several diodes in parallel rather
than one tuning diode with a large capacitance, normally used only for AM (medium-
frequency broadcast) tuner circuits.

We have mentioned previously that, despite this, the coarse-tuning circuit will introduce
noise outside the loop bandwidth, where it cannot be corrected. It is therefore preferable
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Figure 5.58 40–70-MHz VCO with two coarse-steering ranges and a fine-tuning range of 1 MHz.

to incorporate switching diodes for segmenting ranges at the expense of switching current
drain.

Figure 5.58 shows a circuit using a combined technique of tuning diodes for fine- and
medium-resolution tuning, and coarse tuning with switching diodes.

5.5.9.2 DC-Coupled Oscillator
An interesting circuit that was cut out of an IC was supplied to us by David Lovelace of
Motorola. Figures 5.59 and 5.60 show the circuit and its phase noise, respectively. As a
result of the constraints of integration, this BJT oscillator has no base bias circuitry in the
conventional form. As a fairly noisy performer, it ultimately was not used in production.

5.5.9.3 Siemens Colpitts Oscillator
A more elaborate approach that is essentially a standard Colpitts oscillator with a lot of
detailed modeling is the oscillator of Figure 5.61, supplied to us by Siemens. Consider-
ing its simplicity, its noise performance is good, as shown in Figure 5.62. Modeling this
circuit involved the consideration of via holes and coupled lines. Figure 5.63 shows an
actual implementation of this oscillator. The value of external emitter resistance (R7 in
Figure 5.61) plays a critical role in determining a common-emitter Colpitts oscillator’s
upper frequency limit as described in Ref. [8].

5.5.9.4 DC-Stabilized Oscillator
For high-performance synthesizers, such as the Rohde & Schwarz series SMG/SMH, a
dc-stabilized oscillator with fairly wide tuning range may be used. Figure 5.64 shows such
an oscillator, the measured phase noise of which is shown in Figure 5.65. It should be noted
that the output loop is magnetically coupled and therefore takes advantage of the inherent
selectivity of the tuned circuit.
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Figure 5.59 Schematic of the dc-coupled oscillator.

Figure 5.60 Phase noise of the dc-coupled oscillator operating at 897 MHz.
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Figure 5.61 Schematic of the Siemens VCO.

Figure 5.62 Simulated phase noise of the VCO. The frequency of oscillation is 1.052 GHz.
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Figure 5.63 Implementation of the Siemens VCO.

Figure 5.64 A recommended very low-phase-noise VCO that operates in the 1 GHz region. The V436
stage is a constant-current generator responsible for improved phase-noise performance.
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Figure 5.65 Phase noise of the low-noise VCO. The “ledges” from 100 Hz to 1 kHz and 10–100 kHz
reflect the noise-cleanup effects of a dual-loop synthesizer; the superimposed line from 1 kHz to 2 MHz
shows the oscillator’s noise characteristic with both loops unlocked. The closed-loop response is noisier
than the open-loop response at offsets above 60 kHz because a wide-loop bandwidth is used to achieve
a faster switching speed.

5.6 NOISE IN OSCILLATORS

In transmitters, oscillator noise can result in adjacent-channel interference and modulation
errors; in receivers, oscillator noise can result in demodulation errors, and degraded sensi-
tivity and dynamic range. The specification, calculation, and reduction of oscillator noise
is therefore of great importance in wireless system design.

5.6.1 Linear Approach to the Calculation of Oscillator Phase Noise

Since an oscillator can be viewed as an amplifier with feedback (Figure 5.66), it is helpful
to examine the phase noise added to an amplifier that has a noise figure F . With F defined
by Ref. [9]

F = (S/N)in

(S/N)out
= Nout

NinG
= Nout

GkTB
(5.97)

Nout = FGkTB (5.98)

Nin = kTB (5.99)

where Nin is the total input noise power to a noise-free amplifier. The input phase noise
in a 1-Hz bandwidth at any frequency f0 + fm from the carrier produces a phase



782 RF/WIRELESS OSCILLATORS

Figure 5.66 Noise power versus frequency of a transistor amplifier with an input signal applied.

deviation given by (Figure 5.67)

�θpeak = VnRMS1

VavsRMS
=

√
FKT

Pavs
(5.100)

�θ1RMS = 1√
2

√
FkT

Pavs
(5.101)

Figure 5.67 Phase noise added to carrier.
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Since a correlated random phase-noise relation exists at f0 − fm, the total phase deviation
becomes

�θRMStotal =
√

FkT/Pavs (5.102)

The spectral density of phase noise becomes

Sθ (fm) = �θ2
RMS = FkTB/Pavs (5.103)

where B = 1 for a 1-Hz bandwidth. Using

kTB = −174 dBm/Hz (B = 1) (5.104)

allows a calculation of the spectral density of phase noise that is far removed from the carrier
(i.e., at large values of fm). This noise is the theoretical noise floor of the amplifier. For
example, an amplifier with +10 dBm power at the input and a noise figure of 6 dB gives

Sθ (fm > fc) = −174 dBm + 6 dB − 10 dBm = −178 dBm (5.105)

Only if Pout is > 0 dBm, we can expect L (signal-to-noise ratio) to be greater than
174 dBc/Hz (1-Hz bandwidth). For a modulation frequency close to the carrier, Sθ(fm)
shows a flicker or 1/f component, which is empirically described by the corner frequency
fc. The phase noise can be modeled by a noise-free amplifier and a phase modulator at the
input as shown in Figure 5.68.

The purity of the signal is degraded by the flicker noise at frequencies close to the carrier.
The spectral phase noise can be described by

Sθ(fm) = FkTB

Pavs

(
1 + fC

fm

)
(B = 1) (5.106)

Figure 5.68 Phase noise modeled by a noise-free amplifier and phase modulator.
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Figure 5.69 Equivalent feedback models of oscillator phase noise.

No AM-to-PM conversion is considered in this equation. The oscillator may be modeled
as an amplifier with feedback as shown in Figure 5.69. The phase noise at the input of
the amplifier is affected by the bandwidth of the resonator in the oscillator circuit in the
following way. The tank circuit or bandpass resonator has a low-pass transfer function

L (ωm) = 1

1 + j (2QLωm/ω0)
(5.107)

where

ω0/2QL = B/2 (5.108)

is the half bandwidth of the resonator. These equations describe the amplitude response of
the bandpass resonator; the phase noise is transferred unattenuated through the resonator
up to the half bandwidth.

The closed-loop response of the phase feedback loop is given by

�θout (fm) =
(

1 + ω0

j2QLωm

)
�θin (fm) (5.109)

The power transfer becomes the phase spectral density

Sθout (fm) =
[

1 + 1

f 2
m

(
f0

2QL

)2
]

Sθin (fm) (5.110)
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Figure 5.70 Equivalent feedback models of oscillator phase noise.

where Sθin was given by equation (5.106). Finally, L(fm) is

L (fm) = 1

2

[
1 + 1

f 2
m

(
f0

2QL

)2
]

Sθin (fm) (5.111)

This equation describes the phase noise at the output of the amplifier (flicker corner
frequency and AM-to-PM conversion are not considered). The phase perturbation Sθin at the
input of the amplifier is enhanced by the positive phase feedback within the half bandwidth
of the resonator, f0/2QL.

Depending on the relation between fc and f0/2QL, there are two cases of interest, as
shown in Figure 5.70. For the low-Q case, the spectral phase noise is unaffected by the Q of
the resonator, but the L(fm) spectral density will show a 1/f 3 and 1/f 2 dependence close
to the carrier. For the high-Q case, a region of 1/f 3 and 1/f should be observed near the
carrier. Substituting equation (5.106) in equation (5.111) gives an overall noise of

L(fm) = 1

2

[
1 + 1

f 2
m

(
f

2QL

)2
]

FkT

Pavs

(
1 + fc

fm

)

= FkTB

2Pavs

[
1

f 3
m

f 2fc

4Q2
L

+ 1

f 2
m

(
f

2QL

)2

+
(

1 + fc

fm

)]
dBc/Hz (5.112)

Examining equation (5.112) gives the four major causes of oscillator noise: the upcon-
verted 1/f noise or flicker FM noise, the thermal FM noise, the flicker phase noise, and the
thermal noise floor, respectively.

QL (loaded Q) can be expressed as

QL = ω0We

Pdiss,total
= ω0We

Pin + Pres + Psig
= Reactive power

Total dissipated power
(5.113)
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where We is the reactive energy stored in L and C,

We = 1

2
CV 2 (5.114)

Pres = ω0We

Qunl
(5.115)

The limitation of this equation is that the loaded Q in most cases has to be estimated
and the same applies to the noise factor. In practice, the Leeson formula as given above
is well suited to help interpreting phase noise of an oscillator, and it enables to determine
qualitatively possible directions to improve the design. But noise factor F of the transistor
in the circuit is different from the noise factor of the transistor alone, the same applies to
the loaded Q and to the output power.

These quantities can be determined using a microwave harmonic-balance simulator,
which is based on the noise modulation theory (published by Rizzoli) [10].

But a good analytical estimate is highly desirable since it allows to spot promising
options for phase-noise reduction. Analytically determining the parameters, however,
requires certain restrictions and assumptions:

1. The formulas below were derived for a Colpitts oscillator with a BJT.

2. The circuit only accounts for the first-order effects. Parasitic effects are omitted, if
they can be regarded as second order. These simplifications, however, are required to
obtain a human-readable result.

3. The derivation is based on a time-domain large-signal analysis of the oscillator. This
calculation is quite tedious, so the derivation of the formulas will not be given in detail.
The approach basically assumes that one sinusoidal signal of significant amplitude
exists. Neglecting higher harmonics of the oscillation frequency simplifies matters
in a way that the calculation can be handled analytically. This approach is based on
what was published by Kurokawa for coupled oscillators [11] and was extended by
Rohde [12] to the present case.

4. Similar results could be obtained for other oscillator topologies and transistor
technologies.

The following equations, based on the equivalent circuit shown in Figure 5.71, are the
exact values for Psav, QL, and F which are needed for the Leeson equation.

L

RLC2

C1

C

CC

Figure 5.71 Equivalent circuit of the Colpitts oscillator.
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The power can be given as

Psav = V 2
ce

4
× Q2

LRL

Q2
L

ω2
0

(
C1+C2
C1C2

)2 + ω2
0L

2

(5.116)

To calculate the loaded QL, we have to consider the unloaded Q0 and the loading effect
of the transistor. There we have to consider the influence of the BJT’s Y

†
21. The inverse of

this is responsible for the loading and reduction of the Q.

QL = Q0 × Q∗

Q0 + Q∗ (5.117)

with

Q∗ = ω0 × |1/Y
†
21|(C1 + C2)

1 − ω2
0C1L

(5.118)

Finally, the noise factor F can be derived. This noise calculation, while itself uses a
totally new approach, is based on the general noise calculations such as the one shown by
Hawkins [13] and Hsu and Snapp [14]. An equivalent procedure can be found for FETs
rather than bipolar transistors.

F = 1 + XC

[
rb

1

2reβ

(
rb + 1

XC

)2

+ re

2
+ 1

2re

(rb + XC)2

(
f0

fT

)2
]

(5.119)

with

XC = C2CC

(C1 + C2)C1re

(5.120)

In this formula, β denotes the BJT’s common-emitter current gain, fT is its transit
frequency, and re and rb denote the emitter and base resistances, respectively.

This equation is extremely significant because it covers most of the causes of phase noise
in oscillators. (AM-to-PM conversion must be added; see equation 5.56.)

(5.121)
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To minimize the phase noise, the following design rules apply.

1. Maximize the unloaded Q.

2. Maximize the reactive energy by means of a high RF voltage across the resonator
and obtain a low LC ratio. The limits are set by breakdown voltages of the active
devices and the tuning diodes, and the forward-bias condition of the tuning diodes. If
L becomes too high, the circuit degenerates into a squegging oscillator. Using lower L

allows larger capacitance, which allows us to swamp the oscillating device’s internal,
nonlinear capacitance with external, linear capacitance, reducing the phase-noise
degradation caused by the nonlinear capacitance. The ceramic-resonator oscillator
best illustrates this approach, which may be hard to accomplish in discrete circuits
because high-Q inductors with values above 1 nH cannot be built unless high-Q
transmission lines or resonators are used.

3. Avoid saturation at all cost, and try to either have limiting or automatic gain control
(AGC) without degradation of Q. Isolate the tuned circuit from the limiter or AGC
circuit. Use tuning diodes in antiseries configurations to avoid forward bias.

4. Choose an active device with the lowest possible noise figure and flicker corner
frequency. The noise figure of interest is the noise figure obtained with the actual
impedance at which the device is operated. Using FETs rather than BJTs, it is prefer-
able to deal with the equivalent noise voltage and noise currents rather than with
the noise figure, since they are independent of source impedance. The noise figure
improves as the ratio between source impedance and equivalent noise resistance in-
creases. In addition, in a tuned circuit, the source impedance changes drastically as a
function of the offset frequency, and this effect has to be considered. For low phase-
noise operation, use a medium-power transistor. If you need your output power to be
achieved at 6–9 mA, select a transistor with an ICmax of 60–90 mA. Also avoid an fT

greater than 3–5× the operating frequency. To make transistors that are stable across
their full frequency ranges, manufacturers add circuitry that makes the flicker corner
frequency higher as fT increases.

The following transistors have the lowest noise figure.

• BFG67 by NXP
• BFR106/92; BFP405/420 by Infineon
• 2SC3356 by Renesas

Among the lowest-noise JFETs are the U310, 2N4416/17, and 2N5397.
In designing MMICs, one must resort to HEMTs. They have a fairly high flicker

frequency, which is typically around 10 MHz but can go up to as high as 100 MHz.

5. Phase perturbation can be minimized by using high-impedance devices such as FETs,
where the signal-to-noise ratio of the signal voltage relative to the equivalent noise
voltage can be made very high. This also indicates that in the case of a limiter, the
limited voltage should be as high as possible.

6. Choose an active device with low flicker noise. The effect of flicker noise can be
reduced through RF feedback. An unbypassed emitter resistor of 10–30 � in a bipolar
circuit can improve the flicker noise by as much as 40 dB.

The proper bias point of the active device is important, and precautions should
be taken to prevent modulation of the input and output dynamic capacitance of the
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active device, which will cause amplitude-to-phase conversion, and therefore intro-
duce noise.

7. The energy should be coupled from the resonator rather than from another portion of
the active device so that the resonator limits the bandwidth.

Equation (5.121) assumes that the phase perturbation and the flicker effect are the limiting
factors, as practical use of such oscillators requires that an isolation amplifier must be used.

In the event that energy is taken directly from the resonator and the oscillator power
can be increased, the signal-to-noise ratio can be increased above the theoretical limit of
174 dBc/Hz, due to the low-pass-filter effect of the tuned resonator. However, since this
is mainly a theoretical assumption and does not represent a real-world system, this noise
performance cannot be obtained. In an oscillator stage, even a total noise floor of −170
dBc/Hz is rarely achieved.

What other influences do we have that cause an oscillator’s noise performance to degrade?
So far, we have assumed that the Q of the tuned circuit is really determined only by the LC

network and the loading effect of the transistor. In synthesizer applications, however, we
find it necessary to add a tuning diode. The tuning diode has a substantially lower Q than
that of a mica capacitor or even a ceramic capacitor. As a result of this, the noise sidebands
change as a function of the additional loss. This is best expressed as form of adjusting the
value for the loaded Q in equation (5.113).

There seems to be no precise mathematical way of predetermining the noise influence
of a tuning diode, but the following approximation seems to give proper results.

1

QT load
= 1

Qload
+ 1

Qdiode
(5.122)

The tuning diode is specified to have a cutoff frequency fmax, which is determined from
the loss resistor RS and the value of the junction capacitance as a function of voltage (e.g.,
measured at 3 V). This means that the voltage determines the Q and, consequently, the
noise bandwidth.

5.6.2 Phase-Noise Analysis Based on the Feedback Model

In order to optimize the phase noise of an oscillator, it is helpful to know the contribution
of every single physical noise source. The fast way to achieve this goal is to rely on circuit
simulation software. A number of simulations can be performed switching all noise sources
off except for one, and the resulting simulated phase noise equals the contribution of the
noise source in question to overall phase noise.

Analytical formulas, on the other hand, give much more insight into the mechanisms
behind and can support analytical minimization of phase noise that is always to be preferred
over numerical optimization.

First thing we need for an analytical approach is a transfer function. The input signal
X(jω) in this case would be the noise source’s current or voltage. The output Y (jω) is
defined as the noise voltage at the load resistor. No matter where the noise source is located
in the circuit, it is still an oscillator that can be described by the feedback system shown in
Figure 5.72.
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X( jω)

H(jω)

Y( jω)

+

Figure 5.72 Feedback loop.

The transfer function of the closed-loop system is given by

TF(jω) = Y (jω)

X(jω)
= H(jω)

1 + H(jω)
(5.123)

At the oscillation frequency ω0, the oscillation condition is fulfilled, and it holds

H(jω)|ω=ω0
= −1 (5.124)

The transfer function thus is singular at the oscillation frequency, as expected. But phase
noise is observed close to the carrier, at a frequency ω = ω0 + �ω. Thus, approximating
H by a Taylor series gives

H(jω)|ω=ω0+�ω = H(jω0) + dH(jω)

dω

∣∣∣∣
ω=ω0

· �ω (5.125)

Inserting this approximation into the formula for TF yields

TF(jω0 + �ω) = Y (jω0 + �ω)

X(jω0 + �ω)
≈ −1

dH(jω)
dω

∣∣∣
ω=ω0

· �ω
(5.126)

This formula describes how 1/f or white noise is transferred to become noise sidebands
close to the carrier. The open-loop transfer function H(jω), of course, needs to be defined
and calculated differently for each location where a noise source is found in the circuit.

When dealing with noise powers, it is of course required to use the square of the transfer
function, as it is defined in terms of voltages and currents:

|TF(jω0 + �ω)|2 =

∣∣∣∣∣∣∣
−1

dH(jω)
dω

∣∣∣
ω=ω0

· �ω

∣∣∣∣∣∣∣
2

(5.127)

As a practical example, a Colpitts oscillator will be regarded, as discussed in greater
detail in Ref. [12]. The equivalent circuit is shown in Figure 5.73. The bipolar transistor
is represented in the figure by a noise-free two-port and its base resistance. The following
noise sources are present in the oscillator:

• thermal noise associated with the losses of the resonator, 〈|inr|2〉 = 4kTB/Rp, with
the Boltzmann constant k, the actual temperature T , the bandwidth B, and the loss
resistance of the resonator, Rp;
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b

Figure 5.73 Schematic of the oscillator circuit with noise sources.

• thermal noise associated with the transistor’s base resistance, 〈|vntb|2〉 = 4kTBrb, with
the base resistance Rb;

• transistor shot noise at the base, 〈|insb|2〉 = 2eBIb, with the electron charge e, and the
base current Ib;

• transistor flicker (1/f ) noise at the base, 〈|infb|2〉 = KfBIAF
b /fm, with the parameters

Kf and AF and the baseband frequency fm;
• transistor shot noise at the collector, 〈|inc|2〉 = 2eBIc, with the collector current Ic.

As a further assumption, we consider the baseband noise to be completely upconverted to
the oscillation frequency f0 = ω0/(2π). This assumption has no effect on the white noise
sources, but shifts the flicker noise from Kf IAF

b /fm in baseband to the noise sidebands
around Kf IAF

b /�f .
The phase-noise contributions can finally be given by the following formulas [12]. The

formulas consist of two parts. The squared magnitude term gives the transfer function, as
defined above in equation (5.126). The leading term on the right-hand side gives the noise
spectral power density of the physical source, as introduced above. Please note that the
bandwidth B is omitted in this description, since the phase noise is given in dBc/Hz.

The phase-noise contribution of the resonator losses is given by

PNinr(ω0 + �ω) = 4kT

Rp

∣∣∣∣1

2

(
1

2jω0Ceff

) ( ω0

�ω

)∣∣∣∣
2

(5.128)

The following equation gives the phase-noise contribution of the transistor’s base resis-
tance:

PNvntb(ω0 + �ω) = 4kTrb

∣∣∣∣1

2

(
C1 + C2

C2

) (
1

2jQ

) ( ω0

�ω

)∣∣∣∣
2

(5.129)

The transistor’s base shot noise and flicker noise sources are located at the same branch
of the equivalent circuit, thus the transfer functions are identical.

PNinsb(ω0 + �ω) = 2eIb

∣∣∣∣1

2

(
C2

C1 + C2

) (
1

2jω0QCeff

) ( ω0

�ω

)∣∣∣∣
2

(5.130)

PNinfb(ω0 + �ω) = Kf IAF
b

f�

∣∣∣∣1

2

(
C2

C1 + C2

) (
1

2jω0QCeff

) ( ω0

�ω

)∣∣∣∣
2

(5.131)
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Finally, the phase-noise component caused by the collector shot noise reads

PNinsc(ω0 + �ω) = 2eIc

∣∣∣∣1

2

(
C1

C1 + C2

) (
1

2jω0QCeff

) ( ω0

�ω

)∣∣∣∣
2

(5.132)

The transfer functions rely on an effective capacitance Ceff that is defined as

Ceff = C + C1C2

C1 + C2

For the given circuit, these equations allow for an estimation of the main contributors to
the oscillator phase noise.

5.6.3 AM-to-PM Conversion

We went into more detail in dealing with the mechanism and influence of tuning diodes
in the voltage-controlled oscillators section, where we evaluated the various methods of
building voltage-tunable oscillators using tuning diodes. In this section, we limit ourselves
to practical results.

The loading effect of the tuning diode is due to losses, and these losses can be described
by a resistor in parallel with the tuned circuit.

It is possible to define an equivalent noise Ra,eq that, inserted in Nyquist’s equation,

Vn =
√

4kT 0R�f (5.133)

where kT0 = 4.2×10−21 at about 300 K, R is the equivalent noise resistor, and �f is the
bandwidth, determines an open-circuit noise voltage across the tuning diode. Practical values
of Ra,eq for carefully selected tuning diodes are in the vicinity of 200 � to 50 k�. If we now
determine the noise voltage Vn =

√
4 × 4.2 × 10−21 × 10,000, the resulting voltage value

is 1.296×10−8 V
√

Hz.
This noise voltage generated from the tuning diode is now multiplied with the VCO gain

K0, resulting in the rms frequency deviation(
�f rms

) = K0 × (
1.296 × 10−8V

)
in 1-Hz bandwidth (5.134)

To translate this into an equivalent peak phase deviation,

θd = K0

√
2

fm

(
1.296 × 10−8

)
rad in 1-Hz bandwidth (5.135)

or for a typical oscillator gain of 100 kHz/V,

θd = 0.00183

fm

rad in 1-Hz bandwidth (5.136)

For fm = 25 kHz (typical spacing for adjacent-channel measurements for FM mobile
radios), the θc = 7.32×10−8. This can be converted now into the SSB signal-to-noise ratio
as

L(fm) = 20 log10
θc

2
= −149 dBc/Hz (5.137)
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For the typical oscillator gain of 10 MHz/V found in wireless applications, the resulting
phase noise will be 20 dB worse [10 log (10 MHz ÷ 100 kHz)]. However, the best tuning
diodes, like the BB104, have an Rn of 200 � instead of 10 k�, which again changes the
picture. According to equation (5.133), with kT0 = 4.2 × 10−21, the resulting noise voltage
will be

Vn =
√

4 × 4.2 × 10−21 × 200

= 1.833 × 10−9 V
√

Hz (5.138)

From equation (5.114), the equivalent peak phase deviation for a gain of 10 MHz/V in
a 1-Hz bandwidth is then

θd = 1 × 107
√

2

fm

(
1.833 × 10−9

)
rad (5.139)

or

θd = 0.026

fm

rad in 1-Hz bandwidth (5.140)

With fm = 25 kHz, θc = 1.04 × 10−6. Expressing this as phase noise

L(fm) = 20 log10
θc

2
= −126 dBc/Hz (5.141)

The phase-noise value in equation (5.137) is that typically achieved in the Rohde &
Schwarz SMDU or with the Hewlett-Packard 8640 signal generator, and considered state
of the art for a free-running oscillator. It should be noted that both signal generators use
a slightly different tuned circuit; the Rohde & Schwarz generator uses a helical resonator,
whereas the Hewlett-Packard generator uses an electrically shortened quarter-wavelength
cavity. Both generators are mechanically pretuned, and a tuning diode with a gain of about
100 kHz/V is used for AFC and frequency-modulation purposes. It is apparent that, because
of the nonlinearity of the tuning diode, the gain is different for low dc voltages than for high
dc voltages. The impact of this is that the noise varies with the tuning range.

If this oscillator had to be used for a synthesizer, its 1-MHz tuning range would be
insufficient; therefore, a way had to be found to segment the band into the necessary ranges.
In VCOs, this is typically done with switching diodes that allow the proper frequency bands
to be selected. These switching diodes insert in parallel or series, depending on the circuit,
with additional inductors or capacitors, depending on the design.

In low-energy-consuming circuits, the VCO frequently is divided into a coarse-tuning
section using tuning diodes and a fine-tuning section with a tuning diode. In the coarse-
tuning range, this results in very high gains, such as 1–10 MHz/V, for the diodes. The noise
contribution of those diodes is therefore very high and can hardly be compensated by the
loop. For low-noise applications, which automatically mean higher power consumption, it
is unavoidable to use switching diodes.

Let us now examine some test results. Referring back to equation (5.106), Figure 5.74
shows the noise sideband performance as a function of Q, whereby the top curve with QL =
100 represents a somewhat poor oscillator and the lowest curve with QL = 100,000 probably
represents a crystal oscillator where the unloaded Q of the crystal was in the vicinity of
3 × 106. Figure 5.75 shows the influence of flicker noise.
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Figure 5.74 Noise sideband of an oscillator at 150 MHz as a function of the loadedQ of the resonator.

Figure 5.75 Noise-sideband performance as a function of the flicker frequency ωC varying from
10 Hz to 10 kHz.
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Figure 5.76 Noise-sideband performance of an oscillator at 150 MHz, showing the influence of
various tuning diodes.

Corner frequencies of 10 Hz to 10 kHz have been selected, and it becomes apparent
that around 1 kHz the influence is fairly dramatic, whereas the influence at 20 kHz off the
carrier is not significant. Figures 5.76 and 5.77 show the influence of the tuning diodes on
a high-Q oscillator.

Figure 5.77 Noise-sideband performance of an oscillator at 147 MHz, showing the influence of a
tuning diode operated at bias voltages from 1.8 to 2.4 V in 0.1-V increments.
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Figure 5.78 The VCO schematic. Because the tuning diode is in series with the resonator, it passes all
of the tank’s RF current and plays a disproportionately large role in determining the circuit’s phase-noise
performance.

Curve A in Figure 5.76 uses a lightly coupled tuning diode with a K0 of 10 kHz/V; the
lower curve is the noise performance without any diode. As a result, the two curves are
almost identical, which can be seen from the somewhat smeared form of the graph. Curve B
shows the influence of a tuning diode at 100 kHz/V and represents a value of −143 dBc/Hz
from −155 dBc/Hz, already some deterioration. Curve C shows the noise if the tuning diode
results in a 1-MHz/V VCO gain, and the noise sideband at 25 kHz has now deteriorated to
−123 dBc/Hz. These curves speak for themselves.

Figure 5.77 shows how the phase noise of a 147-MHz VCO varies with the bias applied
to its tuning diode. Because a tuning diode’s Q increases with the reverse bias applied to it,
we expect a VCO’s phase-noise performance to improve, even if only slightly, as its tuning
voltage is increased. Yet Figure 5.77 illustrates the reverse of this relationship. Inspecting
this VCO’s circuit (Figure 5.78), we see that the diode is in series with the circuit’s 220-nH
resonator. All the RF current flowing through the resonator must flow through the relatively
low-Q diode, and even small decreases in the diode’s capacitance will significantly modify
the tank’s LC ratio.

Graphing the diode’s ac load line (Figure 5.79), we see that as the tuning voltage increases
(i.e., as the tuning diode capacitance decreases), the RF voltage across the diode becomes
disproportionately high. We also note that at every value of tuning voltage, the RF voltage
across the diode goes positive (relative to the anode) during part of each cycle.

Modifying the oscillator tank to add capacitance in parallel with the tuning diode (Figure
5.80) reduces the tuning diode’s effect on tank Q and LC ratio, and therefore its contribution
to phase noise. With this arrangement, we now see the expected relationship between tuning
bias and phase noise: the higher the tuning bias, the lower the phase noise (Figure 5.81).
Figure 5.82 shows that the diode’s ac load line is now virtually unchanged across the tuning-
voltage range. The RF voltage across the diode still goes positive (relative to the anode)
during part of each cycle.
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Figure 5.79 Graphing the tuning diode’s ac load line reveals that increasing the diode’s tuning bias
(decrease its capacitance) results in a disproportionally large increase in the RF voltage across the
diode. At all tuning voltages, the RF voltage across the diode is slightly positive (relative to the anode)
during part of each cycle.

Figure 5.83 shows one more modification to the VCO tank. Now, the tuning diode is
lightly coupled to the hot end of the tank, in parallel with the resonator. The result is
phase-noise performance that is essentially unchanged across the 1.8–2.4 V tuning-voltage
range. Figure 5.84 compares this circuit’s phase-noise performance with the worst-case
performance of the tank configurations in Figures 5.78 and 5.80. Figure 5.85 compares

Figure 5.80 Adding capacitance across the tuning diode reduces the effect of its nonlinearities on
phase-noise performance. We have also revalued the resonator to 120 nH to maintain oscillation near
147 MHz.
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Figure 5.81 Now that the tuning diode passes only part of the tank’s RF current, varying its capaci-
tance does not result in the large change in phase-noise performance shown in Figure 5.77. Also note
that the phase-noise versus tuning-bias relationship has reversed relative to that shown in Figure 5.77:
the highest tuning voltage now corresponds to the lowest phase noise.

Figure 5.82 AC load line for the tuning diode in Figure 5.80. Now the voltage swing across the diode
is virtually the same at all tuning voltages. The RF voltage across the diode still goes positive (relative
to the anode) during part of the cycle.



NOISE IN OSCILLATORS 799

Figure 5.83 Tank circuit reconfigured per Figure 5.54 to lightly couple the tuning diode in parallel with
the resonator, with the resonator inductance again decreased to maintain oscillation near 147 MHz. The
1000-pF capacitor and gate choke of Figure 5.78 (5.6 �H in series with 330�) are no longer needed.

the diode ac load lines that correspond to the phase-noise curves in Figure 5.84. The best
phase-noise performance corresponds to the diode ac load line that exhibits the narrowest
voltage swing and never goes positive relative to the anode.

It is important to keep in mind that we have not gained something for nothing in achiev-
ing the best phase-noise response in Figure 5.84. As we reduced the diode’s phase-noise
contribution, we also reduced the oscillator’s tuning range—from 7.1% (Figure 5.78 circuit)
to 1.8% (Figure 5.80 circuit) to 0.046% (Figure 5.83). Simultaneously, optimizing phase-
noise performance and tuning range requires a combination of techniques. First, we would
maximize diode Q by using as high a tuning voltage as feasible. Second, we would use
antiseries-connected diodes to minimize the RF voltage swing across them (Figure 5.55).

Figure 5.84 Comparison of worst-case phase-noise performance obtained with the tank configura-
tions of Figures 5.78 (Original), 5.80 (Rev 1), and 5.83 (Rev 2).
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Figure 5.85 Comparison of the tuning diode’s ac load line for the worst-case phase-noise curves of
Figure 5.82.

Both of these techniques work against the achievement of wide tuning ranges by mini-
mizing the capacitance swing the diodes can contribute. As a result of this, and because
hyperabrupt diodes are not available for the frequencies at which wireless VCOs operate,
we would therefore use multiple antiseries diode pairs in parallel.

It is of interest to compare various oscillators. Figure 5.86 shows the performance of a
10-MHz crystal oscillator, a 40-MHz LC oscillator, the HP8640 cavity-tuned oscillator at
500 MHz, the 310–640-MHz switched-reactance oscillator of the HP8662 oscillator, and a
2–6-GHz YIG oscillator at 6 GHz.

5.6.4 Numerically Optimized Oscillators

We will look at two examples where we compare predicted and measured data. Figure 5.87
shows the abbreviated circuit of a 10-MHz crystal oscillator. It uses a high-precision, high-Q
crystal made by companies such as Bliley. Oscillators like this are intended for use as
frequency and low-phase-noise standards. In this case, the circuit under consideration is
part of the HP3048 phase-noise measurement system.

Figure 5.88 shows the measured phase noise of this HP frequency standard and Figure
5.89 shows the phase noise predicted using the mathematical approach outlined above.

In corporation with Motorola, we also analyzed an 800-MHz VCO. In this case, we also
did the parameter extraction for the Motorola transistor. Figure 5.90 shows the circuit, a
Colpitts oscillator that uses RF feedback in the form of a 15-� resistor and a capacitive
voltage divider consisting of 1 pF between the BJT’s base and the feedback resistor, and
1 pF between the feedback resistor and common. Also, the tuned circuit is loosely coupled
to this part of the transistor circuit. Figure 5.91 shows a comparison between predicted and
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Figure 5.86 Comparison of noise-sideband performances of a crystal oscillator, LC oscillator, cavity-
tuned oscillator, switched-reactance oscillator, and YIG oscillator.

measured phase noise for this oscillator. Figures 5.92–5.94 show the oscillator’s predicted
output waveform, spectrum, and dc I-V and ac load line responses, respectively.

5.6.4.1 Phase-Noise Optimization
By allowing the simulator’s optimizer to vary the oscillator’s feedback and dc operating
point, phase noise can be improved. The values that were allowed to vary were the val-
ues of the capacitors in the feedback voltage divider, the value of a negative-feedback
resistor (starting value, 15 �) that reduces AM-to-PM conversion, and the emitter resistor,
which changes the transistor’s dc bias and therefore affects its bias-dependent flicker noise.
Figure 5.95 shows the improvement of the 800-MHz VCO as previously shown. While the
close-in phase noise can be improved drastically by approximately 32 dB, the far-out noise
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Figure 5.87 Abbreviated circuit of a 10-MHz crystal oscillator.

at 20 MHz and beyond is deteriorated. This is due to the resistive feedback, which reduces
AM-to-PM conversion [27–29].

In testing an oscillator’s resistance to frequency pushing (frequency shift with supply-
voltage changes), variations in phase noise can be observed. Phase noise is also bias-

Figure 5.88 Measured phase noise for this frequency standard by HP.
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Figure 5.89 Simulated phase noise of the oscillator shown in Figure 5.87.

dependent, and this fact can be used for phase-noise optimization. Figure 5.96 shows the
phase noise of an oscillator as its supply voltage is varied.

5.7 OSCILLATORS IN PRACTICE

5.7.1 Oscillator Specifications

Although we have tended to emphasize phase noise as a critical indicator of oscillator quality,
phase noise is only one of a number of oscillator performance criteria that must be considered
in wireless system design. In addition to phase noise, the following characteristics are used
by commercial companies to describe oscillator performance.

Frequency pushing characterizes the degree to which an oscillator’s frequency is affected
by its supply voltage. A sudden current surge caused by activating a transceiver’s RF power
amplifier may produce a spike on the VCO’s dc power supply and a consequent frequency
jump. Like tuning sensitivity (below), pushing is specified in frequency/voltage form, and
is tested by varying the VCO’s dc supply voltage (typically ±1 V) with its tuning voltage
held constant.

Harmonic Output Power. The harmonic content is measured relative to the output power.
Typical values are 20 dB or more suppression relative to the fundamental. This sup-
pression can be improved by additional filtering.
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Figure 5.90 Colpitts oscillator that uses RF negative feedback between the emitter and capacitive
voltage divider. To be realistic, we have also used real components rather than ideal ones. The suppliers
for the capacitors and inductors provide some typical values for the parasitics. The major changes are
0.8 nH and 0.25� in series with the capacitors. The same thing applies for the main inductance, which
has a parasitic connection inductance of 0.2 nH in series with a 0.25-� resistance. These types of
parasitics are valid for a fairly large range of components assembled in surface-mount applications.
Most engineers model the circuit only by assuming lossy devices, not adding these important parasitics.
One of the side effects we have noticed is that the output power is more realistic and, needless to say, the
simulated phase noise agrees quite well with measured data. This circuit can also serve as an example
for modeling amplifiers and mixers using surface-mount components.

Output Power. The output power of the oscillator, typically expressed in dBm, is mea-
sured into a 50-� load. The output power is always combined with a specification for
flatness or variation. A typical specification would be 0 dBm ±1 dB.

Output Power as a Function of Temperature. All active circuits vary in performance as a
function of temperature. An oscillator’s output power over a temperature range should
vary less than a specified value, such as 1 dB.

Post-Tuning Drift. After a voltage step is applied to the tuning diode input, the oscillator
frequency may continue to change until it settles to a final value. This post-tuning
drift is one of the parameters that limits the bandwidth of the VCO input.

Power Consumption. This characteristic conveys the dc power, usually specified in
milliwatts and sometimes qualified by operating voltage, required by the oscillator.

Sensitivity to Load Changes. To keep costs down, many wireless applications use a VCO
alone, without the buffering action of a high reverse-isolation amplifier stage. In
such applications, frequency pulling, the change of frequency resulting from partially
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Figure 5.91 Comparison between predicted and measured phase noise for the oscillator shown in
Figure 5.90.

reactive loads, is an important oscillator characteristic. Pulling is commonly specified
in terms of the frequency shift that occurs when the oscillator is connected to a load
that exhibits a nonunity VSWR (such as 1.75, usually referenced to 50-�), compared
to the frequency that results with a unity-VSWR load (usually 50-�). Frequency

Figure 5.92 Predicted output waveform for the oscillator shown in Figure 5.90.



806 RF/WIRELESS OSCILLATORS

Figure 5.93 Predicted output spectrum for the oscillator shown in Figure 5.90.

pulling must be minimized, especially in cases where power stages are close to the
VCO unit and short pulses may affect the output frequency. Such feedback may make
phase locking impossible.

Spurious Outputs. A VCO’s spurious output specification, expressed in decibels, enu-
merates the strength of unwanted and nonharmonically related components relative

Figure 5.94 AC load line and dc I-V curves for the transistor in the oscillator shown in Figure 5.90.
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Figure 5.95 Phase noise of the 800-MHz VCO before and after optimization.

Figure 5.96 Calculated phase noise as a function of the supply voltage for a BJT oscillator. The graph
shows a distinct minimum for a particular bias, which could be translated into a collector current change.
Such phase-noise minimization could also be accomplished by changing just the voltage applied to the
bias portion of the oscillator.
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to the oscillator fundamental. Because a stable, properly designed oscillator is inher-
ently clean, such spurs are typically introduced only by external sources in the form
of radiated or conducted interference. See harmonic output power.

Temperature Drift. Although the synthesizer is responsible for locking and maintaining
the oscillator’s frequency, the VCO’s frequency change as a function of temperature
is a critical parameter and must be specified. Its value varies between 10 kHz/◦C to
several hundred kHz/◦C depending on the center frequency and tuning range.

Tuning Characteristic. This specification shows the relationship, depicted as a graph,
between a VCO’s operating frequency and the tuning voltage applied. Ideally, the
correspondence between operating frequency and tuning voltage is linear. See tuning
linearity.

Tuning Linearity. For stable synthesizers, a constant deviation of frequency versus tuning
voltage is desirable. It is also important to make sure that there are no breaks in the
tuning range—for example, that the oscillator does not stop operating with a tuning
voltage of 0 V. See tuning characteristic.

Tuning Sensitivity, Tuning Performance. This datum, typically expressed in megahertz
per volt (MHz/V), enumerates how much a VCO’s frequency changes per unit of
tuning-voltage change.

Tuning Speed. This characteristic is defined as the time necessary for the VCO to reach
90% of its final frequency on the application of a tuning-voltage step. Tuning speed
depends on the internal components between the input pin and tuning diode—
including, among other things, the capacitance present at the input port. The input
port’s parasitic elements determine the VCO’s maximum possible modulation band-
width.

5.7.2 More Practical Circuits

Because of the need for integration, we will present three IC oscillators of increasing
complexity. The circuit in Figure 5.97 is found in early Siemens ICs. Figure 5.98 shows its
phase-noise performance.

Figure 5.99 shows the basic push–pull oscillator topology underlying the circuit in Figure
5.97. The omission of the current source and active bias components improves the simpler
circuit’s phase-noise performance over that of the circuit shown in Figure 5.97. Figure 5.100
compares the phase noise of this basic circuit to the integrated version in Figure 5.97.

Figure 5.101 is for those who speculate on the possibility of replacing the BJTs in
Figure 5.99 with LDMOS FETs or JFETs. Figure 5.102 compares its phase noise to that of
the BJT case. The rule of thumb is that FETs do not have enough gain for high-Q oscillation
in oscillators above 400 MHz, and bipolar transistors are a better choice. Because of their
higher flicker noise contribution, GaAsFETs should be considered only at frequencies above
4 or 5 GHz.

Figure 5.103 shows a circuit based on two differential amplifiers and frequently found
in Gilbert cell IC applications. Figure 5.104 shows its phase-noise performance.

Figure 5.105 is a validation circuit that demonstrates a comparison of measured phase-
noise performance versus its prediction by circuit simulation software. The circuit is based
on the core of Motorola’s MC12148 ECL oscillator IC, the topology of which is derived
from the superseded MC1648. Motorola specifies the MC12148’s typical phase-noise per-
formance as −90 dBc/Hz at an offset of 25 kHz. The close agreement between the measured
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Figure 5.97 Schematic of the Siemens IC oscillator.

and simulated results highlights the value of state-of-the-art CAD tools in wireless oscillator
design (Figure 5.106).

Figure 5.106 presents the results of two simulations: one with ideal L and C components
and another with realistic values specified for these reactances. In using a circuit simulator
to validate and compare oscillator topologies, it is important to start with ideal components
because we are interested in comparing the inherent phase-noise performance of various
circuits—particularly the role played by the nonlinear reactances in active devices. Because
the Qs of practical components are so low in the microwave range (very generally, 200–300
for capacitors and 60–70 for inductors), the inherent merits of one topology, or one device,
over another would be masked by loading effects if we conducted our investigations using
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Figure 5.98 Phase noise of the Siemens IC oscillator. The frequency of oscillation is 1.051 GHz.

Figure 5.99 Basic push–pull oscillator underlying the circuit shown in Figure 5.97.
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Figure 5.100 The basic version of the oscillator (discrete curve) is a better phase-noise performer
than the integrated version (monolithic curve). The frequency of oscillation is 1.039 GHz.

Figure 5.101 1.04-GHz push–pull oscillator using LDMOS FETs instead of BJTs. (LDMOS FET
parameters courtesy of David K. Lovelace, Motorola, Inc.)
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Figure 5.102 Phase-noise comparison of the BJT and MOSFET oscillators.

nonideal reactances. Once initial evaluation is completed, realistic Qs should be specified
for increased accuracy in phase-noise, output-power, and output-spectrum simulation.

Finally, as evidence of how moving from lumped to distributed techniques can improve
oscillator performance at frequencies where LC tanks become problematic, Figure 5.107
compares, for a simulated BJT Colpitts oscillator operating at 2.3 GHz, the difference in
phase-noise performance obtainable with a resonator consisting of an ideal 2-nH inductor
and a 1/4-λ transmission line (11 �, 90◦ long at 2.6 GHz, attenuation 0.1 dB/m) with the
transistor biased by constant-current and constant-voltage sources.

5.7.2.1 Silicon/GaAs-Based Integrated VCOs and Possible Difficulties
Due to process variations, the center frequency of the VCO cannot be repeated without
trimming. Trimming can be avoided by making the VCO gain large enough to compensate
for tank circuit variations, but this degrades phase-noise performance and increases the
VCO susceptibility to unwanted spurs. Example: A VCO with a gain of 10 MHz/V has a
phase noise of −80 dBc/Hz at 10 kHz while a VCO with a gain of 75 MHz/V has a phase
noise of only −60dBc/Hz at 10 kHz. All but the tank inductors are integrated.

Tank inductors are generally not integrated for reasons of size and Q. The area of a
1-nH inductor is approximately 42,000 mm2, which is ≈ 3.5% of a typical IC; the area of a
10-nH inductor is approximately 167,000 mm2, which is ≈14% of a typical IC. For GaAs
substrate, the resulting Q would be about 5; for silicon, as we already saw, 20 is already a
very high value.

The customer can use PCB traces for the required inductance instead of external surface
mount inductors (cost: $0.03/each, most expensive passive component). It must be pointed
out that even for a nonintegrated approach, the higher VCO gain is noisier by definition.
This was explained in Section 5.6.3. These problems are not unique to silicon; they apply
to GaAs also. Figure 5.108 shows the size relationship of on-chip capacitors and inductors
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Figure 5.103 1.022-GHz IC oscillator based on two differential amplifiers. With an RF signal fed to
the bases of Q1–Q4 and Q2–Q3 in push–pull, and IF output extracted from the collectors of Q1–Q3
and Q2–Q4 in push–pull, the circuit would act as a Gilbert cell converter. In the circuit shown, we have
modified the differential amplifiers’ collector circuitry to give single-ended output and avoid cancellation
of the oscillator signal.
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Figure 5.104 Phase noise of the two-differential-amplifier oscillator circuit.

compared to the actual transistor; therefore, on-chip inductors should really be avoided
because of reasons of space and Q. Just imagine how the picture would change if the
1.1-nH inductor had to be 11 nH instead! It would dominate the IC area, and therefore the
IC cost as well.

5.8 PHASE-NOISE IMPROVEMENTS OF INTEGRATED RF AND
MILLIMETERWAVE OSCILLATORS2

5.8.1 Abstract

The generation of microwave and millimeterwave frequencies can be done by lower-
frequency VCOs multiplied up in frequency, such as that provided by comb generators, by
using hybrid GaAsFET-based oscillators with external resonators, or—for the best phase-
noise obtainable—YIG oscillators whose physical size and cost does not always provide
a practical solution. A significant improvement in oscillator noise performance can be
obtained with a novel feedback circuit that uses internally generated noise and cancels
the close-in noise in a bandwidth of up to 1 MHz. This results in more than 15 dB phase-
noise improvement at microwave frequencies for the same topology and the feedback sys-
tem can be made part of the biasing circuit. This feedback circuit can be used over a wide
frequency range and works well at VHF/UHF frequencies and in the millimeterwave area.

2This section is based on a paper given at the Fifth International Workshop on Integrated Nonlinear Microwave
and Millimeterwave Circuits, sponsored by IEEE at Gerhard-Mercator-University, Duisburg, Germany, October
1–2, 1998.
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Figure 5.105 This validation circuit models the oscillator topology at the core of Motorola’s MC12148
ECL oscillator IC.

5.8.2 Review of Noise Analysis

Section 5.6 of this chapter covered noise in oscillators in detail, so we will merely review
oscillator noise issues here. The first linear model for a basic oscillator, without considering
semiconductor noise, was developed by Leeson in 1966 [9] and has been quoted in numerous
applications.

The phase noise of a VCO is completely determined by

L(fm) = 10log

{[
1 + f02

(2fmqload)2

] (
1 + fC

fm

)
FkT
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+ 2kTRK2

0

f 2
m

}
(5.142)

where L(fm) = ratio of sideband power in a 1-Hz bandwidth at fm to total power in dB,
fm = frequency offset, f0 = center frequency, fc = flicker frequency, Qload = loaded Q of
the tuned circuit, F = noise factor, kT = 4.1×10−21 at 300 K (room temperature), Psav =
average power at oscillator output, R= equivalent noise resistance of tuning diode (typically
200 � to 10 k�), and K0 = oscillator voltage gain.
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Figure 5.106 Comparison of measured versus simulated phase noise of the MC12148 differential
oscillator. The simulation (1.016 GHz) predicts a phase noise of −89.54 dBc/Hz at an offset of 10 kHz
(real L and C curve), which agrees well with Motorola’s specification of −89.54 dBc/Hz (typical at 930
MHz) at this offset. The ideal L and C curve plots the simulation’s phase-noise performance with ideal
reactances, as opposed to the real L and C curve, which graphs the results with realistic Qs specified
for its reactive components (Q = 250 for its Cs and Q = 65 for its L, all at 1 GHz).

Figure 5.107 Phase-noise performance of a 2.3-GHz BJT oscillator with a resonator consisting of an
inductor (2 nH) and a 1/4-� transmission line (11�, approximating the behavior of a dielectric resonator)
with bias from a constant-current source and a low-impedance, resistive constant-voltage source.
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Figure 5.108 Same-scale comparison of space requirements for transistors, capacitors, inductors,
and bond pads. For reference purposes, the coil diameter is 0.2 mm.

When adding an isolating amplifier, the noise of an LC oscillator is determined by

Sf (fm) = [
aRf 4

0 + aE(f0/(2QL))2
]
/f 3

m

+ [
(2GFkT/P0)(f0/(2QL))2] /f 2

m

+(2aRQLf 3
0 )/f 2

m

+aE/fm + 2GFkT/P0

where G = compressed power gain of the loop amplifier, F = noise factor of the loop
amplifier, k = Boltzmann’s constant, T = temperature in Kelvins, P0 = carrier power level
(in Watts) at the output of the loop amplifier, f0 = carrier frequency in Hz, fm = carrier
offset frequency in Hz, QL(= πf0τg) = loaded Q of the resonator in the feedback loop, and
αR and αE = flicker noise constants for the resonator and loop amplifier, respectively.

In 1978, Dieter Scherer from Hewlett-Packard added the (1 + fc/fm) term, which ad-
dresses the 1/f noise or flicker corner frequency [30]. The 1/f frequency phenomenon is
based on the surface effects inside the semiconductor and varies from 50 Hz for silicon
FETs, to 5 kHz and more for silicon microwave bipolar transistors, to 1 MHz and higher
for GaAsFETs. As a rule of thumb, one can state that the higher the frequency of opera-
tion, the higher the fT for the active device, the higher the flicker corner frequency will be.
Figure 5.109 shows the spectral distribution as a function of offset frequency. This lin-
earization was first discovered by individuals from NIST, formerly the National Bureau
of Standards, in Boulder, Colorado. The left corner is dominated by the flicker corner
frequency and the oscillator itself shows at the output a combination of modulation and
conversion noise. In addition to the 1/f noise, the real-life oscillator exhibits a wideband
noise, which is due to nonlinearities—specifically, the AM-to-PM conversion resulting from
nonlinear capacitance and transconductance of the transistor. This complete linear “noise
equation” was first published in Ref. [2]. Therefore, the noise model for the transistor had
to be enhanced by describing this mechanism. Essentially, it is equal to a tuning diode cou-
pled to the resonator, which is modulated by thermal noise, and therefore, result in higher
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Figure 5.109 Reduction of transistor flicker-of-phase noise via use of local negative feedback (emitter
resistance), showing, for a BJT, the flicker noise or corner frequency, as well as the phase noise that
results from the flicker noise. The negative feedback from the unbypassed emitter resistor reduces the
flicker noise by up 40 dB [31, 32].

phase-noise contribution than the oscillator itself. This noise equation also has the Q playing
a major role. The phase noise, therefore, ignoring other frequencies, is proportional to 1/Q2.
In monolithic circuits, the loss of transmission lines, which determines the Q, is related
to the substrate material. One has little choice of material, particularly in microwave and
millimeterwave oscillators. Printed resonators provide sadly low Q at these frequencies. A
similar problem related to the material is the choices of tuning diodes. In many, if not all,
cases, one uses a GaAsFET with the gate connected to the drain or to the source as a tuning
diode, and the resulting Q is also disappointing.

The example in Figure 5.109 takes advantage of a microwave bipolar transistor and
also is applicable for HBTs (heterojunction bipolar transistors). The transconductance of
the bipolar transistor, which is approximately 39 mA/V, increases to values up to 20 times
larger than exhibited by GaAsFETs. This method of using negative feedback reduces the
gain of the GaAsFET too much, and is therefore, not applicable.

5.8.3 Workarounds

When looking at the modes of operation of test sets for phase-noise measurement, the one
method that requires only one signal generator is most desirable. Based on the frequency
discriminator method, it uses a cable of appropriate length that acts as a delay line. The
oscillator under test drives a double balanced mixer (one port directly [LO port]) and drives
the RF port “delayed” via the delay line cable and the mixer is, therefore, driven by the same
frequency with a different phase. This setup has been used for phase-noise measurements
very successfully. One can easily connect a low-noise FFT-based audio spectrum analyzer to
the mixer output and measure the signal-to-noise ratio as a function of offset. With modern
FFT analyzers available up to 10 MHz and higher, a fast and reliable measurement can
be done. The length of the cable determines the frequency range over which an accurate
measurement is possible. This phase-noise information (dc and ac voltage) at the output
can be used to modulate the VCO and improve the phase noise in the frequency range over
which this method is applicable. Fluke and other companies have built signal generators
based on this principle to improve the phase noise. The drawback of this method is that the
delay line acts like a band-limiting filter, and therefore, one cannot compensate over a large
range of frequencies. The delay line in question, responsible for the phase shift, can also
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Figure 5.110 AFC stabilization of an external oscillator.

be substituted by a high-Q resonator. By closing the loop, one can “clean up” the phase
noise of the device under test (DUT). The difficulty with this is that it requires an external
high-Q resonator. One might as well use the same resonator for the oscillator. Therefore,
this method is not suitable for MMICs. See Figure 5.110 for more details.

As far as the actual measurement is concerned, one has to observe certain limitations of
the test setup as explained in Figure 5.111. When using the delay line instead of a high-
Q resonator (low loss is assumed for coaxial cable), one needs to determine the physical
length of the cable. The physical length of the cable determines the delay, and therefore, the
discriminator noise floor as a function of the offset frequency. Typically, 8 feet of RG-8/U
cable results in a delay of 12 ns. As can be seen from Figure 5.112, it is advisable to have
several lengths of cable depending upon the range of frequency of which one wants to do
the measurements under different lengths of cable [33].

Since we are primarily concerned about the flicker noise, here is another, similar, ap-
proach to “cleaning up” the flicker noise, as shown in Figure 5.112. The bandwidth over
which this technique works depends on the bandwidth of the phase detector system, which
can be made fairly wide. A derivative of this will provide a useful solution.

5.8.4 Reduction of Flicker Noise

From inspecting a device datasheet, one is always pleasantly surprised about very low spot
noise figures, while the 1/f corner frequency is rarely specified at all. The mechanism that
transforms the noise, which is generated by the 1/f contribution into what we referred to
as modulation noise, is the AM-to-PM conversion. If one could “linearize” the transistor,
the flicker noise effect would be drastically reduced.

In the case of the bipolar transistor, you could sample the noise of the 56-� resistor
shown in Figure 5.114a, and consistent with the previous method, feed this back into the
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Figure 5.111 Display of a typical phase-noise measurement using the delay line principle. This
method is only applicable where x = sin(x ). The measurements above the solid line violate this re-
lationship, and therefore are not valid.

oscillator system in this case and modulate the base voltage of Q1 and Q2. The higher-
power transistor, BFR93A, is used for the oscillator, which could equally be an HBT gate
“stabilizer” via Q2 in such a manner that all the sample noise across the emitter resistor is
inverted, amplified, and brought back. This noise-canceling scheme works inside the loop
bandwidth determined by the circuit of Q2. Figure 5.115 shows the Figure 5.114a circuit’s
phase-noise performance.

5.8.5 Applications to Integrated Oscillators

Figure 5.116 shows a silicon-based bi-CMOS technology wireless oscillator. The three big
inductors can be seen easily. This design by Motorola is a good candidate for using this
innovative technology. Applying this feedback technology, we measure the phase noise
shown in Figure 5.117.

Moving up into the millimeterwave area, one of the target oscillators is the Ka-band
MMIC voltage-controlled oscillator designed for Ka-band smart munitions applications
(Figure 5.118). This voltage-controlled oscillator MMIC employs 0.25-�m gate length,
double-heterojunction, pseudomorphic, high-electron-mobility transistor (PHEMT) tech-
nology. This is a custom chip developed by Martin Marietta under the U.S. Government
MMIC program. Ansoft Serenade tools were used in this design.
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Figure 5.112 Dynamic range as a function of cable delay. 1 �s is ideal for microwave frequencies.

Figure 5.113 Noise reduction in an oscillator whose signal flicker-of-frequency noise is primarily due
to sustaining stage flicker-of-phase noise. A phase perturbation in the sustaining stage produces a fre-
quency change in the oscillator, which produces a change in the signal phase shift through the resonator
detected as the phase detector. The resonator may be simultaneously operated in transmission line and
reflection modes in the oscillator and discriminator portions of the circuit, respectively.
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Figure 5.114 BJT-based oscillators with noise feedback. At (a), the noise sampling is done in the
transistor emitter; at (b), the noise sampling is done in the collector using a variation of the active
biasing circuit shown in Figure 3.206.

Features.

• Fundamental-mode, differential-ring VCO
• Electronically tunable
• Output power > 16 dBm
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Figure 5.115 Phase noise of the Figure 5.114a oscillator with and without noise feedback.

• 13% power-added efficiency (PAE)
• Compact size for easy integration with power amplifier
• 0.25-�m pseudomorphic HEMTs

Specifications.

• Frequency range: Ka band
• Output power: 16 dBm minimum

When applying the same technology as shown in the previous bipolar example, the
phase noise can be significantly reduced. Since field-effect transistors require a negative
gate voltage, it is possible to sample the noise in the drain current using a resistor, amplify

Figure 5.116 Layout of the Motorola 800-MHz monolithic differential oscillator IC in Si technology.
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Figure 5.117 Phase noise of the oscillator of Figure 5.116. The noise floor is limited by the on-board
isolation amplifier.

the noise with an appropriate loop amplifier, and modulate the gate voltage within a 1-MHz
bandwidth.

A spectrum analyzer measurement of this oscillator type, as shown in Figure 5.119,
indicates a phase noise of –78.6 dBc/Hz at an offset frequency of 100 kHz at a center
frequency of 38 GHz, while the closed-loop phase noise of Figure 5.120 using the

Figure 5.118 Layout of the Ka-band voltage-controlled oscillator.
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Figure 5.119 Spectrogram of the 38 GHz free-running push–pull VCO shown in Figure 5.118.

Figure 5.120 Phase-noise performance of a 38-GHz oscillator with phase-noise “clean up” system.
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Figure 5.121 Showing a 47 GHz loop-stabilized VCO with phase-noise performance similar to that of
Figure 5.120.

compensation scheme indicates a phase noise of about –108 dBc/Hz at 100 kHz. This is
consistent with reported results from other researchers who have used complicated phase-
locked loops to achieve similar performance as seen in Figure 5.121.

5.8.6 Summary

A novel method of improving the phase noise of oscillators has been demonstrated. This
approach works well for low-frequency oscillators such as 1000 MHz up to the millimeter-
wave range. It only requires an additional wideband dc biasing circuit, which applies noise
feedback. The theory has been demonstrated by showing appropriate validation.
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6

WIRELESS SYNTHESIZERS

6.1 INTRODUCTION

Increasing integration has drastically narrowed the range of component choices open to
wireless synthesizer designers. The design of a high-performance synthesizer is largely
reduced to selecting the most advanced synthesizer IC and, if the synthesizer uses a phase-
locked loop, designing or obtaining the best VCO. This chapter covers synthesizer theory,
evaluation, and design, including PLL and direct digital synthesis (DDS) techniques. Going
into all the details of frequency synthesizers would be beyond the scope of this book. For
depth and background on this subject, we recommend Ref. [1].

6.2 PHASE-LOCKED LOOPS

6.2.1 PLL Basics

Figure 6.1 shows a complete PLL synthesizer block diagram indicating the areas over which
the designer actually has control. Once the VCO signal has been translated from analog
to quasidigital (square-wave) form in circuitry similar to a line receiver, the synthesizer IC
takes over. The VCO receives an analog control signal that results from the integration of
digital pulses from a phase/frequency discriminator. Modern phase/frequency discrimina-
tors, which are part of the PLL IC, use edge-triggered loop locks and generate correcting
pulses of either positive or negative sign. The output portion of such a phase detector is
frequently referred to as a charge pump because the resulting dc control voltage, which ul-
timately determines the oscillator frequency, is processed by a loop filter containing at least
one large capacitor that is charged or discharged as necessary to maintain the control-voltage
level necessary for loop lock.

RF/Microwave Circuit Design for Wireless Applications, Second Edition. Ulrich L. Rohde and Matthias Rudolph.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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Figure 6.1 Block diagram of an integrated frequency synthesizer. In this case, the designer has control
over the VCO and the loop filter; the reference oscillator is part of the chip. In most cases (up to 2.5
GHz), the dual-modulus prescaler is also inside the chip.

Figure 6.2 shows the block diagram of a single-loop synthesizer. Unless special tech-
niques are used, such as the fractional-N-division principle, the step size or channel fre-
quency spacing is equal to the reference frequency. When describing frequency synthesizers
mathematically, we usually use a linearized model. Because most effects occurring in the
phase detector are highly nonlinear, only the so-called piecewise-linear treatment allows
adequate approximation.

We assume that the VCO shown in Figure 6.2 is tunable over the frequency range from
410 to 510 MHz. Its output is divided to the reference frequency in a programmable divider
(i.e., divide by N) whose output is fed to one of the input of the phase/frequency detector
and compared with the reference frequency supplied to the other input. The loop filter at
the output of the phase detector suppresses reference-frequency components while also
serving as an integrator. The dc control voltage at the output of the loop filter tunes the
VCO until the divided frequency and phase equal those of the reference. In this simple

VCO
Phase

detector
÷ N

~ 45,000

LP filter

10 kHz

450 MHz

fout

fref

Figure 6.2 Block diagram of a single-loop synthesizer.
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example with the divider set to 45,000 and the reference set to 1 kHz, the VCO is controlled
to a frequency of 450 MHz. A fixed division of the frequency standard output produces the
reference-frequency of the appropriate step size. Frequency standards are typically operated
at 1, 5, or 10 MHz to take advantage of high crystal stability. A 5-MHz frequency standard
would be divided by 500 in the example. The operating range of the PLL is determined by
the maximum operating frequency of the programmable divider, by its division-range ratio,
and by the tuning range of the VCO.

The PLL is nonlinear because the phase detector is nonlinear. However, it can be accu-
rately approximated by a linear model when the loop is in lock. The response, when the
loop is closed, may be expressed as

θc (s)

θr (s)
≡ B (s) = Forward gain

1 + open-loop gain

= G (s)

1 + G (s)/N
(6.1)

where G (s) = G1 (s) G2 (s) F (s) /s, and θc and θr are the phases of the controlled oscillator
and the reference, respectively.

When the loop is locked, it is assumed that the phase-detector output voltage is propor-
tional to the difference in phase between its inputs, that is,

Vθ = Kθ (θr − θi) (6.2)

where Vθ is the output voltage of the phase detector, and θr and θi are the phases of the
reference signal and the divided VCO signal, respectively. Kθ is the phase-detector gain
factor and has the dimensions of volts per radian. It is also assumed that the VCO can be
modeled as a linear device whose output frequency differs from its free-running frequency
by an increment of frequency

2πδf = K0Vc (6.3)

where Vc is the voltage of the output of the low-pass filter, and K0 is the VCO gain factor
with the dimensions of radians per second per volt. Because frequency is the time derivative
of phase, the VCO operation can be described as

2πδf ≡ dθc

dt
= K0Vc (6.4)

With these assumptions, the PLL may be represented by the linear model shown in
Figure 6.3.

Σ
+

−

φ i (s) φ0 (s)

N
1

F (s)Kφ
K0

s

Figure 6.3 Block diagram of a linearized model of a PLL.
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The linear transfer function relating θc(s) and θr(s) is

B (s) = θc (s)

θr (s)
= KθK0F (s) /s

1 + KθK0F (s) /Ns
(6.5)

The forward gain is

G (s) = KθK0F (s)

s
(6.6)

and the open-loop gain is

G (s) H (s) = KθK0F (s)

Ns
(6.7)

which leads to the transfer formula of equation (6.1).
There are various choices of filter response F (s). Because the VCO by itself is an integra-

tor, we can use a simple RC filter following the phase detector. This arrangement is called a
Type 1 filter. Because the components used, together with feedthrough capacitors and other
stray effects, can cause excess phase shift, it is necessary to ensure than stability criteria are
satisfied. If the gain of a passive loop is too small to provide adequate drift stability of the
output phase, especially if a high division ratio is used, the best solution to this problem is
the use of an active amplifier as an integrator. In most frequency synthesizers, the active-
filter-integrator approach is preferred to the passive one. Some frequency synthesizer chips
have a single-ended output. In such cases, the use of an additional integrator requires some
precautions.

6.2.2 Phase-Frequency Comparators

The phase/frequency comparator can be divided into two types.

1. Phase detectors.

2. Phase-frequency comparators.

This means that the phase comparator has limited means to compare two signals and
only accepts phase, not frequency, information. In this case, particular measures have to
be taken to pull of the VCO into the locking range. The phase comparators require special
locking help. Here we are analyzing only the performance.

6.2.2.1 Diode Rings
The diode ring is normally driven with two signals with sinusoidal waveform and also is
some sort of mixer. Here it will suffice to derive the gain characteristic Kθ of the device. If
the input signal is θi = Ai sin ωot, and the reference signal is θr = Ar sin(ωot + φ), where
φ is the phase difference between the two signals, the output signal θe is

θe = θiθr = AiAr

2
Kcosφ − AiAr

2
Kcos (2ωot + φ) (6.8)

where K is the mixer gain. One of the primary functions of the low-pass filter is to eliminate
the second-harmonic term before it reaches the VCO. The second harmonic will be assumed
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to be filtered out and only the first term will be considered, so

θe = AiAr

2
K cos φ (6.9)

When the error signal is zero, φ = π/2. Thus, the error signal is proportional to phase
differences from 90◦. For small changes in phase �φ,

θe � π

2
+ �φ = AiAr

2
K

[
cos

(π

2
+ �φ

)]
= AiAr

2
K sin �φ (6.10)

For a small phase perturbation �φ,

θe � AiArK

2
�φ (6.11)

since the phase detector output was assumed to be

θe = K (θi − θo) (6.12)

and the phase detector scale factor Kθ is given by

Kθ = AiArK

2
(6.13)

The phase detector scale factor Kθ depends on the input signal amplitudes; the device
can be considered linear only for constant-amplitude input signals and for small deviations
in phase. For larger deviations in phase,

θe = Kθsin�φ (6.14)

which describes a nonlinear relation between θe and φ.
In frequency synthesizers, the reference is typically generated from a reference oscillator

and is lower than the VCO frequency, which is divided by a programmable divider. Both
signals, therefore, are square waves rather than sine waves, and theoretically, a diode ring
can be driven by those two signals.

A drawback to the diode-ring phase detector is that its output voltage is very small—
several hundred millivolts at most. A post-detector dc amplifier, which will unavoidably
introduce noise, is therefore required.

6.2.2.2 Edge-Triggered JK Master-Slave Flip-Flops
The fundamental idea of the sequential phase comparator we will be dealing with is that
there are two outputs available, one to charge and one to discharge a capacitor. Output 1
then is high if the Signal 1 frequency is greater than the Signal 2 frequency, or of the two
frequencies are equal, if Signal 1 leads Signal 2 in phase.
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v1 Q = up

–
Q = down

v2

Figure 6.4 Edge-triggered JK master-slave flip-flop.

Output 2 is high if the frequency of Signal 2 is greater than that of Signal 1, or if the
signal frequencies are the same and Signal 2 leads Signal 1 in phase.

Figure 6.4 shows the minimum configuration to build such a phase comparator. It can be
operated from −2π to +2π, and an active amplifier is recommended as a charge pump. The
Q output of the JK master-slave flip-flop is set to one by the negative edge of Signal 1, while
the negative edge of Signal 2 resets it to zero. Therefore, the output Q̄ is the complement
of Q. The output voltage V̄ is defined as the weighted duty cycle of Q and Q̄. This means
that a positive contribution is made when Q = 1 and a negative contribution (discharge) is
made when Q = 0. The averaging and filtering of the unwanted ac component is done by
a subsequent integrator. The integrator then is called a charge pump, as the loop capacitor
is being charged and discharged depending on whether Q is high or low.

If the system using the J-K flip-flop is not in lock, and there is a large difference between
frequencies f1 and f2 at the output, the output will not be zero, but instead will be positive
or negative relative to one-half supply voltage. This is an advantage and indicates that this
system is frequency sensitive. We therefore call it a phase/frequency comparator because it is
capable of detecting both phase and frequency offsets. In its locking and pull-in performance,
it is similar to an exclusive-OR gate.

For better understanding, let us look at a few cases where the system is in lock. It should
be noted that whereas the exclusive-OR gate sensitive to the duty cycle of the input signals,
the J-K flip-flop responds only to the edges, and therefore the phase/frequency comparator
can be used for asymmetrical waveforms. Let us first assume that the input signals 1 and 2
have the same frequency. Figure 6.5 shows what happens if the phase error is about 0, π, and
2π. In those cases, the duty cycle at the output is about 0, 50%, or 100%, respectively. The
narrow output pulses may cause spikes on the power-supply line and lines in the vicinity,
and precautions must be taken to filter them.

The output voltage V̄ is the average of the signal Q, and is a linear function of the phase
error.
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δ → 100%

δ → 0

δ = 50%

δe = π

δe

δe

v1

v2

Q

v1

v2

Q

v1

v2

Q

(a)

(b)

(c)

Figure 6.5 Performance of the J-K phase/frequency comparator for different input signals.

Now let us take a look at several cases where the system is not in lock. Figure 6.6 shows
the case where f1 is substantially higher than f2. As a result, the output duty cycle is close
to 100% and the VCO frequency is being pulled up to higher frequencies. If the frequency
at Input 2 is much higher than that at Input 1, the opposite is true. This proves that the device
is sensitive to frequency changes.

In cases where both frequencies are about the same, as shown in Figure 6.7, the crossover
area is not clearly defined. The first picture shows the case where f2 is 10% higher than f1

and the duty cycle is changing periodically between 0 and 100%. Therefore, the ac voltages
look like a sawtooth, with a rate equal to the difference of both frequencies. The same
holds true if the two inputs are reversed. In the case where both frequencies are identical,
the JK flip-flop behaves the same as an exclusive-OR gate. From this discussion, it can
be concluded that while this phase/frequency comparator was included to explain how it
works, it is not a very desirable device for practical purposes because of the uncertainty of
its behavior close to lock.
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ω1 >> ω2

ω1 << ω2

δ → 100%

δ → 0

v1

Q

v2

v1

(a)

(b)

Q

v2

Figure 6.6 Phase detector output for two input frequencies that are substantially different.

6.2.2.3 Digital Tristate Comparators
The digital tristate phase/frequency comparator is probably the most universally used and
most important next to the sample/hold comparator. Although the diode ring and exclusive-
OR gate phase detectors have some applications, the tristate phase/frequency comparator
can be used widely. Even in cases where a sample/hold comparator theoretically could be
used, it may be inferior as far as reference attenuation or noise is concerned, but it is generally
well behaved. Unfortunately, the tristate system is very complex and shows a number of
unusual phenomena. Such a digital tristate comparator is shown in Figure 6.8 using two D
flip-flops and a NAND gate. The Q2 output signal is filtered with the low-pass filter. The
operation of this logic circuit is readily analyzed using the state-transition diagram as shown
in Figure 6.9. The D flip-flop outputs go high on the leading edge of their respective clock
inputs and remain high until they are reset. The reset signal occurs when both inputs are
high. When both signals are in phase and of the same frequency, both outputs will remain

Figure 6.7 Performance of the phase detector for small frequency errors.
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Figure 6.8 Phase detector with two D flip-flops and a NAND gate. In this text, this type of phase
detector will be called a tristate comparator.

low, and no signal will applied to the operational amplifier. When the two frequencies are
the same, the dc output voltage transfer characteristic will be as shown in Figure 6.10. If
the two signal frequencies are not the same, the output voltage will depend on both the
relative frequency difference and the phase difference. The timing diagram of Figure 6.11
illustrates the case in which f2 = 3f1. In Figure 6.11a, the leading edge of f1 occurs just
after that of f2, so that Q2 is high 50% of the time, and the average value of the PD output
is 50%. In Figure 6.11b, the leading edge of f1 occurs just before that of f2, so Q2 is high
almost all the time and the average output voltage is approximately V .

The output voltage averaged over all of the phase differences is then 67% for f2 = 3f1.
In general, it can be said that the average output (averaged over all the phase differences)
is given by

Vave = 1 − f1

f2
V (6.15)

provided that f2 is greater than f1. This expression is plotted in Figure 6.12 together with
the cases in which f1 is greater than f2.

The digital network used in this realization is only one of a large number of logic circuits
that could be used. Many IC manufacturers now produce a quad-D circuit that functions
much like the dual-D flip-flop; the main difference is that when the frequency of one signal
is more than twice that of the other signal, the correspond output will be high all of the
time. Therefore, a larger voltage is applied to the VCO and the loop response is faster. An
example of the quad-D circuit is shown in Figure 6.13.

The most popular digital tristate phase/frequency comparator on the market is the one
used in the CD4046 PLL IC, shown in Figure 6.14. It contains an additional phase com-
parator, an exclusive-OR gate that can be used as a lock indicator. In addition, two FETs
are used to sum the two outputs. A slightly faster version in TTL technique is the Motorola
MC4044. The fastest version in ECL is the MC12040, also made by Motorola, shown in
Figure 6.15. Sometimes it is convenient to build the phase-frequency comparator in discrete
technique to add additional features. Figure 6.16 shows an example.
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Figure 6.9 Logic diagram of the tristate detector.

This particular tristate phase-frequency comparator has a peculiarity that was first
mentioned by Egan and Clark [2]. When actually building a phase-locked loop with this
phase-frequency comparator, or that of the CD4046 type, by going through the normal
mathematical design routine, it becomes apparent that the expected performance and the
actual results differ as follows.

1. The reference suppression will be better than expected.

2. The phase error or tracking will be worse than expected.

3. The phase margin will differ and the system may not lock despite the fact that the
calculation is correct.
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V/2

π /2 π 2π Phase error θe

V

Figure 6.10 Transfer characteristic of the tristate phase/frequency comparator.

The reason for all this is due to two effects.

1. The flip-flops are not absolutely alike, and as a result of this, the output in the crossover
region is not zero.

2. If there is no or very little correction voltage required, the gain of the phase detector
will drop substantially.

Figure 6.11 Output waveform of the tristate frequency comparator for different input frequencies.
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Figure 6.12 Average output voltage as a function of frequency ratio.

Let us assume the ideal situation where the output of the phase/frequency comparator
feeding the charge pump does not have to correct any error, the system is drift free, and
there are no leakage currents. The holding capacitor of the charge pump would maintain
constant voltage and, as there is no drift, no correction voltage would be necessary.

The flip-flops, however, introduce a certain amount of jitter, and a certain amount of
jitter is also introduced by the frequency dividers, both the reference divider and the pro-
grammable divider. This jitter results in an uncertainly regarding the zero crossings, and
extremely narrow pulses will appear at the output of the summation amplifier used in the
CD4046.

Figure 6.13 Example of a quad-D circuit.
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Figure 6.14 Block diagram of CD4046 phase/frequency comparator. (Courtesy of Motorola Semicon-
ductor Products, Inc.)

Under the ideal assumption that there are no corrections required and those pulses would
not exist, the reference suppression would be infinite, as there is no output. Therefore, the
reference suppression—disregarding the effect of the loop filter—depends only on how well
this condition is met.

The change of gain seems somewhat surprising, but as we think of it, if there is no
correction and no update, there is also no gain. It is impossible to meet this condition,
which is fortunate, but with regard to the temperature stability and aging characteristics of
some devices, predicting actual performance may be difficult.

There are several remedies to this problem. A simple version is to introduce a controlled
amount of leakage. Although the electrolytic capacitor required in the charge pump will
have some leakage, it is better to set a leakage current that is independent of temperature
and aging. This can be accomplished by putting a 1-M� resistor from the output of the
CD4046 to ground. The phase/frequency comparator then has to deliver an output current,
and this output current is determined by a resistor that can be independent of temperature
and other effects. As a result of this, the duty cycle of the output pulses of the phase-
frequency comparator will change and the pulses will become wider. The wider the pulse,
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Figure 6.15 Block diagram of Motorola MC12040 phase/frequency comparator. (Courtesy of
Motorola Semiconductor Products, Inc.)

the more energy it contains; therefore, the wider the pulse, the more the reference suppression
degrades.

It is theoretically possible to put one side of the 1-M� resistor, instead of to ground, to the
wiper of a potentiometer, and set the voltage in such a manner that this offset is compensated
but again, as the phase will shift theoretically, one must adjust the potentiometer according
to the actual phase error. This is not a very convenient arrangement.

A somewhat better method was proposed by Fairchild several years ago, and the hardware
was possibly realized in newer ICs. It was proposed to insert a gate in one of the output arms
of the phase/frequency comparator before the signal is fed to the summation amplifier and a
periodic current disturbance introduced. This disturbance has the same rate as the reference
frequency, and is of extremely short duration, such that the output contains only fairly high
harmonics of the reference, which is easily filtered as it contains very little energy. This
periodic disturbance upsets the output of the phase/frequency comparator and has an effect
similar to that of a leakage resistor. The advantage of this method, however, is that this
is done at a fairly high frequency and does not introduce low-frequency noise, which the
1-M� resistor does.

Figure 6.17 shows the circuit that accomplishes this and Figure 6.18 shows the effect on
the output pulses. The charge pump output exhibits a short negative-going pulse followed
immediately by a short positive-going pulse. This can also be called an antibacklash feature
and it prevents operating in the dead zone. (This zone is not really a dead zone because of
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Figure 6.16 Possible version of tristate phase/frequency comparator.

leakage currents in the tuning diode.) The duration and proximity of these pulses are such
that they cause no net change in the charge of the integrator. Figure 6.19 shows the response
of a phase/frequency detector near loop lock, including the dead zone; this may not be true
for ECL.

6.2.3 Filters for Phase Detectors Providing Voltage Output

Figure 6.20 shows the passive RC filter for the second-order loop typically used in PLL
synthesizers. The transfer characteristic of the filter is

V0 (s)

Vi (s)
= 1 + sτ2

1 + s (τ1 + τ2)
(6.16)

where τ1 = R1C and τ2 = R2C.
Figure 6.21 shows the schematic for the active filter for the second-order loop. Its transfer

characteristic is

V0 (s)

Vi (s)
= 1 + sτ2

sτ1
(6.17)

where τ1 = R1C and τ2 = R2C.
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Figure 6.17 Tristate detector with antibacklash circuit included.

If only one active integrator is used, we have a type 1 PLL. If two integrators are used,
as in building an active filter, we have a type 2 second-order loop. Here, second-order refers
to the denominator polynomial of the transfer function. If we insert a simple low-pass filter
such as the one shown in Figure 6.20, but with R2 = 0, we obtain

F (s) = 1

1 + sτ
(6.18)

If we let K = K0Kθ/N, the transfer function B(s) becomes

B (s) = N

s2/ω2
n + 2ζs/ωn + 1

(6.19)

where ωn = √
K/τ and 2ζ = ωn/K = √

1/Kτ. Here, ζ is the damping factor of the loop
and ωn is the natural frequency.

200 ns (ref. freq.)

Loop-resultant correction pulse

Injected
error
pulse

Figure 6.18 Output of frequency/phase detector with antibacklash circuit.



PHASE-LOCKED LOOPS 847

Figure 6.19 Response of frequency/phase detector near loop lock, resulting in a dead zone.

R2

R1

C

Figure 6.20 Schematic diagram of a typical passive RC filter.

R1 R2

–

+

C

Figure 6.21 Schematic diagram of an active filter for a second-order loop.
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The frequency response of the second-order transfer function is determined by ζ. For
ζ = 0.707, the transfer function becomes the second-order maximally flat, or Butterworth,
response. For values of ζ < 0.707, the gain exhibits peaking in the frequency domain. The
maximum value of the frequency response can be found by setting the derivative of its
maximum to zero. The frequency at which the maximum occurs is

ωp = ωn

√
1 − 2ζ2 (6.20)

The 3-dB bandwidth B is found to be

B = fn

[
1 − 2ζ2 + (

2 − 4ζ2 + 4ζ4
)1/2

]1/2
(6.21)

where fn = ωn/2π.
The time required for the output to rise from 10% to 90% of its final value is the rise

time tr. It is approximately related to the system bandwidth by the relation

tr = 2.2

B
(6.22)

The RC time constant of this simple filter determines both the natural loop frequency
and the damping factor ζ. To improve the performance of the filter, we need more flexibility.
When the series resistor R2 is not zero, we obtain the original RC filter of Figure 6.20. The
transfer function of this filter is

B (s) = N
[
sωn (2ζ − ωn/K) + ω2

n

]
s2+2ζωns + ω2

n

(6.23)

where ωn = √
K/τ and 2ζ = (1 + Kτ2) /

√
Kτ and τ is written for τ1 + τ2.

The determination of the 3-dB bandwidth for this general type 1 second-order loop is
somewhat more complex than the earlier computation, but after calculation, we obtain

B = fn

[
a + (

a2 + 1
)1/2

]1/2
(6.24)

where we have written

a = 2ζ2 + 1 − ωn (4ζ − ωn/K)

K
(6.25)

The noise bandwidth of the type 1 second-order loop is

Bn = πf n

(
ζ + 1

4ζ

)
(6.26)

In the case of the active filter, where we have two integrators, the closed-loop transfer
function of the type 2 second-order PLL with a perfect integrator is

B (s) = N
(
2ζωns + ω2

n

)
s2 + 2ζωns + ω2

n

(6.27)
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C1

C2

R2 T1 = C1 R1

T2 = R2 (C1 + C2)

T3 = C2 R2 

R1

R1

sT1

1 + sT2

1 + sT3

Transfer function F(s) =  _

–

Figure 6.22 Schematic diagram of an active filter for a third-order loop.

where ωn = (KR2/τ2R1)1/2, 2ζ = (Kτ2R2/R1)1/2, and K = KθK0/N, as usual. The 3-dB
bandwidth of the type 2 second-order filter is

B = fn

{
2ζ2 + 1 +

[(
2ζ2 + 1

)2 + 1
]1/2

}1/2

(6.28)

and the noise bandwidth is

Bn = (KR2/R1) + (1/τ2)

4
(6.29)

The type 2 third-order loop is defined by the active integrator, as shown in Figure 6.22.
The additional capacitor across the second resistor increases suppression of the reference
frequency. The advantage of the higher-order loop is that for the same loop bandwidth, it
offers more reference-frequency suppression than the second-order loop. Conversely, for
the same suppression, it offers a faster lock-in time. More details are given in Ref. [1].

6.2.3.1 Transient Response
The Laplace transform can be used to calculate the response of the PLL to a change in
frequency. Figure 6.23 shows the normalized output response of the type 1 second-order
loop, and Figure 6.24 shows the normalized output response of the type 2 second-order
loop. We determine from both functions that a damping ratio of 0.707 will produce a peak
overshoot of less than 10% for the type 1 second-order loop and of less than 20% for the
type 2 second-order loop when ωnt ≥ 4.5. The settling time is therefore determined to be
ts = 4.5/ωn. For more details on the actual design of synthesizer loops, the reader should
refer to Ref. [1].

The NXP UMA1018M is an example of the synthesizer implementations now available
in IC form. Designed for use in portable radiotelephones, the UMA1018M contains two
frequency synthesizers. One, intended for first-LO use, can operate at input frequencies from
50 MHz to 1.25 GHz; the second, intended for use as the second or “IF” LO in a double-
conversion system can operate at input frequencies from 20 to 300 MHz. Both loops use the
same reference signal (3–40 MHz), which must be supplied by an external crystal oscillator.
Figure 6.25 shows the UMA1018M’s block diagram, Figure 6.26 shows the block diagram
of a sample UMA1018M application, and Figure 6.27 shows a UMA1018M application
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Figure 6.23 The error response of a type 1 second-order PLL to unit-step change in frequency for
various damping ratios � with K constant. The steady-state error 2�/ω = 1/K .

Figure 6.24 The error response of a type 2 second-order PLL to unit-step change in frequency for
various damping ratios � with ωn constant. The steady-state error is zero.

schematic. Finally, Figures 6.28 and 6.29 show a UMA1018M-based system’s close-in
phase noise and reference suppression, respectively.

6.2.4 Charge-Pump-Based Phase-Locked Loops1

The basic drawback of the conventional phase/frequency detector, expressed in V/rad, is
its dead-zone phenomenon. The loop gain is really determined by the linearity of the phase

1Portions of this section are based on information contained in the National Semiconductor datasheet
“LMX1501A/LMX1511 PLLatinumTM 1.1 GHz Frequency Synthesizer for RF Personal Communications,”
November 1995. Used with permission.
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Figure 6.25 Block diagram of the Philips UMA1018M dual-synthesizer chip.

detector. It can drop to zero when no correction is needed. One way around this had been to
provide an external resistance, connected between the phase detector output and common
that draws current but reduces the reference suppression. A more modern way to overcome
this problem is to resort to a charge pump. Figure 6.30 uses a CMOS-based charge pump,
with the resistor RL limiting the available current.

If more control over the actual current is needed, here is a recommendation by National
Semiconductor that improves the flexibility.

6.2.4.1 External Charge Pump
Figure 6.31 shows one possible architecture for an external charge-pump current source.
The signals φp and φr in the diagram correspond to the phase-detector outputs of the Na-
tional LMX1501/1511 frequency synthesizers. These logic signals are converted into current
pulses, using the circuitry shown in Figure 6.31, to enable either charging or discharging of
the loop filter components to control the PLL’s output frequency.

Referring to Figure 6.31, the design goal is to generate a 5-mA current that is relatively
constant to within 5 V of the power-supply rail. To accomplish this, it is important to establish
as large of a voltage drop across R5 and R8 as possible without saturating Q2 and Q4.
Approximately 300 mV provides a good compromise, allowing the current source reference
generated to be relatively repeatable in the absence of good Q1 − Q2, Q3 − Q4 matching
(matched transistor pairs are recommended). The φp and φr outputs are rated for a maximum
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Figure 6.26 Block diagram of a typical UMA1018M application.

load current of 1 mA, while 5 mA current sources are desired. The voltages developed
across R4 and R9 will consequently be approximately 258 mV, or 42 mV < R8 − R5, due
to the current density differences [0.026 × ln(5 mA/1 mA)] through the Q1 − Q2, Q3 − Q4

pairs.

Figure 6.27 Schematic of a typical UMA1018M application.
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Figure 6.28 Close-in noise of a UMA1018M-based system (principal synthesizer).

Figure 6.29 Wideband output spectrum of a UMA1018M-based system (principal synthesizer) show-
ing reference-frequency breakthrough.
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Figure 6.30 A basic charge-pump PLL.

To calculate the value of R7, it is necessary to first estimate the forward base-to-emitter
voltage drop (Vfn, Vfp) of the transistors used, the VOL drop of φp, and the VOH drop of φr

under 1-mA loads (φp’s VOL < 0.1 V and φr’s VOH < 0.1 V).
Knowing these parameters along with the desired current allows us to design a simple

external charge pump. Separating the pump-up and pump-down circuits facilitates the nodal

R7

R8

R6

φp

φr

Large
voltage

drop

Large
voltage

drop

R5
R4

R9

Q2

Loop
filter

Q4

Q3

Q1

VCO

VP

Figure 6.31 External charge pump current source.



PHASE-LOCKED LOOPS 855

analysis and gives the following equations:

R4 =
VR5 − VT × ln

(
isource
ipmax

)
isource

(6.30)

R9 =
VR8 − VT × ln

(
isink
inmax

)
isink

(6.31)

R5 = VR5 × (
βp + 1

)
ipmax × (

βp + 1
) − isource

(6.32)

R8 = VR8 × (βn + 1)

irmax × (βn + 1) − isource
(6.33)

R6 =
(
Vp − VVOLφp

) − (
VR5 + Vfp

)
ipmax

(6.34)

R7 =
(
Vp − VVOHφr

) − (
VR8 + Vfn

)
imax

(6.35)

6.2.4.2 Example
Typical device parameters: βn = 100, βp = 50.
Typical system parameters: VP = 5.0 V; Vcntl = 0.5 V – 4.5 V; Vφp = 0.0 V; Vφr = 5.0 V.

Design parameters: Isink = Isource = 5.0 mA; Vfn = Vfp = 0.8 V; Ir max = Ip max =
1 mA; VR8 = VR5 = 0.3 V; VOLφp = VOHφr= 100 mV .

Therefore, select

R4 = R9 = 0.3 V − 0.026 × 1n (5.0 mA ÷ 1.0 mA)

5 mA
= 51.6 � (6.36)

R5 = 0.3 V × (50 + 1)

1.0 mA × (50 + 1) − 5.0 mA
= 332 � (6.37)

R8 = 0.3 V × (100 − 1)

1.0 mA × (100 + 1) − 5.0 mA
= 315.6 � (6.38)

R6 = R7 = (5 V − 0.1 V) − (0.3 V + 0.8 V)

1.0 mA
= 3.8 k� (6.39)

6.2.4.3 Design Example: A Passive PLL Filter
Figure 6.32 shows the loop filter topology that we will use for this example. The advantage
of a passive filter as opposed to an active filter is that the filter itself introduces no noise,
while the active filter using an op-amp can frequently cause more harm than good because
of its noise contribution.
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C1
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R2

VCO
Phase

detector

Figure 6.32 Schematic of the second-order loop filter.

The time constants that determine the pole and zero frequencies of the filter shown in
Figure 6.32 are

τ1 = R2
C1C2

C1 + C2
(6.40)

and

τ2 = R2C2 (6.41)

The required values for τ1 and τ2 depend on the values we specify for loop bandwidth,
ωp (equal to the frequency at which the loop’s gain falls to 0 dB, or unity) and phase
margin, φp, which is defined as the difference between 180◦ and loop’s phase shift at ωp.
For best loop performance, we require a phase margin of 45◦. The loop bandwidth must
be carefully chosen with regard to lock time, phase noise, stability, and the reference-
energy suppression. In this example, we will design our loop based on 10% of the reference
frequency (fref , 200 kHz), so ωp = 2π × 20 kHz or 125.6 kHz. The required values for τ1

and τ2 can be determined from

τ1 = secφp − tanφp

ωp

(6.42)

and

τ2 = 1

ω2
pτ1

(6.43)

From the time constants, τ1 and τ2, and the loop bandwidth ωp, we obtain the values for
C1, C2, and R2 as follows:

C1 = τ1

τ2

KφKVCO

ω2
pτ1

√√√√1 + (
ωpτ2

)2

1 + (
ωpτ1

)2 (6.44)

C2 = C1

(
τ2

τ1
− 1

)
(6.45)

R2 = τ2

C2
(6.46)
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R2 C3
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Figure 6.33 Third-order loop filter for greater reference-energy suppression.

where KVCO = VCO tuning voltage constant (frequency versus voltage ratio) in MHz/V,
Kφ = phase detector/charge pump gain constant (its ratio of current output to input phase
differential) in mA, and N = main divider ratio.

If additional suppression of the loop’s reference-frequency is needed, a low-pass filter
section can be added, resulting in the third-order loop filter shown in Figure 6.33.

The additional reference-frequency attenuation provided by R3C3 can be found from

Atten = 20 log
[
(2πfrefR3C3)2 + 1

]
(6.47)

The low-pass section contributes an additional pole, which must be low enough to provide
significant additional reference attenuation and high enough (≥5ωp) not to compromise the
loop’s stability. The time constant τ3 of the added low-pass section can be found from

τ3 = R3C3 (6.48)

We can find τ3 for a given value of additional attenuation from

τ3 =
√

10(Atten/20) − 1

(2πfref )
2

(6.49)

To compensate for the added low-pass section, we recalculate the filter component values
using the new loop bandwidth, ωc, which can be found from

V0 (s)

Vi (s)
= 1 + sτ2

1 + s (τ1 + τ2)
(6.50)

ωc = tan φ (τ1 + τ3)[
(τ1 + τ3)2 + τ1τ3

]
⎡
⎣

√
1 + (τ1 + τ3)2 + τ1τ3

[tan φ (τ1 + τ3)]2 − 1

⎤
⎦ (6.51)

We then reduce the phase-margin degradation caused by R3C3 by increasing C1 and C2

while slightly decreasing R2. Calculating new values for C1, C2, and R2 require that we
first determine the value for τ2 as modified by R3C3.

τ′
2 = 1[

ω2
c (τ1 + τ3)

] (6.52)
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We can calculate C1 as

C1 = τ1

τ
′
2

KφKVCO

ω2
cN

⎡
⎣

(
1 + ω2

cτ
′
22

)
(
1 + ω2

cτ
2
1

) (
1 + ω2

cτ
2
3

)
⎤
⎦

1/2

(6.53)

As with the original second-order filter, C2 and R2 are calculated by means of equations
(6.45) and (6.46), respectively.

The values of R3 and C3 are somewhat arbitrary. The following rules of thumb apply.
The value of C3 should be less than that of C1 and C2, and preferably ≤C1/10 to keep τ3

from interacting with τ1 and τ2. Also, R3 should be ≥2R2. Any capacitance already present
on the VCO tuning line, including the input capacitance of the tuning diode(s), must be
allowed for in selecting the value actually used for C3 in the constructed loop filter.

The conversion from the voltage gain of a VCO to the charge current as needed here can
be obtained from the formula [3]

Kφ = Icharge

2πfrCr

(6.54)

which can be solved for the charge current, Icharge, as

Icharge = Kφ2πfrCr (6.55)

where Kφ is the phase detector/charge pump gain factor in V/rad, fR is the reference
frequency, and CR is the memory (“ramp”) capacitance, typically 0.1 �F. The loop filters
of Figures 6.32 and 6.33 include CR as C1.

6.2.4.4 Example
Design a third-order loop filter for a 900-MHz synthesizer with a 200-kHz reference based
on the parameters:

KVCO = 20 MHz/V

Kφ = 5 mA

N = 4500

ωp = 2π × 20 kHz = 1.256 × 105 Hz

φp = 45◦

Atten = 20 dB

τ1 = secφp − tanφp

ωp

= 3.29 × 10−6 s (6.56)

τ3 =
√

10(20/20) − 1(
2π · 200 · 103

)2 = 2.387 × 10−6 s (6.57)
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ωc =
(
3.29 · 10−6 + 2.387 · 10−6

)
[(

3.29 · 10−6 + 2.387 · 10−6
)2 + 3.29 · 10−6 · 2.387 · 10−6

]

×
⎡
⎣1 +

√√√√(
3.29 · 10−6 + 2.387 · 10−6

)2 + 3.29 · 10−6 · 2.387 · 10−6[(
3.29 · 10−6 + 2.387 · 10−6

)]2

⎤
⎦ − 1

= 7.045 · 104 Hz (6.58)

τ2 = 1(
7.045 · 104

)2 · (
3.29 · 10−6 + 2.387 · 10−6

) = 3.549 · 10−5 s (6.59)

C1 = 3.29 · 10−6

3.549 · 10−5
·
(
5.0 · 10−3

) · 20 · 106(
7.045 · 104

)2 · 4500

×
⎡
⎣

[
1 + (

7.045 · 104
)2 · (

3.549 · 10−5
)2

]
[
1 + (

7.045 · 104
)2 · (

3.29 · 10−6
)2

] [
1 + (

7.045 · 104
)2 · (

2.39 · 10−6
)2

]
⎤
⎦

1/2

= 1.085 nF (6.60)

C2 = 1.085 nF ×
(

3.55 · 10−5

3.29 · 10−6
− 1

)
= 10.6 nF (6.61)

R2 = 3.55 · 10−5

10.6 · 10−9
= 3.35 k� (6.62)

If we choose R3 = 22 k�, then

C3 = 2.34 × 10−6

22 × 103
= 106 pF (6.63)

Selecting the nearest standard value for each component gives C1 = 1000 pF, R2 =
3.3 k�, C2 = 10 nF, R3 = 22 k�, and C3 = 100 pF.

6.3 HOW TO DO A PRACTICAL PLL DESIGN USING CAD

1. Have a modern CAD tool that give you a synthesized oscillator, such as a quarter-
wave microstrip oscillator (Figure 6.34). Here we have used Compact Software’s
PLL Design Kit. (There are other similar programs in the market.) The loop synthesis
program will ask you to specify the oscillator transistor’s dc current, and others, and
calculate the circuit’s output power.

2. Ask your design tool for the oscillator’s open- and closed-loop phase noise as a
function of other noise sources (Figure 6.35). The program must consider the tuning-
diode as a major noise contributor. Here the loop bandwidth has been made too wide
and makes the actual phase noise worse. This plot is valid only if the dividers are the
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Figure 6.34 To design a PLL, begin with a suitable CAD-generated oscillator. This 900-MHz circuit
is similar to that of the ceramic-resonator oscillator shown in Figure 5.33. TRL1, TRL2, and TRL3 are
coupled transmission lines; the resonator, TRL1, is slightly less than �/4 at the operating frequency.
TRL2 provides feedback and TRL3 provides output coupling. R1, R2, and R3 must be specified; CP must
be determined according to the desired tuned range.

only noise contributors. The phase/frequency detector also adds noise following the
equation

L = L0 + 10 log(Fr)

Figure 6.35 Predicted open- and closed-loop phase noise for the oscillator shown in Figure 6.28.
The portion of the closed-loop curve up to 20 kHz represents the phase noise of the loop’s crystal
reference oscillator multiplied up. The VCO operates at 900 MHz; the reference frequency is 200 kHz.
For references of 2 and 20 MHz, the phase noise would drop by 20 and 40 dB, respectively. See
Table 6.1 and Figure 6.36.
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Figure 6.36 Result of dividing a 50-MHz standard oscillator down to different reference frequencies
and then multiplying these frequencies to 880 MHz. The continuing line below breakpoint F3 show the
performance of the free-running 50-MHz oscillator.

where L0 is a constant that is equivalent to the phase/frequency detector noise with
Fr = 1 Hz. L as a function of fr is given below for standard PLL chips:

L (dBc/Hz) fr (Hz)

−168 to −170 10 k
−164 to −168 30 k
−155 to −160 200 k
−150 to −155 1 M
−145 10 M

3. Ask your synthesis program to design a loop filter for best performance, meaning a
phase margin of 45◦ (Figure 6.37). Here, we have arbitrarily included an additional
low-pass filter with a cutoff frequency of 30 kHz to illustrate its effect on the loop
performance.

4. Generate a Bode plot for the loop design and check the loop’s phase margin at f0,
the frequency at which the loop gain is 0 dB. In this example, the plot (Figure 6.38)
shows that because of the 30-kHz low-pass filter, we achieve only about 12◦ phase
margin instead of the desired 45◦. We can also see that the slope of the gain response
through f0 is not maintained at 6 dB/octave (20 dB/decade) over a sufficiently wide
gain span. Maintaining the 6 dB/octave slope for loop-gain values of +10 to –10 dB
is essential.

We can determine from Figure 6.38 that the loop gain is −60 dB at 200 kHz,
the loop’s reference frequency (fref ). Adding this to the phase detector’s reference
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Figure 6.37 CAD-generated loop-filter design based on a reference frequency of 200 kHz, a loop
bandwidth of 20 kHz, and the optimum phase margin of 45◦. We have arbitrarily included a 30-kHz
low-pass filter to illustrate its effects on loop performance.

suppression (at least 40 dB) would appear to net us an overall reference suppression
of 100 dB, but in any real implementation, crosstalk on the PLL PC board would
reduce this value to between 80 and 90 dB.

5. As a result of the insufficient phase margin, the loop rings (Figure 6.39), locking
in 322 �s instead of a possible 80 �s—a lock time four times as long as intended.
Achievement of a phase margin of 45◦, sometimes characterized merely as a rule of
thumb, minimizes locking time and overshoot. Values less than 45◦ result in exces-
sive overshoot and ringing, as shown here, and values greater than 45◦ result in an
overdamped loop that crawls into lock.

Table 6.1 Phase noise vs. reference frequency derived from a high-performance 50-MHz crystal
oscillator and multiplied to 880 MHz

Offset Phase Noise of 50-MHz
from Standard Oscillator Phase Noise in dBc/Hz After
Carrier (dBc/Hz) Dividing the Standard Down to

25 kHz 1.25 MHz 50 MHz

and Multiplying the Result
to 880 MHz

10 Hz −80 −55 −55 −55
100 Hz −110 −69 −85 −85
1 kHz −140 −69 −103 −115
10 kHz −160 −69 −103 −135
100 kHz −160 −69 −103 −135
1 MHz −160 −69 −103 −135
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Figure 6.38 Bode plot for the PLL. The 30-kHz low-pass filter disallows a phase margin of 45◦ at f0;
instead, the margin is only about 20◦.

Figure 6.39 Lock-in response of the PLL. As a result of the insufficient phase margin, the loop is
underdamped and takes 322 �s to achieve lock.
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6.4 FRACTIONAL-N -DIVISION PLL SYNTHESIS

6.4.1 The Fractional-N Principle

The principle of the fractional-N PLL synthesizer has been around for a while. In the past,
implementation of this has been done in an analog system. It would be ideal to be able to
build a single-loop synthesizer with a 1.25-MHz or 50-MHz reference and yet obtain the
desired step size resolution, such as 25 kHz. This would lead to the much smaller division
ratio and much better phase noise performance.

An alternative would be for N to take on fractional values. The output frequency could
then be changed in fractional increments of the reference frequency. Although a digital
divider cannot provide a fractional division ratio, ways can be found to accomplish the
same task effectively.

The most frequently used method is to divide the output frequency by N + 1 every M

cycles and to divide by N the rest of the time. The effective division ratio is then N + 1/M,
and the average output frequency is given by

f0 =
(

N + 1

M

)
fr (6.64)

This expression shows that f0 can be varied in fractional increments of the reference
frequency by varying M. The technique is equivalent to constructing a fractional divider,
but the fractional part of the division is actually implemented using a phase accumulator.
The phase accumulator approach is illustrated by the following example. This method can
be expanded to frequencies much higher than 6 GHz using the appropriate synchronous
dividers.

6.4.1.1 Example
Considering the problem of generating 899.8 MHz using a fractional-N loop with a 50-MHz
reference frequency,

899.8 MHz = 50 MHz

(
N + K

F

)

The integral part of the division N has to be set to 17 and the fractional part K/F needs to
be 996/1000; (the fractional part K/F is not a integer) and the VCO output has to be divided
by 996× every 1000 cycles. This can easily be implemented by adding the number 0.996
to the contents of an accumulator every cycle. Every time the accumulator overflows, the
divider divides by 18 rather than by 17. Only the fractional value of the addition is retained in
the phase accumulator. If we move to the lower band or try to generate 850.2 MHz,N remains
17 and K/F becomes 4/1000. This method of using fractional division was first introduced
by using analog implementation and noise cancellation, but today it is implemented totally
as a digital approach. The necessary resolution is obtained from the dual modulus prescaling,
which allows for a well-established method for achieving a high-performance frequency
synthesizer operating at UHF and higher frequencies. Dual-modulus prescaling avoids the
loss of resolution in a system compared to a simple prescaler; it allows a VCO step equal to
the value of the reference frequency to be obtained. This method needs an additional counter
and the dual modulus prescaler then divides one or two values depending upon the state of
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its control. The only drawback of prescalers is the minimum division ratio of the prescaler
for approximately N2. The dual modulus divider is the key to implementing the fractional-N
synthesizer principle. Although the fractional-N technique appears to have a good potential
of solving the resolution limitation, it is not free of having its own complications. Typically,
an overflow from the phase accumulator, which is the adder with the output feedback to the
input after being latched, is used to change the instantaneous division ratio. Each overflow
produces a jitter at the output frequency, caused by the fractional division, and is limited to
the fractional portion of the desired division ratio.

In our case, we had chosen a step size of 200 kHz, and yet the discrete sidebands vary
from 200 kHz for K/F = 4/1000 to 49.8 MHz for K/F = 996/1000. It will become the
task of the loop filter to remove those discrete spurious. Although in the past the removal
of the discrete spurs has been accomplished by using analog techniques, various digital
methods are now available. The microprocessor has to solve the following equation:

N∗ =
(

N + K

F

)
= [N (F − K) + (N + 1) K] (6.65)

6.4.1.2 Example
For f0 = 850.2 MHz, we obtain

N∗ = 850.2 MHz

50 MHz
= 17.004

Following the formula above

N∗ =
(

N + K

f

)
= [17 (1000 − 4) + (17 + 1) 4]

1000

= [16932 + 72]

1000
= 17.004

fout = 50 MHz × [16932 + 72]

1000
= 846.6 MHz + 3.6 MHz

= 850.2 MHz

By increasing the number of accumulators, frequency resolution much below 1-Hz step
size is possible with the same switching speed.

There is an interesting, generic problem associated with all fractional-N synthesizers.
Assume for a moment that we use our 50-MHz reference and generate a 550-MHz output
frequency. This means our division factor is 11. Aside from reference-frequency sidebands
(±50 MHz) and harmonics, there will be no unwanted spurious frequencies. Of course, the
reference sidebands will be suppressed by the loop filter by more than 90 dB. For reasons
of phase noise and switching speed, a loop bandwidth of 100 kHz has been considered.
Now, taking advantage of the fractional-N principle, say we want to operate at an offset
of 30 kHz (550.03 MHz). With this new output frequency, the inherent spurious-signal re-
duction mechanism in the fractional-N chip limits the reduction to about 55 dB. Part of the
reason why the spurious-signal suppression is less in this case is that the phase-frequency
detector acts as a mixer, collecting both the 50-MHz reference (and its harmonics) and
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550.03 MHz. Mixing the 11th reference harmonic (550 MHz) and the output frequency
(550.03 MHz) results in output at 30 kHz; since the loop bandwidth is 100 kHz, it adds
nothing to the suppression of this signal. To solve this, we could consider narrowing the
loop bandwidth to 10% of the offset. A 30-kHz offset would equate to a loop bandwidth
of 3 kHz, at which the loop speed might still be acceptable, but for a 1-kHz offset, the
necessary loop bandwidth of 100 Hz would make the loop too slow. A better way is to use a
different reference frequency-one that would place the resulting spurious product consider-
ably outside the 100-kHz loop-filter window. If, for instance, we used a 49-MHz reference,
multiplication by 11 would result in 539 MHz. Mixing this with 550.03 MHz would re-
sult in spurious signals at ±11.03 MHz, a frequency so far outside the loop bandwidth
that it would essentially disappear. Starting with a VHF, low-phase-noise crystal oscillator,
such as 130 MHz, one can implement an intelligent reference-frequency selection to avoid
these discrete spurious signals. An additional method of reducing the spurious contents is
maintaining a division ratio greater than 12 in all cases. Actual tests have shown that these
reference-based spurious frequencies can be repeatably suppressed by 80–90 dB.

6.4.2 Spur-Suppression Techniques

Although several methods have been proposed in the literature (see patents in Refs. [4–
9]), the method of reducing the noise by using a sigma-delta modulator has shown to be
most promising. The concept is to get rid of the low-frequency phase error by rapidly
switching the division ratio to eliminate the gradual phase error at the discriminatory input.
By changing the division ratio rapidly between different values, the phase errors occur in
both polarities, positive as well as negative, and at an accelerated rate that explains the
phenomenon of high-frequency noise push-up. This noise, which is converted to a voltage
by the phase/frequency discriminator and loop filter, is filtered out by the low-pass filter.
The main problem associated with this noise shaping technique is that the noise power
rises rapidly with frequency. Figure 6.40 shows noise contributions with such a sigma-delta
modulator in place.

On the other hand, we can now, for the first time, build a single-loop synthesizer with
switching times as fast as 6 �s and very little phase-noise deterioration inside the loop
bandwidth, as seen in Figure 6.40. Since this system maintains the good phase noise of the
ceramic-resonator-based oscillator, the resulting performance is significantly better than the
phase noise expected from high-end signal generators. However, this method does not allow
us to increase the loop bandwidth beyond the 100-kHz limit, where the noise contribution
of the sigma-delta modulator takes over.

Table 6.2 shows some of the modern spur-suppression methods. These three-stage sigma-
delta methods with larger accumulators have the most potential [4–9].

Table 6.2 Modern spur-suppression methods

Technique Feature Problem

DAC phase estimation Cancel spur by DAC Analog mismatch
Pulse generation Insert pulses Interpolation jitter
Phase interpolation Inherent fractional divider Interpolation jitter
Random jittering Randomize divider Frequency jitter
Sigma-delta modulation Modulate division ratio Quantization noise
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Figure 6.40 The filter frequency response/phase noise analysis graph shows the required attenuation
for the reference frequency of 50 MHz and the noise generated by the sigma-delta converter (three
steps) as a function of the offset frequency. It becomes apparent that the sigma-delta converter noise
dominates above 80 kHz unless attenuated.

The power spectral response of the phase noise for the three-stage sigma-delta modulator
is calculated from

L(f ) = (2π)2

12 · fref
·
[
2 sin

(
πf

fref

)]2(n−1)

rad2/Hz (6.66)

where n is the number of the stage of the cascaded sigma-delta modulator [10]. Equation
(6.66) shows that the phase noise resulting from the fractional controller is attenuated to
negligible levels close to the center frequency, and further from the center frequency, the
phase noise is increased rapidly and must be filtered out prior to the tuning input of the
VCO to prevent unacceptable degradation of spectral purity. A loop filter must be used to
filter the noise in the PLL loop. Figure 6.40 showed the plot of the phase noise versus the
offset frequency from the center frequency. A fractional-N synthesizer with a three-stage
sigma-delta modulator as shown in Figure 6.41 has been built. The synthesizer consists
of a phase/frequency detector, an active low-pass filter (LPF), a voltage-controlled oscil-
lator (VCO), a dual-modulus prescaler, a three-stage sigma-delta modulator, and a buffer.
Figure 6.42 shows the inner workings of the chip in greater detail.
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Figure 6.41 Block diagram of the fractional-N synthesizer built using a custom IC capable of operation
at reference frequencies up to 150 MHz. The frequency is extensible up to 3 GHz using binary (÷2, ÷4,
÷8, etc.) and fixed-division counters.

Figure 6.42 Detailed block diagram of the inner workings of the fractional-N-division synthesizer chip.



FRACTIONAL-N -DIVISION PLL SYNTHESIS 869

Figure 6.43 Measured phase noise of the fractional-N -division synthesizer using a custom-built, high-
performance 50-MHz crystal oscillator as reference, with the calculated degradation due to a noisy
reference plotted for comparison. Both synthesizer and spectrum analyzer use the same reference.

After designing, building, and predicting the phase noise performance of this synthe-
sizer, it becomes clear that measuring the phase noise of such a system becomes tricky.
Standard measurement techniques that use a reference synthesizer would not provide
enough resolution because there are no synthesized signal generators on the market suf-
ficiently good enough to measure such low values of phase noise. Therefore, we had
to build a comb generator that would take the output of the oscillator and multiply this
up 10–20 times.

Passive phase noise measurement systems, based on delay lines, are not selective, and the
comb generator confuses them, however, the Rohde & Schwarz FSEM spectrum analyzer
with the K-4 option has sufficient resolution to be used for phase noise measurements.
All of the Rohde & Schwarz FSE-series spectrum analyzers use a somewhat more discrete
fractional-division synthesizer with a 100-MHz reference. Based on the multiplication factor
of 10, it turns out that there is enough dynamic range in the FSEM analyzer with the K-4
option to be used for phase noise measurement. The useful frequency range off the carrier
for the system is 100 Hz to 10 MHz perfect for this measurement.

Figure 6.43 shows the measured phase noise of the final frequency synthesizer.
During the measurements, we determined that we needed a 50-MHz crystal oscillator

with better phase noise. Upon examination of the measured phase noise shown in Fig-
ure 6.43, it can been seen that the oscillator used as the reference was significantly better.
Otherwise, this phase noise would not have been possible. Also, the loop filter cutoff fre-
quency of about 100 kHz can be recognized by the roll-off in Figure 6.43. This fractional-
N-division synthesizer with a high-performance VCO has a significantly better phase noise
than other example systems in this frequency range. To demonstrate this improvement,
phase noise measurements were made on standard systems, using typical synthesizer chips.
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Figure 6.44 Measured phase noise of a 880-MHz synthesizer using a conventional synthesizer chip.
Comparing this to Figure 6.43 shows the big improvement possible by fractional-N-division synthesizers
as shown in this product description.

Although the phase noise by itself and the synthesizer design is quite good, it is no match
for this new approach as can be seen in Figure 6.44 [11].

By combining the very best available technologies, such as using high-end VCOs with
ceramic-resonator-based tuned circuits or high-Q LC arrangements including microstrips
on Teflon material and modern fractional-N-division synthesizer blocks that can operate
with a 50-MHz reference, it is possible to build an extremely high-quality system.

We have also learned that its limits are determined by the reference crystal oscillator and
possibly by the phase detector; these must be specially designed to match the synthesizer’s
performance. (Figure 6.45 shows a block diagram of the phase detector.) Due to the very high
bandwidth, switching speeds at 6 �s were made possible. The resolution of the synthesizer
itself depends on the accumulator size. Step sizes of 25 kHz up to several megahertz were
successfully tested. For wideband applications, some of the critical points are at 10 kHz,
where −120 dBc/Hz is desired, at 800 kHz, better than −153 dBc/Hz, and at 3 MHz, better
than −155 dBc/Hz.

As validation, three types of synthesizers have been built: one covering 75–105 MHz,
with 1-Hz resolution, for an HF transceiver; another covering 700–2000 MHz, and a third
covering 2700–3500 MHz, also with better than 1-Hz resolution.

The fractional-N PLL implementations described so far are intended mainly for high-
performance, base-station applications. Simplified, highly integrated versions are available
for mass-market wireless applications. One solution, National Semiconductor’s LMX235x
family, implements a fractional-N RF synthesizer and an integer-N IF synthesizer in one
IC. The LMX2350’s RF synthesizer can operate at input frequency up to 2.5 GHz and
the LMX2352’s up to 1.2 GHz. The IF synthesizer in both parts can operate from 10 to
550 MHz. Figure 6.46 shows the close-in output spectrum of an LMX2350-based synthe-
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Figure 6.45 Custom-built phase detector with a noise floor of better than –168 dB. This phase detector
shows extremely low-phase jitter.

sizer at 1.965 GHz, and Figure 6.47 shows its lock time. A sample LMX-2350 application
is shown in Figure 6.48.

Fractional-N synthesizer chips are also available from Philips. Examples of Philips
fractional-N parts include the SA7016DH (1.3 GHz), SA7025DK (main synthesizer, 1.0
GHz; auxiliary synthesizer, 150 MHz), SA7026DK (1.3 GHz/550 MHz), SA8016DH
(2.5 GHz), SA8025ADK (1.8 GHz/150 MHz), and SA8026DK (2.5 GHz/550 MHz).

6.5 DIRECT DIGITAL SYNTHESIS

Direct digital frequency synthesis (DDFS), also referred to as direct digital synthesis (DDS),
consists of generating a digital representation of the desired signal and then using a D/A
converter to convert the digital representation to an analog waveform. Recent advances
in high-speed microelectronics, particularly the microprocessor, make DDS practical at
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Center 1.964 964 GHz
RES BW 3 kHz

SPAN 5 ØØ kHz
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MKR 4 Ø. Ø kHz
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1 Ø dB/
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Figure 6.46 Block diagram of an integrated frequency synthesizer. In this case, the designer has
control over the VCO and the loop filter; the reference oscillator is part of the chip. In most cases (up to
2.5 GHz), the dual-modulus prescaler is also inside the chip.

frequencies in and below the high-frequency band (as of this writing). System can be com-
pact, use low power, and provide very fine frequency resolution with virtually instantaneous
frequency changes. DDS is finding increasing application, particularly in conjunction with
PLL synthesizers.

DDS uses a single-frequency source (clock) as a time reference. One method of digitally
generating the values of a sine wave is to solve the digital recursion relation as follows:

Yn = [
2 cos (2πft)

]
Yn−1 − Yn−2 (6.67)

This is solved by Yn = cos(2πfnt). However, there are at least two problems with this
method. The noise can increase until a limit cycle (nonlinear oscillation) occurs. Also, the
finite word length used to represent cos(2πft) places a limitation on the frequency resolution.
Another method of DDS, direct table lookup, consists of storing the sinusoidal amplitude
coefficients for successive phase increments in memory. Advances in miniaturization and
the lowering cost of ROM make this the most frequently used technique.

One method of direct table lookup outputs the same N points for each cycle of the
sine wave and changes the output frequency by adjusting the rate at which the points are
computed. It is relatively difficult to obtain fine frequency resolution with this approach,
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Figure 6.47 Result of lock time measurement for an LMX2350-based synthesizers.

Figure 6.48 LMX2350 sample application schematic.
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Figure 6.49 Synthesized waveform generated by direct digital synthesis.

so a modified table-lookup method is generally used. It is this method that we describe
here. The function cos(2πft) is approximated by outputting the function cos(2πfnT ) for
n = 1, 2, 3, . . . , where T is the interval between conversions of digital words in the D/A
converter and n represents the successive sample numbers. The sampling frequency, or
rate, of the system is 1/T. The lowest output frequency waveform contains N distinct points
in its waveform, as illustrated in Figure 6.49. A waveform of twice the frequency can be
generated, using the same sampling rate, but outputting every other data point. A waveform
k times as fast is obtained by outputting every kth point at the same rate 1/T. The frequency
resolution, then, is the same as the lowest frequency, fL.

The maximum output frequency is selected so that it is an integral multiple of fL, that is,
fU = kfL. If P points are used in the waveform of the highest frequency, N(=kP) points are
used in the lowest frequency waveform. The number N is limited by the available memory
size. The minimum value that P can assume is usually taken to be four. With this small
value of P , the output contains many harmonics of the desired frequency. These can be
removed by the use of low-pass filtering in the D/A output. For P = 4, the period of the
highest frequency is 4T , resulting in fU = 4fL. Thus, the highest attainable frequency is
determined by the fastest sampling rate possible.

In the design of this type of DDS, the following guidelines apply.

• The desired frequency resolution determines the lowest output frequency fL.
• The number of D/A conversions used to generate fL is N = 4k = 4fU/fL provided

that four conversions are used to generate fU(P = 4).
• The maximum output frequency fU is limited by the maximum sampling rate of the

DDS, fU ≤ 1/4T . Conversely, T ≤ 1/4fU .

The architecture of the complete DDS is shown in Figure 6.50. To generate nfL, the
integer n addresses the register and each clock cycle kn is added to the content of the
accumulator so that the content of the memory address register is increased by kn. Each
knth point of the memory is addressed, and the content of this memory location is transferred
to the D/A converter to produce the output sampled waveform.

To complete the DDS, the memory size and length (number of bits) of the memory word
must be determined. The word length is determined by system noise requirements. The
amplitude of the D/A output is that of an exact sinusoid corrupted with the deterministic
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Figure 6.50 Block diagram of a direct digital frequency synthesizer.

noise due to truncation caused by the finite length of the digital words (quantization noise).
If an (n + 1)-bit word length (including one sign bit) is used and the output of the A/D
converter varies between ±1, the mean noise from the quantization will be

ρ2 = 1

12

(
1

2

)2n

= 1

3

(
1

2

)2(n+1)

(6.68)

The mean noise is averaged over all possible waveforms. For a worst-case waveform,
the noise is a square wave with amplitude 1/2 (1/2)n and ρ2 = 1/4 (1/2)2n. For each bit
added to the word length, the spectral purity improves by 6 dB.

The main drawback of the low-power DDS is that it is limited to relatively low fre-
quencies. The upper frequency is directly related to the maximum usable clock frequency;
today, the limit is about 1 GHz. DDS tends to be noisier than other methods, but ade-
quate spectral purity can be obtained if sufficient low-pass filtering is used at the output.
DDS systems are easily constructed using readily available microprocessors. The com-
bination of DDS for fine frequency resolution plus other synthesis techniques to obtain
higher-frequency output can provide high resolution with very rapid setting time after
a frequency change. This is especially valuable for frequency-hopping spread-spectrum
systems.

Figure 6.51 shows the functional block diagram of a DDS system. In analyzing both the
resolution and the signal-to-noise ratio (or rather signal-to-spurious performance) of the
DDS, one has to know the resolution and input frequencies. As an example, if the input fre-
quency is approximately 35 MHz and the implementation is for a 32-bit device, the frequency
resolution compared to the input frequency is 35 · 106 ÷ 232 = 35 · 106 ÷ 4.294967296109

or 0.00815 Hz ≈ 0.01 Hz. Given the fact that modern shortwave radios with a first IF of
about 75 MHz will have an oscillator between 75 and 105 MHz, the resolution at the output
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Figure 6.51 Block diagram of a DDS system.

range is more than adequate. In practice, one would use the microprocessor to round it to
the next increment of 1 Hz relative to the output frequency.

As to the spurious response, the worst-case spurious response is approximately 20 log 2R,
where R is the resolution of the digital/analog converter. For an 8-bit A/D converter, this
would mean approximately 48 dB down (worst case), as the output loop would have an
analog filter to suppress close-in spurious noise. In our application, we will use an 8-bit
external D/A converter. However, devices such as the Analog Devices AD7008 DDS mod-
ulator have a 10-bit resolution, as shown in Figure 6.52. Ten bits of resolution can translate
into 20 log 210 or 60 dB of suppression. The actual spurious response would be much bet-
ter. The current production designs for communication applications, such as shortwave
transceivers, despite the fact that they are resorting to a combination of PLLs and DDSs,
still end up somewhat complicated. By using 10 MHz from the DDS and using a single-loop
PLL system, one can easily extend the operation to above 1 GHz but with higher complexity
and power consumption.

Figure 6.53 shows the necessary components of a single-PLL system. Some communi-
cations equipment uses this approach.

Figure 6.54 shows the combination of a standard PLL and a DDS, as implemented in the
ICOM IC-736 HF/6-meter transceiver. This approach uses the DDS in a frequency range
between 500 kHz and 1 MHz. This frequency is upconverted either to 60 MHz for the
shortwave band or to 90 MHz for the 6-m ham band. The resulting frequency is used as an
auxiliary LO to convert the frequency of the first LO (69.0415–102.0115 MHz) down to



DIRECT DIGITAL SYNTHESIS 877

Figure 6.52 Functional block diagram of the Analog Devices AD7008 DDS modulator.

Figure 6.53 Block diagram of a single-loop PLL synthesizer showing all the necessary components
for microwave and RF application.
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Figure 6.54 Synthesizer used in the ICOM IC-736 HF/6-m transceiver. The IC-736 combines the DDS
and PLL approaches.

Figure 6.55 Hybrid synthesizer that provides output at about 455 kHz, and from 75 to 105 MHz at
approximately 0.01-Hz resolution. This synthesizer uses a combination of a standard PLL and DDS.
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the synthesizer IF between 8.5 and 41.5 MHz. There is an additional divide-by-2 stage in
the loop, which therefore requires a reference frequency of 250 kHz instead of 500 kHz.
This is done to extend the operating range of the synthesizer chip, including its prescaler’s
capability of operating at much higher frequencies, although it does not have such a hybrid
DDS approach incorporated (Figure 6.55).

Although this approach obtains a fairly small division ratio, it is still a four-loop syn-
thesizer. One loop is the DDS itself. The second is the translator loop that mixes the DDS
up to 60 MHz. The third is the main loop responsible for the desired output frequency. The
fourth loop, so to speak, is the generation of the auxiliary LO frequencies at 60 and 90 MHz,
which are derived from the 30-MHz frequency standard. For reasons of good phase noise,
it employs a total of five VCOs. Because this loop’s division ratio varies between 80 and
17, its gain is subject to considerable variation.

The 10.7-MHz signal from the crystal filter goes to a single-chip PLL (U5, a Motorola
MC145170) that contains all the necessary dividers and the phase/frequency discriminator.
The operational amplifier (U6, an OPA27), is driven from a 28-V source, and the negative
supply of the OPA27 is connected as a voltage doubler, which receives its ac voltage from
the synthesizer IC. This trick allows extension of the VCO control voltage. The output
from the VCO is applied to a distribution-amplifier system (Q5, Q6, Q7). Q5, a dual-gate
MOSFET, drives the PLL IC’s fin input; Q6, a dual-gate MOSFET, and Q7, a BJT, supply
+17 dBm LO drive for the first mixer.
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ABCD-matrix, 375
Acceptor, 144
Access burst, 27
Active load, 496
Adjacent-channel measurement, 107
Adjacent channel power ratio (ACLR/ACPR),

86, 99, 110, 402, 410, 469, 573
Agilent E4419B power meter, 569
Agilent PNA, 336
Amplifier, 467. See also Automatic gain

control; Cascode
CGY96/CGY94, 398
class E, 549
classes A-C, 360, 544
class F, inverse F, 548
class F waveform, 567
CMOS low-noise amplifier, 431
complementary current-reuse, 436
current conduction angle, 360,

544
design procedure, 431
differential, 514
distributed, 362
distribution, 623
Doherty, 552
feedback, 464
folded cascode, 436
gain, 423
harmonically tuned, 548
high gain, 467
LNA in 130 nm CMOS, 446
low-noise amplifier (LNA), 429
matching, 423
multi-stage, 499
narrow band BFP420, 460
NE68133, 450

parallel and push–pull, 539
power, 542
single-stage feedback, 484
specifications, 430
stability, 423
stability improvement, 430
transformer-coupled LNA, 449
turbocharged configuration, 621
two-stages, 490
wideband, 362

Amplitude and phase imbalance, 72
Amplitude linearity, 90
Amplitude modulator, 29
Amplitude nonlinearity, 89
Amplitude stability, 740
AM–PM conversion, 90, 98, 578, 784, 792
Angle deviation, 15
Antenna switch, 5
Antenna system noise figure, 88
Antibacklash circuit, 846
Aparicio and Hajimiri, 440
Attenuator

diode, 678
PIN diode, 155, 398

Automatic gain control (AGC), 153, 167, 398,
413, 524, 576, 788

Balun, 540
Band-selection filter, 5
Barkhausen, 728
Barrier height, 136, 137
Baseband predistortion, 584
Baseband processing, 65
Baseband waveforms, 34
Base-station identification code (BSIC), 28
Base transceiver station (BTS), 23
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Battery-powered mobile, 436
BCR400 active bias controller, 538
BF999, 275
BFP420, 218

matched amplifier, 457
noise parameters, 389, 424
s-parameters, 424

BFR380F, datasheet, 210
BFR193W, model, 351
Biasing, 524, 535
BiCMOS, 203, 275
Bipolar junction transistor (BJT). See BJT
Bit error rate (BER)

vs. noise, 38, 86
for BPSK/QPSK, 16-QAM and 64-QAM,

43, 86
Bit synchronization, 23
BJT, 203

base-collector capacitance, 209,
231

base doping densities, 223
base-emitter time constant, 229
base push-out, 230
base transit time, 229
base transport factor, 224
base width, 220, 267

modulation, 226
built-in drift field, 147, 230
collector-base breakdown, 205
collector-base time constant, 209
collector-emitter breakdown, 206
collector transit time, 229
current gain, 240
emitter injection efficiency, 223
Kirk effect, 230
large-signal behavior, 204
linear model, 239
maximum ratings, 205
noise model, 326
saturation region, 232
self-heating, 236
transit frequency ft, 207
uniform-base transistor, 219

Bluetooth, 46
Bode and Fano, 601
Bode equation, 602
Bode limit, 491
Boltzmann’s constant, 80
Bonding pad, 136
Breakdown, 160, 171, 186, 248

BJT collector-base, 205
BJT collector-emitter, 206

Bulk acoustic resonance (BAR) filter, 5
Burst

error, 16
structures, 22
synchronization burst (SB), 28
types, 27

Butterworth, 848

Cable TV distribution, 97
Cantz, 449
Cartesian loop, 579
Cascode, 436, 450, 491
Cauer, 520
Caution, 363
Cellular and cordless systems

parameters, 59
Ceramic-resonator oscillator, 754
Ceramic resonators (CRs), 754, 756
Channel impulse response (CIR), 7, 24
Channel spacing, 18
Charge pump, 842

external, 851
Charge-pump based PLL, 850, 854
Chebyshev, 602
Clock recovery, 55
Closed-loop transfer function, 731
CMOS, 256

body effect, 263
passive elements, 438

Code division multiple access (CDMA), 17, 19
Coherence bandwidth, 14
Coherent demodulation, 37
Collector efficiency η, 542
Compact Modeling Council, 291
Complex baseband signal, 32
Compression, 397, 405
Contact potential, 133
Contact resistances, 136
Convolutional encoder, 53
Coplanar waveguide (CPW), 438
Correlation

noise sources, 377
receiver, 36

Coupler
3-dB hybrid, 539
Lange coupler, 539

Cree CGH60015DE GaN HEMT, 566
Cross-correlation, 24, 36
Cross-modulation, 97, 173, 193
Crystal filter, 105
Crystal parameters, 766
CT1 standard, 20
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CT2 standard, 59
Current distortion, 485
Current waveform, 546
Cyclic prefix, 49

DAB, 6, 9, 16
1-dB compression point, 93

mixer, 650
3-dB cutoff frequency, 210
1-dB desensitization point, 651
DC offset, 654
DCS1800, 59
DC stabilization circuit, 537
Dead zone, 847
DECT, 59
Delay correction, 26
Delay spread, 9
Delay time, 26
Demodulation

digitally modulated carriers, 35
Depletion FETs (DFETs), 298
Depletion region, 133, 147, 160, 220, 258,

272, 274
capacitance, 229

Detector
diode, 133
Schottky diodes, 657

Differential gain, 369
Differential group delay, 100
Differential phase, 369
Diffusion, 133

capacitance, 641
charge, 132
current, 221
length, 222

Digital modulation, 5
ASK and BPSK, 34
BPSK modulator, 676
BPSK spectrum and constellation diagram,

38
constellation diagram, 34
DBPSK, 37
DQPSK, 37
eye and constellation diagrams, 402
GMSK, 27, 64
GMSK baseband I/Q generator, 64
I/Q modulator, 33
linear, 62
modulator, 30
MPSK, 15
MSK and GMSK, 33
MSK, GMSK, and QPSK spectra, 413

QAM impact of amplitude compression, 94
QAM impact of AM-to-PM conversion, 101
QPSK and p/4-DQPSK constellation

diagram, 62
QPSK modulator, 676
QPSK, MSK, and GMSK, spectra, 45
QPSK spectrum, 44

constellation diagram, 38
spread-spectrum techniques, 45

Digital predistortion (DPD), 573
Digital tristate comparators, 838
Diode. See depletion region

abrupt junction, 130, 159, 171
abrupt junction capacitance, 136
attenuator/switch, 678
back-to-back, 176
bandswitch, 202
barrier potential, 130, 133
breakdown, 142
capacitance, 130, 159, 162, 166, 229, 505

vs. frequency, 139
vs. voltage, 140

capacitance diode equivalent circuit, 179
capacitance modulation, 191
capacitance ratio, 166, 171, 178, 189,

770, 773
vs. breakdown voltage, 167

capacitance temperature dependence, 180
capacitance–voltage characteristics, 177
chip noise equivalent circuit, 326
current, 128
diode ring, 834
distortion, 171
dynamic resistance, 136
equivalent circuit, 148
harmonic distortion, 175
high breakdown, 138
hyperabrupt, C–V curve, 164
hyperabrupt junction, 162, 171, 508
large-signal model, 129
linearly graded junction, 130, 161
linear model, 140
LO power required for mixing, 137
low-drive, 137
mixer, 139, 654

and detector, 133
mixer diode loss, 641
noise figure vs. LO power, 137
noise model, 326
PIN, 141, 145, 156

attenuator, 155, 398
diode applications, 151
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Diode. See depletion region (Continued)
diode breakdown, capacitance, Q factor,

146
diode crossover frequency, 149
diode I–V characteristics, 148
diode large-signal model, 142
diode resistance, 143
diode reverse shunt resistance, 151
diode series resistance, 147, 149
diode variable resistance, 142

planar vs. mesa, 165
Q factor, 164, 182

and loss, 168
reverse-bias capacitance, 142
reverse recovery, 132
reverse-recovery time, 142
RF Schottky diode, 657
ring mixer, 666
saturation current, 234
Schottky detector diodes, 657
Schottky diode, 133, 642
Schottky diode band diagram, 138
Schottky diode chip cross-section, 134
Schottky diode reverse resistance, 136
Schottky diode series resistance, 135
Schottky diode small-signal parameters, 135
Schottky junction capacitance, 136
Schottky mixer diodes parameters, 129
series resistance, 182
SPICE parameters, 131
storage time, 132
switch, 132, 196, 200
switch data, 198
switch equivalent circuit, 197
temperature dependent Schottky current, 134
tuned resonant circuit, 186, 770
tuning diode, 158, 771, 773, 797, 799
tuning diode capacitance, 179
tuning diode equivalent circuit, 178
tuning diode parameters, 173, 182
tuning diode physics, 159
tuning varactors, 166
varactor, 158, 768
variable resistor, 144, 152
varicap, 158
x-band mixer diode data, 141

Direct conversion, 65
Direct digital synthesis (DDS), 33, 871
Direct-sequence spread spectrum (DSSS), 45,

47
Direct switching noise, 646
Dissipated power, 237, 238

Distortion, 405, 467
diode, 171

Distributed effects, 440
DMOS, 270
Doherty technique, 552
Donor, 144
Doppler effect, 6, 11, 12, 17, 24, 109
Double-sideband (DSB) measurement, 396
Drain efficiency η, 542
DSP, 43, 584
Dummy burst, 28
Dynamical self-heating, 218, 291
Dynamic range (DR), 87, 96, 397, 474, 651
Dynamic stability, 193

Early
effect, 228, 238
voltage, 228, 479

Ebers–Moll equations, 235
Echoes, 5
Edge-triggered JK Master-Slave Flip-Flops,

835
Effective channel length, 261
Egan and Clark, 840
Electron

drift velocity in surface channel, 267
lifetime, 145
velocity saturation, 268

Energy efficiency, 90
Enhancement FETs (EFETs), 298
Enhancement-mode MOSFET

NMOS, 256
PMOS, 422

ENR (excess noise ratio), 395
Envelope elimination and restoration, 577
Envelope feedback, 577
Equalizer, 10
Error vector magnitude (EVM), 87,

107, 581

Fading, 6, 19, 49
simulation, 11

Fano, 490
FDD system using SA900, 65
Feedback

active, 499
amplifier, 464
current, 467
envelope, 577
inductive source, 434
lossless or noiseless, 489
modulation, 577
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transformation of noise parameters, 383
voltage, 467

Feedforward, 581
FET, 239

channel charge, 266
channel length, 267
cold-FET and forward-biased-gate, 339
family tree, 241
intrinsic noise equivalent circuit, 330
linear model, 253
mixer, 697
noise equivalent circuit, 255
pinchoff voltage, 248
short-channel effects, 267
transconductance, 251

Film resistor above ground plane, equivalent
circuit, 80

Filter
attenuator, 154
for phase detectors

Flicker noise, 327, 645, 783
bipolar transistors, 203
corner frequency, 292

for different technologies, 747
frequency dependence, 253
GaAs diodes, 138
upconversion, 713

FM sound broadcasting, 16
1/f noise. See Flicker noise
Forced β, 233
Forward error correction, 109
Forward transconductance, 248
Forward transfer curve, 248
Fractional-N principle, 832, 864
Frequency correction burst (FCB), 27
Frequency division duplex (FDD), 65
Frequency division multiple access (FDMA), 17
Frequency-domain equalization, 49
Frequency doublers, 518
Frequency hopping, 17, 45
Frequency modulators, 29
Frequency shift, 193
Frequency stability, 742
Fukui, 382, 390

GaAs HEMT, 5, 241
Gain, 364, 367, 425

circles, 390, 427
compression, 89, 92, 583
variation, 364

Gain-bandwidth product, 209
GaN HEMT, 241, 290

Gate oxide capacitance, 259
Gate-source cutoff voltage, 248
Gaussian distribution, 6
G1 band, 20
Gold codes, 47
GSA standards, 10
GSM, 11, 59

GSM900, 21
GSM1800, 21
transmission bit rates, 23

Guard interval, 9
Guard period, 25, 49
Gummel–Poon, 327

Harmonic components, 546
Harmonic distortion

diode, 175
intermodulation products (HIP), 651

Harmonic output power, 803
Hartmann and Strutt, 382
Haus and Adler, 380, 391
Hawkins, 787
HBT. See also BJT

band diagram, 226
dependence of transit-time on collector

current, 219
InGaP/GaAs, 5, 203
self-heating, 238
SiGe, 203

Health effects, 2
HEMT, 290

band diagram, 290
InP, 290
output conductance, 292

Heterointerface, 289
Heterojunctions, 219
Heterostructures, 225
Hewlett-Packard HP4145, 337
Hewlett-Packard HP8510, 337
Hewlett-Packard HP8640 signal generator, 748,

793
HF/VHF voltage-controlled filter, 508
Hillbrand and Russer, 391
Hole-electron, 274
Hopf bifurcation, 629
Hot-carrier diode (HCD), 765
Hot-spot formation, 238
Hsu and Snapp, 787
Hyperabrupt junction. See diode
Hyperframes, 21
Hysteresis, 98

intermodulation effects, 99
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Impact ionization, 274
Impedance matching networks, 585
Information bits, 22
In-phase modulation test, 72
Integrated frequency synthesizer, 728
Interdigital capacitors, 532
Intermediate-frequency (IF), 188, 637

filter, 15
image, 637

Intermodulation distortion (IMD), 89, 94, 397,
511, 637, 651, 699

diode, 175
improvement, 622
PIN diodes, 153
second order, 94, 505
third order, 94, 576

Intermodulation intercept point (IP), 95
Interport isolation, 652
Intersymbol interference, 403
Intrinsic semiconductor, 144
Inverse current gain, 234
I/Q channel waveforms, 402
I/Q demodulator, 36
I/Q modulator, 29, 61
IS-54, 59

Philips chipset, 66
IS-95, 59
ISM band, 46, 74
Iversen, 382

J. E. Lilienfeld, 241
JFET, 241, 248

large-signal model, 251
n-channel static characteristics, 248
noise model, 329
small-signal behavior, 251
U310, 243

JFETs
large-signal behavior, 248

Jitter, 842

Kahn, 577
Kirchoff, 468
Kurokawa, 786

Landscape models, 9
Large-signal S parameters, 518, 564
Large-signal validation, 341
Lazy as we are, 32
LDMOS, 241, 270, 324
Leakage, 843

current, 146, 186

signal, 681
source-gate, 250

Leeson equation, 746, 815
Level shifting, 494
Linear distortion, 89
Linearity, 397
Linear modulation, 34
Loaded Q, 748, 759, 785, 789
Load line, 469, 518, 558, 798
Load–pull, 518, 566, 699
Load–pull/source–pull, 566
Local oscillator (LO), 637

drive level, 652
power required for Schottky

diodes, 137
Lock-in, 863

time, 849
Lossy substrate, 442
Lovelace, 777
Low-noise amplifier (LNA). See amplifier
Low-voltage open-collector design, 476
LTE, 29, 49, 573

Maas, 650
M-ary alphabets, 29
Matching, 588

broadband, 490
flexible, 482

Maximum frequency of oscillation (fmax), 210,
292

Maximum likelihood estimation, 36
MC13109, 78
MC13109FB, 79
MDS, 80, 95
MESFET

extrinsic model, 293
I–V characteristics, 292
noise model, 328
small-signal model, 299

Metal-insulator-metal capacitor (MIM), 440,
441

MFSK, 53
baseband circuitry, 54

mHEMT, 290
Microstrip, 438

inductor as oscillator resonator, 757
inductors, 761
tank, 762
T, cross, and Y junction, 528

Microstrip inductor
high Q, 760

Middlebrook, 249
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Mikrostrip
correction elements, 533

Miller effect, 429, 743
Minimum discernible signal (MDS),

51
Mismatch loss, 425
Mixer

conversion gain/loss, 640
1 db compression, 650
differential CMOS, 645
diode, 133, 139, 654
diode loss, 641
diode ring, 666
double-balanced, 651
dual-gate MOS/GaAs, 701
FET, 697
Gilbert cell, 646, 686, 689
image reject, 676
MOSFET Gilbert cell, 700
noise figure, 642, 643
passive, 642
quadrature IF, 676
resistive, 701
resistive mixer noise figure, 706
Schottky diodes parameters, 129
single-balanced, 646, 664
single BJT, 685
single diode, 655
subharmonically pumped, 666
transistor mixer, 685
triple-balanced, 683
walking stick microstrip resonator, 764

Modulated measurements, 573
Modulated RF carrier, 31
Modulation feedback, 576
MOSFET, 241, 242

around VDS = 0, 250
drain-substrate conductance, 275
Gilbert cell mixer, 700
intrinsic noise equivalent circuit, 332
inversion, 259
large-signal behavior, 256
NMOS device characteristics, 263
NMOS transfer characteristic, 272
noise model, 331
ohmic or triode region, 262
saturation region, 262
small-signal model, 263, 264, 272
substrate flow, 274
subthreshold conduction, 272
transconductance, 264
transfer characteristic, 256

voltage limitation, 262
weak inversion, 272

Motorboating phenomenon, 368
Multiframes, 21
Multipath propagation, 5, 49
Multipath reception, 13, 24, 369
Multiple-input–multiple-output (MIMO), 29

NAND gate, 838
NE71000, 341
NMT900, 20
Noise. See also Flicker noise; Phase noise

atmospheric, man-made, and galactic
noise, 88

bandwidth, 372
circles, 385, 390
correlation admittance (Ycor), 377
correlation coefficient, 377
cyclostationary sources, 713
determine noise parameters, 396
equivalent conductance Gn, 378
equivalent resistance, 378
equivalent temperature, 370
external parasitic elements, 382
feedback, 383
flicker noise reduction, 819
four noise parameters, 379
indirect switching noise, 649
load, 646
measurement, 642
noise measure, 389
popcorn or burst noise, 256
power ratio, 97
resistive mixer, 706
Schottky noise, 385
shot noise, 326, 327
signal-to-noise plus distortion ratio (SINAD),

51, 86, 112
signal-to-noise ratio, 85, 369, 371
system noise and noise floor, 80
two-port, 374

Noise correlation matrix, 391
as function of noise parameters, 394
intrinsic FET, 330, 331
transformation, 393

Noise factor (F), 369
mixer, 643
vs. noise figure, 87

Noise figure (NF), 369, 370, 781
antenna system, 88
cascaded networks, 89, 380
vs. LO power, 137
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Noise figure (NF) (Continued)
measurement, 373, 395
mixer, 642
passive device, 88
vs. noise factor, 87

Noise floor, 789
Noise parameters, 384

bias-dependence, 385
Nonlinear distortion, 89
Nonlinear generators, 584
Nonlinear modulation, 34
Norton, 476, 489
Nyquist criterion, 730
Nyquist formula, 377
Nyquist stability criterion, 625, 740
Nyquist’s theorem, 644

Orthogonal, 32
Orthogonal channel, 49
Orthogonal frequency division modulation

(OFDM), 48
Orthogonal RF carriers, 32
Oscillation condition, 750
Oscillator

ceramic-resonator, 754
Clapp–Gouriet, 740, 741, 745
Colpitts, 732, 745, 749, 777, 786
Colpitts crystal, 766
common circuit concepts, 729
crystal, 763
dc-coupled, 777
dc-stabilized, 777
design flow chart, 753
dielectric resonator (DRO), 752
Hartley, 735, 744
Hartley microstrip resonator, 763
phase noise, 781
push–pull, 810
relaxation, 730
self-limiting, 741
specifications, 803
tapped-inductor differential, 761
three-reactance circuit, 733
tuning characteristic, 808
tuning linearity, 808
tuning range, 189, 774, 808
tuning speed, 808
two-port, 738, 749
voltage-controlled, 768

Output characteristic curves, 248
Output power

temperature dependence, 804

Overlay capacitance, 136
Oxide capacitance, 265

Packet-switched data connections, 28
Parallel-plate capacitances, 439,

440
Parameter extraction, 324

database, 334
Parasitic capacitance, 265, 440, 442
Parasitic inductances, 440
Parasitic resistance, 263, 275, 326
Parasitic transistor, 219
Passivation, 146
Peak-to-average ratio, 49
Petrovic, 578
Petrovic & Smith, 578
Phase detector, 673, 833, 845

small errors, 838
Phase error, 107
Phase-frequency comparators, 834
Phase/frequency detector noise,

861
Phase-locked loop (PLL), 102,

831
block diagram, 57
clock-recovery, 55
linearized model, 833
simulation, 56

Phase-locking techniques, 107
Phase noise, 101, 746, 815

feedback model, 789
improvement, 801, 814
spectral density, 783

Phase response, 99
Phase stability, 742
pHEMTs, 290
Photogeneration, 151
Pierce, 746
Polar loop, 578
Poole and Paul, 388
Port VSWR, 652
Post-tuning drift, 171, 804
Power-added efficiency (PAE), 542
Power back-off, 575
Power consumption, 417, 654, 804
Power ratios–voltage ratios, 364
Preamplifier, 494
Predistortion, 583
Pseudonoise, 17
Pseudorandom binary sequence (PRBS),

43
PTFA211801E, 275
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Punch-through, 136, 147, 161, 166, 171
Push–pull, 468, 619, 640, 811
Push–push, 522

Q factor
diode, 168
tuning diode, 182
unloaded Q, 788

Quarter-wave transformer, 599
Quasiparallel transistors, 621

Radial stub, 533
Radio channel, 5

impulse response, 7
Rayleigh distribution, 6

channel, 15
Receiver

bandwidth, 15
block diagram, 106

Reciprocal mixing, 104, 107
Recombination, 145, 220
Recovery, 132
Recovery time, 142
Rectifier, 151
Regrowth, 404
Rejection filter, 18
Resonance frequency, 442
RFCMOS, metal-layer stack, 438
RF feedback, 576
Richardson equation, 134
Rizzoli, 786
Rohde, 747, 786
Rohde & Schwarz subharmonically pumped

DBM, 683
Rohde & Schwarz CMW 510, 113
Rohde & Schwarz ESH2/ESH3 test

receiver, 776
Rohde & Schwarz ESN/ESVN40, 775
Rohde & Schwarz FSE, 869
Rohde & Schwarz SKTU, 642
Rohde & Schwarz SMDU, 748, 793
Rohde & Schwarz SME signal generator, 33
Rohde & Schwarz SMHU58, 107
Rohde & Schwarz SMY and SMIQ signal

generators, 102
Rohde & Schwarz ZVA, 336
Rohde & Schwarz ZVR, 337
Rothe and Dahlke, 374, 387, 432, 433

SA900, 57
TDD system, 65
transmit modulator, 60

Saturation current, 134
diode, 234
Schottky diode, 136

Scalable device models, 334
Scherer, 746, 817
Selectivity, 107
Self-heating, 204
Self-limiting oscillator, 741
Sensitivity, 85
Sensitivity to load changes, 804
Series resistance, 160
Shockley, 241
Shockley equation, 128
Sideband suppression, 679
Sigma-delta modulator, 867
Signaling channel, 23
Silicon physical parameters, 144
Single-carrier frequency-domain equalization

(SC-FDE), 49
Single-carrier frequency-domain multiple

access (SC-FDMA), 48, 49
Single-loop synthesizer, 832
Single sideband AM (SSB-AM), 64
Single sideband (SSB)/in-phase/quadrature

(I/Q) modulator, 678
Single-sideband (SSB) measurement,

396
Sinusoidal oscillators, 730
Smith chart, 425
SMS, 28
Sokal, 549
S parameter-based model, 445
S parameters, 425
Spectral plots, 402
Spectral regrowth, 90, 99, 369
Spiral inductor, 443
Spurious output, 806, 866

receiver spurious response, 52
rejection, 51
suppression, 866

SSB rejection, 679
SSB vs. DSB noise figure, 650
Stability, 427

amplifier, 423
analysis, 623
improvement, 430
multi-stage amplifiers, 504
Rollett factor k, 366, 428, 568
static, 195

Static built-in field, 226
Substrate loss, 440
Superframes, 21
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Surface-acoustic wave (SAW) filter, 5,
68, 105

Surprises, 560
Suter, 382
Switch

diode, 132, 196, 200, 678
diode bandswitch, 202
diode data, 198
diode equivalent circuit, 197

Symbol error rate, 6
Synchronization, 19, 23

TACS, 20
Tapped-C, 760
Tapped-L, 760
TDA1053, 156
TDMA timers, 22
Temperature coefficient of capacitance,

167
Temperature effects

compensation, 192
drift, 808
Schottky current, 134

Terman and Buss, 576
Termination-insensitive mixer, 673
Thermal capacitance, 237
Thermal noise sources, 370
Thermal port, 238
Thermal resistance, 237, 554
Thermal runaway, 518
Thermal subcircuit, 237
Thevenin transformation, 476
Third-order intercept, 469
Time division duplex (TDD), 65
Time-Division Multiple Access (TDMA),

19
Time-domain solver, 445
Timing advance (TA), 26
Tracking, 190, 775
Training sequence, 23, 55
Transceiver, 3
Transconductance noise, 646
Transformer

CMOS, 442, 444
equivalent circuit, 445
feedback, 489
loss, 450
low-noise amplifier

Transient response, 849
Transistor model

AgilentHBT, 219
BSIM, 324

Chalmers (Angelov), 291
Curtice–Ettenberg cubic model, 291
EEHEMT, 291
FBH-HBT, 219
FBH-HBT equivalent circuit, 237
Gummel–Poon, 218
HICUM, 219
Materka model, 291
MEXTRAM, 219, 563
modified Materka–Kacprzak, 251,

291, 294
130-nm NMOS BSIM4 parameters,

451
Raytheon (Statz), 291
Root, 291
Tajima, 291
TOM (TriQuint’s Own Model),

291
Transit frequency ft , 229,

289, 587
BFP650, 229
BJT, 267
BJT/HBT, 207
HEMT, 291
MOSFET, 266
self-heating, 231

Transit time, 132, 142
Transmission line, 528
Transmitter, 57
Trimming, 812
Triple-beat distortion, 97
Tristate detector, 840
Tuned circuit, 506
Tuned filter, 505

VHF television tuner with electronic band
selection, 202

Tuned resonant circuit
diode, 186, 770

Tuning capacitance, 773
Tuning diode. See diode
Tuning ratios, 167
Tuning voltage, 195
Two-dimensional electron gas, 290

UMTS, 29
Unilateral figure of merit, 427
uPC2749TB, 499

Varactor. See diode
Varicap. See diode
VCO tank circuit, 68
VCXO, 769
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Vendelin, 382
VHF band, 16
Via hole, 439, 533
Viterbi

algorithm, 10
decoder, 10

VMOS (vertical MOS), 270
Voltage-controlled oscillator (VCO), 768. See

also Oscillator

W360, 337
Wideband-CDMA, 47
Wilkinson power divider, 539, 623

XOR, 46, 836

YIG oscillator, 751, 752, 800, 814

Zwischenbasis-configuration, 449


	RF/Microwave Circuit Design for WirelessI Applications
	Contents
	Foreword
	Preface
	1 Introduction to Wireless Circuit Design
	1.1 Introduction
	1.2 System Functions
	1.3 The Radio Channel and Modulation Requirements
	1.3.1 Introduction
	1.3.2 Channel Impulse Response
	1.3.3 Doppler Effect
	1.3.4 Transfer Function
	1.3.5 Time Response of Channel Impulse Response and Transfer Function
	1.3.6 Lessons Learned
	1.3.7 Wireless Signal Example: The TDMA System in GSM
	1.3.7.1 Frequency Division Multiple Access (FDMA)
	1.3.7.2 Time-Division Multiple Access (TDMA)
	1.3.7.3 Code-Division Multiple Access (CDMA)
	1.3.7.4 TDMA in GSM
	1.3.7.5 TDMA Structure
	1.3.7.6 Bit Synchronization
	1.3.7.7 Compensation of Multipath Reception

	1.3.8 From GSM to UMTS to LTE

	1.4 About Bits, Symbols, and Waveforms
	1.4.1 Introduction
	1.4.1.1 Representation of a Modulated RF Carrier
	1.4.1.2 The Spectrum of a Digitally Modulated Carrier

	1.4.2 Some Fundamentals of Digital Modulation Techniques
	1.4.2.1 Spread-Spectrum and CDMA Modulation Techniques
	1.4.2.2 Orthogonal Frequency Division Modulation (OFDM) and Single- Carrier Frequency-Division Multiple Access (SC-FDMA)


	1.5 Analysis of Wireless Systems
	1.5.1 Analog and Digital Receiver Designs
	1.5.1.1 Receiver Design Examples
	1.5.1.2 PLL CAD Simulation

	1.5.2 Transmitters
	1.5.2.1 Linear Digital Modulation
	1.5.2.2 Digital and Analog FM
	1.5.2.3 Single Sideband AM (SSB-AM)
	1.5.2.4 Designing with the SA900
	1.5.2.5 ISM Band Application


	1.6 Building Blocks
	1.7 System Specifications and Their Relationship to Circuit Design
	1.7.1 System Noise and Noise Floor
	1.7.2 System Amplitude and Phase Behavior

	1.8 Testing
	1.8.1 Introduction
	1.8.2 Transmission and Reception Quality
	1.8.3 Base Station Simulation
	1.8.4 GSM
	1.8.5 DECT

	1.9 Converting C/N or SNR to EB/N0
	References
	Further Reading

	2 Models for Active Devices
	2.1 Diodes
	2.1.1 Large-Signal Diode Model
	2.1.2 Mixer and Detector Diodes
	2.1.2.1 Junction Capacitance
	2.1.2.2 Parameter Trade-Offs
	2.1.2.3 Mixer Diodes
	2.1.2.4 Linear Diode Model

	2.1.3 PIN Diodes
	2.1.3.1 Introduction
	2.1.3.2 Large-Signal PIN Diode Model
	2.1.3.3 Basic Theory: Variable Resistance
	2.1.3.4 Breakdown Voltage, Capacitance, Q Factor
	2.1.3.5 PIN Diode Applications
	2.1.3.6 Example: A PIN Diode π Network for TV Tuners

	2.1.4 Tuning Diodes
	2.1.4.1 Introduction
	2.1.4.2 Tuning Diode Physics
	2.1.4.3 Capacitance
	2.1.4.4 Q Factor or Diode Loss
	2.1.4.5 Distortion Products
	2.1.4.6 Electrical Properties of Tuning Diodes
	2.1.4.7 Diode-Tuned Resonant Circuits


	2.2 Bipolar Transistors
	2.2.1 Transistor Structure Types
	2.2.2 Large-Signal Behavior of Bipolar Transistors
	2.2.2.1 Electrical Characteristics and Specifications

	2.2.3 Large-Signal Transistors in the Forward-Active Region
	2.2.4 Improving RF Performance by Means of Heterostructures
	2.2.5 Effects of Collector Voltage on Large-Signal Characteristics in the Forward-Active Region of BJTs
	2.2.6 Effects of Collector Current and Voltage on Large-Signal Characteristics in the Forward-Active Region of HBTs
	2.2.7 Saturation and Inverse Active Regions
	2.2.8 Self-Heating
	2.2.9 Small-Signal Models of Bipolar Transistors

	2.3 Field-Effect Transistors
	2.4 Large-Signal Behavior of JFETs
	2.4.1 Small-Signal Behavior of JFETs
	2.4.2 Large-Signal Behavior of MOSFETs
	2.4.2.1 Transfer Characteristics of MOS Devices
	2.4.2.2 MOS Device Voltage Limitations

	2.4.3 Small-Signal Model of the MOS Transistor in Saturation
	2.4.4 Short-Channel Effects in FETs
	2.4.5 Small-Signal Models of MOSFETs
	2.4.5.1 Subthreshold Conduction in MOSFETs
	2.4.5.2 Substrate Flow in MOSFETs

	2.4.6 III–V MESFETs and HEMTs
	2.4.6.1 Introduction
	2.4.6.2 HEMTs
	2.4.6.3 Large-Signal Behavior of MESFETs and HEMTs
	2.4.6.4 The Modified Materka–Kacprzak Model
	2.4.6.5 Enhancement/Depletion FETs

	2.4.7 Small-Signal GaAs MESFET and HEMT Model

	2.5 Parameter Extraction of Active Devices
	2.5.1 Introduction
	2.5.2 Typical SPICE Parameters
	2.5.3 Noise Modeling
	2.5.3.1 Diode Noise Model
	2.5.3.2 BJT Noise Model
	2.5.3.3 JFET and MESFET Noise Model
	2.5.3.4 MOSFET Noise Model

	2.5.4 Scalable Device Models
	2.5.5 Generating a Databank for Parameter Extraction
	2.5.5.1 MESFETs
	2.5.5.2 A Case Study

	2.5.6 Conclusions
	2.5.7 Device Libraries
	2.5.8 Physics-Based MESFET Modeling
	2.5.9 Example: Improving the BFR193W Model

	References
	Further Reading

	3 Amplifier Design with BJTs and FETs
	3.1 Properties of Amplifiers
	3.1.1 Introduction
	3.1.2 Gain
	3.1.3 Noise Figure (NF)
	3.1.4 Linearity
	3.1.5 AGC
	3.1.6 Bias and Power Voltage and Current (Power Consumption)

	3.2 Amplifier Gain, Stability, and Matching
	3.2.1 Scattering Parameter Relationships
	3.2.2 Low-Noise Amplifiers
	3.2.3 High-Gain Amplifiers
	3.2.4 Low-Voltage Open-Collector Design

	3.3 Single-Stage Feedback Amplifiers
	3.3.1 Lossless or Noiseless Feedback
	3.3.2 Broadband Matching

	3.4 Two-Stage Amplifiers
	3.5 Amplifiers with Three or More Stages
	3.5.1 Stability of Multistage Amplifiers

	3.6 A Novel Approach to Voltage-Controlled Tuned Filters Including CAD Validation
	3.6.1 Diode Performance
	3.6.2 A VHF Example
	3.6.3 An HF/VHF Voltage-Controlled Filter
	3.6.4 Improving the VHF Filter
	3.6.5 Conclusion

	3.7 Differential Amplifiers
	3.8 Frequency Doublers
	3.9 Multistage Amplifiers with Automatic Gain Control (AGC)
	3.10 Biasing
	3.10.1 RF Biasing
	3.10.2 dc Biasing
	3.10.3 dc Biasing of IC-Type Amplifiers

	3.11 Push–Pull/Parallel Amplifiers
	3.12 Power Amplifiers
	3.12.1 Example 1: 7-W Class C BJT Amplifier for 1.6 GHz
	3.12.2 Example: A Highly Efficient 3.5 GHz Inverse Class-F GaN HEMT Power Amplifier
	3.12.2.1 Inverse Class-F PAs
	3.12.2.2 Design Methodology
	3.12.2.3 Implementation and Measurement Results
	3.12.2.4 Conclusions

	3.12.3 Linear Amplifier Systems
	3.12.3.1 Class A/AB Operation and Power Back-Off
	3.12.3.2 RF Feedback
	3.12.3.3 Modulation Feedback
	3.12.3.4 Feedforward
	3.12.3.5 Predistortion
	3.12.3.6 Baseband Predistortion

	3.12.4 Impedance Matching Networks Applied to RF Power Transistors
	3.12.5 Example 2: Low-Noise Amplifier Using Distributed Elements
	3.12.6 Example 3: 1-W Amplifier Using the CLY15
	3.12.7 Example 4: 90-W Push–Pull BJT Amplifier at 430 MHz
	3.12.8 Quasiparallel Transistors for Improved Linearity
	3.12.9 Distribution Amplifiers
	3.12.10 Stability Analysis of a Power Amplifier

	References
	Further Reading

	4 Mixer Design
	4.1 Introduction
	4.2 Properties of Mixers
	4.2.1 Conversion Gain/Loss
	4.2.2 Noise Figure
	4.2.2.1 Passive Mixer
	4.2.2.2 Example
	4.2.2.3 Exact Mathematical Nonlinear Approach
	4.2.2.4 Differential CMOS Mixer
	4.2.2.5 SSB Versus DSB Noise Figure

	4.2.3 Linearity
	4.2.3.1 1 dB Compression Point
	4.2.3.2 1 dB Desensitization Point
	4.2.3.3 Dynamic Range
	4.2.3.4 Harmonic Intermodulation Products (HIP)
	4.2.3.5 Intermodulation Distortion (IMD)

	4.2.4 LO Drive Level
	4.2.5 Interport Isolation
	4.2.6 Port VSWR
	4.2.7 dc Offset
	4.2.8 dc Polarity
	4.2.9 Power Consumption

	4.3 Diode Mixers
	4.3.1 Single-Diode Mixer
	4.3.2 Single-Balanced Mixer
	4.3.2.1 Subharmonically Pumped Single-Balanced Mixer

	4.3.3 Diode-Ring Mixer
	4.3.3.1 Termination-Insensitive Mixer
	4.3.3.2 Phase Detector
	4.3.3.3 Binary Phase-Shift Keying (BPSK) Modulator
	4.3.3.4 Quadrature Phase-Shift Keying (QPSK) Modulator
	4.3.3.5 Quadrature IF Mixer
	4.3.3.6 Image-Reject Mixer
	4.3.3.7 Diode Attenuator/Switch
	4.3.3.8 Single-Sideband (SSB) or In-Phase/Quadrature (I/Q) Modulator
	4.3.3.9 Triple-Balanced Mixer
	4.3.3.10 Rohde and Schwarz Subharmonically Pumped DBM


	4.4 Transistor Mixers
	4.4.1 BJT Gilbert Cell
	4.4.2 BJT Gilbert Cell with Feedback
	4.4.3 FET Mixers
	4.4.4 MOSFET Gilbert Cell
	4.4.5 GaAsFET Single-Gate Switch—Resistive Mixer
	4.4.5.1 Noise in Resistive Mixers


	References
	Further Reading

	5 RF/Wireless Oscillators
	5.1 Introduction of Frequency Control
	5.2 Background
	5.3 Oscillator Design
	5.3.1 Basics of Oscillators
	5.3.1.1 Example 1
	5.3.1.2 Example 2
	5.3.1.3 Two-Port Oscillator
	5.3.1.4 Amplitude Stability
	5.3.1.5 Phase Stability


	5.4 Oscillator Circuits
	5.4.1 Hartley
	5.4.2 Colpitts
	5.4.3 Clapp–Gouriet

	5.5 Design of RF Oscillators
	5.5.1 General Thoughts on Transistor Oscillators
	5.5.2 Two-Port Microwave/RF Oscillator Design
	5.5.3 Ceramic-Resonator Oscillators
	5.5.3.1 Calculation of Equivalent Circuit

	5.5.4 Using a Microstrip Inductor as the Oscillator Resonator
	5.5.4.1 Increasing Loaded Q
	5.5.4.2 High-Q Microstrip Inductor
	5.5.4.3 UHF VCO Using the Tapped-Inductor Differential Oscillator at 900 MHz

	5.5.5 Hartley Microstrip Resonator Oscillator
	5.5.6 Crystal Oscillators
	5.5.7 Voltage-Controlled Oscillators
	5.5.8 Diode-Tuned Resonant Circuits
	5.5.8.1 Tuner Diode in Parallel-Resonant Circuit
	5.5.8.2 Capacitances Connected in Parallel or in Series with the Tuning Diode
	5.5.8.3 Tuning Range
	5.5.8.4 Tracking

	5.5.9 Practical Circuits
	5.5.9.1 Oscillators with Coarse and Fine Tuning
	5.5.9.2 DC-Coupled Oscillator
	5.5.9.3 Siemens Colpitts Oscillator
	5.5.9.4 DC-Stabilized Oscillator


	5.6 Noise in Oscillators
	5.6.1 Linear Approach to the Calculation of Oscillator Phase Noise
	5.6.2 Phase-Noise Analysis Based on the Feedback Model
	5.6.3 AM-to-PM Conversion
	5.6.4 Numerically Optimized Oscillators
	5.6.4.1 Phase-Noise Optimization


	5.7 Oscillators in Practice
	5.7.1 Oscillator Specifications
	5.7.2 More Practical Circuits
	5.7.2.1 Silicon/GaAs-Based Integrated VCOs and Possible Difficulties


	5.8 Phase-Noise Improvements of Integrated RF and Millimeterwave Oscillators
	5.8.1 Abstract
	5.8.2 Review of Noise Analysis
	5.8.3 Workarounds
	5.8.4 Reduction of Flicker Noise
	5.8.5 Applications to Integrated Oscillators
	5.8.6 Summary

	References
	Interesting Patents
	Further Reading

	6 Wireless Synthesizers
	6.1 Introduction
	6.2 Phase-Locked Loops
	6.2.1 PLL Basics
	6.2.2 Phase-Frequency Comparators
	6.2.2.1 Diode Rings
	6.2.2.2 Edge-Triggered JK Master-Slave Flip-Flops
	6.2.2.3 Digital Tristate Comparators

	6.2.3 Filters for Phase Detectors Providing Voltage Output
	6.2.3.1 Transient Response

	6.2.4 Charge-Pump-Based Phase-Locked Loops
	6.2.4.1 External Charge Pump
	6.2.4.2 Example
	6.2.4.3 Design Example: A Passive PLL Filter
	6.2.4.4 Example


	6.3 How to Do a Practical PLL Design Using CAD
	6.4 Fractional-N-Division PLL Synthesis
	6.4.1 The Fractional-N Principle
	6.4.1.1 Example
	6.4.1.2 Example

	6.4.2 Spur-Suppression Techniques

	6.5 Direct Digital Synthesis
	References
	Interesting Patents
	Further Reading

	Index



